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Preface

Quantum mechanics introduces new physical concepts “that cannot be explained in
terms of things previously known to the student, which cannot even be explained ad-
equately in words at all,” Dirac once said. This book has grown out of a quantum me-
chanics (QM) course that has been taught in our respective universities. The student
often faces three main difficulties: logic, practice, and experimental realization.

Logic. Quantum mechanics introduces so many new concepts so quickly. This is
partly due to the fact that materials are often organized in terms of dimensions—one-
dimensional, two-dimensional, and three-dimensional systems. A prime example is that
one starts from the infinite quantum well in one section and then in the next section
jumps to theharmonic oscillator. A smooth transition and logical connection aremissing.

In this book, we strive to gradually weave the physical concepts and ideas into the
book logically,with newmathematical tools introduced as needed, lesseningmathemati-
cal interruption. Each chapter is partitioned into several units. One can choose just some
units for a one-semester course. To give the reader a global view, we organize materials
as follows, where Chapters 5 and 7 are on mathematical methods.

Chapter 2 3 4, 6 8 9 10

matter electron nucleus atom molecules solids special topics
themes tunneling vibration spin & orbital

angular momenta
molecular
orbital

energy
bands

quantum
computing,
Berry phase

Practice. Practice makes perfect! Every good textbook must have lots of exam-
ples, exercises, and computer codes to guide the reader through the material. We pro-
vide many examples, and in some cases an entire section is dedicated to examples. We
design three levels of exercises. The shorter ones, called exercises, 318 in total, should
be worked out immediately after each section, while the longer ones at the end of each
chapter, called problems, 148 in total, should be assigned after several sections have
been covered. The numerical problems, which students love most, should be assigned
whenever possible. We provide 16 computer source codes, so the reader can directly
use them. For instance, we numerically solve the finite quantum well and the hydrogen
atom. If the student cannot solve some basic problems, it is hard to say that he/she re-
ally understands the material. Once the reader is able to calculate, then the conceptual
understanding becomes easier. Richard Feynman once said “What I cannot calculate, I
do not understand,” and “know how to solve every problem that has been solved.” Com-
puting Born’s probability density for a classical object is more amenable to the student.

Experiment. To fully appreciate how QM works, the student needs a real experi-
ment to see the beauty behind QM.Wewent to the laboratory and did some experiments
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ourselves to discover a newway to teach quantummechanics. The feeling is very differ-
ent. Motivated by a sketch in the manual provided by the manufacturer, we discovered
the Zeeman disk for light polarization, which never appears in any QM books.

In the following, we briefly outline each chapter and summarize the key concepts
and formulas in Table 1 at the end of this Preface. The materials are designed in such
a way that a one-semester course may need to cover the first few sections listed in the
table without any interruption to the following chapters.

Chapter 1 is an introduction to QM. It starts with the quantization concept and ends
with a LED experiment to measure the Planck constant. The very first exercise immedi-
ately reveals the insight into quantization. Asking how the photon energy changes when
light enters water is the first test to see whether the student understands the photon.We
find a novel way to explain Born statistics and his probability density using an airplane.

Chapter 2 is on bound and continuous states and quantum tunneling, mainly on
electrons. It starts with a novel introduction to the time-dependent Schrödinger equa-
tion, which is based on the Noether theorem, and endswith insights into tunneling. Tun-
neling through a finite barrier is solved with a novel method, and the computer codes
provide the wavefunctions with any arbitrary potential heights.

Chapter 3 is on the harmonic oscillator, mainly on nuclear vibrations. It starts with
operators and ends with the explanation of blackbody radiation and the photoelectric
effect. The classical probability is used as an introduction to the quantum treatment.
Operators, Heisenberg uncertainty principle, and Schrödinger and Heisenberg pictures
are introduced. The actual quantum oscillator is simulated by the coherent states.

Chapter 4 is on orbital angular momentum and the hydrogen atom. It combines the
materials fromChapters 2 and 3, electron+nucleus, and extends it to three dimension. It
starts from the Bohr model and ends with the Franck–Hertz experiment. The hydrogen
code is highly recommended for the beginner.

Chapter 5 is on the time-independentmethod. It starts with perturbation theory and
ends with the variational principle. Two entire sections are devoted to the examples.

Chapter 6 is on the electron spin. It starts from the Stern–Gerlach experiment and
ends with magnetic resonance imaging. The Pauli matrices are introduced using the
method of Fermi. Spin and orbital moments are introduced, together with the Zeeman
energy and Lande-g factor. The Stern–Gerlach experiment is explained in both the
Schrödinger and Heisenberg pictures. Covering ESR allows us to introduce the Rabi
frequency and smoothly transitions to time-dependent perturbation theory.

Chapter 7 is on time-dependent perturbation theory and its applications to optics. It
starts with the interaction between matter and radiation, time-dependent perturbation
theory, and linear optics and ends with the laser.

Chapter 8 is the application of QM tomolecules and a one-dimensional solid through
the Kronig–Pennymodel. Going beyondmost textbooks that are limited to a single atom,
we introducemolecular orbitals, orbital hybridization, and charge density in atoms.We
work out all the details of the Kronig–Penny model, obtain the famous equation for the
energy band, and show how the band structure is constructed.
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Chapter 9 is on crystalline solids. It starts with crystal structure and the Bloch theo-
rem and ends with quantum transport and collective vibrations (phonons). It covers the
nearly free-electron model, where the Brillouin zone, momentummatrix elements, and
susceptibility are introduced, and the tight-bindingmodel,where both the Berry connec-
tion and position operator are computed. The Landauer theory for quantum transport,
which is missing from almost every QM book, is introduced.

Chapter 10 is on some special topics. It starts from the particle indistinguishability
and ends on the Berry phase. It covers many-body states, fermions, bosons, spin singlet
and triplet, magnetism, and the Heisenbergmodel. Also, it introduces quantum comput-
ing, in particular, qubits, gates, and hardware.

We have tested our current version in our respective universities. The overwhelm-
ing feedback from the students is that they want to have more exercises, so at least one
class session in each chapter is devoted to numerical solutions. We have rederived and
checked the equations in the book and adopted the best practices in the literature, which
is greatly enriched by our own research on ultrafast dynamics in molecules and solids,
femtomagnetism, quantum materials and information, nonlinear optics and harmonic
generation, magnetic materials, and nanostructures.

In the U. S., one semester has 15 weeks, meets three times per week for 50 minutes,
for a total 45 classes. A quarter systemhas three 10-week sessions. In China, one semester
has 18 weeks, four classes per week. Each class is 45minutes.We design the book in such
a way that one can use it for either two semesters or one semester or 2–3 quarters. The
table on pages XVIII–XX has a column that lists the sections of a one-semester course.

We would like to thank our students for their feedback on the draft. We also ap-
preciate the helpful communication with Dr. Hadiseh Alaeian (Purdue University) on
quantum information.We humbly recognize the formidable challenge of writing a book
on a discipline as fundamental, broad and far-reaching as quantum mechanics, where
we are only scratching the surface of various aspects. We sincerely welcome criticism,
comments, and suggestions so that we can improve the text in the future.

Although we have cited many excellent references, we should mention that our
book has been significantly influenced by
1. Books that can be used as a reference for every chapter:

(a) D. J. Griffiths andD. F. Schroeter, Introduction to QuantumMechanics, Third Ed.,
Cambridge University Press (2018).

(b) J. Y. Zeng, QuantumMechanics, in Chinese, Scientific Publishing, Beijing (1984).
(c) J. J. Sakurai, Modern Quantum Mechanics, ed. by S. F. Tuan, Pearson (2005).
(d) P. A.M. Dirac, The Principles of Quantum Mechanics, Oxford University Press

(1958).
(e) L. I. Schiff, Quantum Mechanics, McGraw-Hill, New York (1955).

2. Books that are ideal for several specific chapters:
(a) J. S. Bell, Speakable and Unspeakable in Quantum Mechanics, Cambridge Uni-

versity Press, Cambridge, (1987). This is a collection of Bell’s papers on quantum
mechanics, including his inequality. It is ideal for Chapters 1 and 10.
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(b) E. Fermi, Notes on QuantumMechanics, The University of Chicago Press, (1961).
Being able to read what Fermi wrote when he was teaching students allows
one to see how detailed he was, down to real numbers in the transition rate. It
is ideal for Chapters 2 and 7.

(c) (i) N.W. Ashcroft and N. D. Mermin, Solid State Physics, Cengage Learning; 1st
Ed. (1976). (ii) C. Kittel, Introduction to Solid State Physics, 7th Ed., JohnWiley &
Sons, Inc., New York (1996). (iii) K. Huang, Solid State Physics, in Chinese, Peking
University Press (2009). (iv) S. H. Simon, The Oxford Solid State Basics, Oxford
(2017). These are ideal for Chapters 8 and 9.

(d) X. Sun, Solitons and Polarons in Conjugated Polymers, in Chinese, Sichuan Pub-
lishing House, (1987). This book is ideal for Chapters 8 and 9. It has a concise
presentation of one-dimensional systems.

(e) M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Informa-
tion, Cambridge University Press (2000). This is arguably the best book on quan-
tum computing and information and an a key reference for Chapter 10. Its pre-
sentation is accessible to readers of various backgrounds.

(f) Spin-first books. (i) D. H.McIntyre, QuantumMechanics, Pearson (2012),where a
correction to the Schrödinger equation is necessary. (ii) J. S. Townsend, A Mod-
ern Approach to Quantum Mechanics, University Science Books, New York
(2012). These books are used for Chapter 6.

(g) Additional books. (i) L. Pauling and E. B. Wilson, Introduction to Quantum Me-
chanics, McGraw-Hill Book Company, Inc., New York (1935). (ii) L. D. Landau
and E.M. Lifshitz, QuantumMechanics: Non-Relativistic Theory. Vol. 3 (3rd Ed.),
Pergamon Press (1958). (iii) Claude Cohen-Tannoudji, Bernard Diu and Franck
Laloe, Quantum Mechanics, Wiley-VCH (2019).

3. Books with problems, solutions, and videos:
(a) F. Constantinescu and E. Magyari, Problems in QuantumMechanics, Pergamon

Press, Oxford (1971). This has lots of excellent problems.
(b) B. C. Qian and J. Y. Zeng, Problems and Analysis in Quantum Mechanics, in Chi-

nese, China Science Publishing and Media Ltd., Beijing, China (2001).
(c) J.-L. Basdevant and J. Dalibard, The Quantum Mechanics Solver, Springer-

Verlag, Berlin, Heidelberg (2006). A good option, but less systematic.
(d) S. Flügge, Practical Quantum Mechanics, Springer (1974).
(e) M. Belloni, W. Christian, and A. J. Cox, Physlet Quantum Physics, Pearson Pren-

tice Hall, New Jersey (2006).
(f) J. F. Wang, X. H. Fang and C. J. Zhang, Concepts and Problems in Solid State

Physics, in Chinese, Shangdong University Press (2010).

Terre Haute, Indiana Guo-ping Zhang
Lanzhou Mingsu Si
St. Louis, Missouri Thomas F. George
December 2023
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Table 1: Outline of chapters, with key concepts, formulas, experiments, and applications, Sem. denotes the
one-semester course, which only needs to cover these sections.

Chapter Key concepts Formulas Experiments Sem.

1 Energy quantum, de Broglie
wavelength λdB ,
wavefunction |ψ⟩, Born’s
probability density and
statistics, probability
amplitude, measurement,
operator and Hermitian
operator, expectation value.

En = nℏν, λdB = h/p;
⟨ψ|ψ⟩ = ∫ψ∗(r)ψ(r)dr = 1, ρ = |ψ|2,
ρ = |ψ1 + ψ2|

2 versus ρ = |ψ1|
2 + |ψ2|

2;
p̂ = −iℏ∇, Ĥ = p̂2

2m +
̂V(r), Â† = Â,

⟨Â⟩ ≡ ⟨ψ|Â|ψ⟩.

blackbody
radiation,
Compton
effect,
one-photon
interference,
cold atoms,
LED.

2 Electron tunneling,
Schrödinger equations,
Current density, Liouville
equation, infinite and finite
quantum wells, stationary
state evolution, tunneling
through a barrier.

iℏ 𝜕ψ𝜕t = Ĥψ,
𝜕ρ
𝜕t + ∇ ⋅ J = 0, iℏ

𝜕ρ
𝜕t = [Ĥ, ρ];

Ĥϕn = Enϕn, ⟨ϕn|ϕm⟩ = δnm,
∑n |ϕn⟩⟨ϕn| = 1, ψ(t) = ∑n cne

−iEnt/ℏϕn;
En =
ℏ2

2m (
nπ
a )

2, ϕn(x) = √
2
a sin(

nπx
a );

η = ±ω cos η, Eη =
2ℏ2η2

ma2
;

ϕI (x) = e
ikx + re−ikx , R + T = 1,

T ∝ e−2√2m(V0−E)a/ℏ.

scanning
tunneling
microscope.

2.1–2.6

3 Nuclear vibration,
commutation relation,
position, momentum,
Heisenberg uncertainty
principle, Schrödinger and
Heisenberg pictures,
coherent states, black body
radiation, photoelectric
effect.

[Â, B̂] = ÂB̂ − B̂Â, ΔAΔB ≥ | i2 ⟨[Â, B̂]⟩|;
[ ̂x, p̂x] = iℏ, [â, â

†] = 1;
Ĥ = (â†â + 1

2 )ℏω, En = (n +
1
2 )ℏω,

â†|n⟩ = √n + 1|n + 1⟩,
â|n⟩ = √n|n − 1⟩, ϕ0 = (

mω
πℏ )

1
4 e−

mω
2ℏ x2 ;

dÂH (t)
dt =

1
iℏ [ÂH(t), Ĥ] +

𝜕ÂH (t)
𝜕t ;

Sν =
2hν3

c2
1

ehν/kBT−1 .

blackbody
radiation,
photoelectric
effect, infrared
thermome-
ters.

3.1–3.5

4 Orbital angular momentum,
hydrogen atom, Bohr
model, spatial (vector)
quantization, common
eigenfunctions, spherical
harmonics, conservation
law.

a0 = 0.529 Å, υ1 = αc, Ef − Ei = hν;
[ ̂Lx , ̂Ly ] = iℏ ̂Lz , L̂ × L̂ = iℏL̂,
L̂2Ylm = l(l + 1)Ylm, ̂LzYlm = mℏYlm,
̂L±Ylm = √l(l + 1) − m(m ± 1)ℏYlm±1;
ϕnlm = RnlYlm, ϕ1s =

1
√πa30

e−r/a0 ,

En = −
13.6 eV
n2

.

spectral series,
Franck–Hertz
experiment.

4.1–4.6

5 Nondegenerate and
degenerate perturbation
theory, variational principle,
molecular orbitals.

Ĥ = Ĥ0 + ĤI , E
(1)
k = ⟨ϕk |ĤI |ϕk⟩,

|ψk⟩ = |ϕk⟩ +∑m ̸=k
⟨ϕm |ĤI |ϕk ⟩
ϵk−ϵm
|ϕm⟩,

E(2)k = ∑m ̸=k
|⟨ϕk |ĤI |ϕm⟩|

2

ϵk−ϵm
;

F = ⟨ψ|Ĥ|ψ⟩ − λ⟨ψ|ψ⟩, ψk = ∑
ν
i=1 C
(0)
i ϕi ,

( HAA HAB
HBA HBB )(

CA
CB
) = E( 1 S

S∗ 1 )( CACB ),
Ĥ′ = λ2 ̂T ′ + λ ̂V ′,ψ(r′1, ⋅ ⋅ ⋅ , r

′
N) =

λ−3N/2ψ(r1, ⋅ ⋅ ⋅ , rN).

van der Waals
force, Stark
effect.

5.1–5.4
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Table 1 (continued)

Chapter Key concepts Formulas Experiments Sem.

6 Electron spin, Pauli
matrices, spin
wavefunction, total angular
momentum, orbital and
spin moments, Zeeman
energy, Landé-g factor,
Hund’s rules, Schrödinger
and Heisenberg pictures,
Rabi frequency, nuclear
resonance.

σ̂x = ( 0 1
1 0 ), σ̂y = (

0 −i
i 0 ), σ̂z = (

1 0
0 −1 );

Ŝ = ℏ2 ̂σ, [ ̂Sx , ̂Sy ] = iℏ ̂Sz ,Ŝ × Ŝ = iℏŜ,
|α⟩ = ( 10 ), |β⟩ = ( 01 ); [ ̂Jx , ̂Jy ] = iℏ ̂Jz ,
̂J × ̂J = iℏ ̂J; 2s+1Lj , μ̂l = −μB

L̂
ℏ ,

μ̂s = −μB
2Ŝ
ℏ , Û = −μ̂ ⋅ B;

g = 1 + j(j+1)+s(s+1)−l(l+1)
2j(j+1) ,

S = s1 + s2, . . . , |s1 − s2|,
MS = S, S − 1, . . . − S, J =
L + S, L + S − 1, . . . , |L − S|;

Ĥ(t) = ( ℏω1 γeiωt

γe−iωt ℏω2 ), Ω = √ δ2
4 +

γ2

ℏ2
;

Û = −μ̂ ⋅ B = −γ ̂I ⋅ B.

Stern–Gerlach
experiment,
Zeeman effect,
ESR, MRI.

6.1–6.4

7 Interaction between
radiation and matter, dipole
selection rules, mechanical
momentum, canonical
momentum, generalized
Lorentz force, Coulomb
gauge, dipole
approximation, transition
matrix element, σ± light,
1st- order wavefunction
correction, constant and
periodic perturbation,
transition probability, linear
optics, polarization and
susceptibility,
Beer–Lambert law,
penetration depth, fluence,
absorption coefficient, laser,
absorption, stimulated
emission, population
inversion, three-level and
four-level systems.

iℏ 𝜕ψ(r,t)𝜕t = [
1
2m (p̂−qA(r, t))

2+qφ]ψ(r, t),
Π̂ = p̂ − qA(r, t), ∇ ⋅ A = 0;
ĤI = −D̂ ⋅ E(t) = er ⋅ E, Δl = ±1,
Δml = 0,±1; Ĥ = Ĥ0 + λĤI (t),
ψ(t) = ψ(0)(t)+λψ(1)(t)+λ2ψ(2)(t)+ ⋅ ⋅ ⋅ ,
iℏψ̇(N) = Ĥ0ψ

(N) + ĤIψ
(N−1), C(1)lk (t) =

1
iℏ ∫

t
t0
⟨ϕl |ĤI (t

′)|ϕk⟩e
i(El−Ek )t

′/ℏdt′,
Plk(t) =

1
ℏ2
|∫

t
t0
⟨ϕl |ĤI (t

′)|ϕk⟩e
iωlk tdt′|2;

P = P0 + ϵ0χ
(1)
e : E + ϵ0χ

(2)
e :: EE + ⋅ ⋅ ⋅,

P(1)ind = ϵ0χ
(1)
e E,

χ(1)α,β(ω) =
1
ℏϵ0Ω
∑n

DαknD
β
nk

ωnk−ω−iΓnk
,

I = 1
2 cϵ0n(ω)|E|

2, I(z) = n(ω)I0e
−αz ,

α(ω) = 4πni (ω)
λ0
= 4π

λ0
Im(√1 + χ(1)e (ω)),

I = 1
2 cϵ0|Etot|

2 =
1
2 cϵ0(|E1|

2 + |E2|
2 + 2E1 ⋅ E2), λn =

L
2n ;

λ = hc
ΔE =

hc
Eb−Ea

.

Linear and
nonlinear
optics, laser,
optical
absorption.

7.1–7.3
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Table 1 (continued)

Chapter Key concepts Formulas Experiments Sem.

8 Molecular orbitals, π- and
σ-orbitals, bonding,
hybridization, Pauli
exclusion principle,
conjugated polymers,
polyacetylene, LCAO,
overlap and hopping
integrals, charge density,
molecular energy,
Kronig–Penny model.

ψssσ =
1
√2
(ϕats (A) + ϕ

at
s (B)),

ψppπ =
1
√2
(ϕatpz (A) + ϕ

at
pz (B)),

ψsp2 = c1ϕ
at
s (A) + c2ϕ

at
px (B) + c3ϕ

at
py (B),

Hpz ,pz (C1, C2) =
∫ϕat∗pz (rC1 )Ĥmolϕ

at
pz (rC2 )dr,

Ĥ = ∑i[Es|i⟩⟨i|− t(|i⟩⟨i + 1|+ |i + 1⟩⟨i|)],
β2−α2
2αβ sin(αa) sinh(βb) +

cos(αa) cosh(βb) = cos[k(a + b)].

organic LED. 8.1–8.3

9 Crystal structure, unit cell,
primitive cell, lattice
constant, Block theorem,
translational symmetry,
Born–von Karman
boundary condition,
reciprocal lattice, Brillouin
zone, crystal momentum,
band structure, band gap,
momentum, group velocity,
nearly free-electron model,
tight-binding model, LCAO,
Pauli exclusion principle,
Fermi energy, Fermi
surface, Fermi velocity,
chemical potential,
quantum transport,
Landauer’s principle,
density of states,
transmission, I-V curve.

R = la1 + ma2 + na3,
ψk(r + R) = e

ik⋅Rψk(r),
ψk(r) = e

ik⋅ruk(r), G = lb1 +mb2 + nb3;

E± = V0 + Tn(Δ
2 + 1 ±√4Δ2 + |Vn |

2

T2n
),

1
m∗ = 1

ℏ2
𝜕2Ek
𝜕k2

;
ψk(r) =

1
√N
∑l e

ik⋅Rlϕats (r − Rl),

Ek = E
at
s −∑l t(Rl)e

ik⋅Rl , υk =
𝜕Ek
ℏ𝜕k , Ĥ =

∑s t0|s⟩⟨s| − t∑s(|s + 1⟩⟨s| + |s⟩⟨s + 1|),
⟨ψk1 | ̂x|ψk2⟩ =

a
1−e−iΔka = a

2 −
ai
2 cot

Δka
2 ;

kF =
Neπ
2L , (

kxa
2 )

2 + (
kya
2 )

2 = 2 + εk;
fFD(Ek) =

1
eβ(Ek−μ)+1 , fBE = 1

eβEk −1
,

I = e
h ∫
∞
−∞ dET(E)[f1(E) − f2(E)],

G0 =
e2
h , ρ(E) = A∑n

1
√(E−En)2+δ2

,

ln I(z1)
I(z2)
= −SBR√ϕ(z1 − z2);

ωk = 2√
C
m | sin(ka/2)|,

Ĥ = ∑k(â
†
k âk +

1
2 )ℏωk .

X-ray
diffraction,
photoemis-
sion, STM,
infrared and
Raman
spectrum

9.1–9.4

10 Many-body states,
symmetric and
antisymmetric
wavefunctions, particle
indistinguishability, bosons,
fermions, Pauli exclusion
principle, spin singlet and
triplet, qubits, Hadmard
gate, Bloch sphere, CNOT ,
Berry phase, geometrical
phase, Berry connection,
exchange interaction,
Heisenberg model.

Ψ(1, 2) = ±Ψ(2, 1),
χ0,0 =

1
√2
[α(1)β(2) − α(2)β(1)];

EC =
e2
4πϵ0
∫1 ∫2 ρa(1)ρb(2)r

−1
12 dr1dr2,

EX =
e2
4πϵ0
∫1 ∫2 ρex(1)ρex(2)r

−1
12 dr1dr2,

Ĥ = −∑ij Jij Ŝi ⋅ Ŝj ;
|ψ(t)⟩ = cos[ θ(t)2 ]|0⟩+ e

iφ(t) sin[ θ(t)2 ]|1⟩,
H , H , S , X , Y , Z ;
An(R) = i⟨n(R)|∇R|n(R)⟩, γn(C) =
∮C dR ⋅ An(R) = i ∮C⟨n(R)|∇R|n(R)⟩ ⋅ dR.

Magnetism,
superconduc-
tivity,
Josephson
junction, Paul
trap, quantum
cryptography,
photon
entanglement,
polarization,
nonlinear
optics.

10.1–10.3
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1 Entering the QuantumWorld

By the end of 19th century, classicalmechanics, thermodynamics and statisticalmechan-
ics, and electricity and magnetism formed the three main pillars of physics. They could
successfully explain themajority of phenomena observed. Classical mechanics (CM) can
explain the motion of particles such as planets and mechanical waves, with continuous
energies. Thermodynamics and statistical mechanics can explain physical properties
of gases, liquids, and solids. Electricity and magnetism (EM) can explain electric cur-
rent, light absorption, emission, and reflection. But there were some outliers that do not
seem to fit any one of them. The emission spectra from atoms are found to be discrete,
not continuous, as would be expected from CM. When the light intensity becomes ex-
tremely weak, EM cannot explain the intrinsic fluctuation of light. Blackbody radiation
proves to be amajor challenge. It is a common experience that the color of a heated iron
stove transitions from red, to yellow, and to white, but never to blue or violet. Using EM
theory and statistical mechanics helps to explain the increased emission at a shorter
wavelength, i. e., the ultraviolet catastrophe. As a result, it is apparent that the entire
physics needs a radical revolution.

This chapter is grouped into three units:
– Unit 1 consists of Sections 1.1 and 1.2, which introduces energy quantization, wave-

particle duality, and the de Broglie wavelength.
– Unit 2 includes Sections 1.3 and 1.4. These two sections form the core of this chapter:

quantum states and wavefunctions.
– Unit 3 includes Sections 1.5 and 1.6. It starts with operators and expectation values

and concludes with an elegant experiment to measure the Planck constant.

1.1 Energy quantization

In 1900, in an effort to explain blackbody radiation (Section 3.6), Max Planck postulated
that there exists aminimum energy unit, hν, which is indivisible, that he called a bundle
or energy quantum. One can have only either zero energy or integer multiples of this
minimum energy,

En = nhν, (1.1.1)

where h is the Planck constant, h = 6.626176×10−34 J⋅s or 4.136 eV⋅fs, ν is the frequency of
radiation, and n is the quantum number and only takes discrete integers, n = 0, 1, 2, . . . .
The system energy En has a subscript n. Quantum mechanics (QM) revolutionized 20th
century science.

Different from CM, QM connects the energy with the frequency of the radiation, not
the wavelength. This embodies the significance on the frequency of radiation.

https://doi.org/10.1515/9783110672152-001
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Equation (1.1.1) is only for blackbody radiation. The electron in a hydrogen atomhas
energy of En =

−13.6 eV
n2 , where n takes 1, 2, 3, . . . , not from 0.

In the words of Planck: “And now that the way was opened, a sudden flood of new-
won knowledge poured out over the whole field including the neighboring fields in
physics and chemistry.” For instance, to describe its electron orbitals in chemistry, we
need to introduce the orbital angular momentum quantum number l to label the s, p,
and d orbitals, l = 0, 1, and 2, respectively.

Exercise 1.1.0.
1. Max Planck in his Nobel lecture stated: “In this case the quantum of action must play a fundamental role in
physics, and here was something entirely new, never before heard of, which seemed called upon to basically
revise all our physical thinking, built as thiswas, since the establishment of the infinitesimal calculus by Leibniz
and Newton, upon the acceptance of the continuity of all causative connections.” To illustrate this difference
between classical and quantum physics, calculate the two functions given by

Newton(q) =
∫
∞
n=0 n exp(−nq)dn

∫
∞
n=0 exp(−nq)dn

; Planck(q) =
∑∞n=0 n exp(−nq)
∑∞n=0 exp(−nq)

,

where q is positive. In Newton(q), n is continuous; in Planck(q), n is a positive integer. (a) Find Newton(q) and
Planck(q). (b) Show at what value of q, Planck(q) approaches Newton(q). (c) Plot them on the same graph.

1.2 Wave-particle duality and the de Broglie wavelength

Most of us are used to viewing matter as behaving as either waves or particles. Waves
interfere with each other, but particles do not. Particles can bounce off each other, but
waves do not. This section introduces a radical concept: Matter has both wave and par-
ticle properties.

In 1905, in an effort to explain photoelectric effects (Section 3.7), Albert Einstein ap-
plied Planck’s energy quantization idea to a light wave. He introduced a new concept,
the light quantum, and in 1926 G. N. Lewis [1] coined the word “photon”, a particle. Each
photon has energy

E = hν (photon), (1.2.1)

where ν is the light’s frequency. According to Einstein’s general relativity, the energy E
of a free object is

E = √p2c2 +m2c4, (1.2.2)

where p is the momentum, c is the speed of light, and m is the mass of the object. We
apply eq. (1.2.1) to a light wave, whose static massm is zero, so that we have

E = pc. (1.2.3)
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The two energies in eqs. (1.2.1) and (1.2.3) must be equal to each other, so we obtain pc =
hν and p = hν

c . Because the wavelength of light λ = c/ν, we have p = h/λ, or

λ = h
p
(for light wave). (1.2.4)

This relationship shows that photons have momentum just like regular particles, which
already differs from EM. The photon concept enabled Einstein to explain the photoelec-
tric effect, which will be addressed in Chapter 3. In 1923, A. Compton [2] demonstrated
that a beam of X-ray incident on an electron, once it has collided with the electron, loses
its momentum and has a longer wavelength, thus proving that light does behave like a
particle.

In 1924, Louis de Broglie made a revolutionary postulate: The particle nature of a
wave should be extended to all matter, not just light; a massive particle should have the
wave nature. This is the wave–particle duality. The spatial extension of the quantum
object is described by the de Broglie wavelength λdB,

λdB =
h
p
(for any quantum object), (1.2.5)

where p is the momentum. From that point on, any quantum object was understood to
have dual properties. A particle must be drawnwith a wavy head and tail, so the reader
with the classical physics background can comprehend the concept. Figure 1.1 is a quan-
tum illustration of a matter, a wavepacket, where the dot in the center represents the
classical location. The significance ofwavepacketswill become clear in Section 3.1.2. This
equation applies to both radiation and matter and sets a spatial limit as to whether the
wave nature of a quantum object is significant. If λdB is comparable to the system size,
the wave nature of an object appears. For instance, if an electron is confined in a space
whose dimension is comparable to its de Broglie wavelength, the electron’s wave na-
ture, such as diffraction and interference, appears [3]. Electron diffraction experiments
[4] use this property. Diffraction has been observed in C60 and C70 molecules [5, 6, 7].

In another limit, if the dimension of a system is far larger than λdB, the particle
nature emerges. To get a rough idea as to how large λdB is, we look at the electron in
a hydrogen atom. The electron momentum p is 1.9924 × 10−24 kgm/s, which gives λdB =

Figure 1.1: de Broglie’s wave-particle duality is characterized by the de Broglie’s wavelength λdB. The
longer (the shorter) is λdB, the wavepacket behaves more like a wave (a particle).



4 � 1 Entering the Quantum World

3.33 Å. One can recognize that, in order to see the wave nature of an electron, the spatial
dimension should be very small. In cold-atom experiments, one cools atoms down to
µK so that their p is much smaller to get a measurable λdB. Consider sodium atoms at
1 µK, with velocity centered around υth = √3kBT/m = 0.0329m/s. We find p = mυth =
1.25696 × 10−27 kgm/s, and λdB = 5271.14 Å. This means that these Na atoms behave like
waves at such a low temperature [8].

Exercise 1.2.0.
2. A baseball of mass 140 g rests on a table at room temperature. Can its de Broglie wavelength be infinite?
3. A Ti-sapphire laser has a wavelength of 800 nm. Find the photon’s momentum, energy, and frequency in
a vacuum.

1.3 Quantum states and their wavefunctions

In CM, position and velocity define what state the system is in. For instance, a car is
traveling at 40m/s and 1 km away from a city. QM uses the quantum state.

1.3.1 Describing a quantum state: wavefunction

In 1926, Erwin Schrödinger proposed a revolutionary concept: a mathematical entity
called a wavefunction, ψ(r, t), to describe the quantum state of a system. ψ(r, t) encap-
sulates the de Broglie wavelength mathematically. Schrödinger introduced an equation
that bears his name: the Schrödinger equation for ψ(r, t), which finally established the
main framework of wave mechanics and put QM on a solid mathematical footing.

ψ(r, t) is a continuous function of the spatial coordinate r and time t and contains the
complete information of a quantum state. In general, ψ is a complex function, ψ∗ ̸= ψ,
where “*” represents a conjugation, meaning changing the sign of the imaginary part
of a complex number like ψ = a + ib → ψ∗ = a − ib with a and b being real. If the
wavefunction is for an electron, then r is the electron’s coordinate. If it is for a light pho-
ton, then r is the photon coordinate. ψ(r, t) is called the position r-representation. If we
use momentum p instead of position r as our spatial variable, this is called the momen-
tum p-representation. The wavefunction looks like ψ(p, t), These two representations
are equivalent. The p-representation is often used for delocalized states, with the r one
for localized states. If we haveN particles, we write down the many-body wavefunction
as ψ(r1, r2, r3, . . . , rN , t), where ri are the coordinates of the particles.



1.3 Quantum states and their wavefunctions � 5

1.3.2 Types of wavefunctions and Dirac notation

There are twodifferent types ofwavefunctions: single-component andmulti-component
ones. Here, we only introduce a single-component wavefunction such as ψ(r, t), leav-
ing two-component ones to Chapter 6. To describe different wavefunctions easily, Dirac
introduced angle brackets: ⟨| and |⟩ are called bra and ket, respectively. This is the
Dirac notation. Here, we write ψ(r, t) as a ket, |ψ⟩ ≡ ψ(r, t). Its complex conjugate,
ψ∗(r, t), is a bra, ⟨ψ| ≡ ψ∗(r, t). The outer product of two wavefunctions ψ1 and ψ∗2
is written as |ψ1⟩⟨ψ2| ≡ ψ1(r, t)ψ

∗
2 (r, t). The inner product, an integral, is ⟨ψ1|ψ2⟩ =

∫ψ∗1 (r, t)ψ2(r, t)dr. However, we will put off the product of ψ1ψ2 (see eq. (8.3.7)).
We can always discretize r in ψ(r, t), as r1, r2, . . . , called the mesh grid points (see

Section 4.7.2), in which case ψ(r, t) becomes a column vector

(

ψ(r1, t)
ψ(r2, t)

...

) . (1.3.1)

We take thefirst two entriesψ(r1, t) andψ(r2, t) anddenote themas a and b for simplicity.
In Dirac notation, we write the wavefunction and its conjugation as

|ψ⟩ = (a
b
) , ⟨ψ| = (a∗ b∗) . (1.3.2)

This conjugation is a conjugate transpose, Hermitian conjugate. The outer and in-
ner products of two wavefunctions are, respectively,

|ψ1⟩⟨ψ2| = (
a1
b1
) (a∗2 b∗2 ) = (

a1a
∗
2 a1b

∗
2

b1a
∗
2 b1b

∗
2
) , (1.3.3)

⟨ψ2|ψ1⟩ = (a∗2 b∗2 ) (
a1
b1
) = a∗2 a1 + b

∗
2 b1. (1.3.4)

Equations (1.3.1)–(1.3.4) make it clear that, once we discretize wavefunctions, the
Schrödinger equation becomes an eigenequation of a matrix, such as Aψ = λψ, where A
is a matrix and λ is an eigenvalue. This mechanics is called matrix mechanics, proposed
byHeisenberg, Born, and Jordan, which is completely equivalent to thewavemechanics
proposed by Schrödinger.

Exercise 1.3.2.
4. Given |ψ1⟩ =

1
√2
( 11 ), |ψ2⟩ =

1
√2
( 1i ), find (a) ⟨ψ1| and ⟨ψ2|, (b) |ψ1⟩⟨ψ2| and |ψ2⟩⟨ψ1|, (c) ⟨ψ1|ψ1⟩ and ⟨ψ2|ψ2⟩,

(d) ⟨ψ1|ψ2⟩ and ⟨ψ2|ψ1⟩, (e) |ψ1⟩⟨ψ2|ψ1⟩ and |ψ2⟩⟨ψ1|ψ2⟩.
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1.3.3 How does a wavefunction describe wave–particle duality?

A true wave must have a wavelength, while a true particle must have a position. As a
conceptual introduction but at the risk of causing confusion, we give an example of ψ(r)
in one dimension, where we suppress the time variable for clarity. It has two parts like

ψ(x) = u(x)⏟⏟⏟⏟⏟⏟⏟
particle

exp(ikx)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
wave
, (1.3.5)

where u(x) is a spatially localized function and represents the particle nature and
exp(ikx) represents the wave nature. We consider two cases:

First, we set u(x) = 1, soψ = exp(ikx). Thewave vector k is related to thewavelength
through λ = 2π/k, where λ is just λdB. This is a pure wave. Second, we choose u(x) =
exp(− x

2

a2 ), so ψ = exp(−
x2
a2 + ikx). Now, we choose a so small that ψ peaks at x = 0. This is

a particle. If a → 0, this is a pure particle that is located at x = 0.
We emphasize that our separation into the particle and wave parts in eq. (1.3.5) is

only approximate. In general, the wavefunction falls in between these two extremes.

1.4 Properties of a wavefunction

A wavefunction ψ allows us to describe a quantum state, but it does not have a physical
meaning because it is not a physical quantity that can be measured experimentally.

1.4.1 Probability density and the normalization of a wavefunction

Schrödinger already recognized that only ψ(r, t)ψ∗(r, t) has a physical meaning. Max
Born provided a statistical interpretation and called it the probability density ρ(r, t),
i. e., the probability per unit length, area or volume. This means that, classically, if we
have 100% chance to find an electron in a volume of 1m3, the probability density is
ρ = 1

m3 ; if 20%, then ρ = 0.2
m3 . In QM, ρ is identified with ψ(r, t) at space r and time t,

ρ(r, t) = ψ(r, t)ψ∗(r, t) = ψ(r, t)

2. (1.4.1)

If we multiply ρ by the volume element dxdydz (the left-hand figure in Fig. 1.2), then we
obtain the probability in dxdydz. The SI unit of ρ is 1/m, 1/m2, and 1/m3 in one, two,
and three dimensions, respectively. Wavefunction ψ(r, t) is now called the probability
amplitude. Different from the classical statistics, “probability density” is not stochas-
tic or random because, once ψ(r, t) is given, ρ(r, t) at every point in space and time is
knownwithout any ambiguity. For a single particle, the spatial integration over the den-
sity ρ(r, t)must be 1 because we only have one particle,
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Figure 1.2: (Left) Quantum probability density ρ(r, t). (Right) Experimental scanning tunneling microscope
spatial image of the surface states of the electron in a quantum corral of 48 Fe atoms [9]. Used with per-
mission from AAAS.

∫
V

ρ(r, t)dr = ∫
V

ψ∗(r, t)ψ(r, t)dr ≡ ⟨ψ|ψ⟩ = 1, (1.4.2)

where the integration is a three-dimensional integral over a volume V and dr is the
infinitesimal volume element, dr = dxdydz. Equation (1.4.2) is called the normalization
of the wavefunction. In Dirac notation, the integral must have the bra ⟨| first and then
the ket |⟩. This integration becomes a summation if the wavefunction is defined on real
mesh grids (see eq. (1.3.1)). Suppose the wavefunction ψ(r, t) has values at mesh points
(xi, yj , zk). Then the normalization is the triple summation,

∑
i,j,k

ρi,j,k = ∑
i,j,k

ψ∗(xi, yj , zk , t)ψ(xi, yj , zk , t) = 1, (1.4.3)

where xi, yj , zk represent a single point in space. As a result of normalization, ψ(r, t)
multiplied by a nonzero constant c is still considered to be the same as ψ(r, t) and repre-
sents the same state. Only properly normalized wavefunctions can be used to compute
ρ and any other properties. For an unnormalizable wavefunction, see Section 2.6.

1.4.2 Comparison between Born statistics and Maxwell–Boltzmann statistics

Now, we explain the difference and similarity between Born statistics and Maxwell–
Boltzmann statistics (MB statistics). The simplest way to understand Born statistics is to
apply it to a classical particle, e. g., an airplane (left-hand figure in Fig. 1.2).

Consider the plane moving with a constant velocity υ on a straight (1D) runway of
length a. According to Born statistics, we need to find the probability density ρ in the
line segment dx. We first compute the total time spent on the runway, T = a/υ, and then
find the time dt spent in dx. The ratio dt/T is the probability (not probability density),

dt
T
=
dx/υ
T
=
dx
υT
=
dx
a
= ρ(x)dx, (1.4.4)

where the last equation employs the definition of probability density. So, we find ρ(x) =
1/a in units of 1/m, which is constant everywhere, like a wave. This makes sense because
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its velocity is constant. To see whether ρ(x) is indeed a correct probability density, we
integrate it over space, ∫a0 ρ(x)dx = 1. Sure enough, it satisfies the normalization condi-
tion. This reveals the first key difference: Born statistics uses a single sample, or a single
event, to find the probability density.

What about its average position? Born statistics uses the same equation asMB statis-
tics: the integration over the product of the probability density and the position

x̄ =
a

∫
0

ρ(x)xdx = a/2, (1.4.5)

which means the average position of the plane is in the middle of the runway. This also
makes sense. We can do the same for the average value of x2:

̄x2 =
a

∫
0

ρ(x)x2dx = a2/3. (1.4.6)

Now,we can compute the uncertainty in position using the standard deviation fromclas-

sical physics, Δx = √ ̄x2 − (x̄)2 = a
√12

. The position uncertainty highlights that the plane
behaves like a wave. Although our example is classical, once we accept Born statistics,
we can see how the wave nature also appears through the uncertainty in position.

What if the plane stops at x = b on the runway? We assume that b < a. Then, our
probability must be 1 at x = b, and the rest is zero. At x = b, dx = 0, so ρ = 1/dx = ∞.
This singular distribution is uneasy for many, so Dirac invented his δ-function,

a

∫
0

ρ(x)dx =
+∞

∫
−∞

δ(x − b)dx = 1, (1.4.7)

where the second equation extends the limit to infinity and ρ(x) = δ(x − b). We can
use ρ to compute both x̄ and ̄x2 as follows: ∫ ρ(x)xdx = b and ∫ ρ(x)x2dx = b2. Δx =
√ ̄x2 − (x̄)2 = 0, i. e., zero uncertainty in position: The plane is a particle.

Now, we explain MB statistics. MB statistics needs a large number of planes, i. e.,
many events, so the distribution function follows the so-called MB distribution ρMB. If
not, then the distribution depends on the number of planes, or events. This is where the
stochasticity or randomness appears. The resultant distribution takes into account the
fact that some planes may start at x = 0, while others may not. The runway length a
“distributes” as ρMB(a). The final average position has an extra average over ensembles,

∫

Maxwell–Boltzmann
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

ρMB(a)
a

∫
0

ρ(x)xdx
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Born

da, (1.4.8)
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which is experimentally measured. We highlight the explicit difference between MB
statistics and Born statistics through the underbrace and overbrace. This is the second
key difference: In Born statistics, the system size and the boundary conditions must be
fixed from the beginning, but, in MB statistics, they are allowed to change.

These classical examples compare and contrast Born and MB statistics. In QM, the
entire procedure is similar but with two differences. Instead of using dt/T followed by
a division by dx, we compute ρ from ψ. The average value is now called the expectation
value (Section 1.5.1). Although the probability density provides the density value at a
spatial point, it is incorrect to say, for example, that a quantum object has 20% chance
in regionA, 30% in B, and 50% in C.Wemust accept the quantumobject as awhole in the
same way as we view a classical object. We cannot say this plane has 60% chance being
a fuselage and 15% being a wing. The wings and fuselage are just parts of the plane. We
must accept the entire spatial distribution of the quantum state as a whole.

If we have N particles, the normalization of the wavefunction is

∫
V

ρ(r1, r2, . . . , rN ; t)dr1dr2 ⋅ ⋅ ⋅ drN = N . (1.4.9)

If wemultiply the density ρwith the charge, we have the charge density. Experimentally,
Crommie and coworkers probed the confined electron density from 48 Fe atoms on the
Cu surface (right-hand figure in Fig. 1.2).

Exercise 1.4.2.
5. ϕ(x) = sin(kx). Normalize this wavefunction within x ∈ [−a/2, a/2].
6. If a plane starts from rest and accelerates with acceleration a on the runway of length L: (a) Find ρ(x); (b)
find the average position ̄x; (c) find ̄x2; (d) find Δx.

1.4.3 Hilbert space and the superposition principle of wavefunctions

In CM, any vector A in Cartesian coordinates (Fig. 1.3(a)) can be written as a linear su-
perposition of three components as

Figure 1.3: (a) Cartesian coordinates, where a vector A can be projected to x-, y-, and z-axis. (b) In the
Hilbert space, basis functions ϕn are the “axes”, upon which a function ψ can be “projected” through an
integration ⟨ϕn|ψ⟩. (c) Physics and mathematics are connected.
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A = Ax x̂ + Ayŷ + Azẑ, (1.4.10)

whereAx ,Ay, andAz are three components along the x-, y-, and z-axes, respectively. This
is possible as long as three unit vectors, x̂, ŷ, and ẑ, are orthogonal to each other.

In QM, the Cartesian space is not enough, since we work with wavefunctions, not
vectors alone.We need to extend it to the function space, called the Hilbert space, which
are set up by a group of basis functions. Basis functions are a special group of wave-
functions and play the same role as unit vectors in the Cartesian coordinate. If two basis
functions |ϕi⟩ and |ϕj⟩ have a zero inner product, i. e., ⟨ϕi|ϕj⟩ = 0, they are defined as
orthogonal to each other. Figure 1.3(b) schematically shows five basis functions. If we
can find a group of basis functions {|ϕi⟩} that are orthogonal to each other and complete
(Section 2.2.1), we can expand any wavefunction |ψ⟩ as

|ψ⟩ =∑
i
ci|ϕi⟩, (1.4.11)

which is called the superposition of wavefunctions as {ϕi} are linearly added up. ci =
⟨ϕi|ψ⟩ is a complex number and the coefficient just as Ax , Ay, and Az in eq. (1.4.10). A key
difference fromvectors in the Cartesian coordinates is that |ψ⟩must be properly normal-
ized. |ci|

2 = |⟨ϕi|ψ⟩|
2 is called the probability density in basis functions |ϕi⟩. Figure 1.3(c)

illustrates how the novel physics is built upon different mathematical foundations.
The superposition principle allows us to understand the one-photon interference

experiment [10]. This topic often confuses the beginner: How could a single photon, a
particle, interfacewith itself? First, we are using thewave nature of the photon to gener-
ate the interference. Because the coherent length, the length that the photon still keeps
its coherence, is long, the phase of the photon wavefunction is not randomized dur-
ing light propagation. Second, the interference is observed because we alter the photon
wavefunction. The same thing can be said about the single electron interference. In this
case, we need a device, often a beam splitter, to split its wavefunction to generate an
interference pattern. Figure 1.4 schematically shows theMach–Zehnder interferometer,
where the incoming light is split into two arms and then rejoins at the exit. A single
photon in state |s⟩ hits on a beam splitter B1 and splits into two paths: one along the

Figure 1.4: Single-photon interference with a Mach–Zehnder interferometer. A single photon emitted
from the source in a state |s⟩ impinges on a beam splitter B1 and splits into two states |l1⟩ and |l2⟩. Then
the photon is reflected from mirrors M1 and M2 before it hits on another beam splitter B2. The photon is
detected by an avalanche photodiode D in the output port a [10].
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transmission direction and the other along the reflection direction, described by wave-
functions |l1⟩ and |l2⟩. Since they are spatially separated, their overlap is zero, ⟨l1|l2⟩ = 0,
i. e., orthogonal. |l1⟩ and |l2⟩must be indistinguishable to the photon, so the same single
photon can take “both paths”, which appears surprising if one views the photon as a par-
ticle only. But this is not surprising at all because it is the single-photon wavefunction
that spreads over both paths (see below for more). The level of the indistinguishabil-
ity is given by the transmission probability amplitude t and the reflection probability
amplitude r, so B1 transforms the photon from |s⟩ into

|s⟩ = t|l1⟩ + r|l2⟩, (1.4.12)

where |s⟩ corresponds to |ψ⟩ in eq. (1.4.11) and |l1⟩ and |l2⟩ correspond to |ϕi⟩. |s⟩ is a
superposition state of |l1⟩ and |l2⟩. The normalization ⟨s|s⟩ = 1 requires rr∗ + tt∗ ≡
R + T = 1, where T = tt∗ and R = rr∗ are the probabilities in |l1⟩ and |l2⟩, respectively.

Before we proceed, we must clarify a few common confusions. Conceptually, t and
|l1⟩ are both probability amplitudes as they aremultiplied by each other, and the same is
true for r and |l2⟩. If we left multiply eq. (1.4.12) by ⟨l1|, we get ⟨l1|s⟩ = t⟨l1|l1⟩+r⟨l1|l2⟩ = t,
which explains howone can obtain ci from eq. (1.4.11). If, for a spatial reason or temporal
reason or both, |l1⟩ and l2⟩ become inequivalent and distinguishable to the photon, the
photon chooses only one path, either |l1⟩ or |l2⟩, not both, then |s⟩ = |l1⟩ or |s⟩ = |l2⟩, and
there is no single-photon interference [10].

We assume that reflection from M1(2) does not change |l1(2)⟩, but the path length
affects the phase because the actual photon wavefunction is approximately like eikx ,
where k is its wavevector and x is the position. If the path length for |l1(2)⟩ from B1 to B2
is l1(2), the phase is e

ikl1(2) ≡ eiδ1(2) . Once both have passed through B2 into ports a and b,
|l1⟩ and |l2⟩ themselves are superpositions of |a⟩ and |b⟩

|l1⟩ = e
iδ1 (r|a⟩ + t|b⟩), |l2⟩ = e

iδ2 (t|a⟩ − r|b⟩), (1.4.13)

where |a⟩ and |b⟩ are two new basis functions at ports a and b, i. e., ⟨a|b⟩ = 0. In |l1⟩, r
is before |a⟩ and t is before |b⟩ because the photon is reflected into port a byM2 and is
transmitted throughM2 into port b. |l1(2)⟩ itself now is a superposition of |a⟩ and |b⟩.

Substituting eqs. (1.4.13) into (1.4.12) results in

|s⟩ = rt(eiδ1 + eiδ2)|a⟩ + (t2eiδ1 − r2eiδ2)|b⟩. (1.4.14)

The avalanche photodiode D detects the signal at port a. Mathematically, we need to
compute the projection of |s⟩ on |a⟩, ⟨a|s⟩, the probability amplitude. Its square, ρa(δ) =
|⟨a|s⟩|2, is the probability density that is measured by the detector D through |a⟩,

ρa(δ) =
⟨a|s⟩

2 = 2RT[1 + cos(δ)], (1.4.15)

where δ = δ1 − δ2. The interference emerges from ρa(δ) once we change the arm length
of either path 1 or path 2. It disappears if two paths are distinguishable to the photon.
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Table 1.1: First table: comparison between classical interference and quantum interference. Second table:
terminology of wavefunction, probability density, and probability.

Physics Minimum No. of waves for interference Splitting

Classical 2 No
Quantum 1 Yes

Quantity Name Other name

ψ(r, t) probability density amplitude wavefunction
ρ(r, t) = |ψ(r, t)|2 probability density
∫ ρ(r, t)dr probability normalization
|⟨a|s⟩|2 probability density of |s⟩measured through |a⟩

We can also use eq. (1.4.11) to represent a molecular wavefunction. Suppose the
molecule has two atoms A and B, where the electronic wavefunction at atom A is |ϕ2s⟩
and that at B is |ϕ2pz⟩. The wavefunction |Ψ⟩ for the molecule is a superposition of |ϕ2s⟩
and |ϕ2pz⟩

|Ψ⟩ = cA|ϕ2s⟩ + cB|ϕ2pz⟩. (1.4.16)

The electron density in the Dirac notation is

ρ(r) = |Ψ⟩⟨Ψ| = |cA|
2|ϕ2s⟩⟨ϕ2s| + |cB|

2|ϕ2pz⟩⟨ϕ2pz | + 2Re[cB|ϕ2pz⟩c
∗
A⟨ϕ2s|], (1.4.17)

or in a regular notation is

ρ(r) = Ψ(r)Ψ∗(r) = |cA|
2ϕ2s(r)

2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
density at atom 1

+ |cB|
2ϕ2pz (r)


2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
density at atom 2

+ 2Re[cBϕ2pz (r)c
∗
Aϕ
∗
2s(r)]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

hybridization

. (1.4.18)

The first and second terms on the right-hand side represent the electron densities at
atomsA andB, respectively. The third term is the orbital hybridization, sp hybridization.
The level of hybridization depends on the overlap between two wavefunctions. If the
signs of cA and cB are the same, we have a bonding orbital, or otherwise, an antibonding
orbital. Table 1.1 summarizes the key concepts that we have learned so far.

Exercise 1.4.3.
7. (a) Prove eq. (1.4.15). (b) If we place the photodector along the b port, find the probability Pb(δ).
8. Suppose t = t0e

iα and r = r0e
iβ , where α, β, t0, and r0 are real. (a) Using the orthogonality relationship

between ⟨l1|l2⟩ in eqs. (1.4.13), find the relationship between phases α and β. (b) Use (a) to prove ⟨s|s⟩ = 1.
(c) Prove Pa(δ) + Pb(δ) = 1. This means the number of photons must be 1 for a single-photon interference.
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1.5 Operators of observables and measurements

Although ψ contains all the information about a system, ρ and the phase of ψ are the
only ones that can be calculated and observed. To access other properties, one needs
the operator of an observable, denoted as Ô, where the hat on O is the unique symbol
for an operator. The observable refers to the quantity that can be computed theoretically
and may be measured experimentally. For instance, if we want to compute the energy
of a system, we need the Hamiltonian operator Ĥ . The momentum needs a momentum
operator p̂, and so on. Therefore, except for the probability density and phase, a quan-
tum measurement is composed of the wavefunction and operator. There are two types
ofmeasurements. Type I is based on an operator Ô and awavefunctionψ, whereψ is not
affected by Ô. This is passive and is an ideal case. The final outcome is the so-called ex-
pectation value or something similar (such as transitionmatrix elements). Type II is also
based on Ô and ψ, but ψ may be affected by Ô or other operators. This is related more
to actual experimental measurements and causes considerable confusion. The single-
photon interference in Section 1.4.3 is an example. Another example is the double-slit
experiment, where the very action that one puts another camera immediately behind
the slits changes ψ, so the outcome is necessarily different. At the end of this section, we
will present a simple way to better understand this difference in measurements.

1.5.1 Expectation values of an operator

The expectation value is the outcome of our measurement (Type I). It is defined as

⟨Ô⟩ ≡ ⟨ψ|Ô|ψ⟩ = ∫ψ∗Ôψdr, (1.5.1)

which is an integral of a product of ψ∗Ôψ over the space. The order in eq. (1.5.1) matters:
ψ∗ is before Ô, and ψ is after Ô, so Ô operates on ψ only and their result is multiplied by
ψ∗. One can think of the operator as a matrix, the wavefunction ψ as a column vector,
and ψ∗ as a row vector. We cannot swap Ôwith ψ in general, but if they are, we recover
the classical average value (for instance, eq. (1.4.5)). For this reason, we use the expecta-
tion value, instead of the average value, to distinguish it from CM. The particle nature
of a matter, such as position, can now be revealed through the expectation value. The
uncertainty in the wave nature is because ⟨ψ|Ô2|ψ⟩ ̸= (⟨ψ|Ô|ψ⟩)2.

1.5.2 Hermitian operators

There aremany operators of various kinds.We aremostly interested in Hermitian oper-
ators because they correspond to a physical quantity that can be measured experimen-
tally. The Hermitian conjugation of an operator Ô consists of two operations: complex
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conjugation and transpose, i. e., Ô† ≡ (Ô∗)⊺, where ⊺ indicates a transpose in the lan-
guage of a matrix or an adjoint for a differential operator. The conjugation changes the
sign of the imaginary part of the operator, and the transpose exchanges the upper tri-
angle elements with the lower triangle element, while, if written as ψ1Ô

⊺ψ2, it means
that Ô acts upon ψ1, instead of ψ2, i. e., ψ1Ô

⊺ψ2 = (Ôψ1)ψ2. If one has a product Ô|ψ⟩, its
Hermitian conjugate is (Ô|ψ⟩)† = ⟨ψ|Ô†. If |ψ⟩ is a column vector, ⟨ψ| is a row vector,
with all the elements taking their Hermitian conjugates. If we have two operators Â and
B̂, then their conjugation is (ÂB̂)† = B̂†Â†. If Ô = Ô†, Ô is called a Hermitian operator.

1.5.2.1 Momentum and position
In CM, themomentum is defined as p = mυ for a particle.We quantize it to amomentum
operator in QM in the r-representation as

p̂ = −iℏ∇ = −iℏ(x̂ 𝜕
𝜕x
+ ŷ 𝜕
𝜕y
+ ẑ 𝜕
𝜕z
), (1.5.2)

where ℏ is the reduced Planck constant (h/2π), i is the imaginary symbol, and x̂, ŷ, and
ẑ are the unit vectors along the x, y, and z directions, respectively. Its three components
are p̂x = −iℏ

𝜕
𝜕x , p̂y = −iℏ

𝜕
𝜕y and p̂z = −iℏ

𝜕
𝜕z . ∇ is a gradient operator, called nabla.

Changing from classical p to quantummechanical p̂ is a conceptual leap. p̂ has no mass
in its operator and is the same for both electrons and photons, but its unit is exactly
the same as the classical one. Different from CM, p̂ does not tell us anything about the
momentum until it applies to a state or wavefunction to reveal its true value.

p̂ is a Hermitian operator, p̂† = p̂. Including −i in p̂ is important because it ensures
that the momentum expectation value is a real number (see the following example).
QM does not have a specific velocity operator for all matter, but, for a massive object,
the velocity operator can bewritten as p̂/m, wherem is themass of the object, a classical
number.

The position operator r̂ is also a Hermitian operator. In the r-representation r̂ is r
(no hat). we can compute its expectation value similarly.

In the p-representation, the spatial variable is p, so p̂ = p, (no hat), but the position
operator r̂ is changed to

r̂ = iℏ∇p = iℏ(x̂
𝜕
𝜕px
+ ŷ 𝜕
𝜕py
+ ẑ 𝜕
𝜕pz
). (1.5.3)

Example 1 (Expectation value of momentum). Suppose an electron moving along the z-axis, with the wave-
function normalized in a line segment within z ∈ [0, L], ϕ(z) = exp(ikz)/√L. (a) Find the expectation value of
p̂z . (b) Find the de Broglie wavelength.

(a) We can compute its expectation value of p̂z as

⟨p̂z⟩ ≡ ⟨ϕ| ̂pz |ϕ⟩ =
L

∫
0

dz 1
√L

e−ikz(−iℏ) 𝜕
𝜕z

1
√L

eikz = ℏk.
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(b) From eq. (1.2.5), we can compute the de Broglie wavelength λdB = h/⟨p̂z⟩ = 2π/k, which exactly
matches our expectation, but this represents a conceptual revolution from a classical quantity p in eq. (1.2.5)
to the quantum mechanical expectation value of an operator p̂z .

Example 2 (Expectation value of position). We have a wavefunction ϕ(x) = δ(x − a), where δ(x) is a Dirac δ
function.1 Find the expectation value of the position operator.

We start from the definition of the expectation value of the position,

⟨ϕ| ̂x|ϕ⟩ = ∫ dxδ(x − a)xδ(x − a) = a.

This means that the particle is located at x = a.

1.5.2.2 Kinetic energy and potential energy
The classical kinetic energy is p2/2m. The kinetic energy operator T̂ is

T̂ = p̂2

2m
= −
ℏ2∇2

2m
, (1.5.4)

where the negative sign does not mean that the kinetic energy is negative. It only means
that the operator itself is negative. What matters physically is the expectation value
of the kinetic energy, which must be positive. Because the kinetic energy operator is a
second-order derivative with respect to the spatial coordinate, any physical wavefunc-
tion must not be a linear function of r.

In the r-representation, the potential energy operator is

V̂ = V (r), (1.5.5)

where V (r) is the exact same as the classical potential. However, in the p-representation,
the variable r is changed to p.

1.5.2.3 Eigenfunctions, Hamiltonian and its eigenstates
If a Hermitian operator Â and a wavefunction ϕ satisfy Âϕ = aϕ, ϕ is called the eigen-
function, or eigenvector of Â in matrix mechanics, and a is its eigenvalue. The total en-
ergy operator, Ĥ , called the Hamiltonian, of a system is the sum of T̂ and V̂ ,

Ĥ = T̂ + V̂ = p̂2

2m
+ V (r).

Given a wavefunction |ψ⟩, we can compute the expectation value of the energy,

⟨ψ|Ĥ |ψ⟩ = ∫
V

ψ∗(r)Ĥψ(r)dr.

1 At x = 0, δ =∞. If x ̸= 0, δ = 0. It has some special properties: ∫∞−∞ δ(x)dx = 1. ∫∞−∞ f (x)δ(x−a)dx = f (a).
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If Ĥ and ϕ satisfy

Ĥϕ = Eϕ, (1.5.6)

ϕ is an eigenfunction of Ĥ . Importantly, we further call ϕ an eigenstate, to distinguish
it from other eigenfunctions. Only Ĥ ’s eigenfunction can be bestowed as an eigenstate,
and E is called the eigenenergy. If Ĥ is changed, the system is changed.

1.5.2.4 Relativistic and photon Hamiltonians
For a free particle with a finite static mass, we can quantize the relativistic energy,
eq. (1.2.2), to the relativistic Hamiltonian [11],

Ĥ = c√m2c2 + p̂2x + p̂2y + p̂2z. (1.5.7)

If an object has zero static mass, one can construct a similar Hamiltonian from the clas-
sical Hamiltonian. For instance, the photon has a classical energy given by eq. (1.2.3),
E = pc. The quantum Hamiltonian of photon [12] is

Ĥ = cα ⋅ p̂, (1.5.8)

where α is a 6 × 6 matrix (see Appendix Section 11.4). This dot product is necessary be-
cause p̂ is a vector, while the energy is a scalar. One can compute the eigenstate of the
photon. A more rigorous approach is based on quantum field theory, where the pho-
ton polarization can be included, and the strength of the light field in classical EM, i. e.,
the vector potential, is replaced by the photon number operator. This enables one to
describe emission, spontaneous emission, and absorption.

In summary, operators are a key feature of QM, very different from CM. Table 1.2
lists a few common operators in both r- and p-representations. Missing from the list is a
force operator. Instead, in QM, we find the force operator F̂ through the time-derivative
of p̂, or by taking the gradient of the Hamiltonian operator Ĥ with respect to position,

F̂ = −∇Ĥ = −∇V (r, t), (1.5.9)

Then we compute the expectation value of the force ⟨ψ|F̂|ψ⟩.

Table 1.2: Operators in the r- and p-representations.

Observable Energy Position Momentum

Operator (r-representation) Ĥ = − ℏ
2∇2

2m + V(r, t) ̂r = r p̂ = −iℏ∇

Operator (p-representation) Ĥ = − p
2

2m + V(p, t) ̂r = iℏ∇p p̂ = p
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Exercise 1.5.2.
9. Show that, if ψ is a real function, ⟨ψ|p̂|ψ⟩ = 0.
10. Suppose ϕ(x) = δ(x − a). Find ⟨x2⟩ − (⟨x⟩)2.
11. Suppose an electron moving along the x-axis, with the wavefunction normalized in a line segment within
x ∈ [0, L], ϕ(x) = exp(ikx)/√L. (a) Find the expectation value of p̂x . (b) In the r-representation, the position
operator is x. Find its expectation value. (c) Find the expectation value ⟨ϕ|x2|ϕ⟩.
12. Assume the photon propagating along the z-axis. For simplicity, we assume α is a unit vector kx along
the photon propagation x direction. Starting from eq. (1.5.8), find the eigenstate of the photon. Hint: Solve
an equation like eq. (1.5.6).

1.5.3 Measurements

We take the electron single-slit experiment as an example. Figure 1.5 shows that the ex-
periment consists of three parts: the electron source, the slit, and the screen or camera.
First we consider the electron is far away from the slit. Here “far away” means that the
distance between the electron and the slit is much larger than the electron’s de Broglie
wavelength, so our Hamiltonian is Ĥelectron. We can compute a physical quantity or the
expectation value of an operator Ô. This is called a type I measurement, where the mea-
surement is passive and does not affect the quantum state of the system.

If the electron comes close to the slit, but far away from the screen, our total Hamil-
tonian is Ĥ = Ĥelectron + Ĥslit + ĤI , where ĤI is the interaction between the electron and
the slit. This is a type II measurement, where the slit affects the initial quantum state
of the electron. The diffraction pattern is formed on the screen. For the same Hamilto-
nian, same incoming wavefunction, and same boundary conditions, the probability den-
sity is exactly the same, regardless of whether we send in 1 or 1,000 electrons separately.
Caution: What we are saying is the same probability density, not the same diffraction
pattern. Two electrons A and B may land on two different spots of the screen, but will
never land in the spot with zero probability density. The probability density is the most
that the quantum theory can predict. The quantum theory cannot predict where the
electron lands, i. e., the diffraction pattern. This quantum indeterminacy is inexplicable
from classical physics. The classical physics reader may try to narrow the slit width a to
get some determinacy back, but only finds the probability density spreading even more
on the screen, creating a stronger indeterminacy. This quantum indeterminacy is inher-
ent in thewave-particle duality. That is why in Fig. 1.5, we purposely draw thewavy lines
around the slit and the electron.

Does the quantum indeterminacy ever disappear at least partially? Yes, it does. For
instance, we can remove the slit, and then there is no diffraction pattern. The electron
probability is now determined by its initial state with a different indeterminacy. When
we make a measurement, we force the electron to choose one eigenstate of the new
Hamiltonian, just as the single photon interference (see eq. (1.4.12)). How canwe recover
the classical determinacy? This can be done by sending in lots of electrons.
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Figure 1.5: Electrons pass through a slit of width a that is comparable to the de Broglie wavelength of the
electrons. The measurement, i. e., placing a slit behind the electrons, alters the property of the incident
electrons. The probability density ρ(r, t) is detected by a camera. The density does not change its shape
even with N electrons. The wavy lines around the slit and the camera denote their respective wave nature.

In summary, what QM predicts is the probability density. What is undetermined is
the outcome of a single measurement. A measurement can affect the probability den-
sity. When we discuss measurement, we must first agree on the Hamiltonian. A sudden
change of the Hamiltonianmay constitute a transition in the view of the original Hamil-
tonian (see Chapter 7). There is no measurement problem.2 More detailed discussions
are presented in Section 6.4.3.

1.6 Measuring Planck’s constant using LEDs

An enjoyable experiment to measure Planck constant is to use light-emitting diodes
(LEDs). They are a quantum mechanical semiconductor device that can emit light by
applying a voltage. The color of the emitted light directly corresponds to the energy
band gap3 of the semiconductor. The aluminum indium gallium phosphide (AlInGaP)
material system produces red color, while the indium gallium nitride (InGaN) system
produces blue, green, and cyan. When the externally applied voltage exceeds this gap,
light is emitted, so the voltage is directly related the photon energy. The wavelength of
modern LEDs ranges from 255 nm up to 2,600 nm. This allows one to measure Planck’s
constant quite accurately.

This experiment enters our advancd physics lab. In the following, we explain it
in details. One first measures the I-V curve. Figures 1.6(a) and (b) show experimental
curves for three diodes of red, green, and blue colors, with wavelengths of 660, 560 and
465 nm. The emitted photon energy is related to the threshold voltage Vd as

eVd = nhν = nh
c
λ
, (1.6.1)

where one sees that, if n = 1, we can compute h. Therefore, we need to find Vd . Al-
though the I-V curve appears exponential, we cannot use an exponential function to fit
the curve because doing so would lead to Vd → −∞, which is unphysical. On the other

2 David Mermin accurately explains this issue in Physics Today, June, 2022.
3 The details will be discussed in Chapter 9.
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Figure 1.6: (a,b) I-V curve for three light-emitting diodes (LEDs) of wavelengths of 560, 465 and 660 nm.
(b) A zoom-in view of the last four points. (c) The threshold voltage (Vd ) as a function of the inverse wave-
length.

hand, we cannot rely on our ammeter reading because we are limited to the accuracy of
the meter. A reliable method is to choose three data points at the smallest possible cur-
rent that each fall on a straight line. Then, we extrapolate this line to 0mA. The intercept
on the voltage axis is Vd . This also ensures that we have one photon emitted, so n = 1.
Figure 1.6(b) shows a zoom-in view of the last four points for the red LED. The threshold
Vd is found from the last two points. We can find the rest of Vd , where real values are
given in the following exercise. Figure 1.6(c) plots the the threshold voltage as a function
of inverse wavelength. Equation (1.6.1) enables us to measure h

e accurately. We find our
experimental value of Planck’s constant h = 6.26 × 10−34 Js, with a 6% deviation from
the standard value h = 6.626 × 10−34 Js.

Exercise 1.6.0.
13. The following table shows the measured values of the cutoff voltage Vd of seven LEDs.

Color blue green yellow orange red infrared

Wavelength (nm) 465 560 585 635 660 950
Threshold Vd (V) 1.892 1.415 1.330 1.208 0.873 0.641

Assuming the speed of light is 3 × 108m/s and the elementary charge e = 1.602 × 10−19 C, compute
Planck’s constant and the percentage of error.

1.7 Problems

1. Under what condition will the Maxwell equations break down?
2. A beam of red light enters from the air to the water tank. (a) How does the light

photon energy change? (b) How does the wavelength change? (c) How does the light
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momentum change? (d) Based on the light momentum, determine the direction of
the force due to light. (e) Where does the force come from? This problem is based
on Walter Lewin’s lecture and the more quantitative information presented in the
next problem.

3. The index of refraction of air is about 1, and that of water is 1.33. A beam of visible
light of wavelength 500 nm enters from the air to the water tank. (a) Compute the
light momentum in the air. (b) Compute the light speed in water. (c) Use eq. (1.5.7) to
find themomentum inwater. Is it higher or lower than themomentum in air?Why?
(d) Show this momentum exactly matches the momentum if we use the de Broglie
wavelength to compute the momentum. Hint: See Ref. [13].

4. A radio station has a frequency of 900MHz and emits power of 10 kW. Compute the
number of photons per second.

5. An electron is accelerated from rest through the accelerating voltage Va. Show that
the de Broglie wavelength of the electron in the nonrelativistic limit is

λdB =
h

√2emeVa
=
1.226439 [nm]
√Va

,

where λdB is in units of nanometer and Va is in volts.
6. This problem uses the concepts of Born’s statistics. An electron is accelerated from

rest by the accelerating voltage Va for a distance L on the x axis. Treat the electron
classically. (a) Find the distribution function ρ(x). (b) Find the average position x̄.
(c) Find ̄x2. (d) Find Δx.

7. This problem uses the concepts of Born’s statistics. A classical object of massm falls
under gravity from a height of h with zero initial velocity. (a) Find the position dis-
tribution function ρ(x). (b) Find the average position x̄. (c) Find ̄x2. (d) Find Δx. (An-
swer: Δx = 2h

3√5 ). (e) Find the velocity distribution function ρ(υ). (f) Find δυ. (An-

swer: Δυ = 2√gh3

3√30
). (g) Find the uncertainty relation Δxδp, where p is the momentum

of the object. (h) Exploration. According to the Heisenberg uncertainty principle (in
Chapter 3), ΔxΔp ≥ ℏ/2. This might provide a hint about a region where both the
gravity and quantum effect play simultaneous roles. This problem is motivated by
Prof. Sheng-Di Lin, National Chiao Tung University.

8. Young’s double-slit experiment is commonly used to demonstrate the wave nature
of an object. (a) Suppose we send in one photon only. Describe and explain what
happens on the screen behind. (b) Now, we send in two photons. What happens? (c)
Weblock one slit anduse one photon. In comparison to (a), what are the differences?
(d) If we remove the double slit and send in one photon, what do we see on the
screen? (e) From (a) to (d), how does the system Hamiltonian change?

9. A beam of red light has a wavelength of 740 nm. (a) If a free electron has the same
wavelength, what is its kinetic energy in eV? (b) How do you explain the huge dif-
ference in the photon energy and electron energy?
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10. In laser-cooling experiments, Rb atoms can be cooled down to µK. Suppose two
atoms are separated by 1 Å.What is the temperature needed so that thewave nature
of the Rb atom shows up?

11. According to eq. (1.4.14), |s⟩ = rt(eiδ1 + eiδ2 )|a⟩ + (t2eiδ1 − r2eiδ2 )|b⟩, where |a⟩ and |b⟩
are indistinguishable to the photon. However, if |a⟩ and |b⟩ are distinguishable to
the photon, we have two sets of wavefunctions, |s1⟩ = rt(e

iδ1 + eiδ2 )|a⟩, and |s2⟩ =
(t2eiδ1 − r2eiδ2 )|b⟩. (a) Find the probability densities ρ1 = |⟨a|s1⟩| detected at |a⟩ and
ρ2 = |⟨b|s2⟩|

2 detected at |b⟩. (b) Compare them with ρa = |⟨a|s⟩|
2 and ρb = |⟨b|s⟩|

2.
(c) What can you conclude from (b)?

12. A wavefunction in one dimension ϕ(x) = exp(ikx) is confined in one segment x ∈
(0, L). (a) Normalize it. (b) Compute the expectation values of p̂x , p̂

2
x . (c) Find the

uncertainty Δpx = √⟨p̂2x⟩ − ⟨p̂x⟩2.
13. The momentum operator also allows us to compute transitions between two states

that are needed to describe optical spectra. Suppose we have two states with wave-
functions |ϕ1⟩ and |ϕ2⟩. The strength of the transition from |ϕ2⟩ to |ϕ1⟩ is determined
by the transition matrix element, ⟨ϕ1|p̂|ϕ2⟩. Show ⟨ϕ1|p̂|ϕ2⟩ can be complex.

14. (a) Show x d(δ(x))dx = −δ(x). (b) Suppose ϕ(x) = δ(x − a). Find ⟨p̂
2
x⟩ − (⟨p̂x⟩)

2.
15. We have an operator, Ô = d

dx . (a) Find its eigenfunctions. (b) Find its eigenvalues.



2 Schrödinger equation: from bound and unbound
states to quantum tunneling

Classical physics is based on Newton’s laws of motion. Quantum physics is based on two
famous Schrödinger equations: the time-dependent Schrödinger equation (TDSE) and
the time-independent Schrödinger equation (TIDSE). This chapter introduces them and
their applications to several simple systems, with emphasis on the bound, continuous
states and quantum tunneling.

This chapter is divided into four units.
– Unit 1 consists of two sections. Section 2.1 introduces TDSE using the Noether the-

orem and the current density operator and continuity equation. Section 2.2 intro-
duces TIDSE as a special case of TDSE, where basic properties of eigenstates are
discussed.

– Unit 2 consists of Section 2.3 which solves the Schrödinger equation for the particle
in a box, where all the eigenstates are bound states. The emphasis is on the com-
pleteness, expectation values, and stationary-state evolution.

– Unit 3 includes Sections 2.4 and 2.5, both on the finite square well. Section 2.4 sets
up the framework, while Section 2.5 solves it. Different from Section 2.3, some eigen-
states are bound, while some are continuous. Our method is new and significantly
simpler. The codes allow the reader to explore more.

– Unit 4 includes Sections 2.6 and 2.7 on tunneling through a barrier, where all eigen-
states are continuous. Section 2.6 shows the details how the wavefunctions, trans-
mission and current are computed, while Section 2.7 provides additional insights.

2.1 Time-dependent Schrödinger equation

In contrast to classical physics, where an object can be completely static or in motion,
quantum mechanics does not have statics. Regardless of whether the Hamiltonian is
time dependent or not, a quantum state always evolves with time.

2.1.1 Time symmetry and the derivation of time-dependent Schrödinger equation

This derivation only serves as an introduction to, instead of proof of, TDSE for the begin-
ner. Our method is based on the Noether theorem [14], which ensures every invariance
(symmetry) corresponds to a conservation law. Rotational invariance leads to the angu-
lar momentum conservation (Section 4.5.5), and spatial invariance leads to crystal mo-
mentum conservation (Section 9.2). Here, we use time invariance to derive the energy
conservation. We start from Born’s probability density, ρ(r, t) = |ψ(r, t)|2. After time Δt,
the density becomes ρ(r, t + Δt). Now, we assume the following two densities are the
same:

https://doi.org/10.1515/9783110672152-002

https://doi.org/10.1515/9783110672152-002
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ρ(r, t) = ρ(r, t + Δt), (2.1.1)

just like the stationary state in classical physics. This property is formally called time
translational symmetry, where, at any two arbitrary times t1 and t2, ρ(r, t1) = ρ(r, t2).
Equation (2.1.1) leads to

ψ(r, t)

2 = ψ(r, t + Δt)


2 → ψ(r, t + Δt) = e−iθ̂Δtψ(r, t), (2.1.2)

where θ̂ is an unknown operator with units of 1/s, but must be a Hermitian operator,
θ̂† = θ̂, in order to satisfy eq. (2.1.1). One can rigorously prove the exponential form in
eq. (2.1.2) is the only acceptable expression (see problem No. 1 at the end of the chapter).
If we take θ̂ to zero or a constant, then the solution is trivial. Next, we subtract ψ(r, t)
from both sides of the second equation in eq. (2.1.2) and then divide by Δt,

ψ(r, t + Δt) − ψ(r, t)
Δt

=
(e−iθ̂Δt − 1)ψ(r, t)

Δt
. (2.1.3)

We take the limit Δt → 0 to obtain

𝜕ψ(r, t)
𝜕t
= −iθ̂ψ(r, t). (2.1.4)

Because θ̂ is in units of 1/s, we can replace it by the ratio of the Hamiltonian over ℏ, Ĥ/ℏ,
and then we obtain the time-dependent Schrödinger equation:

iℏ𝜕ψ(r, t)
𝜕t
= Ĥψ(r, t) = [−ℏ

2∇2

2m
+ V (r, t)]ψ(r, t). (2.1.5)

In our derivation, θ̂ or Ĥ , can be time-dependent. Our time translational symmetry is
only imposed on the density, but in turn it requires the Hamiltonian to be real (see eq.
(2.1.12)).

Example 1 (Origin of wavefunction superposition). If ψ1 and ψ2 satisfy eq. (2.1.5), prove that a linear super-
position of ψ3 = c1ψ1 + c2ψ2 is also a solution of eq. (2.1.5), where c1 and c2 are constants, but ψ4 = ψ1ψ2 is
not.

Since both ψ1 and ψ2 are solutions of eq. (2.1.5), we have

iℏ𝜕ψ1(r, t)
𝜕t
= Ĥψ1(r, t) = [−

ℏ2∇2

2m
+ V(r, t)]ψ1(r, t),

and

iℏ𝜕ψ2(r, t)
𝜕t
= Ĥψ2(r, t) = [−

ℏ2∇2

2m
+ V(r, t)]ψ2(r, t).

Next, we multiply both of the previous equations by c1 and c2, respectively, and add up these two resultant
equations. We find
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iℏ
𝜕ψ3(r, t)
𝜕t
= Ĥψ3(r, t) = [−

ℏ2∇2

2m
+ V(r, t)]ψ3(r, t).

Conversely, if we substitute ψ4 into eq. (2.1.5), we find immediately that it cannot satisfy the equation. This is
the origin of wavefunction superposition. It must be a linear superposition, not a multiplication.

Example 2 (Normalization of wavefunction is time-independent). Prove that if the Hamiltonian is hermitian,
𝒩 = ∫ψ∗(r, t)ψ(r, t)dr is time-independent and can be taken to be 1.

We take the time derivative of𝒩 to get

d𝒩
dt
= ∫(
𝜕ψ∗

𝜕t
ψ + 𝜕ψ
𝜕t

ψ∗)dr.

Because iℏ 𝜕ψ𝜕t = Ĥψ = (− ℏ
2∇2

2m + V)ψ, we have −iℏ
𝜕ψ∗
𝜕t = (−

ℏ2∇2

2m + V)ψ
∗. Then we replace both partial

derivatives to find

d𝒩
dt
=
ℏ2

2iℏm
∫[(∇2ψ∗)ψ − (∇2ψ)ψ∗]dr = ℏ

2

2iℏm
∫∇ ⋅ [(∇ψ∗)ψ − (∇ψ)ψ∗]dr

=
ℏ2

2iℏm
∮[(∇ψ∗)ψ − (∇ψ)ψ∗]da,

where the last step uses the Gaussian theorem to convert a volume integral to a surface integral over da.
The integral kernel (∇ψ∗)ψ − (∇ψ)ψ∗ depends on ψ. Because ψmust be normalizable, that is ψ at r→ ±∞
must be zero, the integral is zero and 𝒩 is a constant and can be chosen to be 1. The initial normalized
wavefunction will stay normalized at any t.

Exercise 2.1.1.
1. Why do we say that quantum dynamics is a fundamental process of a quantum system?
2. (a) Show that, if V1 and V2 produce the same wavefunction ψ, then V1 = V2. (b) Show it is possible that two
different wavefunctions correspond to the same V .
3. Find the condition that ∫ψ∗1 (r, t)ψ2(r, t)dr is time dependent, whereψ1 andψ2 are two different wavefunc-
tions.

2.1.2 Current density and continuity equation

If we take the complex conjugate of both sides of eq. (2.1.5), we have

− iℏ𝜕ψ
∗(r, t)
𝜕t
= Ĥ∗ψ∗(r, t) = [−ℏ

2∇2

2m
+ V∗(r, t)]ψ∗(r, t). (2.1.6)

Wemultiply eq. (2.1.5) by ψ∗(r, t) and eq. (2.1.6) by ψ(r, t) from the left. Then, subtracting
ψ∗ × eq. (2.1.5) by ψ × eq. (2.1.6) yields

iℏ(ψ∗ 𝜕ψ
𝜕t
+ ψ𝜕ψ

∗

𝜕t
) = −
ℏ2

2m
(ψ∗∇2ψ − ψ∇2ψ∗) + ψ∗Vψ − ψV∗ψ∗. (2.1.7)
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Recall that the density ρ(r, t) = ψ(r, t)ψ∗(r, t), so that the left side is iℏ 𝜕ρ𝜕t . Since V com-
mutes with ψ and ψ∗, the second term on the right side can be grouped into one term,
(V −V∗)ψ∗ψ. Using the identity f∇2g − g∇2f = ∇ ⋅ (f∇g − g∇f ), the first term on the right
can be converted to a divergence,

−
ℏ2

2m
(ψ∗∇2ψ − ψ∇2ψ∗) = − ℏ

2

2m
∇ ⋅ (ψ∗∇ψ − ψ∇ψ∗). (2.1.8)

Dividing all the terms on both sides of eq. (2.1.7) by iℏ, we obtain

𝜕ρ
𝜕t
= −∇ ⋅ [−

iℏ
2m
(ψ∗∇ψ − ψ∇ψ∗)]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
J current density

+
V − V∗

iℏ
ρ. (2.1.9)

In the first term on the right, we purposely introduce a negative sign, so the term inside
the square bracket has another negative sign, the reason for which will soon become
clear. One can check the unit for the term in the square bracket, where ℏ has units of
Js, m is the mass in kg, and ∇ has unit of m−1, i. e., Js/(kgm) or m/s. This is a velocity,
representing the flow of particles. If we multiply 𝜕ρ/𝜕t by charge q, q𝜕ρ/𝜕t, J is related
to the electric current density. Because ψ and ψ∗ have units of 1/√m3, J is the volume
current density and is defined through the term in the square bracket as

J = − iℏ
2m
(ψ∗∇ψ − ψ∇ψ∗) = 1

2m
[ψ∗p̂ψ − ψp̂ψ∗] (2.1.10)

=
1
2m
[ψ∗p̂ψ + (ψ∗p̂ψ)∗] = Re(ψ∗ p̂

m
ψ) = Re(ψ∗υ̂ψ), (2.1.11)

where υ̂ is the velocity operator. In the second half of eq. (2.1.11), we have used p̂∗ = −p̂.
Caution: p̂† = +p̂. υ̂ in eq. (2.1.11) is our velocity operator. If we did not introduce a neg-
ative sign in eq. (2.1.9), we could have an opposite sign for the current density with re-
spect to the velocity. This also shows that the current density is related to p̂, but contains
amixed term (see eq. (2.1.10)). J in eqs. (2.1.10) and (2.1.11) is still not an expectation value
since no integration over space is taken yet.

We rewrite eq. (2.1.9) as

𝜕ρ
𝜕t
= −∇ ⋅ J + V − V

∗

iℏ
ρ. (2.1.12)

In a closed system, the potential V must be real, so the second term is zero. The remain-
der gives us the current continuity equation, the same as the continuity equation in elec-
tromagnetism (EM) theory. In order to compare themdirectly, one has tomultiple charge
e on both sides of the equation. In QM, the wavefunction is the fundamental quantity,
but in EM the density is the fundamental quantity. However, true physical properties
are revealed by density in both QM and EM. This is the same foundation that density
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functional theory is built upon. It is worth noting the difference between eqs. (2.1.12)
and (2.1.1): In (2.1.1), the spatial variable r does not change, but in (2.1.12), it does change.

The density change is equal to the negative divergence of current density,

𝜕ρ
𝜕t
= −∇ ⋅ J, (2.1.13)

whose integration form is

∫
𝜕ρ
𝜕t
dr = −∫∇ ⋅ Jdr = −∮ J ⋅ da, (2.1.14)

where dr and da are the volume and surface infinitesimal elements, respectively. This
expression guarantees the conservation of the particle number because ∫ ρdr = 1, so
its time-derivative is zero, with no change in the total particle numbers. The second
equation is obtained using the Gauss law, i. e., converting a volume integral to a surface
integral.

Example 3 (Current and momentum conjugation). Suppose a particle of mass m propagates along the +x-
axis, with wavefunction ϕ(x) = exp(ikx)/√L, where 1/√L is the normalization constant. Compute its current.

The expectation value of the current density operator is

−
iℏ
2m

L

∫
0

dx[ exp(−ikx)
√L
𝜕
𝜕x

exp(ikx)
√L
−
exp(ikx)
√L
𝜕
𝜕x

exp(−ikx)
√L
] = −

iℏ
2m
(2ik) 1

L

L

∫
0

dx = − iℏ
2m
(2ik) = ℏk

m
,

which gives us the current.

Example 4 (Show p̂† = +p̂). p̂† = [(p̂)∗]⊺ means a complex conjugate followed by a transpose ⊺. Because
p̂ = −iℏ∇, we have p̂∗ = −p̂. For a matrix, the transpose means that we exchange the column and row
indices, i. e., element Aij becoming Aji . Now, we want to compute the transpose for an operator, not for a
matrix. For an operator, the transpose means that we are going to apply the operator on the function that is
in front of the operator, not behind the operator. We use 𝜕

⊺

𝜕x as an example. We introduce two well-defined
arbitrary functions ϕ1(x) and ϕ2(x) that decay to zero at x = ±∞, and compute the integral as

∫ϕ1(x)
𝜕⊺

𝜕x
ϕ2(x)dx = ∫ϕ2(x)

𝜕
𝜕x

ϕ1(x)dx =

go to zero

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞ϕ2(x)ϕ1(x)−∫ϕ1(x)
𝜕
𝜕x

ϕ2(x)dx⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
chain rule

.

Because ϕ1 and ϕ2 are arbitrary, if we compare the first and last terms, we identify
𝜕⊺

𝜕x = −
𝜕
𝜕x , i. e., p̂

⊺
x = −p̂x .

So (p̂⊺x)
∗ = −(p̂x)

∗ = −(−p̂x) = p̂x . Using the same method for the y and z components, we can find that
p̂ = p̂†.

Example 5 (Time-dependent Liouville equation). Prove iℏ 𝜕ρ𝜕t = [Ĥ, ρ], the density matrix ρwhose element is
defined as ρnm = ψnψ

∗
m, where Ĥ is assumed to be hermitian.
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Once we are familiar with the density ρ, the extension to the density matrix is a small step. For two
states ψn and ψm, we define the density matrix as ρnm ≡ ψnψ

∗
m ≡ |ψn⟩⟨ψm|. The reader may already notice

this in eq. (1.3.4). The diagonal element, ρnn, is the density ρn. We start from the time-dependent Schrödinger
equations,

iℏψ̇n = Ĥψn, (2.1.15)

iℏψ̇m = Ĥψm, (2.1.16)

where the dot is a shorthand notation for 𝜕/𝜕t. We take the complex conjugate and transpose of eq. (2.1.16),
i. e., the Hermitian conjugate. Note that, after we take the transpose, the order of the wavefunction and the
Hamiltonian is exchanged,1

− iℏψ̇∗m = ψ
∗
mĤ. (2.1.17)

We multiply eq. (2.1.17) by ψn from the left, and multiply (2.1.15) by ψ∗m from the right, iℏψ̇nψ
∗
m = Ĥψnψ

∗
m,

−iℏψnψ̇
∗
m = ψnψ

∗
mĤ, and we subtract these two equations,

iℏ(ψ̇nψ
∗
m + ψnψ̇

∗
m) = Ĥψnψ

∗
m − ψnψ

∗
mĤ. (2.1.18)

Now, we define the density matrix as ρnm ≡ ψnψ
∗
m, so eq. (2.1.18) can be rewritten as

iℏ𝜕ρnm
𝜕t
= Ĥρnm − ρnmĤ ≡ [Ĥ, ρnm] →⏟⏟⏟⏟⏟⏟⏟

in matrix form
iℏ𝜕ρ
𝜕t
= [Ĥ, ρ], (2.1.19)

which is called the time-dependent Liouville equation. ρ in eq. (2.1.19) must be understood as a matrix. The
commutator [Â, B̂] is defined as [Â, B̂] = ÂB̂ − B̂Â, where Â and B̂must be a matrix or an operator.

Exercise 2.1.2.
4. Show p̂∗ = −p̂. Hint: this is different from our example.
5. Show that, if a wavefunction is real, its current density J is zero.
6. A plane wave eikx is propagating along +x, where k > 0. (a) Show J = − iℏ

2m (ψ
∗∇ψ − ψ∇ψ∗) has a correct

sign. (b) Find the unit of J.
7. Show that the operator 𝜕

⊺

𝜕y = −
𝜕
𝜕y . Hint: Follow the previous example.

8. Show that, if a system only has one state n = m = 1, eq. (2.1.19) is zero. In other words, the density is
constant if a system only has one eigenstate.
9. Ô is a Hermitian operator. (a) Prove ∫ψ∗1 (r)Ôψ2(r)dr = (∫ψ

∗
2 Ôψ1dr)

∗ = ∫(Ôψ1)
∗ψ2dr. (b) Ifψ1 = ψ2, prove

∫ψ∗1 (r)Ôψ1(r)drmust be real, i. e., the expectation value of a Hermitian operator is real.

2.2 Time-independent Schrödinger equation and eigenstates

TDSE is the general equation for QM. If theHamiltonian of a system is time-independent,
we have a time-independent Schrödinger equation (TIDSE).

1 In the Dirac notation, iℏ|ψ̇n⟩ = Ĥ|ψn⟩, whose the Hermitian conjugate is −iℏ⟨ψ̇n| = ⟨ψn|Ĥ.
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We rewrite TDSE as

iℏ𝜕ψ
𝜕t
= Ĥψ→ ψ̇ = Ĥ

iℏ
ψ, (2.2.1)

where the dot on ψ denotes the time derivative. We take another time derivative to find

ψ̈ =
̇Ĥ

iℏ
ψ + Ĥ

iℏ
ψ̇ = Ĥ

iℏ
Ĥ
iℏ
ψ = ( Ĥ

iℏ
)
2

ψ,

where in the second equation we have used the fact Ĥ is time independent, so its time
derivative is zero, ̇Ĥ = 0. In addition, we have used eq. (2.2.1) to replace ψ̇. For the nth
time-derivative, we have ψ(n) = ( Ĥiℏ )

nψ. The only function that can produce such a nice
recursion is the exponential function. Suppose ψ = eiQ̂tψ(0), where ψ(0) is the wave-
function at time t = 0. Then we have ψ(n) = (iQ̂)nψ. If we compare it with ψ(n) = ( Ĥiℏ )

nψ,
we can identify Q̂ = −Ĥ/ℏ, so our final wavefunction at t is linked to its value at t = 0
through

ψ(r, t) = e−iĤt/ℏψ(r, 0), (2.2.2)

which is generic as long as Ĥ is time-independent.ψ(r, 0) is the initial wavefunction, and
in general does not allow us to separate the spatial variable from the temporal variable
in ψ(r, t) to simplify the Schrödinger equation. However, if ψ(r, 0) is an eigenfunction
ϕ(r) of Ĥ , then it is possible to write ψ(r, t) = ϕ(r)f (t).

2.2.1 Separation of time and space variables and properties of eigenstates

We substitute ψ(r, t) = ϕ(r)f (t) into both sides of eq. (2.2.1) to get

iℏ𝜕ψ(r, t)
𝜕t
= iℏ𝜕[f (t)ϕ(r)]

𝜕t
= ϕ(r)iℏdf (t)

dt⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
left side

= Ĥf (t)ϕ(r) = f (t)Ĥϕ(r)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
right side

. (2.2.3)

We divide both sides by ϕf to obtain

iℏ
f (t)

df (t)
dt
=
Ĥϕ(r)
ϕ(r)
= E(r, t). (2.2.4)

Most textbooks assume the left side of eq. (2.2.4) to be a constant, but this is unneces-
sary. Here, we set it to a general function E(r, t). First, we start from Ĥϕ(r)

ϕ(r) = E(r, t)

and take its time derivative.2 Since Ĥϕ(r)
ϕ(r) is independent of time,

𝜕E
𝜕t = 0, i. e., E(r, t) is

2 This idea is from Prof. Sheng-Di Lin, National Chiao Tung University.
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time-independent, E(r, t) → E(r). Next, we start from iℏ
f (t)

df (t)
dt = E(r) and take a spatial

derivative to get 0 = 𝜕E(r)𝜕r , i. e., E must be independent of space, E(r) → E, a constant.

So, we have Ĥϕ(r)
ϕ(r) = E, which yields the time-independent Schrödinger equation,

Ĥϕ(r) = [ p̂
2

2m
+ V (r)]ϕ(r) = Eϕ(r)→ Ĥϕn = Enϕn (space), (2.2.5)

where E is the eigenenergy and ϕ(r) is an eigenfunction of Ĥ , called the eigenstate of
the system. Only the eigenfunction of Ĥ can be called an eigenstate. E and ϕ(r) form a
pair. Because this is an eigenequation, i. e., an equation has two unknowns, E and ϕ(r),
there are many possible solutions to eq. (2.2.5), so we label them as En and ϕn(r).

The first property of eigenstates is normalization, where all eigenstates must be
normalized as

⟨ϕn|ϕn⟩ = ∫ϕ
∗
n (r)ϕn(r)dr = 1, (2.2.6)

to ensure the conservation of the number of particles. The integration is over the entire
space. If ϕ is discrete, the equation is changed to ∑i ϕ

∗
n (i)ϕn(i) = 1.

The second property is orthogonalization. For two states ϕn and ϕm, n ̸= m, their
overlap integral must be zero,

⟨ϕn|ϕm⟩ = ∫ϕ
∗
n (r)ϕm(r)dr = 0. (2.2.7)

Eigenstates are linearly independent in the language of linear algebra.
The third property is completeness.

∑
n
|ϕn⟩⟨ϕn| =∑

n
ϕn(r)ϕ

∗
n (r) = 1, (2.2.8)

where the summation is now over the eigenstate index n and the final answer is inde-
pendent of the variable r.

2.2.2 Stationary state evolution

For a fixed En and ϕn(r), eq. (2.2.4) has a solution of f (t − t0) = f0e
−iEn(t−t0)/ℏ, where

e−iEn(t−t0)/ℏ is called the dynamical phase factor and f0 is a coefficient set by the initial
condition at the initial time t0. Because f0 does not change, the time-evolution is a sta-
tionary state evolution, with a fixed frequency En/ℏ,

ψ(r, t) = e−iEn(t−t0)/ℏψ(r, t0) = e
−iEn(t−t0)/ℏϕn(r). (2.2.9)
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Equation 2.2.9 is a special case of eq. (2.2.2) when the initial state is a single eigenstate.
In the following, we set t0 to zero, so at any moment of time t, the wavefunction is

|ψ(r, t)⟩ = e−iEnt/ℏ|ψ(r, t0)⟩ = e
−iEnt/ℏ|ϕn(r)⟩. (2.2.10)

If ψ(r, 0) = ∑n cnϕn(r),

ψ(r, t) = e−
iℏ Ĥtψ(0) =∑

n
cne
− iℏ Ĥtϕn =∑

n
cne
−iEnt/ℏϕn, (2.2.11)

where cn is the amplitude of each eigenstate and must be found in the beginning. This
result will be used repeatedly. But, one must remember this result is conditional. The
condition is that the original Hamiltonian is time-independent and the system initially
is in an eigenstate. Every eigenstate has this property. The time evolution of ψ is called
the stationary state evolution.

If ψ(r, t) = e−iEnt/ℏ|ϕn(r)⟩, ⟨ψ|Ĥ |ψ⟩ is equal to the eigenenergy,

⟨ψ(r, t)|Ĥ |ψ(r, t)⟩ = ⟨ϕn|Ĥ |ϕn⟩ = ∫ϕ
∗
n (r)Ĥϕn(r)dr = En. (2.2.12)

One can see that the energy expectation value remains constant at the eigenenergy En
and has no time dependence, which is the reasonwhywe call the state a stationary state.

Example 6 (Expand a function and compute the expectation value of Ĥ). |f (r)⟩ is a smooth function. (a) Ex-
pand it in terms of ϕn. (b) Compute ⟨f (r)|Ĥ|f (r)⟩.

(a) We write |f (r)⟩ as

|f (r)⟩ = 1|f (r)⟩ =∑
n
|ϕn⟩⟨ϕn|f (r)⟩ =∑

n
⟨ϕn|f (r)⟩|ϕn⟩, (2.2.13)

where ⟨ϕn|f (r)⟩ = ∫ϕ
∗
n (r)f (r)dr is the expansion coefficient. ϕn is not necessarily an eigenstate, and, in fact,

any function that is complete and orthonormalized can be used, just as the Fourier transform does. For this
reason, these functions are often called basis functions [15]. This expansion is conditional. First the spatial
domain of ϕn(r) must be equal or larger than that of f (r). For instance, if f is defined between x = 0 and
x = 1 Å, then ϕmust be defined to be at least between x = 0 and x = 1 Å. Second, f (r) and ϕn(r)must match
the same boundary conditions. For instance, if f = 1 at x = 1 Å, but all ϕn at the same location is zero, then
there is no way to expand f in terms of ϕn.

(b) We can use eq. (2.2.13) to compute the energy expectation value,

⟨f |Ĥ|f ⟩ = ⟨f (r)

=1

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
∑
m
|ϕm⟩⟨ϕm| Ĥ

=1

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
∑
n
|ϕn⟩⟨ϕn| f (r)⟩ =∑

n
En⟨f |ϕn⟩⟨ϕn|f ⟩ =∑

n
|⟨f |ϕn⟩|

2En,

where we have used eqs. (2.2.5), (2.2.6), and (2.2.7). If f , En and ϕn are given, we can compute ⟨f |Ĥ|f ⟩.
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Exercise 2.2.2.
10.What are themajor differences between the time-dependent Schrödinger equation and time-independent
Schrödinger equation?
11. What are three major properties of eigenstates?
12. Some textbooks list ψ(x) = x as a wavefunction. Prove this wavefunction does not satisfy TIDSE.

2.3 Particle in a box: bound states

Consider a particle of mass m sealed inside a box, or a line segment between x ∈ [0, a],
see Fig. 2.1(a). This is the particle-in-a-box (PIB) problem, also called the infinite quantum
well. The wall of the box is heavy, so the particle with nonzero initial velocity bounces
back and forth from the walls at x = 0 and x = a. This spatial restriction is the reason
why all the eigenstates are bound states in PIB, where the energy of the particle never
exceeds the infinite potential barrier. In the following, we will start with a classical ap-
proach and then introduce the quantum mechanical approach.

2.3.1 Classical treatment

Suppose the particle moves classically with velocity υ. The probability for the particle
appearing in a short segment dx is given by the time dt spent in dx over the total time T ,

dt
T
=

dx
υ
T
=
dx
υT
= ρ(x)dx, (2.3.1)

where ρ(x) = 1
υT is the probability density (the probability density per unit length since

we have one dimension). Because the total time is T = a/υ, ρ(x) = 1/a.
With ρ(x), the average position x̄ (similar to the expectation value in QM) is just

x̄ =
a

∫
0

xρ(x)dx = a
2
, (2.3.2)

which says the average position is at the center of the box. And the average x2 is

̄x2 =
a

∫
0

x2ρ(x)dx = a
2

3
, (2.3.3)

so the uncertainty in position is given by

Δx = √ ̄x2 − (x̄)2 = a
√12
, (2.3.4)

both of which will be amazingly reproduced in QM.
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Figure 2.1: (a) Our potential. (b) Eigenvalues En in units of
ℏ2π2

2ma2
. (c) Four eigenfunctions ϕn (vertically

shifted) with n = 1, 2, 3, 4. As n increases, the number of nodes (wavefunction crossing the zero line) in-
creases, and the energy becomes larger.

2.3.2 Potential sets boundary conditions for wavefunctions

The QM analogy for PIB is to set the potential to infinity for the wall, called the infinite
potential barrier. But inside the box, the potential is zero. Figure 2.1(a) sketches such a
potential, V (x) = ∞ if x < 0 or x > a; and V (x) = 0 if x ∈ [0, a]. Its shape is like a well,
so one also calls it an infinite quantum well.

The time-independent Schrödinger equation is an eigenequation, i. e., one equation
with two unknowns. In one dimension, eq. (2.2.5) is reduced to

−
ℏ2

2m
d2ϕ
dx2
+ V (x)ϕ = Eϕ→ d2ϕ

dx2
= −

2m[E − V (x)]
ℏ2

ϕ. (2.3.5)

It is helpful to examine this equation closely. We notice that d2ϕ
dx2 depends on E − V (x).

A different E leads to a different ϕ. If E > V (x) everywhere, then d2ϕ
dx2 is negative, meaning

that ϕmust change sign after the second derivative. Possible solutions are sin kx, cos kx
or eikx , where k is real, which corresponds to a continuous state. E is continuous and not
quantized or discrete. If E < V (x) everywhere,ϕ′′ > 0, soϕmust like e±kx , where k is real.
They are localized in space. These states are called bound states, where E is discretized
or quantized. We emphasize everywhere because the solution is for the entire system.

In our case, V (x) =∞ if x < 0 or x > a. E is always smaller than V , so we only have
bound states. We have d2ϕ

dx2 = −
2m(E−∞)
ℏ2

ϕ =∞ϕ, which is unphysical for any nonzero ϕ.
The only meaningful solution is to set ϕ to zero for x ≤ 0 or x ≥ a. These two wavefunc-
tions are our boundary conditions at x = 0 and x = a,

ϕ(x = 0) = 0, (2.3.6)
ϕ(x = a) = 0. (2.3.7)

Because the particle density ρ(x) = |ϕ(x)|2, ρ(x < 0) = 0, and ρ(x > a) = 0. Thus, no
particle cannot exist beyond the wall. These conditions define the spatial extension of
our system.
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2.3.3 Finding a solution that matches the boundary conditions

Our Hamiltonian within the box is Ĥ = p̂2x
2m + V (x). Because V (x) = 0, our Schrödinger

equation is simplified to

−
ℏ2

2m
d2ϕ
dx2
= Eϕ, (2.3.8)

where E is the eigenenergy to be found. Since ϕ only depends on x, we have changed
the partial derivative to a total derivative.

The solution depends on the sign of E. If E is negative, ϕ(x) must have an expres-
sion like exp(αx), where α is a real number. Such an exponential function cannot satisfy
boundary conditions (eqs. (2.3.6) and (2.3.7)) because it would increase or decrease with
x indefinitely. Any solution with a negative E must be discarded.

If E is positive, ϕ(x) ∼ eikx = cos(kx) + i sin(kx), where k is a real number to be
determined. However, we cannot use cos(kx) because it violates BC. So the only solution
is sin(kx), where we drop an irrelevant “i.” Our trial wavefunction is ϕ(x) = A sin(kx).
Substituting ϕ into eq. (2.3.8), we have

+
ℏ2

2m
k2A sin(kx) = EA sin(kx)→ E = ℏ

2k2

2m
. (2.3.9)

But, we do not know k. This is where the boundary condition comes in. Equa-
tion (2.3.6) is of no use because x = 0. Instead, we substitute ϕ(x) = A sin kx into
eq. (2.3.7) to find

sin(ka) = 0 (quantization condition), (2.3.10)

whose roots ka = nπ. To distinguish a different k, we purposely add a subscript n to
k, e. g., kn =

nπ
a , where n = 1, 2, 3, . . . is called the quantum number. Similarly, we add

a subscript n to ϕn and En. n = 0 is excluded because this corresponds to an infinite
wavelength and not possible to fit within the well. The key insight is that the spatial
restriction leads to the energy quantization.

2.3.4 Eigenenergies and eigenstates

We plug kn into eq. (2.3.9) to find the eigenenergy

En =
ℏ2

2m
(
nπ
a
)
2

(eigenenergy), (2.3.11)

which increases as n2. Figure 2.1(b) shows four such energies. If n takes −1,−2,−3, . . . ,
this does not produce a different solution since the energy depends on n as n2. In the
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wavefunction, the negative sign can be absorbed into the coefficient A. The coefficient
A is fixed by requiring the wavefunction normalized to 1.

⟨ϕn|ϕn⟩ =
a

∫
0

[A sin(knx)][A sin(knx)]dx = 1 (normalization)→ A = √ 2
a
.

Finally, our wavefunction is

ϕn(x) = √
2
a
sin(nπx

a
) (eigenstate), (2.3.12)

four of which are shown in Fig. 2.1(c). One notices that, when n increases, the number of
nodes, the point that crosses the zero line, increases. The more the number of nodes is,
the higher the energy becomes. The location of nodes can be found by setting ϕn(x) = 0,
i. e., knx = (nπ/a)x = jπ, so we have x = ja/n, where j is less than or equal to n and a
larger n allows more j’s. The probability density is

ρn = |ϕn⟩⟨ϕn| = ϕn(x)ϕ
∗
n (x) =

2
a
sin2(nπ

a
x). (2.3.13)

All the eigenstates must be orthogonal to each other and form the Hilbert space of
functions, just as x-, y- and z- axes form a three-dimensional Cartesian space. Combining
normalization with orthogonalization, we have an orthonormalization condition

⟨ϕn|ϕm⟩ = ∫ϕ
∗
n (x)ϕm(x)dx = δnm, (2.3.14)

where δ is the Kronecker delta, i. e., δ = 1 if n = m, and 0 otherwise. The orthogonaliza-
tion can be understood from Fig. 2.1(c). Take n = 1 and 2 wavefunctions as an example.
One sees that the multiplication of ϕ1(x)ϕ2(x) changes sign at the midway, so the first
part and second parts cancel each other out. For other pairs, the cancellation appears
in different parts of the position space.

Example 7 (Completeness). Few systems can have all analytic eigenstates to test the completeness. (a) Use
PIB as an example to demonstrate the completeness of eigenstates. (b) Show that f (x) = x cannot be ex-
panded by ϕn.

(a) We show the completeness of eigenstates through the following equation:

Completeness = a
N

N
∑
n=1

ρn =
a
N

N
∑
n=1
|ϕn⟩⟨ϕn| =

a
N

N
∑
n=1

ϕn(x)ϕ
∗
n (x), (2.3.15)

where the summation is over the number of states from n = 1 to N. Here, the factor a
N is to ensure the

normalization and cancel the unit of the probability density which is 1/a. This can be easily calculated using
our code completeness in the Appendix listing 11.1.
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Figure 2.2: Completeness of eigenstates. Here, a = 10. The figure uses the code completeness in the
Appendix listing 11.1.

Figure 2.2 shows that the completeness as a function of x for N = 10, 20, 50, and 100. One sees that, when
N is small, the completeness deviates significantly from 1, but, as N increases, the central part approaches 1.
At N = 300, the entire line is at 1.

(b) Because at x = a, f = a, but ϕn(x = a) = 0, it is not possible to expand f in terms of ϕn.

Example 8 (Expectation values of position and momentum). Compute the expectation values of position
and momentum.

For position, its expectation value is

⟨ϕn(x)| ̂x|ϕn(x)⟩ = ∫ϕ
∗
n (x)xϕn(x)dx =

2
a

a

∫
0

sin( nπx
a
)x sin( nπx

a
) =

a
2
,

which is the same as our classical value (eq. (2.3.2)). For ⟨ϕn(x)| ̂x
2|ϕn(x)⟩, we find (see the following exercise)

⟨ϕn(x)| ̂x
2|ϕn(x)⟩ = a

2(
1
3
−

1
2(nπ)2
), Δx = a√ 1

12
−

1
2(nπ)2
.

Figures 2.3(a) and (b) illustrate that both x2 and Δx approach the classical ones (eq. (2.3.3)) as n increases.
Similarly, we can find the momentum’s expectation value ⟨ϕn|p̂x |ϕn⟩. One can prove it is always zero in

PIB. We take n = 1 as an example to see what happens. We rewrite ϕ1 as

ϕ1 = √
2
a
sin(πx

a
) = √

2
a
1
2i
(ei

πx
a − e−i

πx
a ), (2.3.16)

⟨ϕ1|p̂x |ϕ1⟩ =
2
a
1
4

a

∫
0

(e−i
πx
a − ei

πx
a )(−iℏ d

dx
)(ei

πx
a − e−i

πx
a )dx = 1

2a

a

∫
0

(e−i
πx
a − ei

πx
a )(
ℏπ
a
ei

πx
a +
ℏπ
a
e−i

πx
a )dx

=
ℏπ
2a2

a

∫
0

(1 − 1 + e−2i
πx
a − e2i

πx
a )dx.

Integration over the last two terms produces zero, and the first two terms yield
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Figure 2.3: (a) The expectation value of x2 (circles) is compared with the classical average value (solid line).
(b) The uncertainty in x (circles) is compared with the classical one (dashed line).

ℏπ
2a2

a

∫
0

1dx = ℏπ
2a
, −
ℏπ
2a2

a

∫
0

1dx = −ℏπ
2a
. (2.3.17)

Had we only the previous first term, our momentum expectation value would be ℏπ
2a2

a = ℏπ2a =
ℏk
2 . The

momentum is half the momentum of the plane wave because eq. (2.3.16) only includes half the plane wave.
If we only have the second term of eq. (2.3.17), the momentum is − ℏk2 . The momentum for the right-moving
wave cancels that for the left-moving wave. In QM, when we compute the expectation value, we sum over
both terms, so the momentum is canceled out. Physically, our solution corresponds to a standing wave.

Example 9 (Parity). The parity describes how the Hamiltonian operator Ĥ, or, more precisely, the potential
energy operator V(r), changes under the spatial inversion from r to −r. If V(−r) = V(r), then the system
has inversion symmetry or parity. If V(−r) ̸= V(r), the system has no parity. The parity determines many
properties often without a detailed calculation. Figure 2.4(a) shows three potentials for the one-dimensional
system with x as its variable. The thin dotted line with V(x) = x2 + 0.2x3 has no parity because, if we change
x to −x, the potential changes. Our potential for PIB starts from 0 to a. This is convenient for us to find a
solution, but it misses a crucial property: parity. We can recover its parity by shifting the potential by − a2 , see
Fig. 2.4(b). (a) Find the eigenstates. (b) Find the eigenvalues.

Because the kinetic energy operator ̂T = − ℏ
2

2m
d2

dx2
remains symmetric under the spatial inversion from

x to −x, our Hamiltonian is symmetric with respect to the origin of the coordinate, and has a definite parity,
Ĥ(x) = Ĥ(−x).

If a system has parity, its eigenstates have two possible parities: even and odd parities. If ϕn(x) =
ϕn(−x), the eigenstate is said to have an even parity, or gerade in German. If ϕn(x) = −ϕn(−x), it has an odd
parity, or ungerade. This property is generic, not restricted to our problem, nor in a one-dimensional system.
For PIB, the even parity eigenstates are ϕen(x) = √

2
a cos(k

e
nx), and the odd ones are ϕ

o
l (x) = √

2
a sin(k

o
l x).

In order for these eigenstates to match the boundary conditions at x = ± a2 , k
e
n and k

o
l take different values.

ken =
nπ
a , where n is odd, and k

o
l =

lπ
a , where l is even.

A direct consequence of parity is that the matrix element of the position x, ⟨ϕi |x|ϕj⟩, is zero if state i and
state j have the same parity,

⟨ϕen1 |x|ϕ
e
n2⟩ = 0, ⟨ϕ

o
l1 |x|ϕ

o
l2⟩ = 0.

Nonzero elements are only between states of opposite parities such as ⟨ϕen|x|ϕ
o
l ⟩. In optics, this is called the

selection rule.
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Figure 2.4: (a) Parity is determined by the symmetry of the potential energy of a system with respect to
the origin of coordinate. The thick solid line denotes a potential of V(x) = x2 and the long-dashed line
V(x) = −0.4/(x2 + 0.1), both of which have parity. But the dotted thin line (V(x) = x2 + 0.2x3) does not have.
(b) The parity of the PIB is restored when we center the infinite quantum well at x = 0. It accommodates
eigenstates of two types: One is even and the other is odd. ϕn=1(x) is even, while ϕn=2 is odd.

The eigenenergies are given by

En =
ℏ2k2

2m
=
ℏ2(nπ)2

2ma2
, (2.3.18)

which matches eq. (2.3.11). Here, n can take even or odd integers.

Exercise 2.3.4.
13. Use an Excel spreadsheet to test the completeness of eigenstates of PIB for the potential (a) without
parity and (b) with parity.
14. (a) Compute the expectation value ⟨ϕn| ̂x

2|ϕn⟩. (b) Compute the uncertainty in position, Δx =
√⟨ϕn(x)| ̂x2|ϕn(x)⟩ − ⟨ϕn(x)| ̂x|ϕn(x)⟩2, and compare it with the classical approach.
15. Compute (a) the expectation value ⟨ϕn|p̂

2
x |ϕn⟩, and (b) the uncertainty in momentum Δpx .

16. Prove (a) if n = m, ⟨ϕn|ϕm⟩ = 1, which is called the normalization, and (b) if n ̸= m, ⟨ϕn|ϕm⟩ = 0, which is
called the orthogonalization.
17. Use the eigenfunctions with parity to prove (a) ⟨ϕen1 |x|ϕ

e
n2⟩ = 0 and (b) ⟨ϕ

o
l1 |x|ϕ

o
l2⟩ = 0. (c) Find ⟨ϕ

o
l1 |x|ϕ

e
n2⟩.

18. From x = 0 to a/2, f (x) = Ax, and, from x = a/2 to a, f (x) = A(−x + a). (a) Normalize f (x) for x ∈ (0, a). (b)
Expand f (x) in terms of ϕn up to n = 3. (c) Based on (b), find the expectation value of ⟨f |Ĥ|f ⟩.

2.3.5 Time-dependent state evolution: stationary-state evolution

In the following, we show two examples of the time-evolution of a state as we briefly
mentioned in the previous section. This time evolution is a stationary-state evolution,
and the energy of the system is unchanged from the beginning.
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2.3.5.1 Pure state
First, we assume that the system is in a single eigenstate ϕn(r). This is called the pure
state evolution. At any instant of time t, the wavefunction is ψn(t) = e

−iEnt/ℏϕn. Essen-
tially, we multiply the phase factor e−iEnt/ℏ with the original eigenstate to find a state
at time t. The coefficient e−iEnt/ℏ only provides a phase and oscillates periodically with
time. The larger En is, the shorter the period becomes. If En = 1 eV, we find the period
of the state oscillation, τn = h/|En|, to be 4.14 fs. If we compute the energy using this
wavefunction, we have

⟨ψn(t)|Ĥ |ψn(t)⟩ = ⟨ϕne
+iEnt/ℏ|Ĥ |e−iEnt/ℏϕn⟩ = En, (2.3.19)

which is independent of t. For other quantities, their expectation values are also time in-
dependent as long as their operators are time independent. For instance,
⟨ψn(t)|x̂|ψn(t)⟩ = ⟨ϕn|x̂|ϕ⟩ =

a
2 . However, this is not necessarily true for a mixed state. It

depends on whether the operator commutes with the Hamiltonian (see Chapter 3).

2.3.5.2 Mixed states with known coefficients
Second, our system is in amixed state, a statewhich consists ofmore than one eigenstate.
Suppose our systemat t = 0 is in a stateψ(0) = c1ϕ1+c2ϕ2, where c1 and c2 are coefficients
of these two states and |c1|

2 and |c2|
2 represent the probabilities in these two states,

|c1|
2 + |c2|

2 = 1. At time t, ψ(t) = c1e
−iE1t/ℏϕ1 + c2e

−iE2t/ℏϕ2.
If we compute the expectation value of the energy, ⟨ψ(t)|Ĥ |ψ⟩ = |c21 |E1+ |c

2
2 |E2, again

independent of time (see Fig. 2.5(a)). This is a character of the stationary state. For other
quantities, it may or may not depend on time.3 For instance, the position of the par-
ticle, ⟨ψ(t)|x|ψ(t)⟩, depends on time as ⟨ψ(t)|x|ψ(t)⟩ = |c21 |⟨ϕ1|x|ϕ1⟩ + |c

2
2 |⟨ϕ2|x|ϕ2⟩ +

c∗1 c2e
i(E1−E2)t/ℏ⟨ϕ1|x|ϕ2⟩ + c

∗
2 c1e

i(E2−E1)t/ℏ⟨ϕ2|x|ϕ1⟩ =
a
2 +

40a
9π2 Re(c

∗
1 c2e

iω12t), where ω12 =

Figure 2.5: (a) Energy does not change with time. (b) Position changes with time.

3 This depends onwhether the operator Â commuteswith Ĥ , i. e., [Â, Ĥ] = 0. If zero, then the expectation
value of Â is also time-independent. Otherwise, it will change with time.
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(E1 − E2)/ℏ. This shows that the position oscillates with time. Suppose c1 = c2 =
1
√2

and
a = 1. Figure 2.5(b) illustrates an example.

2.3.5.3 Mixed states with unknown coefficients
The previous coefficients of eigenstates for the initial state ψ(r, 0) are given, but, if not,
we must find them first by expanding ψ(x, 0) (in 1D) in terms of eigenstates ϕn like,

ψ(x, 0) =∑
n
cnϕn(x), (2.3.20)

where cn = ∫ψ(x, 0)ϕ
∗
n (x)dx (see eq. (2.2.13)). Then, at time t, the wavefunction is

ψ(x, t) =∑
n
cnϕn(x)e

−iEnt/ℏ. (2.3.21)

Caution must be taken that this expansion is conditional. First, {ϕn(x)} must be com-
plete,∑n ϕ

∗
nϕn = 1. This is the reason whywe emphasize the Hilbert space for functions.

Second, ψ(x, 0) must have the same boundary condition as ϕn and exist in the spatial
domain as ϕn. For instance, if ψ(x, 0) = x

2, we cannot expand in the eigenstates of PIB
ϕn because at x = a, ψ = a

2, not 0.

Example 10 (Find the coefficient). Given ψ(x, 0) = bx(a − x), where b is a normalization constant, find cn.
First, we multiply eq. (2.3.20) by ϕm(x)

∗ from the left and integrate both sides,

a

∫
0

ϕ∗m(x)ψ(x, 0)dx =∑
n
cn

a

∫
0

ϕ∗m(x)ϕn(x)dx. (2.3.22)

Then, we use the orthogonality ⟨ϕm|ϕn⟩ = δnm to simplify the right side,

a

∫
0

ϕ∗m(x)ψ(x, 0)dx =∑
n
cnδnm = cm → cm =

a

∫
0

ϕ∗m(x)ψ(x, 0)dx.

After integration, we find cm = 8√15/(mπ)
3, wherem is an odd number.

Exercise 2.3.5.
19. At t = 0, our system is in a mixed state with the wavefunction ψ(t = 0) = 1/√3ϕ2 +√2/3ϕ3, where ϕ2 and
ϕ3 are the eigenstates of PIB. (a) Write down ψ(t ̸= 0). (b) Find the expectation value of energy ⟨ψ(t)|Ĥ|ψ(t)⟩,
where Ĥ is the Hamiltonian of PIB. (c) Find ⟨ψ(t)| ̂x|ψ(t)⟩ and ⟨ψ(t)|p̂x |ψ(t)⟩ and sketch a diagram of x − px .
(d) Why is the momentum no longer zero?
20. ψ(x, 0) = bx(a − x). (a) Using the normalization condition to find b. (b) Find cn for ϕn. (c) Compute ψ(x, t),
and find ⟨ψ(x, t)| ̂x|ψ(x, t)⟩ and ⟨ψ(x, t)|p̂x |ψ(x, t)⟩.
21. At t = 0, the particle is in a state |ψ(x, 0)⟩, where, from x = 0 to a/2, ψ(x) = Ax, and, from x = a/2 to a,
ψ(x, 0) = A(−x + a). (a) Normalize ψ(x, 0) for x ∈ (0, a). (b) Compute ⟨ψ(x, 0)|ϕn⟩ up to n = 3. (c) Based on
(b), find ψ(x, t).
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Figure 2.6: Finite quantum well. (a) The potential is zero in the well, but is V0 outside the well. The entire
potential is separated into three regions. Region I is from x = −∞ to − a2 . II is between x = −

a
2 and

a
2 . III

is from x = a
2 to∞. We can choose an energy window which is either higher than the well height V0 or

lower than V0. For the former, we will get unbound states; for the latter, we will get bound states. The actual
parameters shown are taken from Ref. [16]. (b) The equivalent well as in (a) but the potential inside the well
is −V0 and is zero outside the well.

2.4 The finite square well: bound and unbound states

In PIB, the potential outside the well is infinite and inside the well is zero, where all
the eigenstates are bound states. A more practical case is that the potential outside the
well is finite, where both bound and unbound states appear, depending on whether the
particle energy is above or below the barrier height V0. Semiconductor quantum wells
are examples. These wells are built from two types of semiconductors, such as GaAs
and Al0.2Ga0.8As [16]. They are used in semiconductor and other optoelectronic devices.
Figure 2.6(a) illustrates such a potential for our finite square well, where the potential
inside thewell is zero, but outside thewell is a positive constant,V0 > 0. Ifwe rigidly shift
the origin of the potential by −V0, we end up with Fig. 2.6(b). These two are equivalent
physically, and both are used in textbooks.

The finite square well introduces several important differences from PIB. First of
all, the potential is now

V = 0, if − a
2
≤ x ≤ a

2
,

V = V0, if x < −a
2

or x > a
2
.

This potential separates the space into three regions, so our wavefunction consists of
three subwavefunctions in three regions, ϕI(x), ϕII(x) and ϕIII(x) for Regions I, II, and
III. In the end, three subwavefunctions must be stitched together at the boundaries
smoothly to form the final wavefunction. In PIB, we only have two boundaries, but here
we have four, x = ±∞ and x = ± a2 .
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2.4.1 Finding boundary conditions for wavefunctions

When we have boundaries, a part of the wavefunction in one region must be mathe-
matically connected to another part in a different region. Boundary conditions (BCs)
are the relationships between different parts of the same wavefunction, and they put
a constraint on the wavefunction and build the physics into the Schrödinger equation.
Take x = ±∞ as an example. If we want to describe a traveling wave, which is spatially
delocalized, then ϕ(±∞) must be finite. If we want to describe a bound state, spatially
localized in the finite region, ϕ(±∞) must be zero. In the following, we seek a bound
state solution, so we choose ϕ(±∞) = 0. We will explain why only ϕ and dϕ

dx can be used
as the boundary conditions.

The beginnermaywonder whywe cannot use the second-order derivative ϕ′′ to set
up the BCs. We take x = − a2 as an example, which is the boundary between Regions I
and II. The Schrödinger equation in Region I is

−
ℏ2

2m
d2ϕI
dx2
+ V0ϕI = EϕI,→ −

ℏ2d2ϕI
2mdx2

= (E − V0)ϕI, (2.4.1)

but in Region II the wavefunction ϕII satisfies

−
ℏ2d2ϕII
2mdx2
= (E − 0)ϕII. (2.4.2)

As far as V0 differs from 0, d
2ϕI
dx2 ̸=

d2ϕII
dx2 . This means that the second-order derivative of

the wavefunction at the BCs cannot be used.
Next, we consider ϕ′. The generic Schrödinger equation with one-dimensional po-

tential V (x) is

−
ℏ2d2ϕ(x)
2mdx2

+ V (x)ϕ(x) = Eϕ(x)→ d2ϕ(x)
dx2
= −

2m[E − V (x)]
ℏ2

ϕ(x). (2.4.3)

We integrate eq. (2.4.3) to get

dϕ
dx
= −

2m
ℏ2

x2

∫
x1

[E − V (x)]ϕ(x)dx = −2m
ℏ2
[
x2

∫
x1

Eϕ(x)dx −
x2

∫
x1

V (x)ϕ(x)dx], (2.4.4)

where the boundary falls between x1 and x2. As x1 approaches x2, the first integral is
always zero,4 but the second integral depends on V (x). If V (x) is not singular, such as
our current case, then the integral must be the same as we approach − a2 from Region I
or from Region II, which is also true between Regions II and III:

4 Because two limits become the same, the integral is zero.
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dϕI
dx
(x = −a

2
) =

dϕII
dx
(x = −a

2
),

dϕII
dx
(x = a

2
) =

dϕIII
dx
(x = a

2
).

But, if the potential has a singularity (see problems 9 and 10 at the end of the chapter),
such as V (x) = V0δ(x − c), where c is a constant,

dϕI
dx
−
dϕII
dx
=
2m
ℏ2

x2

∫
x1

V0δ(x − c)ϕ(x)dx =
2m
ℏ2

V0ϕ(c).

Finally, we consider ϕ. We integrate eq. (2.4.4) to get ϕ = ∫ dϕdx dx. Since
dϕ
dx is always

finite, ϕ is unconditionally continuous, ϕI(x = −
a
2 ) = ϕII(x = −

a
2 ) and ϕII(x =

a
2 ) =

ϕIII(x =
a
2 ). The following table summarizes our BCs.

boundary wavefunction first-order derivative

x = −∞ ϕI(−∞) = 0 ϕ′I(−∞) = 0
x =∞ ϕIII(∞) = 0 ϕ′III(∞) = 0
x = −a/2 ϕI(−a/2) = ϕII(−a/2) ϕ′I(−a/2) = ϕ

′
II(−a/2)

x = a/2 ϕIII(a/2) = ϕII(a/2) ϕ′III(a/2) = ϕ
′
II(a/2)

2.4.2 Wavefunctions in three regions

Westart to solve the Schrödinger equation in I and III since they have the samepotential,

−
ℏ2

2m
d2ϕ
dx2
+ V0ϕ = Eϕ→

d2ϕ
dx2
= −

2m(E − V0)
ℏ2

ϕ = k2ϕ, (2.4.5)

where we define k through the last equation, k = √2m(V0 − E)/ℏ. We are interested in
a bound state solution, so we choose E < V0; then, k is a real and positive number. This
differential equation has twopossible solutions,ϕ(x) = Ae±kx . To determinewhich one is
valid,wenow impose our boundary condition toϕ(x). For I,we only chooseϕI(x) = AIe

kx

so at x → −∞, ϕI = 0. For Region III, ϕIII(x) = AIIIe
−kx , since as x →∞, ϕIII → 0.

In Region II, with V = 0, our Schrödinger equation is

−
ℏ2

2m
d2ϕ
dx2
= Eϕ→ d2ϕ

dx2
= −

2mE
ℏ2

ϕ = −q2ϕ,

where q = √2mE/ℏ is defined through the last equation as previously. We choose E > 0.
This equation has two independent roots, ϕII(x) = AII cos(qx) and AII sin(qx). In the
following, we choose ϕII(x) = AII cos(qx), and the calculation for ϕII(x) = AII sin(qx) is
left as an exercise.
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2.5 Eigenenergies and eigenstates in the finite quantum well

In order to find ϕI(x), ϕII(x) and ϕIII(x), we must find k and q. In PIB, k is related to the
width of thewell (eq. (2.3.10)), but this is not the case for the finite quantumwell, because
in Regions I and III, x goes to ±∞. To reduce the number of unknowns, we can write k
in terms of E and V0

k = √2m(V0 − E)/ℏ, (2.5.1)

and combine it with q through

k2 + q2 = 2mV0
ℏ2
, (2.5.2)

which shows that k and q are dependent on each other.

2.5.1 Eigenenergies and boundary conditions

The BCs build in physics and deliver k and q. We choose x = − a2 between Regions I and
II. Since ϕI(x) = AIe

kx and ϕII(x) = AII cos qx, their values and derivatives satisfy BCs,

AIe
−ka/2 = AII cos(−qa/2) = AII cos(qa/2), (2.5.3)

AIke
−ka/2 = AII(−q) sin(−qa/2) = AIIq sin(qa/2). (2.5.4)

Introducing two dimensionless quantities ξ and η, ξ = ka
2 and η = qa

2 , we divide eq. (2.5.4)
by eq. (2.5.3) and multiply both sides with a/2. The result is

ξ = η tan η. (2.5.5)

Equation (2.5.2) leads to

k2 + q2 = 2mV0
ℏ2
→ ξ2 + η2 = 2mV0a

2

4ℏ2
=
mV0a

2

2ℏ2
≡ ω2, (2.5.6)

where ω = √mV0a
2

2ℏ2 is a dimensionless quantity.
Most textbooks [17, 18] stop here and resort to the numerical solution. In fact, one

can simplify it further by substituting eq. (2.5.5) into eq. (2.5.6), so the equation becomes

η2 tan2 η + η2 = ω2,→ η2 sec2 η = ω2,→ η = ±ω cos η (energy quantization), (2.5.7)

which finally constrains our solution and leads to energy quantization, just as eq. (2.3.10)
does to PIB. These two equations are elementary. For a givenω (given V0 and a), one can
find a set of η. This equation shows that, regardless ofV0, there is always at least one root.
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Figure 2.7: (a) Roots of η = ±ω cos η and η = ±ω sin η. Odd states only appear after π/2 (the vertical line).
These roots are computed from two codes evenroot.f and oddroot.f in the Appendix listings 11.2 and
11.4, respectively. (b) Eigenenergies at ω = 2π and 4π, in units of 2ℏ2

ma2
. As ω increases, the number of roots

increases. At ω = 5π, there are ten bound states (Tab. 2.1), whose eigenfunctions are plotted in Fig. 2.8.

This is because cos η = 1 − η2/2 + ⋅ ⋅ ⋅ . If η is very small, cos η ≈ 1, so we have η ≈ ω, at
least one bound state. In the another limit, if V0 is large, i. e., a largeω, there aremultiple
bound-state solutions. We add two comments: ηmust be expressed in radians, and only
the positive roots of η and ξ are kept.

Figure 2.7(a) shows the numerical roots forω = 0 to 3π for both even and odd eigen-
states. It is interesting to note that the odd roots do not start until ω = π

2 . Below this,
all roots are even. The programs to find these roots are in the Appendix listings 11.2 and
11.4. We find that these roots are very easily missed. In the code, we first roughly screen
where roots appear and then use a middle-point method to find their exact values. The
negative roots are discarded because we assume both k and q, or η and ξ , are positive.
The reader is strongly encouraged to try them out.

ξ is found through ξ = √ω2 − η2 = √ω2 − ω2 cos2 η = ω sin η. Once η and ξ are
found, the eigenenergy can be calculated from (note η = qa

2 )

E = ℏ
2q2

2m
=
2ℏ2η2

ma2
. (2.5.8)

These eigenenergies are discrete, though we cannot assign a quantum number n to it
because it depends on η.5 Figure 2.7(b) shows two sets of eigenenergies E at ω = 2π
and 4π, in units of 2ℏ2

ma2 . k and q also give us de Broglie wavelengths,
2π
k in Regions I and

III and 2π
q in II. They are different, even though the energy is the same. This further

demonstrates that the wavelength can change, but the energy does not, which is why
the light photon energy stays the same in water and air (see the problems in Chapter 1).
Table 2.1 lists the numerical eigenenergies with ω = 5π.

5 We could write E as Eη.
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Table 2.1: Eigenenergies E in units of ( 2ℏ
2

ma2
) at ω = 5π. The parity alternates with E.

No. 1 2 3 4 5 6 7 8 9 10

E 0.221 0.883 1.985 3.524 5.497 7.896 10.71 13.92 17.50 21.38
parity even odd even odd even odd even odd even odd

Our energy quantization condition (eq. (2.5.7)) is very convenient. It allows us to
recover all the prior results in PIB. We take V0 → ∞, i. e., ω → ∞, in eq. (2.5.7) to get
cos η = 0, η = (2n + 1) π2 , where n is an integer. Then the energy is

En =
ℏ2π2

2ma2
(2n + 1)2,

which matches the eigenenergies of an odd n in eq. (2.3.18). The eigenenergies in
eq. (2.3.18) with an even n are from the odd root ϕII = AII sin(qx).

Example 11 (Compute an even root with a calculator). Forω = 1, use a calculator to find (a) η, (b) ξ , and (c) E.
We start from η = ±ω cos η. Since ω = 1, our equation is η = cos η. We start from η = 0 to see whether

it satisfies both sides of the equation. Clearly, η = 0 is too small. We gradually increase in small steps up to
η = 1. For η = 0.1, we get cos η = 0.995. At η = 0.7, we have 0.7648, close to the exact value of 0.739095133214,
which is computed using Code evenroot.f in the Appendix listing 11.2. We find ξ = 1×sin 0.739095133214 =
0.673612029, which is positive and is a valid root. One must check this, though we do not need ξ to compute
the eigenenergy. Since ω = 1, V0 =

2ℏ2

ma2
. We can find the eigenenergy E = ℏ

24η2

2ma2
= η2V0 = 0.453753166V0 <

V0. Thismeans that the particle can exist even if its energy is below the potential barrier, a finding that classical
physics cannot explain.

Exercise 2.5.1.
22. Use evenroot.f and oddroot.f to find all the roots shown in Fig. 2.7(a).
23. Compute the energy levels for ω = 3π.
24. (a) Show that, if we start from the odd root ϕII = AII sin(qx), the energy quantization condition is η =
±ω sin η. (b) In the limit ω→∞, En =

ℏ2

2ma2
(2n)2.

2.5.2 Eigenstates and physical meanings

To determine the eigenfunctions, we need to find the coefficients AI, AII, and AIII. The
symmetry in the potential leads toAI = AIII.

6 Equations (2.5.3) and (2.5.4) provideAIe
−ξ =

AII cos η and AII = AIe
−ξ/ cos η, where ξ = ka

2 and η = qa
2 are used.

6 For odd eigenstates, they may differ by a sign.
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The eigenfunction has three parts for three regions I, II, and III,

ϕI(x) = AIe
kx , if x < −a/2,

ϕII(x) = AII cos qx, if − a/2 < x < a/2,

ϕIII(x) = AIIIe
−kx , if x > a/2.

We use the normalization condition to find (see the details in the following exercise)

AI = √
2
a

eξ

√ 1
ξ +

2η+sin 2η
2η cos2 η

, (2.5.9)

which can be used to find AII and AIII.
As an example, we choose ω = 5π and compute 10 eigenfunctions, with their

eigenenergies given in Table 2.1. Figure 2.8(a) shows five even eigenfunctions as a func-
tion of x with η increasing from the bottom to top. They are symmetric with respect to
x = 0, ϕ(−x) = ϕ(x). Within the well, the wavefunction is a cosine function. To have

Figure 2.8: (a) Even eigenfunctions at ω = 5π as a function of x. All the wavefunctions are normalized and
are shifted vertically by one unit, except the lowest one. The classical region is denoted by two vertical solid
lines. The percentage denotes the probability for the particle found outside the classical region. η is from
Fig. 2.7. (b) Odd eigenfunctions. Their energies are higher, so the probability for the particle existing out-
side the well is larger. The codes used to find these eigenstates are finite.well.odd.wavefunction.f
and finite.well.even.wavefunction.f in Appendix listings 11.3 and 11.5, whose input parameters are
read from odd.w.eta.used and even.w.eta.used.
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an easy view, we vertically shift all the wavefunctions by 1, except the first one. We
first note that the number of nodes in the wavefunction is 0, 2, 4, 6, and 8, increasing in
energy. The ground state has η = 0.4700π, with no node.

Figure 2.8(b) shows the odd eigenfunctions. They are antisymmetric, ϕ(−x) = −ϕ(x),
with odd numbers of nodes, 1, 3, 5, 7, and 9, increasing in energy. Within the well, the
wavefunction is a sine function.

The most striking feature of the eigenfunction is that, although E < V0, i. e., the
particle’s energy is lower than the barrier height, its has a finite probability density be-
ing outside the well, increasing from only 0.05% to 7.296% for the even eigenfunctions
(Fig. 2.8(a)) and from 0.215% to 12.163% for the odd eigenfunctions (Fig. 2.8(b)). This is
purely quantum mechanical: Due to the wave nature of the particle, even for bound
states, a quantum particle can appear in the classically forbidden region.

It is also interesting to see how the particle can manage to appear in a nonclassical
region even if its energy is below the potential barrier. It turns out that the local energy
in Region II (thewell where the potential is zero), EII = ⟨ϕII|Ĥ |ϕII⟩, where the integration
is over Region II only, is far below V0. The particle has a larger probability, which leaves
some room for the particle in Regions I and III to have a higher local energy, higher than
V0, but with a much lower probability. This ensures the resultant total energy is still
below V0. Essentially, we have E = |cI|

2EI + |cII|
2EII + |cIII|

2EIII < V0, where |cI|
2, |cII|

2 and
|cIII|

2 represent the probabilities in three regions, respectively.
To this end, all the eigenfunctions are even or gerade because we have chosen an

even symmetry solution. If we choose an odd function for Region II, the eigenfunction
is ϕII(x) = AII sin qx. Similarly, we can use the boundary conditions at x = −

a
2 , ϕI(x =

− a2 ) = ϕII(x = −
a
2 ) and ϕ

′
I(x = −

a
2 ) = ϕ

′
II(x = −

a
2 ):

AIe
−ka/2 = AII sin(−qa/2) = −AII sin(qa/2),

kAIe
−ka/2 = qAII cos(−qa/2) = qAII cos(qa/2).

Dividing the first equation by the second one leads to 1
k = −

tan(qa/2)
q . Then, we again

introduce ξ = ka
2 and η = qa

2 , which gives us the similar equation ξ = −η cot η.

Exercise 2.5.2.
25. Use the normalization condition to find AI in eq. (2.5.9). Hint: Compute three separate integrals, and then
add up to 1.
26. Compute the local energy EI, EII, and EIII.
27. This needs a computer. Use Code evenroot.f in Appendix listing 11.2 to find all the roots and plot them as
Fig. 2.7. The roots are stored in files evenroot.eta-omegaxcoseta and evenroot.eta+

omegaxcoseta.
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2.5.3 E > V0 and unbound states
The states that we have computed so far have the eigenenergy 0 < E < V0. These are
bound states, whose eigenenergies are discrete. This conclusion is generic, even if our
potential is not a constant. In other words, we get a bound state if the eigenenergy is
below the potential everywhere in space. In the other limit, if the eigenenergy is above
the potential everywhere in space, we get an unbound state, whose eigenenergies may
or may not be discrete (see Chapters 8 and 9). If E > V0, our states are not bound states
and are delocalized continuous states across the entire space. For instance, Region I has
the Schrödinger equation,

d2ϕ
dx2
+
2m(E − V0)
ℏ2

ϕ = 0,

which has two roots, e+ik1x and e−ik1x . The general solution is

ϕI = AIe
ik1x + BIe

−ik1x for Region I. (2.5.10)

Additional information about the system is necessary to decidewhetherwewant to keep
both terms AI and BI. For instance, if we are only interested in a particle moving to the
right (+x), then we only keep the AI term. This situation occurs for a voltage bias on a
device. If we are interested in both the right and left propagatingwaves, then both terms
are kept. This occurs in scattering from a potential barrier. In solids, both terms are kept.

Once we choose a solution like eq. (2.5.10) for Region I, the solution for Region II is
similar, ϕII = AIIe

ik2x + BIIe
−ik2x . We use the boundary condition at x = − a2 , ϕI(x = −

a
2 ) =

ϕII(x = −
a
2 ), which leads to AIe

−ik1a/2 +BIe
ik1a/2 = AIIe

−ik2a/2 +BIIe
ik2a/2, and ϕ′I(x = −

a
2 ) =

ϕ′′II(x = −
a
2 ), which leads to ik1AIe

−ik1a/2 − ik1BIe
ik1a/2 = ik2AIIe

−ik2a/2 − ik2BIIe
ik2a/2. We

have the normalization condition ∫ dx|ϕ(x)|2 = 1.
In total,wehave three equations butwehave four unknowns,AI,BI,AII, andBII. This

shows that we have to put more constraints on our wavefunctions in order to describe
a physical process, which is the goal of the next section. What we should emphasize is
that the energy spectrum for E > V0 is continuous. This means, for any E, we always
can find a wavefunction. E is not quantized any more, similar to CM, but not exactly the
same, as will be seen in the next section.

2.6 Tunneling through a barrier: unbound states

The previous section concerns a particle confined in a finite quantum well, which is
an eigenvalue problem of bound states with the boundary conditions. This section deals
with a different problem: tunneling through aquantumbarrier. This is not an eigenvalue
problem. Instead, it describes that a particle or awave propagates toward a barrier, then
reflects from and transmits through the barrier. Importantly, all the states are unbound
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Figure 2.9: (a) Quantum scattering and tunneling are a quantum mechanical way to describe a chemical
reaction or a matter passing through a barrier. (b) Our model potential barrier, with height V0, has a finite
width a, whose solution is sought in Regions I, II, and III.

states, i. e., continuous states.Weknow the incident energy of the particle, butweneed to
find the reflection and transmission coefficients. This simulates a variety of phenomena
in physics and chemistry. The chemical reactants is such a process, where two reactions
pass through a barrier to form a new product. Figure 2.9(a) shows such a process. The
ultimate goal of our model is to reveal that even if a particle’s initial energy is lower
than the barrier height, it can still have a finite probability to tunnel through a barrier,
i. e., quantum tunneling. This has a practical application in the quantum transport in a
device.

2.6.1 Boundary conditions

We consider a particle traveling toward a square potential barrier (Fig. 2.9(b)),

V = 0, if x < 0, or x > a,
V = V0 > 0, if 0 ≤ x ≤ a.

Wehave three regions and two boundary conditions: one at x = 0 and the other at x = a,
where the wavefunction itself and its derivatives must match. The following table lists
these conditions:

position wavefunction first derivative

x = 0 ϕI(0) = ϕII(0) ϕ′I(0) = ϕ
′
II(0)

x = a ϕII(x = a) = ϕIII(x = a) ϕ′II(x = a) = ϕ
′
III(x = a)

We want to know how much it is reflected and transmitted through the barrier. In
contrast to the square well, where eigenfunctions are bound states, here we look for
a traveling state for a given incident energy E of the wave. For this reason, E is com-
monly not called eigenenergy because it is the energy of an incident particle. Another
difference is that here our wavefunction is delocalized, meaning that the wavefunction
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at x = ±∞ is not zero and is not normalized because we only know where the barrier is
but do not know the system size. We are only interested in reflection and transmission
of the incident particle. These differences require us to adopt a different strategy.

2.6.2 Wavefunctions

We first consider the solution in Region I (Fig. 2.9(b)). Here, a free particle with energy
E < V0 approaches the potential barrier from the left side. The potential is zero, so the
Schrödinger equation is

−
ℏ2

2m
d2ϕI
dx2
= EϕI →

d2ϕI
dx2
= −

2mE
ℏ2

ϕI = −k
2ϕI, (2.6.1)

where k = √2mEℏ . We choose V0 > E > 0,
7 ϕI has two roots of e

±ikx , where the positive
(negative) exponent denotes which way the wave travels to the + (−) x-axis.

Before the particle hits the barrier (x < 0), the incident wavefunction is eikx , where
we only choose a positive k, because thewave propagation direction is along the+x-axis.
Note that ϕ(x) is not normalized and has the coefficient of 1. Once the particle hits the
barrier, it reflects back, so its wavefunction is re−ikx , where |r|2 represents the probabil-
ity of the reflected wavefunction. The reflected wave has the same wavevector with the
direction flipped since both the incident and reflected waves are in the same medium
and their wavelength and wavevector must be the same.8 Our total wavefunction is a
superposition of the incident and reflected wavefunctions,

ϕI(x) = e
ikx + re−ikx , (x < 0), Region I. (2.6.2)

Similarly, in Region III with x > a, the wave, after it tunnels through the barrier
(Region II), enters the same medium as that in Region I with x < 0. The wavefunction
has a similar form but has no reflected wave,

ϕIII = te
ikx , (x > a), Region III, (2.6.3)

where |t|2 is the probability of the wave in region x > a. t and r are complex numbers.
Next, we consider II, 0 ≤ x ≤ a, where the potential is V0,

−
ℏ2

2m
d2ϕII
dx2
+ V0ϕII = EϕII →

d2ϕII
dx2
=
2m(V0 − E)
ℏ2

ϕII →
d2ϕII
dx2
= q2ϕII, (2.6.4)

7 Here Emust be positive. For a negative E, the wavefunction would look like exp(±kx), and it is not the
traveling wave that we want.
8 If we consider two different media, we must have a different wavelength.
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where q = √2m(V0 − E)/ℏ. Its general solution is
9

ϕII = Ae
+qx + Be−qx , (0 ≤ x ≤ a), Region II, (2.6.5)

where A and B are complex coefficients.

2.6.3 Imposing boundary conditions and transmission and reflection

We have four BCs and four unknowns, r, t, A, B. To simplify our notation, we set η = k
q .

The boundary conditions at x = 0 are ϕI(x = 0) = ϕII(x = 0), ϕ
′
I(x = 0) = ϕ

′
II(x = 0),

which leads to

1 + r = A + B, (2.6.6)
ik(1 − r) = q(A − B). (2.6.7)

The boundary conditions at x = a are ϕII(x = a) = ϕIII(x = a), ϕ
′
II(x = a) = ϕ

′
III(x = a),

which yields

Aeqa + Be−qa = teika, (2.6.8)
q(Aeqa − Be−qa) = ikteika. (2.6.9)

Solving these four equations (with details in the following exercise and problem at
the end of the chapter), we find

teika = −2iη
(1 − η2) sinh qa − 2iη cosh qa

, (2.6.10)

r = (1 + η2) sinh qa
−(1 − η2) sinh qa + 2iη cosh qa

. (2.6.11)

By definition, the reflection coefficient R and transmission coefficient T (dimension-
less) are given by

R ≡ rr∗ = [(1 + η2) sinh qa]2

[(1 − η2) sinh qa]2 + 4η2(cosh qa)2
,

T ≡ tt∗ = 4η2

[(1 − η2) sinh qa]2 + 4η2(cosh qa)2
,

9 In contrast with Region II of the finite quantumwell problem previously addressed, where the sin(qx)
and cos(qx) terms can be treated separately, the transport problem does not have symmetry. We either
choose the wave moving from left to right or right to left, so there is no symmetry.
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and

R + T = [(1 + η2) sinh qa]2 + 4η2

[(1 − η2) sinh qa]2 + 4η2(cosh qa)2
.

Because [(1−η2) sinh qa]2+4η2(cosh qa)2 = [(1+η2)(sinh qa)]2+4η2, R+T = 1. This is
the result of the particle number conservation. The sum of the reflected and transmitted
particle numbers must be equal to the incident one.

Exercise 2.6.3.
28. Show A = [1 + r + iη(1 − r)]/2, B = [1 + r − iη(1 − r)]/2.
29. In a similar manner, show A = e−qa

2 (te
ika+ iηteika) = e−qa+ika

2 t(1+ iη), B = eqa
2 (te

ika− iηteika) = eqa+ika
2 t(1− iη).

30. Show r, t, η satisfy r(1 − iη) = (1 + iη)[te−qa+ika − 1], r(1 + iη) = (1 − iη)[teqa+ika − 1]. Hint: Use the previous
two results.
31. Prove [(1 − η2) sinh qa]2 + 4η2(cosh qa)2 = [(1 + η2)(sinh qa)]2 + 4η2.

2.7 Physical insights into quantum tunneling

We now reveal the physics behind our equations of quantum tunneling by directly com-
puting the wavefunction, transmission coefficient, and current.

2.7.1 Wavefunctions of continuous states and transmission

We take the electron as an example in a region from x = −50 Å to +50 Å. We choose
the barrier width a = 5 Å, which starts at x = 0 and ends at 5 Å. The barrier height
is 1 eV and the incident electron energy is 0.9 eV, from which we can compute k and q
numerically, k = 0.486 Å−1 and q = 0.162 Å−1. Both r and t are complex: r = 0.554− 0.621i
and t = −0.072 − 0.549i. Although the wavefunctions are relatively simple, it is difficult
to see them clearly because our states are traveling states, i. e., continuous states, and
their wavefunctions are not normalized. The amplitude of the incident wave is set at 1.
Figure 2.10(a) shows the incident wave from −50 to 0 Å. The solid and dashed lines are
the real and imaginary parts of ϕ. The reflected wave is shown in Fig. 2.10(b), whose
amplitude is less than the incident wave. Onemight expect a larger reduction, but this is
not the case because only |r|2 = 0.693 determines the amplitude.What is nontrivial is the
wavefunction inside the barrier (Fig. 2.10(c)). One can see that its amplitude is close to 2.
This is because the incident and reflected wavefunctions are not normalized. In order
to match the boundary condition at x = 0, A and B become larger: A = −0.154 + 0.358i
and B = 1.709 − 0.979i. Figure 2.10(d) illustrates that the transmitted wave has a smaller
amplitude, where |t|2 = 0.307. The entire wavefunction across all three regions is shown
in Fig. 2.10(e).



2.7 Physical insights into quantum tunneling � 53

Figure 2.10: (a) Incident wave. (b) Reflected wave. (c) Wave in the barrier. (d) Transmitted wave. (e) Sum of
all the waves. The dashed box represents the barrier.

Now, we systematically investigate how quantum tunneling depends on the system
parameters. First, we choose the barrier width a = 10 Å, which is from x = 0 to = 10 Å
(the two vertical lines in Fig. 2.11(a)). The barrier height is V0 = 1 eV, and the incident
electron energyE is 0.2 eV,E = 0.2V0. Note that ourwave is a travelingwave and contains
both incident and reflected waves. Here the wavefunction is complex and has both real
and imaginary parts:ϕr(x) andϕi(x), denoted by the solid and dashed lines in Fig. 2.11(a),
respectively. Figure 2.11(a) displays the wavefunction as a function of x. We focus on the
wavefunction amplitude. In Region I, i. e., x < 0 Å, the majority of the electron wave re-
flects from the barrier, and only a small portion of the wave tunnels through the barrier
(Region II) and enters Region III. Tunneling can be enhanced if we decrease the barrier
width to a = 5 Å, while keeping the rest of the parameters unchanged (see Fig. 2.11(b)).
We can also enhance tunneling by increasing the incident energyE (compare Figs. 2.11(a)
with 2.11(c)).

So far, we have only investigated the wavefunction change. Next, we explore how
the transmission changes with E. First, we fix V0 = 2 eV but change E from 0 to 2 eV.
Figure 2.11(d) shows that, when the barrier width a is 1 Å, the transmission increases
sharply with E and then tapers off. If we use a larger a = 3 Å, the increase is much
smaller (indicated by the dashed line). We stay with a = 3 Å and plot both T and R in
the same figure (Fig. 2.11(e)) as a function of α, where α is defined through E = αV0. We
notice that, as T becomes larger, R decreases sharply, but the sum is 1.

The dependence of T on a is shown in Fig. 2.11(f). The transmission is extremely sen-
sitive to the barrier width a. Beyond 5 Å, the transmission is reduced to a small number,
which can be analytically proven.



54 � 2 Schrödinger equation: from bound and unbound states to quantum tunneling

Figure 2.11: (a,b,c) The incident wave is from the left (Region I), tunnels through a barrier (Region II), and
reaches the right side (Region III). (a) Unnormalized wavefunctions in three regions. The solid line is the
real part of the wavefunction, while the dotted line is the imaginary part. All the parameters are given in
the figure. The barrier is denoted by a box. (b) Same as (a), but with a = 5 Å. (c) Same as (b), but with a
higher incident energy. (d) Transmission as a function of the incident particle’s energy E at a = 1 Å and
3 Å. (e) Transmission T (dashed line) and reflection R (dotted line) coefficients as a function of the energy
parameter α, where α is the proportional constant for E = αV0. The sum of R + T is shown in the solid
line. (f) Transmission T as a function of barrier width a. The codes are transmission.f and tunnel.f in
Appendix listings 11.6 and 11.7, respectively.

2.7.2 Quantum tunneling

In CM, a particle cannot pass through a potential energy barrier if the particle’s kinetic
energy is smaller than the barrier height, i. e., the transmission coefficient T = 0. In QM,
due to the wave nature of a particle, T can differ from zero. This phenomenon is called
quantum tunneling.

In the following, we start from

T = 4η2

[(1 − η2) sinh qa]2 + 4η2(cosh qa)2

=
4k2/q2

[(1 − k2/q2) sinh qa]2 + 4(k/q)2(cosh qa)2
, (2.7.1)

and then take a limit of qa ≫ 1 to get

T = 16E(V0 − E)
(V0 − E + E)2

e−2√2m(V0−E)a/ℏ = 16E(V0 − E)
V 2
0

e−2√2m(V0−E)a/ℏ. (2.7.2)

The details are relegated to the following exercise. We see that indeed the transmission
decreases exponentially with the barrier width a.
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Example 12 (Transmission through a barrier). An electron with kinetic energy of 0.1 eV tunnels through a
potential barrier V0 of 0.2 eV with the barrier width of 20 Å. Find the transmission.

We are going to use eq. (2.7.2), but we must convert the units in its exponent to the SI units first, so our
transmission is

T = 16 × 0.1 × (0.2 − 0.1)
0.22

e−
2×20×10−10×2π
6.626×10−34 √2×9.11×10−31×(0.2−0.1)×1.602×10−19

= 4e−
4×1025×2π

6.626 ×10−25√2×9.11×0.1×1.602 = 4e−6.480 = 0.00613.
This shows that the transmission through such a barrier is very small, which is very important to the success
of scanning tunneling microscopy (see Section 9.7).

Exercise 2.7.2.
32. Start from eq. (2.7.1) to get eq. (2.7.2), T = 16E(V0−E)

V20
e−2√2m(V0−E)a/ℏ. Hint: Expand both cosh qa and sinh qa.

33. (a) Using eq. (2.7.2) with E = 1 eV, V0 = 2 eV, and a = 2 Å, find T and compare it with the previous T .
34. Following (a), plot T as a function of a, with a from 1 Å to 10 Å, where the rest of the parameters are the
same.

2.7.3 Current

The microscopic current density, J , can be calculated in each region. For Region I, JI is
computed from eq. (2.1.11) as JI =

ℏ
2mi (ϕ
∗
I
𝜕
𝜕xϕI −ϕI

𝜕
𝜕xϕ
∗
I ). Since ϕI = e

ikx + re−ikx , we have
JI =
ℏk
m (1 − |r|

2). The net current flowing from the left to right is the difference between
the incident and reflected currents.

The current in Region II is JII =
ℏq
mi (AB

∗ − BA∗) = ℏkm (1 − |r|
2), and the current in

Region III is JIII =
ℏk
m |t|

2 = ℏkm (1 − |r|
2). This shows that the currents in the three regions

are exactly the same. We can use the continuity equation (eq. (2.1.9)) to find the charge
density change,

𝜕ρ
𝜕t
= −∇ ⋅ J = − 𝜕

𝜕x
Jx = 0.

So we can see that the charge density is constant and is independent of time.

Exercise 2.7.3.
35. Show the currents in Regions I, II, and III are JI = JII = JIII =

ℏk
m (1 − |r|

2).
36. Prove 𝜕ρ𝜕t = 0. What does this tell us?
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2.8 Problems

1. A time-translational operator T̂t will shift the time variable of a function f (0) to
f (t), i. e., T̂tf (0) = f (t) = C(t)f (0). Show C(t) must have an exponential form. All
translational operators have this property. Hint: Follow eq. (9.2.6) on Section 9.2.1.

2. Starting from eq. (2.1.4), show that if we replace θ̂ by the ratio of the relativistic
Hamiltonian (eq. (1.5.7)) with respect to ℏ, we have a relativistic Schrödinger equa-
tion.

3. Suppose an eigenfunction of a one-dimensional potential V (x) is ϕ1(x) =
exp(−x2/a2) and the eigenvalue is E1 =

ℏ2

ma2 , where a is a constant. Find the po-
tential.

4. (a) In a one-dimensional system, if two eigenstates ϕ1(x) and ϕ2(x) have the same
eigenenergy E, then ϕ1ϕ

′
2−ϕ
′
1ϕ2 = Cmust be a constant C. (b) If both ϕ1(x) and ϕ2(x)

are bound states, ϕ1(x),ϕ2(x) → 0 at x → ±∞, C = 0 and ϕ1 differs from ϕ2 by a
constant, i. e., there is no degeneracy in nondegenerate. Adopted from [19].

5. ϕk(x) and ϕl(x) are two bound eigenstates of a one-dimensional systemwith poten-
tial V (x), with the eigenenergies Ek and El . Assume that at x → ±∞, ϕk and ϕl → 0.
Show 0 = (Ek − El)∫

+∞
−∞ ϕk(x)ϕl(x)dx.

6. ϕn(x) and ϕm(x) are two eigenstates of PIB, where x ∈ (0, a) (eq. (2.3.12)). Compute
the transition matrix elements of (a) the position and (b) the momentum operators
⟨ϕn|x̂|ϕm⟩ and ⟨ϕn|p̂x |ϕm⟩, where n ̸= m. These matrix elements are called the tran-
sition matrix element, often used in optics as on Section 7.6.

7. A particle is in an eigenstate of PIB, ϕn. Compute the uncertainty relation ΔxΔpx ,
where ΔA ≡ √⟨ϕn|Â2|ϕn⟩2 − (⟨ϕn|Â|ϕn⟩)2.

8. A particle is initially in a mixed state of PIB, ψ(t = 0) = A(ϕ1 + ϕ2), where ϕi
is an eigenstate of PIB. (a) If ⟨ψ(0)|ψ(0)⟩ = 1, find A. (b) Find ψ(t ̸= 0). (c) Find
⟨ψ(t)|p̂x |ψ(t)⟩. (d) Find ⟨ψ(t)|p̂xx|ψ(t)⟩. (e) Find ⟨ψ(t)|xp̂x |ψ(t)⟩. Hint: (d) and (e) have
a different order of p̂x and x. (f) Do (d) and (e) have the same results?

9. A particle is initially in ψ(x, 0), which consists of two segments. From x = 0 to a/2,
ψ(x, 0) = Ax and from a/2 to a, it isψ(x, 0) = A(−x+a). (a) Use the normalization con-
dition to find A. (b) Expand it in terms of eigenstates of PIB and find cn. (c) Compute
ψ(x, t) and find ⟨ψ(x, t)|x̂|ψ(x, t)⟩ and ⟨ψ(x, t)|p̂x |ψ(x, t)⟩. Adopted from [17].

10. A particle of mass m is subject to a δ potential, V (x) = −V0δ(x), where δ(x) is the
Dirac delta function

δ(x) = 0, if x ̸= 0; δ(x) = 1, if x = 0;
+∞

∫
−∞

δ(x)dx = 1.

(a) Find its eigenfunction of the bound state, where the wavefunction is zero at
x = ±∞. Hint: This problem only has one bound state. (b) Find its eigenenergy. (c)
Suppose we confine the particle in a box with x within −a/2 and a/2. The potential
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remains the same. Find the eigenfunctions of continuous states and normalize the
wavefunction within this box.

11. A particle of massm is inside a double-delta potential, V (x) = V0(δ(x−
a
2 )+δ(x+

a
2 )).

(a) Find the bound eigenstates. (b) Find the bound eigenenergies.
12. Suppose V (x) = 0 if x < − a2 or x >

a
2 , and V (x) = −V0 for −

a
2 < x <

a
2 . A particle of

mass m is placed inside the potential just cited. (a) Write down the wavefunctions
in three regions. (b) Write down their boundary conditions. (c) Match the boundary
conditions to find an equation for the eigenvalues.

13. Suppose that a particle is in the ground state of PIB. Compute the force on the wall
due to the particle using two differentmethods: (a) Δ⟨p⟩Δt , and (b)−

𝜕E1
𝜕a . (Answer:

ℏ2k2
ma .)

14. A one-dimensional rotator with a fixed rotation axis can simulate the photoisomer-
ization of bacteria rhodopsin. Suppose the moment of inertia is I . The potential is
V (θ) = −V0 cos(θ), where θ is the rotational angle and V0 is a positive constant. (a)
Write down the time-independent Schrödinger equation for this rotator. Hint: Find
the rotational kinetic energy operator. (b) Solve the Schrödinger equation to find the
eigenstates and eigenenergies.

15. A particle of mass m is subject to a one-dimensional potential, where V (x) = 0 if
− a2 ≤ x ≤

a
2 ; otherwise V (x) = V0 > 0. (a) Find the odd eigenstates. (b) Find their

respective eigenvalues.
16. Consider tunneling through a δ potential, V (x) = V0δ(x), where V0 > 0. Suppose

a particle has mass of m. (a) Find the reflection coefficient R = rr∗. (b) Find the
transmission coefficient T = tt∗.

17. Code finite.well.even.wavefunction.f in Appendix listing 11.3 uses an input file
called even.w.eta.used which is created from the two files. In the code, a = 10 Å.
Compute and plot the wavefunctions as done in Fig. 2.8.

18. In the tunneling through a potential on Section 2.6.3, prove eqs. (2.6.10) and (2.6.11):
(a)

teika = −2iη
sinh qa(1 − η2) − 2iη cosh qa

,

(b)

r = (1 + η2) sinh qa
−(1 − η2) sinh qa + 2iη cosh qa

.



3 Harmonic oscillator and blackbody radiation

Starting from this chapter, we are going to apply the Schrödinger equation to a har-
monic oscillator. The harmonic oscillator model historically has served as the beginning
of QM, where Planck employed the energy quatum of the harmonic oscillator to sim-
ulate blackbody radiation and overcame the old theory’s ultraviolet catastrophe. The
harmonic oscillator has lots of applications. Nuclear vibrations can be approximated by
a harmonic oscillator. Its extension to solids allows us to introduce phonons.

This chapter is grouped into four units.
– Unit 1 is Section 3.1. This introduces some basic operations of operators and Heisen-

berg’s uncertainty principle and concludes with the ladder operators, ready for the
harmonic oscillator.

– Unit 2 consists of Sections 3.2 and 3.3. Section 3.2 starts with a classical prediction
of the probability and introduces the QM Hamiltonian for the harmonic oscillator.
Then, it explains how to solve the Schrödinger equation for the harmonic oscillator.
Section 3.3 digs into the ladder operators to finally compute the expectation values
of position and momentum. This connects with the uncertainty principle in Unit 1.

– Unit 3 is on dynamic evolution and consists of Sections 3.4 and 3.5. Section 3.4 is
on the Schrödinger picture and stationary state. Section 3.5 is on the Heisenberg’s
picture and equation of motion.

– Unit 4 addresses applications to blackbody radiation and the photoelectric effect
and includes Sections 3.6 and 3.7. Section 3.6 explains why Planck’s quantization
is essential to blackbody radiation, and Section 3.7 presents an experiment on the
photoelectric effect and Einstein’s theory.

3.1 Operators and Heisenberg’s uncertainty principle

In Chapter 1, we briefly discussed operators. Since operators are at the center of mea-
surement, it is necessary to explore some crucial properties. We warn the reader this
section is somewhat abstract.

3.1.1 Basic properties of operators

In CM, two quantities A and B, each of which is a function of canonical positions {qi} and
momenta {pi}, have the Poisson brackets

{A,B} ≡∑
i
(
𝜕A
𝜕qi
𝜕B
𝜕pi
−
𝜕A
𝜕pi
𝜕B
𝜕qi
), (3.1.1)

where the summation is over components i. Then, {A,A} = 0, {A,B} = −{B,A}, {A,B+C} =
{A,B} + {A, C}, {A,BC} = {A,B}C + B{A, C}.

https://doi.org/10.1515/9783110672152-003
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Dirac proposed a similar relation for QM but with some key differences. The right
side of the equation must be divided by iℏ. A and B are replaced by two operators Â and
B̂, where the hat is used as a reminder for operators. Different from regular numbers
but likematrices, operators are normally noncommutable, ÂB̂ ̸= B̂Â. Dirac uses a square
bracket to denote this commutation as

[Â, B̂] ≡ ÂB̂ − B̂Â, (3.1.2)

which is called the commutation relation of Â and B̂. It is easy to show [Â, B̂] = −[B̂, Â],
very much similar to the Poisson brackets. To find what [Â, B̂] is, we need to apply ÂB̂
and B̂Â to an auxiliary wavefunction f , which has the same variables that Â and B̂ have.

Example 1 (Commutation). Find the fundamental commutation relation [ ̂x, p̂x].
Since both ̂x and p̂x depend on x, we choose a function f (x). We compute ̂xp̂x(f ) and then p̂x( ̂xf ).

1 We
apply p̂x first to a wavefunction f and then apply ̂x to f ,

̂xp̂x f = x(−iℏ)
𝜕f
𝜕x
= −iℏx 𝜕f
𝜕x
. (3.1.3)

Next, if we reverse the order of application, we have

p̂x( ̂xf ) = −iℏ
𝜕
𝜕x
(xf ) = −iℏf − iℏx 𝜕f

𝜕 ̂x
. (3.1.4)

We see the order of operators matters. We subtract (3.1.4) from (3.1.3). Since f is an arbitrary function, we
have

̂xp̂x f − p̂x ̂xf = iℏf ,→ [ ̂x, p̂x] = iℏ.

In matrix mechanics, we write [ ̂x, p̂x] = iℏ ̂I , where ̂I is an identity matrix.

Example 2 (Operator commutation). Prove [ÂB̂, ̂C] = [Â, ̂C]B̂ + Â[B̂, ̂C].
We use our definition of the commutation relation (eq. (3.1.2)) to write [ÂB̂, ̂C] = ÂB̂ ̂C − ̂CÂB̂ = ÂB̂ ̂C −

Â ̂CB̂ + Â ̂CB̂ − ̂CÂB̂ = Â(B̂ ̂C − Â ̂C) + (Â ̂C − ̂CÂ)B̂ = Â[B̂, ̂C] + [Â, ̂C]B̂ = [Â, ̂C]B̂ + Â[B̂, ̂C].

Wewould like to mention some other properties. Suppose c is a classical number. Oper-
ators also obey the distribution, Â(c1ψ1 + c2ψ2) = c1Âψ1 + c2Âψ2. A linear combination of
operators, c1Â + c2B̂, is a good operator. If the operator applied to a function returns to
the original function, the operator is called the identity operator ̂I . ̂Iψ = ψ. A Hermitian
operator is Â† = Â, where † represents complex conjugation followed by transpose. We
can multiply several operators such as ÂB̂Ĉ, Â2, or exponents exp(−Â). Division of the

1 Because p̂x contains a partial derivative, it must apply to both x and f . For this reason, we use paren-
theses around x and f , such as (xf ), to remind us about the unique feature of differential operators.
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operators is also possible, such as Â/B̂, but this is often written as ÂB̂−1. A square root of
Â is written as√Â.

Exercise 3.1.1.
1. (a) Prove [Â + B̂, ̂C] = [Â, ̂C] + [B̂, ̂C]. (b) Find [Â, B̂ ̂C]. (c) Prove [Â, [B̂, ̂C]] + [B̂, [ ̂C , Â]] + [ ̂C , [Â, B̂]] = 0.
2. Compute [ ̂x, p̂2x ], [ ̂x

2, p̂x], [ ̂x, ̂y], [p̂x , ̂y], [p̂x , p̂z], [p̂
2
x , ̂x

2], and [p̂x , f (x)].
3. Prove [Â − B̂, ̂C − D̂] = [Â, ̂C] + [B̂, D̂] − [Â, D̂] − [B̂, ̂C].
4. (a) Show [Â, B̂ ̂C] can be written as [Â, B̂] ̂C + B̂[Â, ̂C]. (b) The brackets like [Â, B̂]− = ÂB̂ − B̂Â are called
commutators, where we purposely add a subscript “−”. There is another type of bracket, [Â, B̂]+ = ÂB̂ + B̂Â,
called anticommutator. Show [Â, B̂ ̂C]− = [Â, B̂]+ ̂C − B̂[Â, ̂C]+.

3.1.2 Heisenberg uncertainty principle

The Heisenberg uncertainty principle constitutes a milestone for QM. It states that the
expectation values of two noncommutable Hermitian operators Â and B̂, i. e., [Â, B̂] ̸= 0,
cannot be determined accurately and simultaneously for the same state |ψ⟩. This prin-
ciple has two conditions: |ψ⟩ cannot be an eigenstate of Â or ̂B, and Â and B̂ must be
Hermitian.2 The experimental evidence of the uncertainty principle is overwhelming.
When a single beamof electrons passes through anarrower slit (a smaller position of un-
certainty Δx), the wave behind the slit spreadsmore (a largermomentum of uncertainty
Δpx) or ΔxΔpx ≥ ℏ/2 . Time and energy form another pair of these quantities, where time
and energy cannot be determined simultaneously, ΔtΔE ≥ ℏ/2, just as a Fourier trans-
form requires. When we introduced the de Broglie wavelength in Section 1.2 through
the momentum p, we invoked the wavepacket concept to avoid a conceptual difficulty.
This is because, if p is known with 100% certainty, then the position is completely un-
determined, a wave, not a particle. For a wavepacket, with multiple wavelengths and
various frequencies, its group momentum is used as the de Broglie’s momentum p [11].

Now, we prove Heisenberg’s uncertainty principle mathematically,

ΔAΔB ≥


i
2
⟨[Â, B̂]⟩

, (3.1.5)

where ⟨ and ⟩ denote states ⟨ϕ| and |ϕ⟩, respectively. The respective uncertainties of Â
and B̂ are defined as ΔA ≡ √⟨Â2⟩ − ⟨Â⟩2 and ΔB ≡ √⟨B̂2⟩ − ⟨B̂⟩2, where the two terms
under the square root are the expectation value of the operator squared and the square
of the expectation value of the operator. This definition follows the uncertainty used
in classical physics, and the only difference is that we use the expectation values. We
caution that here |ϕ⟩ cannot be chosen as an eigenfunction of either Â or B̂ because

2 This condition is not stringent since operators of physical observables are Hermitian operators.
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doing so is equivalent to setting one of terms on the left side of eq. (3.1.5) to zero since
there is no uncertainty in its eigenfunction.

First, we form a state |ψ⟩ which is a linear combination of Â|ϕ⟩ and B̂|ϕ⟩,

|ψ⟩ = αÂ|ϕ⟩ + iB̂|ϕ⟩, (3.1.6)

where α is a real number and |ψ⟩ is not necessarily normalized. The i in front of B̂ en-
sures that the norm ⟨ψ|ψ⟩ is B̂2, not −B̂2. which simplifies the derivation. For any wave-
function, its norm ⟨ψ|ψ⟩, the probability density, must be nonnegative,

⟨ψ|ψ⟩ = ∫ψ∗ψdr ≥ 0, (3.1.7)

where the equality corresponds to |ψ⟩ = 0. If we substitute eq. (3.1.6) into eq. (3.1.7), we
have

⟨ψ|ψ⟩ = (⟨ϕ|αÂ†−i⟨ϕ|B̂†)(αÂ|ϕ⟩+iB̂|ϕ⟩) = α2⟨ϕ|Â2|ϕ⟩+αi⟨ϕ|[Â, B̂]|ϕ⟩+⟨ϕ|B̂2|ϕ⟩, (3.1.8)

where we have used Â† = Â and B̂† = B̂. We introduce a shorthand notation for i[Â, B̂] =
Ĉ, where Ĉ is also Hermitian. So, eq. (3.1.7) becomes

⟨ψ|ψ⟩ = α2⟨ϕ|Â2|ϕ⟩ + α⟨ϕ|Ĉ|ϕ⟩ + ⟨ϕ|B̂2|ϕ⟩ ≥ 0. (3.1.9)

Because α is a real number as we assumed above, to satisfy eq. (3.1.9), the discrimi-
nant of the equationmust be negative or zero, (⟨ϕ|Ĉ|ϕ⟩)2−4⟨ϕ|Â2|ϕ⟩⟨ϕ|B̂2|ϕ⟩ ≤ 0, which
can be simplified to

√⟨ϕ|Â2|ϕ⟩⟨ϕ|B̂2|ϕ⟩ ≥ 1
2
⟨ϕ|Ĉ|ϕ⟩, (3.1.10)

provided ⟨ϕ|Ĉ|ϕ⟩ is positive. If it is not, wemust take its absolute value, since uncertain-
ties must be positive.

Next, we use a trick. Since Â and B̂ can be any operators, we set Â to Â − ⟨Â⟩ and B̂
to B̂ − ⟨B̂⟩. This does not change Ĉ because we just subtract the expectation value from
the original operator. But doing so changes ⟨ϕ|Â2|ϕ⟩ in the square root of eq. (3.1.10) to
⟨ϕ|Â2|ϕ⟩ − (⟨ϕ|Â|ϕ⟩)2, and a similar expression for B̂. According to our stated definition
of uncertainty, ⟨ϕ|Â2|ϕ⟩ − (⟨ϕ|Â|ϕ⟩)2 is just ΔA2, so eq. (3.1.10) becomes

ΔAΔB ≥ 1
2
⟨ϕ|Ĉ|ϕ⟩ = i

2
⟨ϕ|[Â, B̂]|ϕ⟩ (3.1.11)

if i⟨ϕ|[Â, B̂]|ϕ⟩ is positive. Otherwise, one has to take the absolute value of the expression
as eq. (3.1.5). This concludes our proof. We note in passing that the uncertainty ΔA is a
classical number, not an operator.
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There is a large group of operator pairs that are subject to this relation. For instance,
[ŷ, p̂y], [ẑ, p̂z], [ ̂lx , ̂ly], [ ̂ly, ̂lz], [ ̂lz, ̂lx], where ̂li is the angular momentum operator. It is in-
teresting to examine the lower limit of the uncertainty principle, ΔAΔB = i

2 ⟨ϕ|[Â, B̂]|ϕ⟩,
and in particular what wavefunction ϕ satisfies this relation.

Take x̂ and p̂x as an example, whose uncertainty relation is ΔxΔpx ≥
ℏ
2 . Recall the

equality in eq. (3.1.7) corresponds to |ψ⟩ = 0, |ψ⟩ = αx̂|ϕ⟩ + ip̂x |ϕ⟩ = 0, whose solution ϕ
is the basis of ladder operators.

Exercise 3.1.2.
5. Show that, if Â and B̂ are Hermitian, then i[Â, B̂] = ̂C is also Hermitian.
6. Prove that, if we change Â to Â − ⟨Â⟩, ⟨ϕ|Â2|ϕ⟩ becomes ⟨ϕ|Â2|ϕ⟩ − (⟨ϕ|Â|ϕ⟩)2.
7. If α ̂x|ϕ⟩ + ip̂x |ϕ⟩ = 0, find an expression for ϕ.

3.1.3 Ladder operators

The previous subsection shows that operators can be added or subtracted from each
other. Here we introduce two auxiliary dimensionless operators â and â†, which help us
find the eigenvalues and eigenfunctions of the harmonic oscillator.

In CM, the one-dimensional harmonic oscillator has the Hamiltonian

H = px
2

2m
+
1
2
Kx2 = px

2

2m
+
1
2
mω2x2 (CM),

wherem is the mass, ω is its angular frequency, and K is the spring constant, K = mω2.
We obtain theQMHamiltonian operator by quantizing the position andmomentum,

Ĥ =
p̂2x
2m
+
1
2
mω2x̂2 = 1

2m
[p̂2x + (mωx̂)

2], (3.1.12)

where x̂ and p̂x are position and momentum operators, respectively. We consider the
commutation of position and Hamiltonian [x̂, Ĥ],

[x̂, Ĥ] = [x̂,
p̂2x
2m
+
1
2
mω2x̂2] = [x̂,

p̂2x
2m
] =
ℏ
m
ip̂x . (3.1.13)

This means the commutation of the position operator with the Hamiltonian gives us the
momentum operator. Similarly, we can derive

[p̂x , Ĥ] = −iℏmω
2x̂, (3.1.14)

which is equivalent to

[ip̂x , Ĥ] = ℏmω
2x̂ = ℏωmωx̂. (3.1.15)
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Wemultiply (3.1.13) by a constant α and (3.1.15) by β, and then add both sides to get

[αx̂ + βip̂x , Ĥ] = ℏω(βmωx̂ +
α
mω

ip̂x), (3.1.16)

which reveals a crucial fact: Although x̂ and p̂x each do not commute with the Hamil-
tonian, the commutation of their linear combination with the Hamiltonian produces a
similar linear combination of x̂ and p̂x . We can make the underlined terms exactly the
same by matching the respective coefficients of x̂ and p̂x on both sides by setting

α = βmω, β = α
mω
. (3.1.17)

Consequently, eq. (3.1.16) becomes

[αx̂ + βip̂x , Ĥ] = ℏω[αx̂ + βip̂x]. (3.1.18)

α and β can take any values so long as they satisfy (3.1.17) or α
β = mω. This is where the

ladder operators come in.
We define the ladder operator â as

â = 1
√2mℏω

(mωx̂ + ip̂x). (3.1.19)

First, we check the units of both terms. Note that both x̂ and p̂x have units. The units of

the coefficient and those in the parenthesis are 1
√kgJs/skg

m
s = √

kgm2

Js2 = 1, dimensionless.

So â is dimensionless, and its conjugate is

â† = 1
√2mℏω

(mωx̂ − ip̂x), (3.1.20)

where we have used the properties of x̂† = x̂ and p̂†x = p̂x . â and â
† form a pair of ladder

operators. Since â ̸= â†, â is not a Hermitian operator. This means that â or â† alone does
not represent a physical quantity, but â†â and ââ† do. Let’s compute â†â.

â†â = 1
2mℏω
(mωx̂ − ip̂x)(mωx̂ + ip̂x) =

1
2mℏω
[(mωx̂)2 + p̂2x + imω (x̂p̂x − p̂x x̂)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

[x̂,p̂x]=iℏ

]

=
1

2mℏω
[(mωx̂)2 + p̂2x −mℏω] = +

1
ℏω
[
1
2
mω2x̂2 +

p̂2x
2m
]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Ĥ

−
1
2
. (3.1.21)

The first term in eq. (3.1.21) contains the harmonic oscillator Hamiltonian. So, we can
rewrite the Hamiltonian in terms of â and â† as

Ĥ = ℏω(â†â + 1
2
). (3.1.22)
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Exercise 3.1.3.
8. Using the definitions of â and â†, compute the following commutations: (a) [â, â†] and (b) [â†, â].
9. Use [â, â†] to compute [â†, â2].

3.2 Harmonic oscillator

In molecules, atoms vibrate with respect to their equilibrium positions. Figure 3.1(a)
shows the Lennard–Jones potential around xeq. When atoms are not far from their equi-
librium positions, the potential can be simulated by a harmonic potential (dashed line)
as it in a pendulum. The harmonic oscillator is a model for molecular vibrations. The
energy scale is on the order of meV, i. e., the infrared region. Although themodel is quite
simple, it helps us understand the coherent motion of iodine in I2 under ultrafast laser
excitation. The harmonic oscillator is analytically solvable. In the following, wewill con-
sider a one-dimensional system and shift the equilibrium position xeq to 0.

3.2.1 Classical physics

According to classical Newtonian dynamics, the one-dimensional equation of motion of
a particle of massm in a harmonic potential is

md2x
dt2
= −Kx, or d2x

dt2
= −ω2x, (3.2.1)

where K is the spring constant and the angular frequency is ω = √ K
m . The period is

T = 2π/ω. The solution is

x = x0 sin(ωt + ϕ), (3.2.2)

where x0 is the maximum amplitude of position and ϕ is the initial phase, not to be
confused with wavefunctions. The velocity and momentum are υx = ωx0 cos(ωt + ϕ)
and px = mωx0 cos(ωt + ϕ). x-px forms the Lissajous orbit.

We can find the probability of the particle within the line segment dx by computing
the time dt that it needs to transverse dx,

ρ(x)dx = 2dt
T
=

2
2π/ω

dx
υx
=
ω
π

dx
ωx0 cos(ωt + ϕ)

=
dx

π√x20 − x
2
, (3.2.3)

where in the last stepwe have used eq. (3.2.2) to get√x20 − x
2. Here, a factor of 2 is present

because the bob passes through the same segment twice for a single period T = 2π/ω.
We find the classical probability density to be
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Figure 3.1: (a) The harmonic potential (dashed line), V(x) = V0 +
1
2 k(x − xeq)

2, is an approximation to
the Lennard–Jones potential (solid line), V(r) = 4ϵ[( σr )

12 − ( σr )
6]. (b) Classical probability density ρ(x) as

a function of αx (dimensionless), where α = √ mω
ℏ . The largest ρ(x) is infinite at its position maximum x0,

which is computed by matching the classical energy to the quantum one through 1
2ω

2x20 = (n +
1
2 )ℏω, i. e.,

x20 =
(2n+1)ℏ
mω . Here n = 5.

ρ(x) = 1

π√x20 − x
2

(3.2.4)

for a particle with the fixed energy. Figure 3.1(b) shows the probability as a function of
displacement. In classical physics, x0 can take any values, but, in QM, this is not possi-
ble. In the figure, our maximum displacement ξ0 (ξ0 = αx0 = √

mω
ℏ x0) is computed by

equating the classical energy to the quantum energy with n = 5.

Exercise 3.2.1.
10. (a) A vibrationalmode in fccNi has frequency 1 THz (ν = 1012 Hz) at room temperature T = 300 K. According
to the equipartition theorem in classical statistics, each degree of freedom has the same energy of 1

2 kBT .
Assuming that at one instance all the energy is the potential energy 1

2mω
2x2, where m is the mass of Ni at

58.699 amu (58.699 × 1.66 × 10−27 kg) and ω = 2πν, find xclassical. (b) According to QM, even at T = 0 K, an
oscillator has energy of ℏω/2. Assuming that the energy is all stored in the potential energy, find xquantum for
Ni atom.
11. Using the classical probability density (eq. (3.2.4)), (a) prove ρ(x) is normalized to 1, and find (b) ̄x, (c) ̄x2,
(d) ̄px , (e) ̄p2x , (f) Δx, (g) Δpx , and (h) ΔxΔpx . Note that the quantum treatment must approach them in the large
quantum number n limit.

3.2.2 Quantum theory for a harmonic oscillator

The quantum mechanical Hamiltonian of a one-dimensional harmonic oscillator is

Ĥ = − ℏ
2

2m
𝜕2

𝜕x2
+ V (x), (3.2.5)
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where the first term is the kinetic energy operator T̂ and V (x) is the potential energy
operator. In the x-representation, V (x) is just a regular function and contains no partial
derivative. Specifically, V (x) is 1

2mω
2x2, wherem is the mass,ω is the angular frequency

and x is the position. Since this is a one-dimensional problem, we can change the partial
derivative to a full derivative, so the Schrödinger equation becomes

(−
ℏ2

2m
d2

dx2
+
1
2
mω2x2)ϕ = Eϕ, (3.2.6)

where E and ϕ are the eigenvalues and eigenfunctions to be found.
Before we solve eq. (3.2.6), we make some observations about ϕ. To ensure that the

wavefunction remains finite at infinity, the boundary condition for ϕ is

x → ±∞, ϕ→ 0.

Second, E cannot be negative for a harmonic oscillator. To see why this is the case, we
rewrite eq. (3.2.6) as ℏ

2

2m
d2ϕ
dx2 = (−E +

1
2mω

2x2)ϕ. If E is negative, then −E + 1
2mω

2x2 must

be positive, forcing d2ϕ
dx2 to grow with ϕ infinitely, which is unphysical. Therefore, the

eigenenergies of a harmonic oscillator must be positive.
There are two ways to solve this differential equation. One is to employ the Tay-

lor expansion, and the other is to use ladder operators. We pursue the second method,
which is muchmore elegant. There are three steps. First, we rewrite the Hamiltonian in
terms of â and â†. Then, we find the eigenenergy and finally the eigenfunction.

With the help of eq. (3.1.21), we rewrite the Hamiltonian as

â†â = − 1
2
+

1
ℏω

Ĥ → Ĥ = ℏω(â†â + 1
2
). (3.2.7)

This shows that, once we convert the kinetic energy operator and potential energy op-
erator to â and â†, the Hamiltonian becomes “diagonal” in â and â† if we consider â as
a row vector and â† as a column vector. If we could find the expectation values of the
diagonal elements â†â, we would find the eigenvalues of the harmonic oscillator, even
though we have not started our calculation. This is the beauty of lowering and raising
operators.

3.2.3 Eigenvalues and eigenfunctions

In the following, we first find the eigenvalues and then the eigenfunctions. Suppose that
we find an eigenfunction ϕ and eigenenergy E of Ĥ , i. e., Ĥϕ = Eϕ, wherewe do not need
to know or assume what E and ϕ are. This assumption is always possible for any Ĥ . For
our problem, this means that
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Ĥϕ = Eϕ→ ℏω(â†â + 1
2
)ϕ = Eϕ, (3.2.8)

where we have used eq. (3.2.7). Next, we shall show â†ϕ is also an eigenstate of Ĥ , if ϕ is
an eigenstate, i. e., Ĥ(â†ϕ) = E′(â†ϕ), where E′ is the eigenenergy corresponding to the
eigenstate â†ϕ. The same can be said about âϕ.

First, we apply Ĥ to â†ϕ,

Ĥâ†ϕ = ℏω(â†â + 1
2
)â†ϕ = ℏω(â†ââ† + 1

2
â†)ϕ. (3.2.9)

In order to use our assumption (eq. (3.2.8)), we need to exchange â with â† in ââ†. We
use the relation proven in the above exercise [â, â†] = 1, ââ† − â†â = 1, so ââ† = 1 + â†â.
Then â†ââ† = â†(1 + â†â), so the terms before ϕ in eq. (3.2.9) can be rewritten as

ℏω[â†(1 + â†â) + 1
2
â†] = ℏωâ†(â†â + 1

2
+ 1) = â†[ℏω(â†â + 1

2
)

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Ĥ

+ℏω] = â†[Ĥ + ℏω].

We apply this expression to ϕ and use (3.2.8) to get

â†[Ĥ + ℏω]ϕ = â†[E + ℏω]ϕ = [E + ℏω]â†ϕ = E′â†ϕ→ Ĥâ†ϕ = E′â†ϕ,

which proves â†ϕ is also an eigenstate, but with the eigenenergy E′ increased by ℏω, i. e.,
E′ = E + ℏω. Similarly, we can show Ĥâϕ = [E − ℏω]âϕ, with the eigenenergy decreased
by ℏω.

This concludes that, if ϕ is an eigenstate, both âϕ and â†ϕ are eigenstates, with the
eigenenergy decreased or increased by ℏω, i. e., (E − ℏω) and (E + ℏω), respectively. The
energy gap between the subsequent two levels is always ℏω (see Figure 3.2(a)). If we
successively apply (â†)n to ϕ n times, we get nℏω. On the other hand, âϕ reduces the
energy by −ℏω, and in the end, we get n = 0.3 Since Ĥ = ℏω(â†â+ 12 ) has an extra

1
2 , when

n = 0, the minimum eigenenergy is + 12ℏω. For n ̸= 0, the subsequent eigenenergies must
be (n + 1

2 )ℏω.
In other words, our final Schrödinger equation is

Ĥϕn = ℏω(â
†â + 1

2
)ϕn = (n +

1
2
)ℏωϕn = Enϕn, (3.2.10)

whose eigenvalues En are

En = (n +
1
2
)ℏω. (3.2.11)

3 For this reason, we call these operators ladder operators, just like climbing up or down a ladder.
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Figure 3.2: (a) Eigenvalues from n = 0 to 3. (b) Harmonic potential and eigenfunctions ϕn(x) which are
vertically shifted for clarity.

Here, n is called quantum number and only takes nonnegative integers. This expression
is similar to what Planck used (see Section 1.1.1), except that we use ℏ and ω instead of
h and ν, but the main difference is an extra term 1

2ℏω, which is called the zero-point
energy. Physically, this means that even if the atom is at a temperature of 0 K, its energy
cannot be zero. This quantum feature is rooted in the Heisenberg uncertainty principle.

Next, we search for eigenfunctions. We employ the fact that every application of
the lowering operator â to an eigenfunction ϕn produces another eigenfunction with
the eigenenergy lowered by ℏω. However, when we hit the ground state ϕ0, further ap-
plication must yield zero, i. e., âϕ0 = 0, whose explicit expression is

âϕ0 =
1
√2
(√

mω
ℏ
x + ℏ
√mℏω

𝜕
𝜕x
)ϕ0 = 0. (3.2.12)

The subscript 0 denotes the ground state. This differential equation has a root,

ϕ0 = Ae
− mω2ℏ x

2
, (3.2.13)

where A is the normalization coefficient to be determined through

∫ϕ∗0ϕ0dx = A
2
∞

∫
−∞

e−
mω
ℏ x

2
dx = 1,→ A = (mω

πℏ
)

1
4

, (3.2.14)

whose detailed derivation is left as an exercise. Then, the ground state has the following
eigenfunction and eigenvalue:

ϕ0 = (
mω
πℏ
)

1
4

e−
mω
2ℏ x

2
; E0 =

1
2
ℏω. (3.2.15)
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Figure 3.3: (a) ϕ10 as a function of ξ. (b) Probability (wavefunction squared). The dashed line is the classical
result from eq. (3.2.4), whose x0 is computed by setting the classical maximum energy to the quantum
energy, i. e., Eclassical =

1
2mω

2x20 = (n +
1
2 )ℏω.

The remaining eigenstates, denoted as ϕn, can be found by (â
†)nϕ0,

ϕn(x) = (â
†)
nϕ0/√n! = (

mω
πℏ
)

1
4 1
√2nn!

Hn(ξ)e
−ξ2/2, (3.2.16)

where 1/√n! is to ensure the normalization, ξ is a dimensionless quantity, ξ = √mωℏ x
and Hn(ξ) is the so-called Hermite polynomial, with a first few terms H0 = 1, H1 = 2ξ ,
H2 = 4ξ

2 − 2. More generally, one can find them through the Rodrigues formula

Hn(ξ) = (−1)
neξ

2
(
d
dξ
)
n

e−ξ
2
, (3.2.17)

or through the recursion relation Hn(ξ) = 2ξHn−1(ξ) − 2(n − 1)Hn−2(ξ).
Figure 3.2(a) shows four eigenvalues, whose eigenfunctions from n = 0 to 3 are

displayed in Fig. 3.2(b) on top of the harmonic potential. Asn increases, thewavefunction
spreads out, and the number of nodes in ϕn(x) crossing zero increases. The more nodes
a wavefunction has, the higher energy it has.

Recall from Fig. 3.1(b) that the classical prediction has the largest probability at
the position maximum. We can make a comparison with this classical prediction. Fig-
ure 3.2(b) shows that, at n = 0, the maximum of the wavefunction ϕ0(x) is situated at
x = 0, and the probability |ϕ(x)|2 has the maximum at x = 0, which is very different
from the classical prediction (see eq. (3.2.4)). But, as n, i. e., the eigenenergy, increases, we
notice thewavefunction starts to spread away from x = 0.We choose a state with a large
quantum number, here n = 10, and compute the probability |ϕ10|

2 using the recursion
relation with code Hermite.f as listed in the Appendix 11.8. Figure 3.3(a) shows ϕ10 as a
function of ξ . There are 10 nodes crossing 0. Figure 3.3(b) compares the quantum (solid
line) with the classical results (dashed line). As n becomes larger, the quantum results
approach the classical limit. There is a small probability for the quantum oscillator to
appear in the classically forbidden region, i. e., beyond the dashed line. Note that, in
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order to make a proper comparison, the classical result x0 is computed by setting the
classical maximum energy to the quantum energy, i. e., Eclassical =

1
2mω

2x20 = (n +
1
2 )ℏω.

Exercise 3.2.3.
12. Suppose ϕ is an eigenstate of the harmonic oscillator Hamiltonian Ĥ, where Ĥϕ = Eϕ. Show âϕ is also an
eigenstate of Ĥ, i. e., Ĥâϕ = (E − ℏω)âϕ.
13. The Hermite polynomial is used to construct the wavefunctions for the harmonic oscillator under code
Hermite.f in Appendix listing 11.8. (a) Based on the code, how does the code compute the classical analogue
of x0? (b) Plot three wavefunctions, at n = 2, 6, and 9, and denote which one represents the wavefunctions,
probability, and classical probability.

3.3 Applications of ladder operators in position and momentum

In this section we are going to demonstrate the power of ladder operators through the
expectation values of position andmomentum. These operators also allowus to compute
the time dependence of position and momentum.

3.3.1 Basic properties of â and â†
We start from eq. (3.2.10), ℏω(â†â + 1

2 )ϕn = (n +
1
2 )ℏωϕn, so â

†âϕn = nϕn. In the Dirac
notation, we denote ϕn as |n⟩, so â

†â|n⟩ = n|n⟩, where the n in front of |n⟩ is an integer,
0, 1, 2, . . . and the n in |n⟩must be understood as a label for the nth eigenstate.

From the previous section, we know that â†|n⟩ is also an eigenstate,

|n + 1⟩ = cn+1â
†|n⟩, (3.3.1)

where the normalization coefficient cn+1 is determined by requiring

⟨n + 1|n + 1⟩ = ⟨n|ââ†|n⟩|cn+1|
2 = 1. (3.3.2)

Here, we have used the complex conjugate of |n + 1⟩, ⟨n + 1| = ⟨n|ac∗n+1. Then, we use
ââ† = â†â + 1 and â†â|n⟩ = n|n⟩ to reduce eq. (3.3.2) to

⟨n|(n + 1)|n⟩|cn+1|
2 = 1→ (n + 1)|cn+1|

2 = 1.

We take a real value for cn+1 =
1
√n+1 and substitute it into eq. (3.3.1) to find

â†|n⟩ = √n + 1|n + 1⟩. (3.3.3)

Similarly, one can find

â|n⟩ = √n|n − 1⟩, if n ≥ 1. (3.3.4)
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If n = 0, â|n⟩ = 0. Since â† and â are related to x̂ and p̂x , we are going to show that the
expectation values of x̂ and p̂x can be computed using these two relations.

Exercise 3.3.1.
14. (a) Show â|n⟩ = √n|n − 1⟩. (b) Then use (a) to show â2|n⟩ = √n(n − 1)|n − 2⟩.
15. Use the previous result and â†|n⟩ = √n + 1|n + 1⟩ to show â†â|n⟩ = n|n⟩.
16. Find (â†)2|n⟩.

3.3.2 Expectation values of ̂x and ̂x2
We can use ϕn in eq. (3.2.16) to compute expectation values, but using â and â

† is much
simpler. We compute ⟨n|x̂|n⟩ first. In the x-representation, x̂ = x. Recall

â = 1
√2mℏω

(mωx̂ + ip̂x), (3.3.5)

â† = 1
√2mℏω

(mωx̂ − ip̂x). (3.3.6)

We add eqs. (3.3.5) and (3.3.6) and divide by 2 to get

1
2
(â + â†) = 1

√2
√mω
ℏ
x̂,→ x̂ = √ ℏ

2mω
(â† + â). (3.3.7)

We apply x̂ to |n⟩ first and then find ⟨n|x̂|n⟩,

x̂|n⟩ = √ ℏ
2mω
(â† + â)|n⟩ = √ ℏ

2mω
(√n + 1|n + 1⟩ +√n|n − 1⟩), (3.3.8)

⟨n|x̂|n⟩ = √ ℏ
2mω
(√n + 1⟨n|n + 1⟩ +√n⟨n|n − 1⟩). (3.3.9)

Because all the eigenstates are orthogonal, ⟨n|n + 1⟩ and ⟨n|n − 1⟩ must be zero. This
means in the harmonic oscillator the position’s expectation value is always zero, which
matches exactly the classical result (see No. 2 in Exercise 3.2.1).

Does this indicate that in QM the oscillator does not move at all? Let’s compute
⟨n|x̂2|n⟩. We start from eq. (3.3.8), and apply x̂ to x̂|n⟩ to obtain

x̂2|n⟩ = ℏ
2mω
(â† + â)(â† + â)|n⟩ = ℏ

2mω
[(â†)2 + â†â + ââ† + â2]|n⟩. (3.3.10)

Using eqs. (3.3.3) and (3.3.4), we can reduce the three terms in the square bracket to
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(â†)2|n⟩ = â†√n + 1|n + 1⟩ = √(n + 1)(n + 2)|n + 2⟩,

â2|n⟩ = â√n|n − 1⟩ = √n(n − 1)|n − 2⟩,

(â†â + ââ†)|n⟩ = (2â†â + 1)|n⟩ = (2n + 1)|n⟩.

Finally, employing ⟨n|m⟩ = δnm, we find the only nonzero term

⟨n|x̂2|n⟩ = ℏ
2mω
⟨n|(2n + 1)|n⟩ = (2n + 1)ℏ

2mω
, (3.3.11)

which is slightly smaller than the classical prediction, that is (2n+2)ℏ2mω . Even though ⟨x̂⟩ is
zero, ⟨x̂2⟩ is nonzero, so our oscillator does move, with the standard deviation being

Δx = √⟨n|x̂2|n⟩ − ⟨n|x̂|n⟩2 = √ (2n + 1)ℏ
2mω
. (3.3.12)

This deviation has nothing to do with our measurement tool. Even if we had a perfect
tool, we still would have this deviation because this originates from the wave nature
of the oscillator in QM. The higher the energy is (larger n), the larger the deviation or
uncertainty becomes. In the literature, this is called quantum fluctuation.

3.3.3 Expectation values of p̂x and p̂
2
x and the uncertainty principle

Using the same method, we can find ⟨n|p̂x |n⟩ = 0 and ⟨n|p̂
2
x |n⟩ = (n + 1/2)mℏω, whose

derivation is left as an exercise.
The uncertainty in momentum is (see the following exercise)

Δpx = √⟨n|p̂2x |n⟩ − ⟨n|p̂x |n⟩2 = √(n + 1/2)mℏω.

If we multiply two uncertainties ΔxΔpx , we find the uncertainty in the position and mo-
mentum as

ΔxΔpx = √
(n + 1/2)ℏ

mω
√(n + 1/2)mℏω = (n + 1/2)ℏ, (3.3.13)

which satisfies the Heisenberg uncertainty principle, ΔxΔpx ≥
1
2ℏ. Importantly, if we set

n = 0 in eq. (3.3.13), we obtain an equality ΔxΔpx =
1
2ℏ, which represents the lowest

bound that the Heisenberg uncertainty principle allows.
Consequently, even at 0 K, the system cannot stand still and has to vibrate. So, the

sum of the potential energy and kinetic energy cannot be zero, the zero-point energy.
The origin of the zero-point energy is related to the wave nature of particles and is a
direct consequence of the Heisenberg uncertainty principle. It is a well-known fact that
helium atoms do not form solids, even if we cool them down to a very low temperature,
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such as 4.2 K. Research on cold atoms is a hot topic. It is possible to compute the kinetic
energy from the thermal energy kBT/2, where kB is the Boltzmann constant and T is
temperature. From the kinetic energy we can compute the momentum. Now, if we take
this momentum as the momentum uncertainty Δpx , we can estimate Δx, the position
uncertainty of a cold atom.

Exercise 3.3.3.
17. |n⟩ is an eigenstate of the harmonic oscillator. (a) Find ⟨n|p̂x |m⟩ and ⟨n| ̂x|m⟩ for general n and m and, if
n = m, prove ⟨n|p̂x |n⟩ = ⟨n| ̂x|n⟩ = 0. (b) Find ⟨n|p̂

2
x |m⟩; is ⟨n|p̂

2
x |n⟩ zero?

18. The classicalmaximumdisplacement x0 can be linked to the quantum value through 1
2mω

2x20 = (n+
1
2 )ℏω.

Show the average value ̄x2 is (2n+1)ℏ2mω .
19. |n⟩ and |m⟩ are two eigenstates of the harmonic oscillator, where n ̸= m. Compute ⟨n|â2|m⟩ and then find
the condition when ⟨n|â2|m⟩ ̸= 0.
20. At 4.2 K, compute the position uncertainty of a helium atom.

3.4 Time evolution in harmonic oscillator: Schrödinger picture

As clear from classical physics (see Section 3.2.1), in the harmonic oscillator both position
andmomentum changewith time. In QM, there are several ways to describe the time de-
pendence. We introduce the Schrödinger picture, where the state ψ(t) evolves with time
according to TDSE, but the operator Ô does not. The expectation value has time depen-
dence from the state through ⟨ψ(t)|Ô|ψ(t)⟩. Since the harmonic oscillator Hamiltonian
is time independent, ψ(t) can be found through the stationary-state evolution.4

3.4.1 Stationary solutions

Given an initial wavefunction ψ(r, t = 0) at t = 0, we expand it in terms of eigenstates
ϕn(r), ψ(r, t = 0) = ∑n fnϕn(r), whose expansion coefficient fn is fn = ∫ϕ

∗
n (r)ψ(r, 0)dr.

This step is similar to the projection of a vector onto an axis to find its component. The
only difference here is that we are working in a function space, Hilbert space, where
eigenfunctions serve as our “coordinates” and the vector projection becomes an inte-
gration. If ϕn(r) is exp(ik ⋅ r), this is just a Fourier transform.

For any eigenstate |ϕn(r)⟩, its time-dependent state |ϕn(r, t)⟩ is

|ϕn(r, t)⟩ = exp(−iEnt/ℏ)|ϕn(r)⟩,

which is only possible with a time-independent Hamiltonian. Then ψ(r, t) is

4 If Ĥ is time dependent, we have to solve TDSE.



74 � 3 Harmonic oscillator and blackbody radiation

ψ(r, t) =∑
n
fnϕn(r, t) =∑

n
fn exp(−iEnt/ℏ)ϕn(r).

Then, we compute the expectation value of a physical quantity Â via

⟨ψ(r, t)|Â|ψ(r, t)⟩ = ∫ψ∗(r, t)Âψ(r, t)dr =∑
nm

f ∗n fme
i(En−Em)t/ℏ⟨ϕn|Â|ϕm⟩.

3.4.2 Examples

Example 3 (Heisenberg uncertainty principle in the time domain). A harmonic oscillator is initially in a
mixed state ϕ0 and ϕ1, ψ(t = 0) = f0ϕ0 + f1ϕ1, where f0 and f1 are real and f

2
0 + f

2
1 = 1. Find (a) ψ(t ̸= 0), (b)

⟨ψ(t)| ̂x|ψ(t)⟩, (c) ⟨ψ(t)| ̂x2|ψ(t)⟩, and (d) (ΔxΔp)(t).
(a) The initial wavefunction ψ(r, 0) is ψ(r, 0) = f0|0⟩ + f1|1⟩, where we use Dirac notation for ϕn. Its

time-dependent wavefunction is

ψ(r, t) = f0e
−iE0t/ℏ|0⟩ + f1e

−iE1t/ℏ|1⟩.

Since ̂x = √ ℏ2mω (â
† + â), ⟨ ̂x⟩ is

⟨ ̂x⟩ = ⟨ψ(r, t)|√ ℏ
2mω
(â† + â)|ψ(r, t)⟩

= (f0e
iE0t/ℏ⟨0| + f1e

iE1t/ℏ⟨1|)√ ℏ
2mω
(â† + â)(f0e

−iE0t/ℏ|0⟩ + f1e
−iE1t/ℏ|1⟩).

We are going to use â†|n⟩ = √n + 1|n + 1⟩ and a|n⟩ = √n|n − 1⟩. This means that ⟨0|â|0⟩ = 0, ⟨1|â|1⟩ = 0,
⟨0|â†|0⟩ = 0, and ⟨1|â†|1⟩ = 0, so all the diagonal terms with the same states on both sides are zero. We are
left with off-diagonal terms,

⟨ ̂x⟩ = √ ℏ
2mω

f1e
iE1t/ℏ⟨1|â†|0⟩f0e

−iE0t/ℏ +√
ℏ

2mω
f0e

iE0t/ℏ⟨0|â|1⟩f1e
−iE1t/ℏ

= √
ℏ

2mω
f0f1(e

i(E1−E0)t/ℏ + e−i(E1−E0)t/ℏ) = √ 2ℏ
mω

f0f1 cos[(E1 − E0)t/ℏ].

One can see that ⟨ ̂x⟩ oscillates with time because we are in a mixed state.
(b) Since ̂x = √ ℏ2mω (â

† + â), we then have

̂x2 = ℏ
2mω
(â† + â)(â† + â) = ℏ

2mω
((â†)

2
+ â2 + â†â + ââ†) = ℏ

2mω
((â†)

2
+ â2 + 2â†â + 1).

Caution: We cannot use regular algebra, (a + b)2 = a2 + 2ab + b2. When we have operators, this does not
work if the operators do not commute. The terms (â†)2 and â2 contribute zero, and only 2â†â + 1 remains:

⟨ ̂x2⟩ = (f0e
iE0t/ℏ⟨0| + f1e

iE1t/ℏ⟨1|) ℏ
2mω
(2â†â + 1)(f0e

−iE0t/ℏ|0⟩ + f1e
−iE1t/ℏ|1⟩) = ℏ

2mω
(f 20 + 3f

2
1 ).
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Figure 3.4: (a) Uncertainty principle in the time domain. Here, f 20 = f
2
1 = 0.5. ω =

(E1−E0)
ℏ . The uncertainty is

always above the minimum ℏ/2 or h/(4π), due to the presence of a higher state |1⟩. (b) Quantum mechan-
ical description of a harmonic oscillator. Classically, when we move the pendulum to its maximum position
x0, in QM this corresponds to an initial Gaussian wavepack, which is a coherent state and centered at x0.
The time evolution of this pendulum is the center shifting of the initial Gaussian wavefunction.

(c) Finally, we find the uncertainty in ̂x as

(Δx)2 = ⟨ ̂x2⟩ − ⟨ ̂x⟩2 = ℏ
2mω
(f 20 + 3f

2
1 ) −

2ℏf 21 f
2
0

mω
cos2[(E1 − E0)t/ℏ].

Similarly for p̂x and the uncertainty relation, we find (see the following below)

(Δpx)
2 = ⟨p̂2x⟩ − ⟨p̂x⟩

2 =
mℏω
2
(f 20 + f

2
1 ) − 2mℏωf

2
0 f

2
1 sin

2[(E1 − E0)t/ℏ],

(Δx)2(Δpx)
2 =
ℏ2

4
(f 20 + 3f

2
1 − 4f

2
1 f

2
0 cos

2 ωt)(f 20 + f
2
1 − 4f

2
0 f

2
1 sin

2 ωt),

ΔxΔpx =
ℏ
2
√(f 20 + 3f

2
1 − 4f

2
0 f

2
1 cos

2 ωt)(f 20 + f
2
1 − 4f

2
0 f

2
1 sin

2 ωt),

where ω = (E1−E0)ℏ and the uncertainty is time dependent (Fig. 3.4(a)).

Example 4 (Eigenfunction of â). Show ψ(x, 0) = A0e
−mω(x−x0)

2/2ℏ is an eigenfunction of â, where A0 is a nor-
malization constant.

First, note that â = 1
√2mℏω
(mω ̂x + ip̂x). We apply it on ψ(x, 0),

âψ(x, 0) = A0
1
√2mℏω

(mω ̂x + ip̂x)e
−mω(x−x0)

2/2ℏ,

whose second term is

p̂xe
−mω(x−x0)

2/2ℏ = −iℏ 𝜕
𝜕x
(e−mω(x−x0)

2/2ℏ) = mωi(x − x0)e
−mω(x−x0)

2/2ℏ.

The final expression is

âψ(x, 0) = √mω
2ℏ

x0A0e
−mω(x−x0)

2/2ℏ = √
mω
2ℏ

x0ψ(x, 0), (3.4.1)
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which concludes our proof. The eigenvalue of â is√ mω
2ℏ x0. If we repeatedly apply â to the previous equation,

we have ânψ(x, 0) = (√ mω
2ℏ x0)

nψ(x, 0).

Example 5 (Coherent states). In CM, we start a harmonic oscillation by moving the pendulum’s bob to posi-
tion x0 (see Fig. 3.4(b)). Its quantummechanical equivalence is to prepare an initial state at t = 0 as ψ(x, 0) =
A0e
−mω(x−x0)

2/2ℏ, where A0 is the normalization constant. This state is an eigenfunction of the operator â and
is called the coherent state. (a) Find ψ(x, t) at time t. (b) Find the expectation value of ⟨ψ(x, t)| ̂x|ψ(x, t)⟩. (c)
Find the expectation value ⟨ψ(x, t)|p̂x |ψ(x, t)⟩.

(a) According to our recipe, we must first expand ψ(x, 0) in terms of the eigenstates of the harmonic
oscillator, ϕn(x),

ψ(x, 0) =∑
n
cnϕn(x), (3.4.2)

where ϕn(x) = NnHn(αx)e
− 12 α

2x2 , α = √ mω
ℏ , and Nn = [

α
√π2nn! ]

1
2 . So the difficulty is to find cn. Due to

the orthogonality among ϕn(x), we multiply both sides of eq. (3.4.2) by ϕn(x) and integrate it to get cn =
∫ψ(x, 0)ϕn(x)dx.

We introduce a dimensionless quantity ξ , where ξ = αx and ξ0 = αx0, so we can simplify cn as

cn = A0Nn ∫ e
−(ξ−ξ0)

2/2e−
1
2 ξ

2
Hn(ξ)dx =

A0Nn
α
∫ e−(ξ−ξ0)

2/2− 12 ξ
2
Hn(ξ)d(αx)

=
A0Nn
α
∫ e−(ξ

2−ξ0ξ+
1
4 ξ

2+ 14 ξ
2
0 )Hn(ξ)dξ =

A0Nn
α

e−
ξ20
4 ∫ e−(ξ−

1
2 ξ0)

2
Hn(ξ)dξ .

Using the identity relation ∫∞−∞ e−(t−z)
2
Hn(t)dt = 2

n√πzn, we find

cn =
e−

1
2 (

ξ0
√2
)2

√n!
(
ξ0
√2
)

n

.

So, our ψ(x, t) can be written as ψ(x, t) = ∑n cne
−iEnt/ℏϕn(x), with En = (n +

1
2 )ℏω. Specifically,

ψ(x, t) =e−iωt/2∑
n

e−inωte−
1
2 (

ξ0
√2
)2

√n!
(
ξ0
√2
)

n

ϕn(x) = e
−iωt/2e−

1
2 η

2
0∑

n

1
√n!
[b(t)]

n
ϕn(x),

where b(t) = e−iωt ξ0√2 = η0e
−iωt and η0 =

ξ0
√2
= αx0
√2
= √ mω

2ℏ x0. The summation is the expansion of ϕ0 but
with the center moved to x − x0 cosωt. Finally, we have

ψ(x, t) = ϕ0(x − x0 cosωt)e
i[
mωx20
2ℏ sin2 ωt− ωt2 −

mωx0x
ℏ sinωt].

This is a wavepacket that oscillates with time but keeps its original shape.
(b) To compute the expectation value of ̂x, we express it in terms of â and â† because ψ(x, t) is already

expressed in terms of the eigenstates of â, ̂x = √ ℏ2mω (â
† + â). Since ⟨â†⟩ = b∗(t) and ⟨â⟩ = b(t),

⟨ ̂x⟩ = √ ℏ
2mω
[b∗(t) + b(t)] = √ ℏ

2mω
√mω
ℏ

x0
√2

2[cosωt] = x0 cosωt,

where we have used â†|ψ(x, t)⟩ = b∗(t)|ψ(x, t)⟩ and â|ψ(x, t)⟩ = b(t)|ψ(x, t)⟩.
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(c) We can exploit the same idea as the position operator to compute the expectation value of the mo-
mentum,

⟨p̂x⟩ = i√
mωℏ
2
[b∗(t) − b(t)] = −mωx0 sinωt.

This example shows that the quantum mechanical results agree with the classical ones once we find the
expectation values.

Exercise 3.4.2.
21. A harmonic oscillator is initially in a mixed state ϕ0 and ϕ1, ψ(t = 0) = f0ϕ0 + f1ϕ1, where f0 and f1
are real and f 20 + f

2
1 = 1. (a) Show ⟨p̂x⟩(t) = −√2mℏωf0f1 sin[(E1 − E0)t/ℏ]. (b) Sketch a diagram position–

versus–momentum, ⟨ ̂x⟩(t)-⟨p̂x⟩(t). ⟨ ̂x⟩(t) is from our previous example.
22. Show that an eigenfunction |ψ⟩ of the lowering operator â is not an eigenfunction of the raising operator
â†.
23. Although â and â† do not share a common eigenfunction, it is possible to find the eigenfunction of â†

from that of â. Hint: Examine the result if we apply p̂x to the eigenfunction of â.

3.5 Heisenberg’s picture and Heisenberg equation of motion

In the Schrödinger picture, states evolve with time, but operators do not. This is conve-
nient for some problems, but not for others, in particular for the harmonic oscillator
problem as already seen. The Heisenberg picture offers an alternative, where states are
static, but operators evolve with time. The Heisenberg picture works with operators, so
its connection to CM is closer. Table 3.1 compares these two pictures. Mathematically,
these two pictures are equivalent.

3.5.1 Heisenberg equation of motion

In order to distinguish the Heisenberg picture from the Schrödinger picture, in the fol-
lowing, we denote wavefunctions and operators using the subscript H for the former
and S for the latter. We start with the standard Schrödinger equation,

iℏ𝜕ψS
𝜕t
= ĤSψS . (3.5.1)

Table 3.1: Operators and states in the Schrödinger and Heisenberg pictures have respective subscripts S
and H. t0 is the initial time. Û is a unitary operator.

Picture State ψ Operator Â Hamiltonian

Schrödinger iℏ 𝜕ψS𝜕t = ĤSψS ÂS = ÂH(t = t0) ĤS
Heisenberg ψH = ψS(t = t0)

dÂH
dt =

1
iℏ [ÂH , ĤH] +

𝜕ÂH
𝜕t , ÂH = Û

†ÂS Û ĤH = ĤS
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3.5.1.1 Unitary operator Û
In order to derive the form of an operator in the Heisenberg picture, we introduce the
time evolution operator Û(t, t0) that transforms the initial wavefunction ψS(t0) at time
t0 to ψS(t) at t as

ψS(t) = Û(t, t0)ψS(t0). (3.5.2)

For brevity, we denote Û = Û(t, t0). To reveal what Û is, we substitute ψS(t) into both
sides of eq. (3.5.1) to get

iℏdÛ
dt

ψS(t0) = ĤSÛψS(t0), (3.5.3)

where the time derivative is only on Û because ψS(t0) does not depend on t. Here we
have changed 𝜕/𝜕t to d/dt since the Û operator only has time as its variable.

Since ψS(t0) is an arbitrary wavefunction, the coefficients of ψS(t0) on both sides
must be the same,i. e.,

iℏdÛ
dt
= ĤSÛ , (3.5.4)

and its Hermitian conjugate is

− iℏdÛ
†

dt
= Û†ĤS . (3.5.5)

Multiplying eq. (3.5.4) by Û† from the left, multiplying eq. (3.5.5) by Û from the right, and
then subtracting one from the other, we obtain iℏ(Û† dÛdt +

dÛ†
dt Û) = 0, or Û

†Û is constant,
which can be chosen as 1, Û†Û = 1. Û is called a unitary operator. To see what Û† does
to a wavefunction, we left multiply Û† to eq. (3.5.2) to have

Û†ψS(t) = Û
†ÛψS(t0) = ψS(t0)→ Û†|ψS(t)⟩ = |ψS(t0)⟩, (3.5.6)

which shows that Û† transforms ψS(t) at t back to ψS(t0) at t0. Û
† reverses the time

arrow for a ket vector |ψS(t)⟩, i. e., a column vector in thematrix mechanics. Using Dirac
notation in eq. (3.5.6) is purposeful. We take the Hermitian conjugate of eq. (3.5.6) to get
a row vector, or, a bra vector,

⟨ψS(t)|Û = ⟨ψS(t0)|, (3.5.7)

which shows that Û transforms a bra vector ⟨ψS(t)| at t to another bra vector ⟨ψS(t0)| at
t0. Û reverses the time arrow for a bra vector.
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If ĤS is time independent, we integrate eq. (3.5.4) to obtain

Û(t, t0) = e
−iĤS(t−t0)/ℏ. (3.5.8)

If ĤS is time dependent, we relegate the discussion to Appendix 11.2. So, the time-
evolution operator Û essentially takes the responsibility of time integration for the
wavefunction. What is more important is that it helps construct an operator.

Exercise 3.5.1.
24. Equation (3.5.7) is obtained by taking the Hermitian conjugate of eq. (3.5.6). (a) Can we take the conjuga-
tion of eq. (3.5.6) to obtain the same results? Why? (b) Show Ô = ( 0 −ii 0 ) is an unitary operator. (c) Suppose
|ψ⟩ = 1

√2
( −ii ) is a state at time t. Use Ô to check your answer to (a).

25. Equation (3.5.5) has a negative sign on the left side. (a) Under what condition can we interpret it as a time
reversal symmetry? (b) Prove it mathematically.

3.5.1.2 Operator in the Heisenberg picture
Suppose we want to compute the expectation value ⟨ψS(t)|ÂS |ψS(t)⟩ of an operator ÂS
in the Schrödinger picture. Employing ÛÛ† = 1, we can rewrite it as

⟨ψS(t)|ÂS |ψS(t)⟩ = ⟨ψS(t)ÛÛ
†|ÂS |ÛÛ

†ψS(t)⟩ = ⟨ψS(t0)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
⟨ψH

Û†|ÂS |Û⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
ÂH (t)

ψS(t0)⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
ψH ⟩
, (3.5.9)

where we have used eqs. (3.5.6) and (3.5.7).
According to our convention, the state in the Heisenberg’s picture is same as the

initial state (ψS(t0)) of the Schrödinger picture, ψH = ψS(t0). Based on eq. (3.5.9), we
define the operator in the Heisenberg’s picture as

ÂH ≡ Û
†ÂSÛ , (3.5.10)

where Û is determined by eq. (3.5.4). We take the derivative of eq. (3.5.10) with respect
to time to obtain

dÂH
dt
=
dÛ†

dt
ÂSÛ + Û

†ÂS
dÛ
dt
+ Û† 𝜕ÂS
𝜕t

Û .

Then we substitute eqs. (3.5.4) and (3.5.5) into the previous equation, and, after a simple
rearrangement, we derive

dÂH (t)
dt
=

1
iℏ
[ÂH (t), Ĥ] +

𝜕ÂH (t)
𝜕t
, (3.5.11)

which is the Heisenberg’s equation of motion, derived by Dirac first. 𝜕ÂH (t)𝜕t ≡ Û
† 𝜕ÂS
𝜕t Û .
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3.5.2 Examples

To appreciate the power of the Heisenberg picture, we present some examples. To dis-
tinguish the position operator from the position variable, we put a hat over the position
operator, x̂, in all the following examples.

Example 6 (Conservation law). Â is an operator and commutes with Ĥ, [Â, Ĥ] = 0. (a) Show Â is a conserved
quantity. (b) A system consists of a molecule Ĥmol and a light source Ĥlight, so the total Hamiltonian is Ĥ =
Ĥmol + Ĥlight. Show the molecule can gain or lose energy. (c) Â represents the particle number operator N̂. If
[N̂, Ĥ] = 0, show the number of particles of the system is conserved and does not change with time.

(a) Since [Â, Ĥ] = 0, from eq. (3.5.11) we have dÂ/dt = 0. So, Â must be a conserved quantity and does
not change with time.

(b) Sincewe are interested in the energy of themolecule, Â = Ĥmol.We compute its time change iℏ
̇Ĥmol =

[Ĥmol, Ĥmol + Ĥlight] = [Ĥmol, Ĥlight]. As far as [Ĥmol, Ĥlight] ̸= 0,
̇Ĥmol ̸= 0. This means the molecule will gain

or lose energy, which happens in photosynthesis and chemical reactions.
(c) Since [N̂, Ĥ] = 0 and iℏdN̂/dt = [N̂, Ĥ] = 0, there is no particle number change. If we use the

Schrödinger picture, we have to solve the Schrödinger equation to get ψ(t), and then compute the expecta-
tion value ⟨ψ(t)|N̂|ψ(t)⟩. In this sense, the Heisenberg picture is simpler.

Example 7 (Free particle). The Hamiltonian of a free particle is H = p̂2x
2m . (a) Find how its momentum changes

with time. (b) Find how its position changes with time.
(a) In this case, Â = p̂x . We have iℏ ̇p̂x = [p̂x ,H], and ̇p̂x = 0, so p̂x is a constant operator. This means

that the particle moves with a constant momentum, or its momentum is conserved. This result is not sur-
prising. But, if one wants to know how large the momentum is, then, one has to know its initial state, its
wavefunction. If our initial wavefunction ψH(x, t0) is e

ikx/√L, which is normalized in a box of length L, then,
⟨ψH(t0)|p̂x |ψH(t0)⟩ = ℏk at t = t0. The momentum has the same value at any later time t.

(b) The position operator is ̂x, so its equation of motion is iℏ ̇̂x = [ ̂x,H] = [ ̂x, p̂
2
x

2m ] =
1
2m [ ̂x, p̂

2
x ] =

1
2m (p̂x[ ̂x, p̂x] + [ ̂x, p̂x]p̂x) =

iℏp̂x
m . The position changes as ̇̂x = p̂x

m , which matches the CM. If we integrate
over time, the position is ̂x(t) = ̂x(t0)+

p̂x
m t, where both ̂x and p̂x are operators. Physically, the position of the

particle changes with time at a rate of p̂x/m (velocity operator).
If we want to compute the expectation value of ̂x(t), we must provide the initial wavefunction. If we

adopt the same wavefunction eikx/√L, we find ⟨ψ(t0)| ̂x(t)|ψ(t0)⟩ = ⟨ψ0| ̂x(t0)|ψ0⟩ +
⟨ψ(t0)|p̂x |ψ(t0)⟩

m = ⟨ ̂x(t0)⟩ +
ℏk
m t, where the first term is the initial position. This is a constant velocity motion.

Example 8 (Time evolution of ladder operators â and â†). In Heisenberg’s equation of motion, any reason-
able operator can be used. For instance, a translational operator of position can be used. Here, we take â and
â† of the harmonic oscillator as an example. At initial time t0, the initial operators of â and â

† are â(t0) and
â†(t0), respectively. Find their operators at time t.

The Hamiltonian, in terms of â and â†, is Ĥ = (â†â + 1
2 )ℏω. The equations of motion for â and â

† are,
respectively, iℏ ̇â = [â, Ĥ] = [â, (â†â + 1

2 )]ℏω = ℏωâ, and iℏ
̇â† = [â†, Ĥ] = [â†, (â†â + 1

2 )]ℏω = −ℏωâ
†,

which can be simplified as ̇â = −iωâ and ̇â† = iωâ†. The solution is straightforward: â(t) = e−iωt â(t0) and
â†(t) = eiωt â†(t0). These operators are useful if we want to compute the position and momentum operators.
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For instance, at t, ̂x(t) = √ ℏ2mω (â(t) + â
†(t)), p̂x(t) = i√

mℏω
2 (−â(t) + â

†(t)). These are all operators. If we
want to compute their expectation values, we need an initial wavefunction.

Exercise 3.5.2.
26. Ehrenfest’s theorem. A particlemoves in a potential V(x). Use theHeisenberg equation ofmotion to derive
the expectation value of position ̂x in a state |ψ(t0)⟩ which changes as

m d2

dt2
⟨ ̂x⟩ = d⟨p̂x⟩

dt
= −⟨∇V(x)⟩.

27. Use â†(t) = â†(t0)e
iωt and â(t) = â(t0)e

−iωt to (a) find ⟨ ̂x(t)⟩ in an eigenstate |ϕn⟩ of the harmonic
oscillator, (b) find ⟨ ̂x2(t)⟩, and (c) find√⟨ ̂x2(t)⟩ − (⟨ ̂x(t)⟩)2.

28. A free particle has the Hamiltonian, H = p̂2x
2m . Prove the position uncertainty at two different times t and

t0 fulfilling Δx(t)Δx(t0) ≥
ℏt
2m .

3.6 Blackbody radiation

A blackbody is an ideal model object that can absorb or emit more radiation than any
other objects. A common example is a cavity as illustrated in Fig. 3.5(a). Gustav Kirch-

Figure 3.5: (a) Blackbody radiation in a one-dimensional cavity. Only standing waves can survive in the
cavity. The number of waves Nx is inversely proportional to its wavelength λ as Nx = 2L/λ. (b) Schematic ra-
diation as a function of wavelength and temperature. From the top to bottom, the temperature decreases.
The curve is plotted using a function λ−3/(exp(β/λ)− 1). (c) Three-dimensional system has Nx , Ny and Nz . (d)
Radiation is spherical, but only 1/8th of the volume should be included since all N are positive.
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hoff showed that the state of the heat radiation in a cavity is entirely independent of
the properties of the substances in question. The distribution of radiation is a univer-
sal function of temperature and wavelength of radiation. A common experience with a
stove is helpful here. When we heat the stove, the color of radiation is red, but as the
emperature increases, it turns white, but not blue. The wavelength of the maximum
radiation shifts toward to a shorter wavelength, but never to blue. Figure 3.5(b) shows
that, for a fixed temperature, the radiation first increases with wavelength, reaches a
maximum, and then decays to zero. This prediction is further confirmed by the cosmic
microwave blackbody radiation at 2.73 K left over from the Big Bang measured by the
COBE satellite. It is this blackbody radiation that constitutes a major challenge for clas-
sical thermodynamics.

3.6.1 Failure of classical physics

In the following, we show how classical physics fails to explain blackbody radiation.
We adopt the linear harmonic oscillator model for emission in the cavity introduced by
Heinrich Hertz. Figure 3.5(a) shows a one-dimensional example where the waves are
sealed within the cavity of length L and they only can bounce back and forth.

Microscopically, energy follows the Maxwell–Boltzmann distribution, so the aver-
age energy Ē is

Ē =
∫
∞
0 exp[−E/(kBT)]EdE

∫
∞
0 exp[−E/(kBT)]dE

≡
∫
∞
0 exp[−E/(kBT)]EdE

A
, (3.6.1)

where E is the total energy of the system and A, a normalization constant, is defined
through the last equation. For a one-dimensional harmonic oscillator, the total energy
consists of the potential energy and the kinetic energy, i. e., E = 1

2mυ
2
x +

1
2mω

2x2 and
dE = dτ = dxdυx , and the Maxwell–Boltzmann distribution is

fMB(E) =
1
A
exp[−( 1

2
mυ2x +

1
2
mω2x2)/(kBT)], (3.6.2)

which allows us to compute υ2x and x2 through

υ2x =
∞

∬
−∞

fMBυ
2
xdxdυx = kBT/m→

mυ2x
2
= kBT/2, (3.6.3)

x2 =
∞

∬
−∞

fMBx
2dxdυx = kBT/(mω

2)→
mω2x2

2
= kBT/2. (3.6.4)

This means that each degree of freedom, or each mode, either in terms of potential en-
ergy or kinetic energy, has a fixed energy of kBT/2, so the total energy is Ē = kBT . This



3.6 Blackbody radiation � 83

is the famous equipartition theorem. In order to compute the total energy, we need to
find out the number of modes for our cavity.

For a one-dimensional cavity of length L, the number of modes Nx depends on the
wavelength of the mode. The only mode that can survive in a cavity of length L is a
standing wave, so its wavelength λ satisfies

L = Nx
λ
2
, or Nx =

2L
λ
,

whereNx is positive and
1
2 is due to the standing wave. Since the wavelength λ is related

to the angular frequency ω through λ = c
ν =

c
ω/2π =

2πc
ω , we can rewrite Nx = Lω/(πc).

5

This shows that, for the same L, the higher ω is, the larger Nx becomes.
In the three-dimensional system, the number of modes is NxNyNz, where Nx , Ny,

and Nz are the number of modes along the x-, y-, and z-axes, respectively. For a cube,
NxNyNz =

2L
λ
2L
λ
2L
λ = (

2L
λ )

3. However, since radiation is spherical, not cubic, we need to
compute the volume of the sphere, with radius of ( 2Lλ ). We cannot use the entire sphere
because only one-eighth of a sphere has positive Nx , Ny, and Nz. Therefore, our final
number of modes is

N = 1
8
4π
3
(
2L
λ
)
3

× 2 = 8πV
3λ3
=
8πV
3c3

ν3, (3.6.5)

where 2 accounts for two polarizations of radiation and we have set L3 to V . One sees
that the number of modes is inversely proportional to λ3, or proportional to ν3.

Experiments measure the radiation energy as a function of ν or λ, so we need to
know howmany modes dN are within an interval from ν to ν + dν, or in terms of wave-
length, λ to λ + dλ. From eq. (3.6.5), N is the total number of modes, but we need dN . All
we need to do is to take the derivative of N with respect to ν,

dN = 8πV
c3

ν2dν. (3.6.6)

Within dν, the energy per volume, E, is the number of modes dN multiplied by the
average energy per mode Ē = kBT , then divided by volume V ,

E = Ē dN
V
= kBT

8π
c3
ν2dν ≡ uνdν, (3.6.7)

where all the terms before dν are defined as the classical spectral energy density uν. The
radiance Sν is

Sν =
uνc
4π
=
2ν2

c2
kBT (classical prediction). (3.6.8)

5 Here, the speed of light c is used because we are considering the radiation.
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This equation shows that, the higher the frequency is, the more the energy is emitted,
contradicting the experimental finding as illustrated in Fig. 3.5(b). This leads to the fa-
mous ultraviolet catastrophe. Classical physics fails to explain blackbody radiation be-
cause the continuous energy leads to integration in eqs. (3.6.3) and (3.6.4).

Exercise 3.6.1.
29. The Boltzmann distribution is fMB(E) =

1
A exp[−(

1
2mω

2x2)]. (a) If ∫∞−∞ fMBdx = 1, find A. (b) Compute x. (c)
Compute x2.

3.6.2 Quantum theory: importance of quantization

Planck postulated that the blackbody only emits or absorbs energies in integermultiples
of hν. Under thermal equilibrium, each oscillator holds only discrete energies, En = 0hν,
hν, 2hν, . . . , each of which corresponds to a mode or quantum state of the harmonic os-
cillator. According to the Boltzmann distribution, the probabilities for the harmonics in
these energy states are exp(−En/kBT).

6 Using En, we have probabilities for each energy:
1, e−hν/kBT , e−2hν/kBT , . . . . The probability sum is just our normalization constant A (same
as A in eq. (3.6.1)),

A =
∞

∑
n=0

e−nhν/kBT = 1
1 − e−hν/kBT

, (3.6.9)

which converts the Boltzmann factor exp(−En/kBT) into a probability [20]. The total en-
ergy of the oscillators is the sum over the product of exp(−En/kBT)En, i. e.

ℰ(ν) =∑
n
nhνe−nhν/kBT = hν e−hν/kBT

(1 − e−hν/kBT )2
, (3.6.10)

where ℰ is written as ℰ(ν), because this average energy depends on frequency ν, a fea-
ture that CMdoes not have. Herewe have a geometric series summation, not an integral,
themathematical reason for Planck’s success, representing a key difference between CM
and QM, as our first exercise in Chapter 1 is intended to explain.

To find the average energy of each oscillator, we divide ℰ in eq. (3.6.10) by A in eq.
(3.6.9) to find (compare with eq. (3.6.1)),7

Ē = ℰ(ν)/A = hν
ehν/kBT − 1

, (3.6.11)

which is no longer the classical value Ē = kBT .

6 Quantum statistics has the same expression as classical statistics for each individual energy state.
7 e−hν/kBT is eliminated from the numerator, so the denominator has e+hν/kBT .
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Our final radiation energy per volume (in units of J/m3) is the average energy Ē
multiplied by dN/V (same as eq. (3.6.7))

E = Ē dN
V
=

hν
ehν/kBT − 1

8π
c3
ν2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
uν

dν ≡ uνdν (quantum prediction), (3.6.12)

where we have introduced the spectral energy density uν. The same radiation is in all
directions.When the radiation exits through a small hole, the fluence Sν (in units of J/m

2)
measured experimentally is equal to uνc/(4π),

8 yielding

Sν =
2hν3

c2
1

ehν/kBT − 1
, (3.6.13)

which is Planck’s law. Equation (3.6.13) is different from our classical one (eq. (3.6.8))
and has no divergence as ν →∞ (Fig. 3.5(b)).9 This law enables us to compute the total
intensity (in units of W/m2),

∞

∫
0

Sνdν =
2
15
π5(kBT)

4

h3c2
≡ σT4, (3.6.14)

which is the Stefan–Boltzmann law. The Stefan–Boltzmann constant is σ = 5.6703 ×
10−8W/(m2 ⋅ K4).

Taking the limit λ→ 0 yields the Wien law,

Sλdλ =
2hc
λ5

e−hc/λkBTdλ, (3.6.15)

where we have converted ν to λ. In fact, the Wien law is an empirical formula with two
fitted parameters in history, but here we obtain it from Planck’s law. As temperature T
increases, Planck’s law goes back to the classical prediction (eq. (3.6.8)).

Exercise 3.6.2.
30. Show hν

ehν/kBT−1
approaches kBT as T becomes larger.

31. Show that when λ→ 0, Sλdλ =
2hc
λ5 e
−hc/λkBTdλ.

32. Show that, at the limit of high T , eq. (3.6.13) can be reduced to (3.6.8).
33. Starting from eq. (3.6.13), (a) show the maximum Sν is determined by

3 − hν
kBT

ehν/kBT

ehν/kBT − 1
= 0,

and (b) show numerically that at the maximum Sν , νmax = 2.822kBT/h, Wien’s displacement law.

8 4π is the solid angle over a sphere.
9 Planck proved the average radiation energy is equal to the above-average energy.
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3.6.3 Insights

In classical physics, the energy is continuous, and the energy interval can be infinitely
small. Mathematically, this leads to an integral in eqs. (3.6.3) and (3.6.4). The original
potential energy term (mω2x2/2) depends on ω2, but using the Boltzmann distribution
(e−E/kBT ) to compute the average potential energy, i. e., x2, produces x2 ∝ 1/ω2, which ex-
actly cancelsω2 in the potential energy term, so the energy for each degree of freedom is
1
2kBT , independent of frequency ν orω. Because the number of modesN is proportional
to ν3 (eq. (3.6.5)), this leads to the ultraviolet catastrophe.

QM adopts the energy quantization, so, mathematically, the total energy is a sum,
not integral. Two insights are: (i) A classical stronger oscillator with a larger amplitude
corresponds to a larger quantum number n in QM; (ii) A higher frequency ν, whose ef-
fect is canceled in classical physics, affects its probability through the Boltzmann factor
(e−nhν/kBT ). En = nhν puts the frequency of radiation at the center, where the Boltzmann
factor (e−nhν/kBT ) weighs the frequency ν and n from the beginning. As a result, the aver-
age energy (eq. (3.6.11)) depends on ν and T . Although both QM and CMhave the sameN ,
the exponential dependence on ν significantly suppresses the contribution from higher-
energy modes and eliminates the ultraviolet catastrophe.

Exercise 3.6.3.
34. What are the mathematical reasons for the failure of CM and the success of QM?
35. What is the reason why the CM energy does not depend on ν?
36. Use a function f (x) = x

ex−1 as an example, where x is hν/kBT . (a) Plot f (x). (b) Plot x
2f (x) to explain why

the ultraviolet catastrophe disappears.

3.7 Photoelectric effects

When a light photon strikes a metallic surface, electrons can be knocked out. This is the
photoelectric effect. Experimentally, Heinrich Hertz showed that, when ultraviolet light
illuminatesmetal electrodes, the light changes the voltage between these two electrodes.
Classically, one would expect that the electron emission should be related to the light in-
tensity. A stronger light field, regardless of light frequency, should be able to knock out
electrons, just like a water wave where a strong enough force splashes water droplets
out of water. But, this does not happen in the photoelectric effect, where experiments
point out that the light frequency, not light intensity, is in control. Subsequent experi-
ments reveal that to emit electrons, the frequency ν of the incident lightmust be above a
particular threshold νth. If the frequency is below this threshold, no matter how strong
the light is, no electron can be emitted. If ν above νth, a weaker light field can emit fewer
electrons, and a stronger field emits more electrons, but each electron gains the same
energy.
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Figure 3.6: (a) Photoelectric effect. Light hits a metal plate and electrons are emitted toward the right
electrode. (Bottom) A modern design replaces the battery by a voltmeter. (b) Light cannot emit electrons
until its frequency ν is above νth. Current can be generated even at V = 0 V. A reverse bias voltage −Vcutoff
must be applied to reduce the current to zero. (c) Once ν is above the threshold frequency, νth, current
increases with ν. (d) Dependence of our experimental voltage as a function of light intensity. (e) Voltage
change as a function of light frequency at 100% intensity. The light source is a mercury lamp.

3.7.1 Experiment

The photoelectric effect now enters a regular advanced physics laboratory. We will use
an actual experiment to demonstrate many aspects of the effect. But, first, we show a
typical apparatus in Fig. 3.6(a), where two electrodes are sealed inside a vacuum tube.
The incident light through a window hits one electrode. A power supply is linked to a
galvanometer to measure the current. If ν is below a threshold, no matter how strong
the light is, no electron is emitted, i. e., no current exists. If ν is above νth, even without
a power supply, i. e., V = 0, it produces a current (Fig. 3.6(b)).10 To suppress the current,
one has to apply a reverse bias −Vcutoff. These observations directly contradict the clas-
sical physics prediction, where the current should be independent of light wavelength
λ or frequency ν; and light with a sufficient high intensity should be able to knock out
electrons. Figure 3.6(c) shows the current linearly increases with ν, once ν is above the
threshold frequency.

A modern version that we used is shown in the bottom of Fig. 3.6(a), where there is
no power supply and instead a voltmeter is inserted. This setup is simpler than the tradi-
tional one. The beauty of this experiment is that there is little error in themeasurement,
except the current leakage in the circuit. Our equipment, called h/e, is from PASCO. The

10 This is the principle of solar cells in photovoltaics.
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Table 3.2: (Left) Wavelengths and frequencies of the mercury spectral lines. The wavelengths are from
Handbook of Chemistry and Physics, 46th Ed. (1965–66). The yellow line, with a doublet of 578 and 580 nm,
was determined using a 600 line/mm grating by PASCO. (Right) Work function of common materials.

Color Wavelength (nm) Frequency (1014 Hz)

Yellow 578 5.18672
Green 546.074 5.48996
Blue 435.835 6.87858
Violet 404.656 7.40858
Ultraviolet 365.483 8.20264

Element ϕ (eV)

Na 2.28
C 4.81
Al 4.08
Ag 4.73
Ni 5.01

cathode in Fig. 3.6(d) is made of a semiconductor, Cs3Sb, and has a high sensitivity in the
visible spectrum. The anode of the photodiode is a nickel alloy.11 Light from a mercury
lamp is dispersed, through a grating of 600 lines/nm, into five spectral lines. We’ll come
back to the spectral lines in the next chapter. These lines have known wavelengths and
frequencies, listed in Table 3.2. After illumination with light, the electrons are ejected
from the cathode and reach the anode. This process continues until the electric poten-
tial in the tube becomes strong enough to completely suppress the flow of electrons.
Once this equilibrium is established and the current drops to zero, a voltage reading is
taken. The time to reach zero current is shorter for a stronger intensity.

By putting a filter in the light path to reduce the light intensity, we can study how the
voltage depends on the light intensity. Figure 3.6(d) shows our experimental voltage as
a function of light intensity for five spectrum lines. One sees that the light intensity has
no effect on the voltage. This contradicts our classical prediction. The small reduction
at two weaker intensities is due to current leakage in our circuit. By tuning to different
colors, we measure the wavelength dependence of the voltage. Figure 3.6(e) illustrates
the voltage as a function of frequency.Whenwe change color from yellow to ultraviolet,
the voltage increases linearly. This also contradicts the classical prediction.

3.7.2 Einstein’s theory of the photoelectric effect

To explain the photoelectric effect, Einstein postulated the quantum concept of light,
and G. N. Lewis [1] called it the photon. Light must be considered as a particle, each of
which carries a fixed energy, hν. In classical EM, a stronger light intensitymeans a larger
field amplitude. But in QM, this means the number of photons is larger, but each photon
carries the same energy hν, a prediction that is verified in our experiment. We find that,
for a stronger intensity, the time that it takes the system to reach equilibrium become
shorter. This demonstrates that indeedmore electrons are emittedwith a stronger inten-

11 Technical details are provided by PASCO.
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Figure 3.7: (a) (Top) Zoom-in view of the surface. (Bottom) The potential energy (thick solid curve) as a
function of position z. EF denotes the Fermi level of the electrode (the first horizontal thin line from the
bottom). The second solid line from the bottom denotes the vacuum level, where the electrons are free.
The difference between the vacuum level and the Fermi level is defined as the work function ϕ.

sity. But the voltage is the same at the end, regardless of light intensity (see Fig. 3.6(d)).
If we used the apparatus with a battery as shown in Fig. 3.6(a), we would see a larger
current with a strong radiation. Figure 3.6(e) experimentally reveals that, to knock out
electrons, the light frequency must be above a threshold frequency, or its energy coun-
terpart, ϕ, which is defined as the work function.

The physics is shown in Fig. 3.7(a). The shaded area represents amaterial with a sur-
face. Once electrons leave the surface, positive charges (called holes) are left behind, so
there is a net attraction between them. To liberate the electron from the surface, the elec-
tron has to overcome the potential energy difference between the vacuum level and the
Fermi energy.12 This difference is defined as the work function ϕwhich is the minimum
energy that the incident photon must have to free an electron. This sets the threshold
frequency νth =

ϕ
h as previously discussed. If the photon energy hν is higher than ϕ, the

remaining energy goes to kinetic energy which contributes to the current in the circuit.
Therefore, we have

KE = hν − ϕ, (3.7.1)

which is the Einstein photoelectric equation. In our experiment, because the potential
completely suppresses the current flow, KE = eV . Then, our voltage V is V = h

e ν −
ϕ
e ,

which explains why our V linearly depends on ν in Fig. 3.7(b). This is the reason behind
the experimental data in Fig. 3.6(b). This equation allows us to measure the work func-
tion. For our sample, the average work function ϕ is 1.36 ± 0.08 eV. Table 3.2 shows the
work functions for some commonmaterials. The next exercise shows one such example.

12 The vacuum level is where electrons are free from any interaction with the surface of amaterial. The
Fermi energy is defined as the highest energy level that electrons in a material have at 0 K.
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The photoelectric effect is now developed into a major technique, photoemission,
to probe surface properties of a sample. In two-photon photoemission, an electron can
absorb two photons. In the angular resolved photoemission, one can measure how the
electron energy distributes with angles to detect the energy dispersion in solids. Inverse
photoemission uses electrons to bombard a surface to release light photons. The rich
information from these techniques hasmade significant progress on our understanding
of physics in materials of different kinds.

Exercise 3.7.2.
37. The mercury lamp is a good light source. Dispersing the light using a grating and focusing with a lens
onto the Cs-Sb sample, two students, Nicole Hostetter and Tanner Latta, in 2015 collected the voltage change
as a function of various colors from the h/e apparatus of PASCO. The following table summarizes their data:

Color Ultraviolet Violet Blue Green Yellow

Voltage (V) 2.030 1.719 1.507 0.902 0.767

The first row refers to the spectral lines of the mercury lamp, whose wavelengths and frequencies are
given in Table 3.2. (a) Plot a voltage–frequency graph. (b) Fit your data to a line and find the slope. Given
e = 1.602× 10−19C, find Planck’s constant h and compute the percentage error. (c) From the same graph, find
the work function of the Cs-Sb sample.

3.8 Problems

1. (a) Prove the Cauchy–Schwarz inequality |⟨u|υ⟩| ≤ ⟨u|u⟩⟨υ|υ⟩, where u and υ are
wavefunctions. Hint: Start from ⟨u − υ|u − υ⟩ ≥ 0, and then rewrite u as u/c and
υ as cυ. Finally, show the discriminant is not positive. (b) Prove √⟨u + υ|u + υ⟩ ≤
√⟨u|u⟩ +√⟨υ|υ⟩. Adopted from [21].

2. (a) Prove [p̂, f (r)] = −iℏ∇f (r), and then use it to prove [e−ik⋅r, p̂] = ℏke−ik⋅r. Hint:
Compute the commutation for the x-, y-, and z-components separately and then add
them up. (b) Prove [p̂2, f (r)] = −ℏ2∇2f (r)− 2iℏ(∇f )p̂, and use it to prove [e−ik⋅r, p̂2] =
e−ik⋅r(2k ⋅ p̂ + ℏ2k2). Adopted from [22].

3. If Ĥ is a Hermitian operator, show that its eigenvalue must be real.
4. Find the following commutations: (a) [x, d/dx]; (b) [x2, d/dx]; and (c) [xn, d2/dx2].
5. Starting from [p̂x , x] = −iℏ, prove [p̂x , x

n] = −iℏnxn−1. Adopted from [21].
6. Â and B̂ are two operators. Prove eÂB̂e−Â = B̂+[Â, B̂]+ 12! [Â, [Â, B̂]]+

1
3! [Â, [Â, [Â, B̂]]]+

⋅ ⋅ ⋅ .
7. A particle of mass m is in the infinite quantum well of length a. (a) Assume the

position uncertainty Δx = a. From the Heisenberg uncertainty principle, estimate
the minimum Δpx . (b) Set the momentum square ⟨p2x⟩ = Δpx and find the energy of
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the particle of m, which is the minimum energy that the particle that can have. (c)
Prove all the eigenenergies are higher than this minimum energy.

8. A particle is in the ground state of PIB, ϕ1(x) = √
2
a sin(

πx
a ). (a) Compute the expec-

tation values of x̂, x̂2, p̂x , and p̂
2
x . (b) Find the uncertainty ΔxΔpx , and check whether

it satisfies the Heisenberg uncertainty principle.
9. Suppose we have a wavefunction ϕ(x) = x, where 0 < x < a. (a) Normalize the

wavefunction. (b) Show ΔxΔpx does not obey the Heisenberg uncertainty principle.
This shows that ϕ is not a valid wavefunction.

10. ϕ0 is the ground-state wavefunction of the harmonic oscillator. (a) Use â
† to analyt-

ically find ϕ1. (b) Normalize ϕ1. (c) Find the expectation values of x̂, p̂z, x̂
2, p̂2x . (d)

Find the uncertainty relation ΔxΔpx .
11. |n⟩ is an eigenstate of the harmonic oscillator. Use â† and â to find the expectation

values of the kinetic energy and potential energy operators, ⟨n|T̂ |n⟩ and ⟨n|V |n⟩.
12. Show the eigenfunction |ψ⟩ of the lowering operator â can be expanded in terms of

the harmonic oscillator’s eigenstates |n⟩,

|ψ⟩ = e−
1
2 |α|

2 ∞

∑
n=0

αn

√n!
|n⟩,

where α = √mω/ℏ. Hint: Expand eq. (3.4.1).
13. A particle of mass m is in the ground state of a harmonic potential V0(x) =

1
2Kx

2.
(a) If, at t = 0, we suddenly decrease K to half K/2, V1(x) =

1
4Kx

2. What is the
probability for the particle in the ground state of V1? (b) If now we wait for two
periods of the original period of the oscillator, find the expectation values of the
position and momentum. Hint: This is a stationary problem, but in which system
does the states evolve after t = 0?

14. The harmonic oscillator has the following Hamiltonian: Ĥ = p̂2x
2m +

1
2mω

2x̂2. (a) Find
the equation of motion for the momentum operator p̂x . (b) Find the equation of
motion for the position operator x̂. (c) If the initial momentum operator is p̂x(t0 = 0)
and that of the position operator is x̂(t0 = 0), find an analytic expression for p̂x(t)
and x̂(t). (d) Use the expression of x̂(t) to show that two position operators at two
different times t1 and t2 do not commute in general, [x̂(t1), x̂(t2)] ̸= 0. What about
[p̂x(t1), p̂x(t2)] ̸= 0? (e) Find the timeswhen [x̂(t1), x̂(t2)] = 0. (f) Suppose that initially
the expectation value of x̂ is ⟨x̂(t0)⟩ = x0. Find the expectation value of x̂ at time t.

15. Consider a particle of mass m, which is close to the surface of the earth, with the
initialmomentum ⟨p̂y(t0)⟩ and position ⟨ŷ(t0)⟩, and falls under gravity (acceleration
is g). Ignore the air resistance. (a) Find the momentum ⟨p̂x⟩(t) at time t. (b) Find its
position ⟨ŷ⟩(t) at t. Hint: You need to write down the Hamiltonian for the free fall,
and choose the upward direction as the +y-axis. (c) Discuss what happens to your
result if the particle is far above the surface of the earth with the initial momentum
along the x-axis.
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16. The relativistic Hamiltonian of a free particle is Ĥ = c√m2c2 + p̂2x + p̂2y + p̂2z, where
m is the rest mass and c is the speed of light. (a) Using the Heisenberg equation of
motion, show the velocities dx̂

dt =
c2p̂x
Ĥ
, dŷdt =

c2p̂y
Ĥ
, and dẑ

dt =
c2p̂z
Ĥ
. (b) Show that, if

m = 0, all the velocities are equal to c. Hint: Use p-representation to convert x to
iℏ 𝜕𝜕px . Adopted from [11].

17. Ĥ is a Hamiltonian and contains the kinetic energy T̂ = p̂2
2me

and the potential energy

V (r). (a) Show the commutation of the position operator r̂ and Ĥ , [r̂, Ĥ] = iℏp̂
me
. (b) If

|n⟩ and |m⟩ are two eigenstates of Ĥ , with eigenvalues En and Em, show the matrix
element of r̂ is given by

⟨n|r̂|m⟩ = iℏ⟨n|p̂|m⟩
me(Em − En)

=
ℏ⟨n|p̂|m⟩

ime(En − Em)
.

This equation is used to convert the position operator to the momentum operator,
or vice versa.

18. A harmonic oscillator has an initial wavefunction Ψ(x) = N0e
−mω(x−x0)

2/ℏ. (a)
Through the wavefunction normalization, determine N0. (b) Find the expectation
value ⟨x⟩.

19. A radio station has a frequency of 900MHz and emits power of 10 kW. Compute the
number of photons per second.

20. Infrared thermometers enable one to measure the temperature of the surface of an
object, withoutmaking physical contact. This is based on the Stefan–Boltzmann law,
where the intensity of radiation is σT4. Show that ∫∞0 Sνdν =

2
15

π5(kBT)
4

h3c2 . Hint: This

problem needs the Bose–Einstein integral, J = ∫∞0
x3
ex−1dx =

π4
15 .

21. A beam of light with wavelength 2,000 Å is incident on a silver surface. The work
function of silver is given in Table 3.2. Find the kinetic energy of the emitted elec-
trons.

22. For a one-dimensional harmonic oscillator, (a) prove the identity

1
2m
∑
j
⟨i|p̂x |j⟩⟨j|p̂x |i⟩ = Ti,

without using the completeness of the eigenstates, where Ti is the kinetic energy of
eigenstate i and the summation is from j = 0 to∞. (b) Prove K

2 ∑j⟨i|x̂|j⟩⟨j|x̂|i⟩ = Vi,
where Vi is the potential energy of eigenstate i.



4 Orbital angular momentum and hydrogen atom

The discovery of electrons by J. J. Thomson and the planetarymodel of nuclei formulated
by Rutherford allowed Bohr to construct a semiclassical model for hydrogen. The first
successful application of the Bohr model to the hydrogen atom finally connected the
energy spectrum to the spectral lines observed many decades earlier than the incipient
quantum idea. This paved theway for the quantummechanical treatment of real atoms.

This chapter has four units:
– Unit 1 consists of Sections 4.1 and 4.2. It starts with the classical Bohr model of hy-

drogen to prepare the reader for orbital and energy quantization. Then, it discusses
how two commutable operators share a common eigenfunction, a property thatwill
be used in the next unit.

– Unit 2 includes Sections 4.3 and 4.4. It uses the above property of two commutable
operators to find eigenfunctions for the orbital angular momentum operator, sim-
ilar to raising and lowering operators in the harmonic oscillator. To supplement
Section 4.3, Section 4.4 further explores physical and chemical meanings of orbital
angular momentum. This includes the transformation between two different rep-
resentations.

– Unit 3 consists of Sections 4.5, 4.6, and 4.7. The central theme is to solve the Schrö-
dinger equation of hydrogen. Section 4.5 focuses on the concept of symmetry and
the law of conservation so that Section 4.6 can separate the radial and angular parts
of wavefunctions. Using the radial Hamiltonian, Section 4.7 numerically solves the
radial Schrödinger equation through a code. The reader is highly encouraged to try
the code.

– Unit 4 has one section, Section 4.8. It presents the experimental evidence of energy
level quantization through the Franck–Hertz experiment. The experimental data
are contributed by the authors.

4.1 Bohr model for the hydrogen atom: a bridge from CM to QM

The hydrogen atom consists of an electron orbiting around a proton. According to classi-
cal electrodynamics, an accelerating charge radiates energy; as the electron loses energy,
it must eventually collapse toward the nucleus. But this never happens! In contrast to
the prediction of classical electrodynamics, the radiation spectrum is discrete, not con-
tinuous, and it forms the so-called spectral lines as shown in Fig. 4.1(a). This apparent
contradiction forces one to make radical assumptions.

Bohr postulated that the electron orbiting around the proton and its radiation must
be understood as two different atomic processes. In his mind, even though the electron
is orbiting around the proton, if it is in a stable orbit, i. e., a stationary state, it does not
radiate. But if the electron makes a transition from one orbit to a lower orbit, it radi-
ates photons whose energy matches the energy difference between the initial and final

https://doi.org/10.1515/9783110672152-004

https://doi.org/10.1515/9783110672152-004
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Figure 4.1: (a) Spectral lines of the Balmer series. Because they are in the visible light wavelengths, the
Balmer series was the first to be discovered. Other series were found later. (b) Energy spectrum of the hy-
drogen atom. The electron transition from higher energy levels to level n = 2 produces the visible spectral
lines, the Balmer series. n represents the quantum number. The ground state is at −13.6 eV. At and above
0 eV, the electron is in the continuum.

states. This is the Bohrmodel, where both the electron and proton are treated classically,
but with one exception as explained in the next section. As the model is still classical, it
is amenable to the beginner.

4.1.1 Energy

Consider an electron of massme orbiting around the proton with velocity υ. The proton
is assumed to be at rest. The Coulomb force provides a centripetal force for the electron
as F = 1

4πϵ0
e2
r2 = me

υ2
r , where e is the elementary charge, r is the radius of the circular

motion, me is the electron mass, and ϵ0 is the permittivity in vacuum. Eliminating r on
both sides yields

meυ
2 =

e2

4πϵ0
1
r
, (4.1.1)

so the kinetic energy T is

T = 1
2
meυ

2 =
1
2

e2

4πϵ0r
.

Since the potential energy is

V = −e
2

4πϵ0r
,

we have T = −V/2. The total energy is a sum of the kinetic energy and potential energy,

Etot = T + V = −
1
2
V + V = 1

2
V .
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Although this relation Etot = V/2 is derived within CM, it is also valid in QM, which is
known as the virial theorem. We will come back to this in Section 5.5.2.

4.1.2 Spatial quantization of angular momentum

To this end, the quantization really refers to the energy quantization. This is a scalar
quantization. In the Bohrmodel, everything else is classical, except angularmomentum.
Bohr extended this quantum idea to vectors and quantized the angular momentum for
the circular motion. He assumed that the magnitude of angular momentum is

|L| = nℏ, (4.1.2)

where n is the main quantum number.1 de Broglie showed that eq. (4.1.2) can be derived
if we assume the number n of waves with wavelength λ that can be fitted into a circle
is n = 2πr/λdB. Because λdB = h/p, one has nh = 2πrp, i. e., |L| = nℏ. This angular mo-
mentum is called orbital angular momentum because it is associated with the electron
orbital motion.2 By definition, |L| = |r × p| = rmeυ, so we have

rmeυ = nℏ (Bohr’s postulate). (4.1.3)

This postulate completely changes our view of angular momentum: It cannot take just
any arbitrary value. Instead, it takes on multiples of ℏ, i. e., spatial quantization. ℏ has
the units of J ⋅ s, which is the same as kgm2/s.

4.1.3 Bohr radius

Equation (4.1.3) gives the velocity υ = nℏ/rme. Using eq. (4.1.1), we find r as

rn =
4πϵ0ℏ

2

mee2
n2 ≡ n2a0, (4.1.4)

where a subscript n is added to r. If n = 1, r1 is defined as the Bohr radius a0,

a0 =
4πϵ0ℏ

2

mee2
= 0.529 Å (r1 = a0). (4.1.5)

a0 is the length unit in atomic units and represents the smallest radius of the hydrogen
atomic orbital. The radius r increases with n2.

1 As will be seen later, n will be replaced by l, but, as an introduction, it is convenient to use n.
2 In QM we use the word “orbital” instead of “orbit.”
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4.1.4 Velocity and period

From Bohr’s postulate, we can compute the electron velocity υn as

υn =
nℏ
mern
=

nℏ
men2a0

=
ℏ

nmea0
=
υ1
n
. (4.1.6)

For n = 1, υ1 =
ℏ

mea0
= 6.626×10−34 J⋅s/2π

9.11×10−31 kg×0.529×10−10 m = 2.188 × 10
6 m/s. υ1 is the velocity unit in

atomic units. This is the largest velocity that the electron in a hydrogen atom has, and its
ratio to the speed of light is called the fine structure constant α = υ1

c ≈
1
137 . The relativistic

effect becomes important. In hydrogen, the effect is already observed as the hyperfine
spectral lines, where the spectral lines just discussed are further split into finer lines.
In heavier atoms with a large atomic number Z, υ can approach the speed of light. Part
of the reasons why mercury is a liquid at room temperature is due to relativity. As n
increases, υn decreases as

1
n .

We can also find the period 𝒯n of the circular motion as

𝒯n =
2πrn
υn
=
2πa0
υ1

n3. (4.1.7)

The period of the n = 1 orbital is defined as the atomic time unit.

Exercise 4.1.4.
1. Graph rn and υn as a function of n.
2. Taking a0 as the position uncertainty Δr, find the momentum uncertainty Δp and compare it with the mo-
mentum p1 which is directly computed from υ1. What can you conclude?
3. Find the period of the circular motion at n = 1 and convert it to femtoseconds. This period sets the atomic
unit of time.

4.1.5 Eigenenergies and their connections to the spectral lines

Once we know the velocity and radius, we can compute the total energy, which is the
eigenenergy of the system, with

En = Tn + Vn =
1
2
Vn = −

1
2

e2

4πϵ0rn
. (4.1.8)

The state with n = 1 is the ground state. We write it out as

E1 = T1 + V1 = −
1
2

e2

4πϵ0r1
= −

1
2

e2

4πϵ0a0
,

where
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T1 =
1
2
meυ

2
1 =

1
2
me(
ℏ

mea0
)
2

= −E1, V1 = −
e2

4πϵ0a0
= 2E1. (4.1.9)

Here, we have expressed T1 and V1 in terms of a0—ready for calculation for the next
chapter. E1 = −13.6 eV, whose absolute value is defined as the atomic energy unit, called
Rydberg, 1 Ry = 13.6 eV. Another atomic energy unit is also used in the literature, called
Hartree, 1 Hartree = 2 Ry. In general, since rn =

4πϵ0ℏ
2

e2me
n2, we have

En = −
1
2

e4me
(4πϵ0)2ℏ2n2

= −
13.6 eV
n2
. (4.1.10)

Figure 4.1(b) shows a series of eigenenergies from n = 1 to n =∞. The first excited
state, E2, has energy of −13.6/2

2 eV. En increases (becomes less negative) as n increases.
Below n = ∞, the electron is in a bound state, with a negative energy. Above n = ∞,
the electron is in the continuum and has a positive energy. In the photoelectric effect
discussed in Chapter 3, where electrons are liberated from the surface of a sample, they
have a positive energy.

The success of the Bohr model is manifested in its explanation of the spectral lines.
The spectral lines seen in Fig. 4.1(a) are the result of transitions from a higher state n1 to
a lower state n2, with the emitted light frequency ν and wavelength λ determined by

hν = En1 − En2 , hc/λ = En1 − En2 . (4.1.11)

The Balmer series corresponds to transitions from n > 2 to n = 2; it was first observed
because its wavelength is in the visible light regime.

Exercise 4.1.5.
4. Consider a transition n = 3→ n = 2. Show the emitted light wavelength falls in the visible regime.
5. If we have a transition from n =∞ to E2, what is the wavelength of the light?

Quantization of orbital angular momentum is a crucial step in understanding the wave
nature of electrons in atoms, molecules, and solids. A direct experimental measurement
of orbital angular momenta is now possible with the development of X-ray magnetic
circular dichroism.

This section prepares us to solve the Schrödinger equation for the hydrogen atom in
the next section by taking a detour. The detour is to find eigenfunctions and eigenvalues
of the orbital angular momentum operator first. Then, we employ the property between
the angular momentum operator and the Hamiltonian operator: Two commutable op-
erators share a subset of the same eigenfunctions. This partially bypasses the difficulty
in solving the Schrödinger equation for the hydrogen atom directly.
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Figure 4.2: (Left) Even if two operators Â and B̂ commute, only a subset of the eigenfunctions are the same.
This applies to any pair of operators. (Right) L̂2 only commutes with ̂Lz , ̂L−, and ̂L+, separately, so they share
a subset of eigenfunctions of L̂2. But ̂Lz , ̂L−, and ̂L+ do not commute.

4.2 Commutable operators and their common eigenfunctions

First, we will prove the theorem that two commutable operators may share a subset of
eigenfunctions. We solve the eigenequation of a simpler operator first and then use its
eigenfunctions to solve the eigenequation of a more complicated operator. Sometimes it
is necessary to solve the eigenfunctions of multiple simpler operators first, which is the
case for the orbital angular momentum operator and the Hamiltonian of the hydrogen
atom. Figure 4.2 (right-hand figure) schematically shows an example of the L̂2 operator.

4.2.1 Nondegenerate eigenfunctions

We start with a case whose eigenfunctions are not degenerate, where an eigenvalue
only corresponds to a single eigenfunction. To avoid confusions with the eigenstates of
a system (defined by theHamiltonian operator), we purposely use eigenvectors or eigen-
functions for a regular operator. We will prove that, if two operators, Â and B̂, commute
with each other, i. e., [Â, B̂] = 0, then Â and B̂ share a subset of eigenfunctions.3

Suppose |a⟩ is an eigenfunction of operator Â, with eigenvalue a, Â|a⟩ = a|a⟩. We
multiply both sides by B̂ to get

B̂Â|a⟩ = B̂a|a⟩ = aB̂|a⟩. (4.2.1)

Since [Â, B̂] = 0, B̂Â = ÂB̂, we can rewrite eq. (4.2.1) as B̂Â|a⟩ = ÂB̂|a⟩ = aB̂|a⟩. Thismeans
B̂|a⟩ is also an eigenfunction of Â with the same eigenvalue a. Because we assume that

3 Suppose Â only depends on x, and its eigenfunction is sin(x). Then, for any function that is not a func-
tion of x, such as cos(y), once it ismultiplied by sin(x) such as cos(y) sin(x), it is still an eigenfunction of Â.
The subset of eigenfunctions refers to sin(x). Eigenfunctions are completely equivalent to eigenvectors
in a matrix.
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our eigenfunction is not degenerate, this means that B̂|a⟩ and |a⟩ at maximum differ by
a constant coefficient b, i. e.,

B̂|a⟩ = b|a⟩,

which proves that |a⟩ is an eigenfunction of B̂. Â and B̂ share the common eigenfunc-
tion. Caution must be taken here. This common eigenfunction does not mean that all
the eigenfunctions of Â are completely the same as those of B̂. It only means that part
of the eigenfunctions are the same. If Â and B̂ share a common eigenfunction, and Â
and Ĉ share another common eigenfunction, it does not mean or imply B̂ and Ĉ would
necessarily share a common eigenfunction (see Fig. 4.2).

Exercise 4.2.1.
6. It is known that p̂x and p̂y commute with each other. Find their common eigenfunction.
7. Suppose Â = ( 0 1

1 0 ). (a) Find its eigenvalues and eigenvectors. (b) If another operator B̂ commutes with Â
and shares the first eigenvector, what is B̂?

4.2.2 Degenerate eigenfunctions

Suppose two Hermitian operators Â and B̂ have N degenerate eigenfunctions: Â|an⟩ =
a|an⟩, B̂|bn⟩ = b|bn⟩, where n runs from 1 toN and a and b are their eigenvalues. One can
show that, if Â and B̂ commute, their respective eigenfunctions are a linear combination
of another operator’s eigenfunctions. The opposite is also true.

Here we are going to prove [Â, B̂] = 0 if eigenfunctions |bn⟩ of B̂ can be expanded in
terms of eigenfunctions |aj⟩ of Â, |bn⟩ = ∑

N
j=1 c

n
j |aj⟩, where c

n
j is an expansion coefficient.

We multiply ÂB̂ and B̂Â to both sides of the equation to get

ÂB̂|bn⟩ = bÂ|bn⟩ =
N
∑
j=1

ÂB̂cnj |aj⟩, B̂Â|bn⟩ =
N
∑
j=1

B̂cnj a|aj⟩.

We subtract these two equations from each other and then multiply ⟨bn| from the left,

⟨bn|(b − B̂)Â|bn⟩ =
N
∑
j=1

cnj (⟨bn|ÂB̂|aj⟩ − ab⟨bn|aj⟩).

We use ⟨bn|B̂
† = ⟨bn|B̂ = ⟨bn|b because B̂ is assumed to be a Hermitian operator, so the

left side is zero, i. e., ∑Nj=1 c
n
j (⟨bn|ÂB̂|aj⟩ − ab⟨bn|aj⟩) = 0. In general, every c

n
j is nonzero,

so the terms in the parenthesis must be zero:

⟨bn|ÂB̂|aj⟩ = ab⟨bn|aj⟩. (4.2.2)
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Next, we prove it by contradiction. Assuming ÂB̂ ̸= B̂Â leads to

⟨bn|ÂB̂|aj⟩ ̸= ⟨bn|B̂Â|aj⟩ = ab⟨bn|aj⟩,

which contradicts eq. (4.2.2). This proves our assumption ÂB̂ ̸= B̂Â is invalid, so the only
choice is ÂB̂ = B̂Â, or [Â, B̂] = 0.

4.3 Orbital angular momentum

We are going to use the theorem that two commutable operators share common eigen-
functions. While the Bohr model treats all quantities classically, QM treats the orbital
angular momentum as an operator, a cross product of the position operator and mo-
mentum operator. Because the level of difficulty to find an eigenfunction is different for
three components of the orbital angular momentum operator, we will find the eigen-
function of an easier operator that commutes with the total orbital angular momentum
operator. To avoid confusion, we state clearly here that we use ̂r for the radial unit vec-
tor, r̂ for the position operator, and r for the radius. In the r-representation, where all
functions are a function of r, we have r̂ = r.

4.3.1 Orbital angular momentum operators: ̂L, ̂L2, ̂Lz , ̂L+, and ̂L−
4.3.1.1 Operators in Cartesian coordinates
The orbital angular momentum operator is defined as

L̂ = r̂ × p̂ = r × (−iℏ)∇,

where r̂must be placed before p̂ because p̂ is an operator. Three components of L̂ are

L̂x = yp̂z − zp̂y = −iℏ(y
𝜕
𝜕z
− z 𝜕
𝜕y
),

L̂y = zp̂x − xp̂z = −iℏ(z
𝜕
𝜕x
− x 𝜕
𝜕z
),

L̂z = xp̂y − yp̂x = −iℏ(x
𝜕
𝜕y
− y 𝜕
𝜕x
).

(4.3.1)

Example 1 (Commutation among orbital angular momentum operators). Show [ ̂Lx , ̂Ly ] = iℏ ̂Lz .
From the definition of ̂Lx and ̂Ly , we have [ ̂Lx , ̂Ly ] = [yp̂z − zp̂y , zp̂x − xp̂z] = yp̂x[p̂z , z] + xp̂y [z, p̂z] =

iℏ(xp̂y − yp̂x) = iℏ ̂Lz .



4.3 Orbital angular momentum � 101

Together we have

[L̂x , L̂y] = iℏL̂z, [L̂y, L̂z] = iℏL̂x , [L̂z, L̂x] = iℏL̂y → L̂ × L̂ = iℏL̂. (4.3.2)

The raising and lowering operators L̂+ and L̂− are defined as

L̂+ = L̂x + iL̂y; L̂− = L̂x − iL̂y, (4.3.3)

where L̂†+ = L̂− and L̂
†
− = L̂+.

This shows that L̂x , L̂y and L̂z do not share a common eigenfunction. Next, we check
whether L̂ commutes with them, but unfortunately, it does not either. Then we move on
to L̂2 and find [L̂2, L̂x] = [L̂

2, L̂y] = [L̂
2, L̂z] = 0, so we can use any pairs of operators. It

is difficult to work with Cartesian coordinates since three coordinates are correlated to
each other. Spherical coordinates are relatively simpler.

4.3.1.2 Operators in spherical coordinates
The momentum operator is p̂ = −iℏ∇. In spherical coordinates,

∇ = ̂r 𝜕
𝜕r
+ θ̂ 1

r
𝜕
𝜕θ
+ ϕ̂ 1

r sin θ
𝜕
𝜕ϕ
,

where ̂r, θ̂ and ϕ̂ are unit vectors, not operators, along the ̂r, ̂θ, and ϕ̂ directions.Wewrite
the momentum operator as p̂ = ̂rp̂r + θ̂p̂θ + ϕ̂p̂ϕ, and by comparison, we find p̂r = −iℏ

𝜕
𝜕r ,

p̂θ = −iℏ
1
r
𝜕
𝜕θ and p̂ϕ = −iℏ

1
r sin θ
𝜕
𝜕ϕ .

We can now compute L̂ = r × p̂. Because ̂r × ̂r = 0, ̂r × θ̂ = ϕ̂, ̂r × ϕ̂ = −θ̂, and r = r ̂r,
L̂ only has two terms, with no dependence on r:

L̂ = −iℏ(ϕ̂ 𝜕
𝜕θ
− θ̂ 1

sin θ
𝜕
𝜕ϕ
), (4.3.4)

instead of three in Cartesian coordinates, greatly simplifying our calculation.
To find spherical expressions for L̂x , L̂y, and L̂z, the easiest way is to express ϕ̂ and

θ̂ in Cartesian coordinates,

θ̂ = cos θ cosϕx̂ + cos θ sinϕŷ − sin θẑ,

ϕ̂ = − sinϕx̂ + cosϕŷ,

where x̂, ŷ, and ẑ are unit vectors, not an operator. We plug θ̂ and ϕ̂ into eq. (4.3.4) to get
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L̂x = iℏ(sinϕ
𝜕
𝜕θ
+ cot θ cosϕ 𝜕

𝜕ϕ
),

L̂y = iℏ(− cosϕ
𝜕
𝜕θ
+ cot θ sinϕ 𝜕

𝜕ϕ
),

L̂z = −iℏ
𝜕
𝜕ϕ
.

(4.3.5)

Anotherway to derive L̂x , L̂y and L̂z is to start directly from eq. (4.3.1) and then transform
(x, y, z) to (r, θ,ϕ). This is left as a homework assignment.

4.3.2 Eigenfunctions of ̂L2 are spherical harmonics Ylm

The beginner may attempt to find the eigenfunction of L̂, but this is very difficult be-
cause essentially we have to solve three eigenequations for its three components. A bet-
ter strategy is to use L̂2. This is because [L̂2, L̂z] = 0 and because it is much simpler
to find an eigenfunction for L̂z. But first, to appreciate the enormous complexity of the
eigenequation of L̂2, we work out an expression for L̂2:

L̂2 = L̂ ⋅ L̂ = −ℏ2(ϕ̂ 𝜕
𝜕θ
− θ̂ 1

sin θ
𝜕
𝜕ϕ
) ⋅ (ϕ̂ 𝜕
𝜕θ
− θ̂ 1

sin θ
𝜕
𝜕ϕ
). (4.3.6)

This dot product harbors a hidden difficulty because θ̂ depends on ϕ as well, not just θ
and because operators act upon functions that follow them. To demonstrate this, we take
−θ̂ 1

sin θ
𝜕
𝜕ϕ ⋅ ϕ̂

𝜕
𝜕θ as an example. For a normal vector product, this must be zero because

θ̂ ⋅ ϕ̂ = 0, but here it is complicated. In the following derivation, we will temporarily
switch to Cartesian coordinates since they do not have this complicated relationship:

−θ̂ 1
sin θ
𝜕
𝜕ϕ
⋅ ϕ̂ 𝜕
𝜕θ
= −θ̂ 1

sin θ
⋅ [(
𝜕
𝜕ϕ

ϕ̂) 𝜕
𝜕θ
+ ϕ̂ 𝜕

2

𝜕ϕ𝜕θ
]

= −θ̂ 1
sin θ
⋅ [
𝜕
𝜕ϕ
(− sinϕx̂ + cosϕŷ) 𝜕

𝜕θ
+ ϕ̂ 𝜕

2

𝜕ϕ𝜕θ
]

= θ̂ 1
sin θ
⋅ [cosϕx̂ + sinϕŷ] 𝜕

𝜕θ
+ 0

=
1

sin θ
(cos θ cosϕx̂ + cos θ sinϕŷ − sin θẑ)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

θ̂

⋅(cosϕx̂ + sinϕŷ) 𝜕
𝜕θ

=
1

sin θ
[cos θ(cosϕ)2 + cos θ(sinϕ)2] 𝜕

𝜕θ
= cot θ 𝜕
𝜕θ
,

where 0 is due to θ̂ ⋅ ϕ̂ = 0. The rest of the terms are left as an exercise. Finally, we have

L̂2 = −ℏ2[ 1
sin θ
𝜕
𝜕θ
(sin θ 𝜕
𝜕θ
) +

1
sin2 θ
𝜕2

𝜕ϕ2
]. (4.3.7)
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To find the eigenfunctions of L̂2, we employ repeatedly what we have learned from
the previous section: Two commutable operators share the common eigenfunction. Es-
sentially, we first find the eigenfunctions of simpler operators and then assemble the
entire solution at the end. Since L̂2 commutes with L̂x , L̂y and L̂z, we can choose anyone
of them, but, in spherical coordinates, L̂z is the simplest (see eq. (4.3.5)).

We denote the eigenfunction of L̂2 as Ylm, the spherical harmonics, L̂
2Ylm = λYlm,

where λ is its eigenvalue. Since L̂2 and L̂z commute and share part of eigenfunctions,
we will use L̂z to help us determine the ϕ-dependent part of Ylm, η(ϕ), L̂zη(ϕ) = cη(ϕ),
where c is the eigenvalue of L̂z. Another part of Ylm is denoted as g(θ), so we can write
Ylm = g(θ)η(ϕ). g itself is independent of ϕ, so L̂zgη = gL̂zη, i. e., L̂zYlm = cYlm.

Exercise 4.3.2.
8. It is easy to show [L̂2, L̂] = 0. Can we say that L̂2 and L̂ share the common eigenfunction? And why?
9. Show [ ̂Lx , ̂Ly ] = iℏ ̂Lz , [ ̂Ly , ̂Lz] = iℏ ̂Lx , [ ̂Lz , ̂Lx] = iℏ ̂Ly .
10. Show [L̂2, ̂Lx] = [L̂

2, ̂Ly ] = [L̂
2, ̂Lz] = 0.

11. Two ladder operators are defined as ̂L± = ̂Lx ± i ̂Ly . Show [ ̂Lz , ̂L±] = ±ℏ ̂L±.
12. Starting from eq. (4.3.6), show that the final expression for L̂2 is eq. (4.3.7).

4.3.3 Eigenfunction of ̂Lz
Because L̂z physically represents a rotation by angle ϕ about the z-axis, it is independent
of r or θ,4 and we can change a partial differentiation equation to a full differentiation
equation,

− iℏ 𝜕
𝜕ϕ

η = cη,→ −iℏ d
dϕ

η = cη, (4.3.8)

where η is the eigenfunction and c is its eigenvalue. Its solution is η(ϕ) = η0e
i cℏϕ, where

η0 is a normalization constant. In general, c can take any value. However, if the sys-
tem has a rotational symmetry, such as the hydrogen atom, where the system after
360° rotation returns to its original state, meaning η(ϕ + 2π) = η(ϕ), then we have
η(ϕ) = η0e

icϕ/ℏ = η(ϕ + 2π) = η0e
icϕ/ℏ+i2cπ/ℏ → exp(i2cπ/ℏ) = 1. This means the eigen-

value c only takes on some restricted values c
ℏ2π = m2π or c = mℏ, wherem is an integer

and is called the magnetic angular momentum quantum number.5

4 This step is not possible for L̂x and L̂y because they depend on both ϕ and θ. We cannot convert the
partial differentiation to the full differentiation.
5 The reason we call it a magnetic angular momentum quantum number is that we assume a tiny artifi-
cial magnetic field along the z-axis to set our quantization axis. Equally, we would set the magnetic field
along the x-axis, and the entire argument would remain. The only difference is that we exchange the z-
with the x-axis. Note that this magnetic field is not present in reality, and it is used for our convenience.
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This shows that the eigenvalues of L̂z are quantized. This quantization derives from
the rotational symmetry. The eigenfunction is η(ϕ) = η0e

imϕ, where η0 is determined
by the normalization of the eigenfunction ∫2π0 η∗(ϕ)η(ϕ)dϕ = η202π = 1 → η0 =

1
√2π

,
η(ϕ) = 1

√2π
eimϕ. We have the eigenequation for L̂z as

L̂zη(ϕ) = mℏη(ϕ). (4.3.9)

If we multiply η(ϕ) by another g(θ) that is independent of ϕ, the resultant function is
still an eigenfunction of L̂z. This is the reason why in the last subsection our resultant
function is written as Ylm = ηg.

Because L̂z and L̂
2 share the same η, we can use η(ϕ) to get rid of 𝜕2/𝜕ϕ2 in L̂2 (see

eq. (4.3.7)).6 Specifically, we plug Ylm(θ,ϕ) into L̂2Ylm(θ,ϕ) = λYlm(θ,ϕ) to get a new
eigenequation for L̂2, ℏ2[ 1

sin θ
𝜕
𝜕θ (sin θ

𝜕
𝜕θ ) −

m2

sin2 θ
]g(θ) = λg(θ), i. e.,

[
1

sin θ
𝜕
𝜕θ
(sin θ 𝜕
𝜕θ
) −

λ
ℏ2
−

m2

sin2 θ
]g(θ) = 0,

whose solution g(θ) is an associated Legendre function Pml (cos θ). But, to find P
m
l (cos θ)

mathematically is laborious and does not add any physical insights to our solution. We
prefer the ladder operators to find the expression for Ylm. A crucial feature of the as-
sociated Legendre function is that, although the equation is independent of l, Pml (cos θ)
depends on l through m. l is called the angular momentum quantum number, and m
is the magnetic angular momentum quantum number and takes only the values m =
−l,−l + 1, . . . , l − 1, l. Thus, our eigenfunction Ylm is completely determined once l andm
are given. As we will prove in the following, λ = l(l + 1)ℏ2, where l = 0, 1, 2, 3, . . . . L̂2 and
L̂z satisfy the following eigenequations:

L̂2Ylm = l(l + 1)ℏ
2Ylm, L̂zYlm = mℏYlm. (4.3.10)

4.3.4 Using the angular momentum ladder operators to find Ylm

In the harmonic oscillator, the ladder operators enabled us to find a series of eigenfunc-
tions. Here, an identical method is used. The raising and lowering operators L̂+ and L̂−
are constructed from L̂x and L̂y (eqs. (4.3.3) and (4.3.5)),

L̂± = L̂x ± iL̂y = ±ℏe
±iϕ(
𝜕
𝜕θ
± i cot θ 𝜕

𝜕ϕ
), (4.3.11)

6 Whenwe say two operators share the same eigenfunction, what we reallymean is that they share part
of the same eigenfunction. For L̂z, this means the η(ϕ) part of the eigenfunction Ylm of L̂2.
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where L̂− = L̂
†
+. Because [L̂x , L̂

2] = 0, [L̂y, L̂
2] = 0 and [L̂±, L̂

2] = 0, L̂± and L̂2 share
the same eigenfunctions, then, if Ylm(θ,ϕ) = g(θ)η(ϕ) is an eigenfunction of L̂2, then
L̂+Ylm(θ,ϕ) and L̂−Ylm(θ,ϕ) are also eigenfunctions of L̂

2 (see Section 4.2.1). This is the
key relationship to be used to find g(θ). However, different from the harmonic oscilla-
tor, we do not know what L̂+Ylm or L̂−Ylm produces, so we cannot find an equation like
eq. (3.2.12). We need help from L̂z.

We apply L̂zL̂+ to Ylm to obtain

L̂z L̂+Ylm⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
focus

= (L̂+L̂z + ℏL̂+)Ylm = (L̂+mℏ + ℏL̂+)Ylm = (m + 1)ℏ L̂+Ylm⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
focus

, (4.3.12)

where we have used L̂zL̂+ = L̂+L̂z + ℏL̂+ and L̂zYlm = mℏYlm. L̂+Ylm is a different eigen-
function of L̂z, but increases its eigenvalue by +1ℏ. This is why L̂+ is called the raising
operator. L̂+ changes the eigenvalue for L̂z, but it keeps the eigenvalue of L̂

2. This shows
a crucial difference between two sets of operators: (1) Since [L̂+, L̂

2] = 0, the applica-
tion of L̂+ to Ylm does not change the eigenvalue for L̂2, and (2) since [L̂+, L̂z] ̸= 0, the
application of L̂+ to Ylm does change the eigenvalue of L̂z.

Now we are ready to find the eigenfunction of L̂2 in the same fashion as eq. (3.2.12)
(â|ϕ0⟩ = 0). Supposing that the eigenvalue of L̂z already reaches its maximum value lℏ,
i. e., L̂zYll = lℏYll , a further application of L̂+ to Yll should produce zero,

L̂+Yll = L̂+[gl(θ)ηl(ϕ)] = 0,→ ℏe
iϕ(
𝜕
𝜕θ
+ i cot θ 𝜕

𝜕ϕ
)gl(θ)ηl(ϕ) = 0. (4.3.13)

We plug ηl(ϕ) =
1
√2π

eilϕ into eq. (4.3.13) to find an equation for gl(θ),

ℏeiϕ( 𝜕
𝜕θ
+ i cot θ 𝜕

𝜕ϕ
)gl(θ)

1
√2π

eilϕ = 0,

which can be reduced to

eilϕ 𝜕
𝜕θ
gl(θ) + i cot θgl(θ)(il)e

ilϕ = 0→ dgl(θ)
dθ
= l cot θgl(θ) (4.3.14)

because gl(θ) is a function of θ only. We simplify eq. (4.3.14) to dgl(θ)
gl(θ)
= l cos θdθsin θ = l

d sin θ
sin θ

and integrate it to obtain ln(gl(θ)) = l ln(sin θ) = ln sin
l θ, or gl(θ) = sin

l θ. This is a
special solution (m = l) of the associated Legendre function.

Because gl(θ) = sin
l θ is the θ part of the eigenfunction of L̂2, our final eigenfunction

Ylm with l andm = l can be written as

Yl,m=l = glηl = Bl sin
l θeilϕ, (4.3.15)

where Bl is the normalization constant. Table 4.1 shows a few normalized spherical har-
monics, where eq. (4.3.15) matches all Yll in the table. In the previous derivation, we
started from L̂+Yll = 0 to obtain gl . We can also start from L̂−Yl,−l = 0 to obtain g−l .
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Table 4.1: Spherical harmonics Ylm(θ,ϕ) with orbital characters.

(l,m) Ylm Orbital (l,m) Ylm Orbital

(0,0) √ 1
4π s

(1,0) √ 3
4π cos θ pz (1,±1) ∓√ 3

8π sin θe
±iϕ px , py

(2,0) √ 5
16π (3 cos

2 θ − 1) dz2 (2,±1) ∓√ 15
8π cos θ sin θe

±iϕ dxz , dyz
(2,±2) √ 15

32π sin
2 θe±2iϕ dxy , dx2−y2

These spherical harmonics Ylm form a special series of functions. They are orthonor-
malized as

⟨Ylm|Yl′m′⟩ =
2π

∫
ϕ=0

π

∫
θ=0

Y∗lm(θ,ϕ)Yl′m′ (θ,ϕ) sin θdθdϕ = δll′δmm′ . (4.3.16)

If we apply L̂2 (eq. (4.3.7)) to the spherical harmonics Ylm=l in eq. (4.3.15), we can
find the eigenvalue of L̂2 as λ = l(l + 1)ℏ2, whose detailed derivation is relegated to the
ensuing exercise. Its eigenfunction is independent ofm, though the eigenequation of L̂2

depends onm. For this reason, ifm ≠ l, the θ and ϕ terms in Yl,m ̸=l must be adjusted (see
Table 4.1) in such a way that the terms with m are all canceled out. Yl,m ̸=l can be found
by repeatedly applying L̂−Yll , is subsequently shown.

4.3.4.1 Getting the rest of the spherical harmonics Ylm from ̂L+ and ̂L−
To obtain the rest of the eigenfunctions, we go back to eqs. (4.3.12) and (4.3.10),

L̂z[L̂+Ylm] = (m + 1)ℏ[L̂+Ylm], L̂z[Yl,m+1] = (m + 1)ℏ[Yl,m+1],

and compare the terms in the square brackets in the previous two equations. We con-
clude that these two terms must be equal to each other up to a constant C,

L̂+Ylm = ClmYl,m+1. (4.3.17)

This shows that, if Ylm is known, we can generate a new eigenfunction by applying L̂+ to
it. But, first we need to determine Clm. We take the Hermitian conjugate of eq. (4.3.17),

Y∗lmL̂− = C
∗
lmY
∗
l,m+1, (4.3.18)

and multiply eq. (4.3.18) with eq. (4.3.17) from the left to get

Y∗lmL̂−L̂+Ylm = |Clm|
2Y∗l,m+1Yl,m+1, (4.3.19)

where we have used L̂†+ = L̂− owing to L̂± = L̂x ± iL̂y.



4.3 Orbital angular momentum � 107

Our focus is on L̂−L̂+Ylm. Note that L̂
2 = L̂2x + L̂

2
y + L̂

2
z = L̂

2
z +

1
2 (L̂+L̂− + L̂−L̂+). Because

[L̂+, L̂−] = 2ℏL̂z, L̂+L̂−− L̂−L̂+ = 2ℏL̂z or L̂+L̂− = L̂−L̂++2ℏL̂z, we have L̂
2 = L̂2z+ L̂−L̂++ℏL̂z,

i. e., L̂−L̂+ = L̂
2 − L̂2z − ℏL̂z. Then L̂−L̂+Ylm = (l(l + 1) −m

2 −m)ℏ2Ylm, where we have used
eq. (4.3.10). Equation (4.3.19) can be simplified to

Y∗lm(l(l + 1) −m
2 −m)ℏ2Ylm = |Clm|

2Y∗l,m+1Yl,m+1. (4.3.20)

We integrate both sides over θ and ϕ,

∫ Y∗lm(l(l + 1) −m
2 −m)ℏ2Ylm sin θdθdϕ = |Clm|

2 ∫ Y∗l,m+1Yl,m+1 sin θdθdϕ,

and use the orthonormalization relation in eq. (4.3.16) to get Clm = √l(l + 1) −m(m + 1)ℏ,
where we choose a real Clm. Finally, we have

L̂+Ylm = √l(l + 1) −m(m + 1)ℏYlm+1, (4.3.21)

L̂−Ylm = √l(l + 1) −m(m − 1)ℏYlm−1, (4.3.22)

where the derivation of the second equation is given in the following exercise. We can
find the rest of Ylm from these two equations.

Example 2 (Find Y21 from Y22). Use the lowering operator to find Y21 from Y22 in Table 4.1.
We apply ̂L− (eq. (4.3.11)) to Y22 as

̂L−Y22 = −ℏe
−iϕ(
𝜕
𝜕θ
− i cot θ 𝜕

𝜕ϕ
)√

15
32π
(sin2 θ)e2iϕ = −4ℏeiϕ sin θ cos θ√ 15

32π
.

From eq. (4.3.22), ̂L−Y22 = 2ℏY21. These two equations must be the same, so we can find

Y21 = −√
15
8π

sin θ cos θeiϕ,

which matches the entry in Table 4.1.

4.3.4.2 Eigenvalues of ̂L2
Equations (4.3.21) and (4.3.22) make it possible to compute the expectation values of L̂x ,
L̂y, L̂

2
x , L̂

2
y, and L̂

2
x + L̂

2
y. Here, we use them to find the eigenvalues of L̂2, but there are two

ways to obtain them. One is to use the ladder operators, and the other is to apply L̂2 to
Yll (see the following exercise).

We rewrite L̂2 in terms of L̂+, L̂− and L̂z,

L̂2 = L̂2x + L̂
2
y + L̂

2
z = [

1
2
(L̂+ + L̂−)]

2

+ [
1
2i
(L̂+ − L̂−)]

2

+ L̂2z
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=
1
4
(L̂2+ + L̂

2
− + L̂+L̂− + L̂−L̂+) −

1
4
(L̂2+ + L̂

2
− − L̂+L̂− − L̂−L̂+) + L̂

2
z

=
1
2
(L̂+L̂− + L̂−L̂+) + L̂

2
z.

Using [L̂+, L̂−] = 2ℏL̂z to change L̂+L̂− to L̂−L̂+ + 2ℏL̂z, we obtain L̂2 = 1
2 (L̂−L̂+ + 2ℏL̂z +

L̂−L̂+) + L̂
2
z = ℏL̂z + L̂−L̂+ + L̂

2
z. Because L̂+Yll = 0 and L̂zYll = lℏ, L̂

2Yll = (ℏ
2l + l2ℏ2)Yll =

l(l + 1)ℏ2Yll . So, the eigenvalue of L̂
2 is l(l + 1)ℏ2.

Exercise 4.3.4.
13. Starting from ̂L−g−le

−ilϕ/√2π = 0, find g−l(θ).
14. Show ̂L−Ylm = √l(l + 1) − m(m − 1)ℏYlm−1. Hint: Follow eq. (4.3.22).
15. Use eqs. (4.3.21) and (4.3.22) to compute ⟨Ylm| ̂Lx |Ylm+1⟩ and ⟨Ylm| ̂Ly |Ylm+1⟩.
16. Directly apply L̂2 to Yll to find the eigenvalue of L̂

2. Hint: One has to start with the operator L̂2 and then
apply it to Yll .
17. Using ̂L−, (a) find Y1,0 from Y1,1, and (b) find Y1,−1 from Y1,0. (c) Show ̂L−Y1,−1 = 0, without using eq. (4.3.22).

4.4 Understanding orbital angular momentum

In CM, the magnitude of a vector A is given by √|A|2 = √A2x + A2y + A2z, where any com-
ponent Ax , Ay, or Az must be less or equal to |A|

2. In QM, these basic rules are different
because we use the wavefunction to compute the expectation value of an operator in
place of the magnitude. Vectors add another layer of difficulties. The expectation value
of an operator squared ⟨Â2⟩ differs from the expectation value squared, ⟨Â2⟩ ̸= ⟨Â⟩2.

4.4.1 Physical meanings: magnitude of a quantum vector

The orbital angular momentum serves as an excellent example. The first difficulty is
that L̂x , L̂y, L̂z do not commute, where the measurement of L̂z will affect those of L̂x and
L̂y, and vice versa. If the system is in the eigenfunction of L̂z, L̂z gets a definitive value
with no uncertainty, but then L̂x and L̂y are completely uncertain. The second difficulty
is that, although we can write down at the operator level, L̂2 = L̂2x + L̂

2
y + L̂

2
z, we cannot

use it to find the expectation value ⟨L̂2⟩ because ⟨L̂2x + L̂
2
y⟩ is unknown.

Supposing the system is in an eigenstate Ylm, which is an eigenfunction of L̂
2 and L̂z,

then we have

L̂2Ylm = l(l + 1)ℏ
2Ylm, L̂zYlm = mℏYlm.

This shows that we know the expectation values of both L̂2 and L̂z immediately, before
we can find ⟨L̂2x⟩ and ⟨L̂

2
y⟩. This is different from CM. Because Ylm is an eigenfunction of

L̂2 and L̂z, there is no uncertainty in their expectation values. Since m runs from −l to
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Figure 4.3: (a)m is limited between −l and l. (b) Projection of angular momentum on to the z-axis. Its
z-component cannot reach the full magnitude of L̂2 because L has a projection on the xy-plane. The ellipse
on the top denotes the case with the same ̂Lz , but with different ̂Lx and ̂Ly .

+l (see Fig. 4.3(a)), the maximum value of ⟨L̂z⟩ never reaches √l(l + 1)ℏ, which is again
different from CM. Figure 4.3(b) shows an example of l = 2, where L̂z only takes five
discrete values, the spatial quantization, all less than√l(l + 1)ℏ. The difference between
l(l + 1)ℏ2 andm2ℏ2 reflects Heisenberg’s uncertainty principle.

Although the expectation values of L̂x and L̂y are zero, those of L̂
2
x and L̂

2
y are not.

We can use L̂2 = L̂2x+ L̂
2
y+ L̂

2
z to find L̂

2
x+ L̂

2
y = L̂

2− L̂2z, as ⟨L̂
2
x+ L̂

2
y⟩ = (l(l+1)−m

2)ℏ2 ̸= 0. For
our example, l = 2 andm = 2, the expectation value of L̂2x + L̂

2
y is ⟨L̂

2
x⟩ + ⟨L̂

2
y⟩ = 2ℏ

2. This
means that the projection of L̂2 on to the xy-plane has a length of 2ℏ2 which L̂z misses.
This explains why in Fig. 4.3(b) all the arrows are tilted away from the z-axis.

Further insights can be gained from the uncertainty principle. The uncertainty ΔA
is defined as ΔA = √⟨Â2⟩ − ⟨Â⟩2. The uncertainties ΔLx and ΔLy in L̂x and L̂y must obey

ΔLxΔLy ≥

i
2
⟨[L̂x , L̂y]⟩


=
ℏ⟨L̂z⟩
2
=
ℏ
2
⟨Ylm|L̂z|Ylm⟩ =

mℏ2

2
.

Using m = 2, the minimum uncertainty is (2ℏ2/2) = ℏ2, so ΔLx and ΔLy must not be

smaller than ℏ. Therefore, ⟨L̂z⟩ cannot take the maximum length√6ℏ of√⟨L̂2⟩.

Example 3 (Compute ⟨ ̂Lx⟩ and ⟨ ̂Ly⟩). Given an eigenfunction Y1,−1, find: (a) ⟨ ̂Lx⟩, ⟨ ̂Ly⟩, ⟨ ̂Lz⟩; (b) ⟨ ̂L
2
x⟩, ⟨ ̂L

2
y⟩, ⟨ ̂L

2
z ⟩;

(c) verify ⟨ ̂L2x⟩ + ⟨ ̂L
2
y⟩ + ⟨ ̂L

2
z ⟩ = ⟨L̂

2⟩ = l(l + 1)ℏ2.
(a) A general strategy is to express ̂Lx in terms of ̂L+ and ̂L−. Since ̂L± = ̂Lx ± i ̂Ly , we have ̂Lx = ( ̂L+ + ̂L−)/2.

So ⟨ ̂Lx⟩ = (⟨ ̂L+⟩ + ⟨ ̂L−⟩)/2. We first compute ̂L+|Y1,−1⟩ = √1(1 + 1) − (−1)(−1 + 1)ℏY1,0 = √2ℏY1,0, where we
have used the identity eq. (4.3.21). Then ⟨ ̂L+⟩ = √2⟨Y1,−1|Y1,0⟩ = 0, due to the orthogonalization between
spherical harmonics. Similarly, we can find ⟨Y1,−1| ̂L−|Y1,−1⟩ = 0. Therefore, we find ⟨ ̂Lx⟩ = 0. Similarly we find
⟨ ̂Ly⟩ = 0. ̂Lz is in its eigenfunction, so ⟨ ̂Lz⟩ = mℏ = −ℏ.
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(b)We need to express the operator ̂L2x in terms of ̂L+ and ̂L−. We note that ̂L
2
x ̸= ( ̂L

2
++ ̂L

2
−+2 ̂L+ ̂L−)/4. This is

because ̂L+ and ̂L− do not commute. Instead, wemustmultiply it out as ̂L
2
x = ( ̂L

2
++ ̂L

2
−+ ̂L+ ̂L−+ ̂L− ̂L+)/4. Because

̂L2+( ̂L
2
−) increases (decreases) m by 2, its expectation value must be zero with Y1,−1. In addition, ̂L−Y1,−1 = 0,

so we are left with the last term ̂L− ̂L+Y1,−1 = √2ℏ ̂L−Y1,0 = √2√2ℏ
2Y1,−1 = 2ℏ

2Y1,−1. Finally, we have ̂L
2
xY1,−1 =

2ℏ2Y1,−1/4, so ⟨ ̂L
2
x⟩ =

1
2ℏ

2. Similarly,we find ⟨ ̂L2y⟩ =
1
2ℏ

2. Because Y1,−1 is an eigenfunction of ̂Lz , ⟨ ̂L
2
z ⟩ = ℏ

2.
(c) Because Y1,−1 is an eigenfunction of L̂

2, ⟨L̂2⟩ = l(l+1)ℏ2 = 2ℏ2. On the other hand, ⟨ ̂L2x⟩+⟨ ̂L
2
y⟩+⟨ ̂L

2
z ⟩ =

1
2ℏ

2 + 1
2ℏ

2 + ℏ2 = 2ℏ2. This is verified.

Exercise 4.4.1.
18. Suppose the system is in an eigenstate Y2,m, wherem takes ±2, ±1 and 0. Find (a) ⟨ ̂Lx⟩, ⟨ ̂Ly⟩, ⟨ ̂Lz⟩; (b) ⟨ ̂L

2
x⟩,

⟨ ̂L2y⟩, ⟨ ̂L
2
z ⟩; (c) verify ⟨ ̂L

2
x⟩ + ⟨ ̂L

2
y⟩ + ⟨ ̂L

2
z ⟩ = ⟨L̂⟩ = l(l + 1)ℏ

2.
19. A system is in state Y3,−2. (a) Find the angle between ̂Lz and the z-axis. (b) Find ⟨ ̂L

2
x + ̂L

2
y⟩.

4.4.2 Matrix representations and representation theory

As stated in Section 1.3.1, wave and matrix mechanics are equivalent. The angular mo-
mentum operator can be represented throughmatrices. This is a general property of an
operator with the condition that we need to choose a basis (a coordinate) to represent it.
A convenient basis for orbital angular momentum is Ylm. We take l = 1 as an example.
m has three values ±1, 0, so we have three basis functions, Y1,−1, Y1,0, Y1,1, just like x-, y-,
and z-axes in Cartesian coordinates. Thus, we have a 3 × 3 matrix. But, different from
the Cartesian coordinates, once we have a basis, we can represent operators in higher
dimensions such as 5× 5. The simplest operators are L̂+ and L̂−. Let us first start from L̂−
in eq. (4.3.22). If we number Y1,−1, Y1,0, and Y1,1 as our basis functions 1, 2, and 3, respec-
tively, then ⟨1|L̂−|2⟩ ≡ ⟨Y1,−1|L̂−|Y1,0⟩. The rest of the matrix elements follow the same
convention. These elements are found as follows. Since L̂−|Y1,1⟩ = √2ℏ|Y1,0⟩, the matrix
element is ⟨Y1,0|L̂−|Y1,1⟩ = √2ℏ⟨Y1,0|Y1,0⟩ = √2ℏ, which corresponds to ⟨2|L̂−|3⟩. We have

L̂− =

|Y1,−1⟩ |Y1,0⟩ |Y1,1⟩

( )
⟨Y1,−1| 0 √2ℏ 0
⟨Y1,0| 0 0 √2ℏ
⟨Y1,1| 0 0 0

, (4.4.1)

which is called the matrix representation of L̂−. Similarly, we can find

L̂+ =

|Y1,−1⟩ |Y1,0⟩ |Y1,1⟩

( )
⟨Y1,−1| 0 0 0
⟨Y1,0| √2ℏ 0 0
⟨Y1,1| 0 √2ℏ 0

. (4.4.2)



4.4 Understanding orbital angular momentum � 111

Since Ylm is an eigenfunction of L̂z, the L̂z matrix is diagonal, but the L̂x and L̂y
matrices have off-diagonal elements. We can use L̂− and L̂+ to find the matrices for L̂x
and L̂y through L̂x = (L̂+ + L̂−)/2 and L̂y = (L̂+ − L̂−)/(2i) as follows:

L̂x =
ℏ
√2
(
0 1 0
1 0 1
0 1 0

) , L̂y =
ℏ
√2i
(
0 −1 0
1 0 −1
0 1 0

) , L̂z = ℏ(
−1 0 0
0 0 0
0 0 1

) . (4.4.3)

It is important to note that the order of these elements is tied to the order of the basis
functions Ylm. Thematrix representation succinctly offers a different way to understand
the underlying properties of angular momentum.

In general, any operator Ô can be converted, or projected, between two representa-
tions A and B that have two different bases {|ai⟩}, {|bj⟩}. Every element can be written as
⟨ai|Ô|aj⟩ = ⟨ai|∑k |bk⟩⟨bk |Ô|∑l |bl⟩⟨bl|aj⟩ = ∑kl⟨ai|bk⟩⟨bk |Ô|bl⟩⟨bl|aj⟩, where we have
used the completeness of basis functions ∑k |bk⟩⟨bk | = 1 and ⟨ai|bk⟩ is one element of
transformation matrix R. The beauty here is that the completeness is limited to a partic-
ular l, instead of a summation over an infinite basis. In the matrix form, the operator in
two representations transforms as ÔA = RÔBR

−1. Section 4.5 extends this idea further.

Example 4 (Quantization axis along ̂Lx ). ̂Lx is given by the matrix in eq. (4.4.3). (a) Diagonalize it to find its
eigenvalues and eigenvectors. (b) Within the eigenvectors of ̂Lx , compute ⟨ ̂Lz⟩.

(a) To find the eigenvalues and eigenvectors of ̂Lx , we start from

̂Lx(
a
b
c
) =
ℏ
√2
(
0 1 0
1 0 1
0 1 0

)(
a
b
c
) = λ(

a
b
c
) , (4.4.4)

where λ is the eigenvalue and (a, b, c)⊺ is the eigenvector (⊺ is a transpose). In order to have a nontrivial root,
the determinant of the coefficients must be zero,



−λ ℏ/√2 0
ℏ/√2 −λ ℏ/√2
0 ℏ/√2 −λ



= 0,

which is a secular equation. Solving it yields three roots, λ = ℏ, 0ℏ, and −ℏ. One can see that ̂Lx in its own
eigenvectors also has the same three possible values as ̂Lz . Substituting these three eigenvalues into eq.
(4.4.4) gives us three eigenvectors as |mx = 1⟩ = (

1
2 ,

1
√2
, 12 )
⊺, |mx = 0⟩ = (

1
√2
, 0, 1√2 )

⊺, and |mx = −1⟩ =
( 12 ,−

1
√2
, 12 )
⊺, where we have used |mx⟩ to denote the eigenfunction of ̂Lx . If we include the basis functions,

these three eigenvectors are

|mx = 1⟩ =
1
2
Y1,−1 +

1
√2

Y1,0 +
1
2
Y1,1, (4.4.5)

|mx = 0⟩ =
1
√2

Y1,−1 +
1
√2

Y1,1, (4.4.6)

|mx = −1⟩ =
1
2
Y1,−1 −

1
√2

Y1,0 +
1
2
Y1,1, (4.4.7)
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where we see the eigenfunction of ̂Lx is a mixture of Y1,0 and Y1,±1. Rmatrix is just the coefficient matrix from
the previous three equations,

R =(

1
2

1
√2

1
2

1
√2

0 1
√2

1
2 −

1
√2

1
2

) .

(b) We have two ways to compute the expectation value of ̂Lz . We take |mx = 1⟩ as an example. The
simplest one is to use the ̂Lz matrix given in eq. (4.4.3). The expectation value of ̂Lz is

( 12
1
√2

1
2 ) ℏ(
−1 0 0
0 0 0
0 0 1

)(

1
2
1
√2
1
2

) = ℏ (− 12 0 − 12 )(

1
2
1
√2
1
2

) = 0.

Another way is to compute ̂Lz |mx = 1⟩ from eq. (4.4.5) to get −ℏ2 Y1,−1 +
0ℏ
√2
Y1,0 +

ℏ
2 Y1,1. Then, multiply ⟨mx |

from the left and integrate to get −ℏ2 +
ℏ
2 = 0.

The matrix representation is not limited to orbital angular momentum. We can start
from the position operator applied to the harmonic oscillator’s eigenstates (eq. (3.3.8))

x̂|n⟩ = √ ℏ
2mω
(â† + â)|n⟩ = √ ℏ

2mω
(√n + 1|n + 1⟩ +√n|n − 1⟩).

The position operator becomes the matrix,

x̂ = √ ℏ
2mω
(

0 √1 0 0 ⋅ ⋅ ⋅
√1 0 √2 0 ⋅ ⋅ ⋅
0 √2 0 √3 ⋅ ⋅ ⋅
0 0 √3 0 ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

) .

Exercise 4.4.2.
20. Find all the matrix elements of eq. (4.4.2).
21. Using the matrices from eq. (4.4.3), prove [ ̂Lx , ̂Ly ] = iℏ ̂Lz . This shows that it is equivalent if we use the
matrices for angular momentum operators.
22. Use R to convert ̂Lz matrix in the ̂Lz basis to the ̂Lx basis.

4.4.3 Chemical meanings: atomic orbitals

We have spent a significant amount of time to introduce orbital angular momenta. It is
time to get some insights into chemistry through spherical harmonics Ylm.
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Table 4.2: Some Legendre polynomials.

l Pl(x) Pl(cos θ)

0 1 1
1 x cos θ
2 1

2 (3x
2 − 1) 1

2 (3 cos
2 θ − 1)

3 1
2 (5x

3 − 3x) 1
2 (5 cos

3 θ − 3 cos θ)

Spherical harmonics Ylm consist of the products of Legendre polynomials with polar
eigenfunctions,

Ylm(θ,ϕ) = NlmP
m
l (cos θ)ηm(ϕ),

where ηm(ϕ) = e
imϕ. The normalization constant Nlm = (−1)

m√ (2l+1)2π
(l−m)!
(l+m)! is found by

requiring

∫ Y∗lm(θ,ϕ)Ylm(θ,ϕ)dΩ = 1,

where dΩ is the solid angle sin θdθdϕ. The complicated form of √ (2l+1)2π
(l−m)!
(l+m)! will be ex-

plained later. Table 4.2 shows a list of Legendre polynomials from l = 0 to 3. These math-
ematical polynomials take on newmeanings once we replace x by cos θ: They represent
the polar angular (θ) distribution of atomic orbitals in chemistry. The right-hand column
is a function of cos θ, which contains the angular information of spherical harmonics
Ylm. However, it is not possible to display it in a two-dimensional figure because it only
contains a single variable cos θ.

We find a good method by converting it to Cartesian coordinates through

x = Pl(cos θ)
 cos θ,

y = Pl(cos θ)
 sin θ,

where the “radius” is |Pl(cos θ)|; cos θ and sin θ convert the radius to x- and y-values. The
reader can plot them directly with an Excel spreadsheet and is strongly encouraged to
try it out. l = 0 corresponds to a circle. l = 1 corresponds to a dumbbell shape, and so
on. Figure 4.4 shows six different orbitals. In chemistry, these are atomic orbitals, s, p,
d up to m. For this reason, l is called the orbital angular momentum quantum number.
The p-orbital in the figure is a px -orbital since its main lobes are along the x-axis. If we
change Pl(cos θ) to Pl[cos(θ +

π
2 )], we have a py-orbital. Remember the actual orbitals

are three-dimensional, so we have to imagine a rotation of the orbital by 360∘ along its
axis. The pz-orbital can also be generated. To distinguish orbitals with the same l, ml is
introduced for −l, −l + 1, . . . , +l.7 That is why we need the associated Pml instead of Pl .

7 We useml to highlight the fact thatm pertains to l, though there is no confusion in this chapter.
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Figure 4.4: Atomic orbitals. (Top row) s-, p-, and d-orbitals, which correspond to l = 0, 1, and 2. The s-orbital
is spherical. The p-orbital has a dumbbell shape. (Bottom row) f -, g-, andm-orbitals, with l = 3, 4, 10.
The orbital splits as we increase the orbital angular momentum l. These orbitals are computed from code
legendre.f in the Appendix listing 11.9.

The reason why we call Pml the associated Legendre polynomial is because Pml is found
from Pl by taking additional derivatives.

We start from the Legendre polynomial definition Pl(x) (Rodrigues’ formula),

Pl(x) =
1
2ll!

dl

dxl
[(x2 − 1)l], (4.4.8)

where the variable is x, but in eq. (4.3.15) the variable is sin θ. To match them, we must
set x = cos θ, so x2 − 1 = − sin2 θ, which explains why we must write Pl(x) as Pl(cos θ)
in physics. The highest order in (x2 − 1)l is x2l . If we take l times of derivatives, we still
have xl . So we can keep on going for another l times of derivatives. This second group
of derivatives is denoted bym and is defined as the associated Legendre polynomials

Pml = (−1)
m(1 − x2)

m
2 dm

dxm
[Pl(x)], (4.4.9)

where the front factor is introduced to merely cancel out unwanted terms. If we substi-
tute eq. (4.4.8) into (4.4.9), we can combine two derivatives into a single one,

Pml (x) =
1
2ll!
(1 − x2)

m
2 dl+m

dxl+m
(x2 − 1)l . (4.4.10)

Mathematically, if m > l, Pml is zero because the highest order is x2l , so only m ≤ l re-
mains. Physically, the magnetic orbital quantum number m is bounded by the orbital
quantum number l. If m = −l, we have no derivative, just (1 − x2)−l/2(x2 − 1)l/(2ll!) =
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(1 − x2)l/2(−1)l/(2ll!) = (−1)l sinl θ/(2ll!) (eq. (4.3.15)), which shows how the front factor
cancels out unwanted terms. This expression matches eq. (4.3.15). Since l is an integer,
(−1)l only takes two values, ±1. If l = 1, then P01 corresponds to the pz-orbital, P

1
1 corre-

sponds to the px -orbital, and P
−1
1 corresponds to the py-orbital. If there is a symmetry in

the xy-plane, then px and py can take either P
1
1 or P
−1
1 .

Exercise 4.4.3.
23. Suppose l = 1. Starting from eq. (4.4.10), find P11 , P

−1
1 , and P01 .

24. Use the code legendre.f in the Appendix 11.9 to generate orbitals in Fig. 4.4.
25. Another way to plot atomic orbitals is to use gnuplot, which works on PC/Windows and Linux systems.
Use the scripts that Moore [23] provided to plot the dyz-orbital.

4.5 Central field potentials: symmetry and conservation law

A quantum mechanical treatment provides unprecedented insight into the electronic
structures of an atom, but very few problems can be solved analytically. For this rea-
son, one often employs the symmetry of atoms, molecules, and solids. The central field
potential is a starting point. This section starts with a brief introduction of symmetry op-
eration and its associated law of conservation and then uses the common eigenfunction
properties to simplify and solve the hydrogen problem.

4.5.1 Symmetry and conservation

Symmetry in QM plays a bigger role than in CM and underlines many laws of conserva-
tion. Chapter 2 introduces the Schrödinger equation through the time-invariance sym-
metry. Every symmetry introduces a hidden degeneracy. An extensive discussion can be
found elsewhere [24, 25, 26, 27]. Here, we introduce the rotational symmetry. The central
field potential V (r) only depends on the radius r, not the direction of r, so we can write
the potential as V (r). If we rotate the system by any angle, V (r) remains the same. Be-
cause the Hamiltonian is the sum of the kinetic energy and potential energy Ĥ = T̂ + V
and T̂ is always rotationally symmetric, the Hamiltonian is said to have rotational sym-
metry.

4.5.2 Rotation of coordinates

It is helpful to start with the rotation of a coordinate. Supposing we have the initial
coordinate r, a rotation, defined by R̂, will send r to the new coordinate r′,

r′ = R̂r, r′i =∑
j
R̂ijrj in components, (4.5.1)
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where the general expressions of R̂ are given in Section 11.3.1. If one requires the length
of r′ is equal to that of r, one can show that the inverse of R̂, R̂−1, must satisfy R̂−1R̂ = I ,
where I is the identity matrix and R̂ is called the unitary matrix and satisfies R̂−1 = R̂†.

Exercise 4.5.2.
26. If the length of r′ is equal to that of r, prove R̂−1R̂ = I .

4.5.3 Rotation of a wavefunction in the function space

Rotation of a wavefunction ψ(r) means that (i) we change the variable r to r′, and (ii)
require the rotatedwavefunctionψ′(r′) be equal to the initialψ(r), i. e.,ψ(r) = ψ′(r′). (ii)
is purely due to the physical reason: Two wavefunctions must contain the same physics
in space. Similar to eq. (4.5.1), we define the rotation of a wavefunction as

ψ′(r) ≡ R̂ψ(r), (4.5.2)

where r is fixed and ψ′(r) is the rotated wavefunction to be found. We start from ψ′(r′)
and use eq. (4.5.1) to rewrite it as ψ′(r′) = ψ′(R̂r). Then, using (ii), we find

ψ′(r′) = ψ′(R̂r) = ψ(r). (4.5.3)

Next, we change r→ R̂−1r in the second equation in eq. (4.5.3) to obtain

ψ′(R̂R̂−1r) = ψ(R̂−1r)→ ψ′(r) = ψ(R̂−1r), (4.5.4)

wherewe have used R̂−1R̂ = I . Now, comparing eqs. (4.5.2) and (4.5.4), we obtain the final
rotated wavefunction ψ′(r),

ψ′(r) = R̂ψ(r) = ψ(R̂−1r)→ ψ′(r) = ψ(R̂−1r), (4.5.5)

which shows that the rotated wavefunction is the same as ψ, except the coordinate r
rotates in the opposite direction. If we want to rotate the wavefunction by +30∘ along
the z axis, all we need to do is to rotate the coordinate r in ψ(r) by −30∘ along the z axis.

4.5.4 Rotation of an operator

Rotation of an operator is different. Consider the time-dependent Schrödinger equations
for ψ and ψ′, iℏ 𝜕ψ𝜕t = Ĥψ, iℏ

𝜕ψ′
𝜕t = Ĥ

′ψ′, where Ĥ′ is the Hamiltonian after rotation R̂. We
plug ψ′ = R̂ψ into the second term to get

iℏ𝜕(R̂ψ)
𝜕t
= Ĥ′R̂ψ → iℏR̂𝜕ψ

𝜕t
= Ĥ′R̂ψ.
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Multiplying both sides by R̂−1, we get

iℏR̂−1R̂𝜕ψ
𝜕t
= R̂−1Ĥ′R̂ψ,→ iℏ𝜕ψ

𝜕t
= R̂−1Ĥ′R̂ψ.

If we compare it with iℏ 𝜕ψ𝜕t = Ĥψ, we have

Ĥ = R̂−1Ĥ′R̂→ Ĥ′ = R̂ĤR̂−1.

This reveals an important relation for a general operator Ô. If we want to rotate an
operator Ô, the operator transforms to R̂ÔR̂−1. This is an extension of representation
theory given in Section 4.4.2, where ÔA = RÔBR

−1. This is in contrast to a wavefunction,
R̂ψ(r), where the rotation R̂ only appears once. But, for an operator, R̂ appears twice.

4.5.5 Conservation of angular momentum

Next, we consider what happens if Ĥ is invariant under rotation R̂, i. e., Ĥ′ = Ĥ :

Ĥ = R̂ĤR̂−1 → ĤR̂ = R̂Ĥ → [Ĥ , R̂] = 0.

This means R̂ commutes with Ĥ , so R̂ and Ĥ share some common eigenvectors.
Consider that R̂εz represents a rotation by a small angle ε along the z-axis, so the

wavefunction changes as ψ(ϕ)→ ψ(ϕ − ε), which can be Taylor expanded to

R̂εzψ(ϕ) = ψ(ϕ − ε) = ψ(ϕ) − ε
𝜕
𝜕ϕ

ψ(ϕ) + ε
2

2!
𝜕2

𝜕ϕ2
ψ(ϕ) − ⋅ ⋅ ⋅

= ψ(ϕ) − i
ℏ
εL̂zψ(ϕ) +

1
2!
(
−iεL̂z
ℏ
)
2

ψ(ϕ) − ⋅ ⋅ ⋅

= [1 − i
ℏ
εL̂z +

1
2!
(−

iεL̂z
ℏ
)
2

− ⋅ ⋅ ⋅]ψ(ϕ) = e−iεL̂z/ℏψ(ϕ),

where we have used L̂z = −iℏ
𝜕
𝜕ϕ . This reveals that ̂R

ε
z = e

− iεL̂zℏ represents a rotation
operator, which is realized by L̂z. If [R̂

ε
z, Ĥ] = 0, then [L̂z, Ĥ] = 0. Although we have

previously encountered this same commutation, the difference here is that we derive
it through the rotational symmetry. The same l has 2l + 1 different m, m = −l, . . . ,+l,
degeneracy as previously discussed.

In summary, the rotational symmetry of a system underlines a conservation law.
Mathematically, it is realized through the commutation of an operator Ôwith Ĥ . Accord-
ing to the Heisenberg equation of motion (Section 3.5), for L̂z, we have

dL̂z
dt =

1
iℏ [L̂z, Ĥ] =

0, which means that L̂z is constant and is a conserved quantity, a key insight that under-
lines our solution for the hydrogen atom in the following sections.
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Exercise 4.5.5.
27. Starting from eq. (4.5.2), if we require the probability density ρ(r) to be the same for ψ′(r) and ψ(r), show
R̂−1R̂ = I , where I is the identity matrix. Hint: The conjugation of eq. (4.5.2) is ψ′ ∗ = ψ∗(r)R̂†.
28. ̂T , a translation operator, transforms f (x) to f (x − a), i. e., ̂Taf (x) = f (x − a), where a is a finite distance
along the x-axis. Find the expression for the operator ̂Ta.

4.6 Hydrogen atom

Our goal is to find the solution to the Schrödinger equation of the hydrogen atom, that
is, the eigenfunction of the Hamiltonian operator Ĥ , but this is a difficult task. The ro-
tational symmetry of the hydrogen atom and its subsequent commutations, [L̂2, Ĥ] = 0
and [L̂z, Ĥ] = 0, allow us to get the angular part of the eigenfunction of the hydrogen
Hamiltonian, Ylm, without even solving the Schrödinger equation. We will repeatedly
use Ylm. The central potential simplifies the equation further to a radial equation.

4.6.1 Spherical symmetry

The Hamiltonian consists of the kinetic energy and the potential energy due to the
Coulombic attraction from the proton,

Ĥ = T̂ + V = −ℏ
2∇2

2me
+
−e2

4πϵ0r
.

Since the analytical solution in Cartesian coordinates is difficult to find, we convert it to
spherical coordinates.

First, we change the Laplacian to spherical coordinates,

∇2 =
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
) +

1
r2 sin θ

𝜕
𝜕θ
(sin θ 𝜕
𝜕θ
) +

1
r2 sin2 θ

𝜕2

𝜕ϕ2

=
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
) +

1
r2
[

1
sin θ

1
𝜕θ
(sin θ 𝜕
𝜕θ
) +

1
sin2 θ
𝜕2

𝜕ϕ2
].

(4.6.1)

Because

L̂2 = −ℏ2[ 1
sin θ
𝜕
𝜕θ
(sin θ 𝜕
𝜕θ
) +

1
sin2 θ
𝜕2

𝜕ϕ2
],

the second term in the brackets in eq. (4.6.1) is just −L̂2/ℏ2, and the Laplacian operator
is

∇2 =
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
) +
−L̂2/ℏ2

r2
→ T̂ = − ℏ

2

2me
[
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
) −

L̂2

ℏ2r2
]. (4.6.2)
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Since L̂2 and L̂z only act upon the angular part, not on the radial part of the wave-
function, the following commutation relationships are valid: [∇2, L̂2] = 0, [∇2, L̂z] = 0,
[T̂ , L̂2] = 0, and [T̂ , L̂z] = 0. Since the potential does not depend on the angular variables
θ and ϕ, [V , L̂2] = 0, [V , L̂z] = 0. Therefore, we have [Ĥ , L̂

2] = 0 and [Ĥ , L̂z] = 0, so the
eigenfunction Ylm of L̂2 and L̂z is also the eigenfunction of Ĥ .

4.6.2 Separation of variables and the radial Schrödinger equation

Because our potential V (r) does not depend on either θ or ϕ, this allows us to separate
the radial part Rnl from the angular part Ylm of the wavefunction, i. e., ψnlm(r, θ,ϕ) =
Rnl(r)Ylm(θ,ϕ), where ψ has three quantum numbers, n, l, m, the main quantum num-
ber, orbital, and magnetic orbital angular momentum quantum numbers, respectively.
Because we already know the spherical harmonics Ylm(θ,ϕ), our job is to find Rnl . We
substitute ψ into the Schrödinger equation Ĥψ = Eψ and obtain (T̂ +V )Rnl(r)Ylm(θ,ϕ) =
ERnl(r)Ylm(θ,ϕ). According to eq. (4.6.2), we have

T̂Rnl(r)Ylm(θ,ϕ) = −
ℏ2

2me
[
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
)RnlYlm −

l(l + 1)ℏ2

ℏ2r2
RnlYlm]

= −
ℏ2Ylm
2me
[
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
)Rnl −

l(l + 1)
r2

Rnl],

where we have used the fact that the first term in the kinetic energy operator does not
depend on angles θ and ϕ. We can cancel Ylm on both sides to get

{−
ℏ2

2me
[
1
r2
𝜕
𝜕r
(r2 𝜕
𝜕r
) −

l(l + 1)
r2
] −

e2

4πϵ0
1
r
}Rnl(r) = EnlRnl(r). (4.6.3)

In the following, we suppress the subscript nl in R. The convoluted derivative in the
first term can be simplified further if we let R = u

r , where u is a function of r. Taking the
derivative of Rwith respect to r leads to dR

dr = −
u
r2 +

1
r
du
dr . We multiply r2 on both sides to

get r2 dRdr = r
du
dr − u and take another derivative with respect to r to obtain

d
dr
(r2 dR

dr
) =

du
dr
+ r d

2u
dr2
−
du
dr
= r d

2u
dr2
.

Substituting the above expression into eq. (4.6.3), we find

−
ℏ2

2me
[
1
r
d2u
dr2
−
l(l + 1)R

r2
] + VR = ER.

Replacing the remaining R in the above equation by u yields
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Table 4.3: Radial wavefunctions Rnl(r) of the hydrogen atom. Only the radial wavefunctions can distinguish

different n. All have a factor a−
3
2

0 . The key variable is r/(na0), where a0 is the Bohr radius. As n increases,
the wavefunction decays more slowly with r.

R10(r) = 2a
− 32
0 e−

r
a0 (1s)

R20(r) =
1
√2
a−

3
2

0 (1 −
r
2a0
)e−

r
2a0 (2s)

R21(r) =
1
√6
a−

3
2

0
r
2a0

e−
r

2a0 (2p)

R30(r) =
2

3√3
a−

3
2

0 (1 − 2
r
3a0
+ 2

3 (
r
3a0
)2)e−

r
3a0 (3s)

R31(r) =
8

9√6
a−

3
2

0
r
3a0
(1 − 1

2
r
3a0
)e−

r
3a0 (3p)

R32(r) =
4

9√30
a−

3
2

0 (
r
3a0
)2e−

r
3a0 (3d)

−
ℏ2

2me
[
d2u
dr2
−
l(l + 1)u

r2
] + Vu = Eu,

−
ℏ2

2me

d2u
dr2
+ [

l(l + 1)ℏ2

2mer2
−

e2

4πϵ0r
]u = Eu,

(4.6.4)

where in the last step we have replaced V by its Coulomb potential energy −e2/4πϵ0r.
Equation (4.6.4) is an eigenequation with a boundary condition u → 0 as r →∞.

For the same l, there are infinite solutions, so we assign two quantum numbers n
and l to u and E as unl and Enl , where n runs from 1 to∞ and l from 0 to∞. Rnl is given
as

Rnl(r) = Nnle
− r
na0 (

2r
na0
)
l

L2l+1n−l−1(
2r
na0
), (4.6.5)

where Nnl is a normalization constant, L
2L+1
n−l−1 is an associated Laguerre polynomial, and

a0 is the Bohr radius. Table 4.3 lists a few radial wavefunctions. The 1s wavefunction is
R10(r) = 2a

− 32
0 e−

r
a0 . The entire wavefunction is

ψnlm(r, θ,ϕ) = Rnl(r)Ylm(θ,ϕ), (4.6.6)

and the eigenenergies are

En = −
1
2

e4me
(4πϵ0)2ℏ2n2

= −
1
2

e2

4πϵ0a0n2
= −

1
2

e2

4πϵ0r2n
= −

13.6 eV
n2
. (4.6.7)

Analytically solving eq. (4.6.4) is tedious, has little value for latter sections, and also hides
the true meaning of n.
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Exercise 4.6.2.
29. Show the ground-state wavefunction R10(r) is normalized, ∫

∞
0 |R10(r)|

2r2dr = 1.
30. The radial probability ρ(r) is defined as r2|R10(r)|

2. (a) Show the maximum probability is at r = a0, and (b)
find the probability.
31. Supposing an electron is in the ground state of the hydrogen atom, find: (a) ⟨ ̂r⟩; (b) ⟨ ̂r2⟩; (c) ⟨ ̂x⟩; and (d)
⟨ ̂x2⟩. Here, ̂x is the position operator, not a unit vector.

4.7 Numerical solution of the hydrogen atom: hydrogen code

This section employs a numerical method that translates a differential equation into
a matrix, i. e., matrix mechanics in Section 1.3.1. After diagonalizing the Hamiltonian
matrix, one has both eigenvalues and eigenstates. Our hydrogen code is attached in an
appendix to this book. The results are highly accurate and also contain continuum states
with positive eigenenergies. Thematrixmechanics is equivalent to thewavemechanics,
but it is much more powerful. The only requirement is that one has a way to diagonal-
ize a matrix, but in the 1980s Jack Dongarra and associates developed LAPACK (linear
algebra package). We highly recommend this to the beginner, so he/she can appreciate
insights into eigenstates.

4.7.1 Atomic units

In CM, the SI unit is the norm, but in QM it is too small to handle numerically. For in-
stance, 1 eV = 1.602 × 10−19 J. Therefore, nearly all numerical calculations use atomic
units, or a. u.. In the literature, the energy has two atomic units as briefly mentioned in
Section 4.4.1: One is the Hartree (Ha), and the other is the Rydberg (Ry). 1 Ry = 13.6 eV
and 1 Ha = 2 Ry = 2 × 13.6 eV = 27.2 eV. The angular momentum’s a. u. is ℏ. The electron
mass is defined as the atomic unit of mass, i. e., 1me = 1, and its charge squared as e

2 = 1.
The Bohr radius a0 = 0.529 Å is the length unit. In addition, we set 4πϵ0 = 1. Doing so
converts the eigenequation from

−
ℏ2

2me

d2unl
dr2
+ [
ℏ2l(l + 1)
2mer2

−
e2

4πϵ0r
]unl = Enlunl

to

−
1
2
d2unl
dr2
+ [

l(l + 1)
2r2
−
1
r
]unl = Enlunl .

This can be simplified to

−
d2unl
dr2
+ [

l(l + 1)
r2
−
2
r
]unl = 2Enlunl , (4.7.1)
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Figure 4.5: Effective potentialsW(r) for (a) s-, (b) p-, and (c) d-orbitals. The same type of orbitals has the
same potential. For instance, all the d-orbitals have the same potential.

where the terms before unl defines the actual Hamiltonian operator in our code as

Ĥ ≡ − d
2

dr2
+ [

l(l + 1)
r2
−
2
r
] = −

d2

dr2
+W (r). (4.7.2)

Here,W (r) acts as an effective orbital-dependent potential8 for our eigenequation for
unl , unl(r) = rRnl(r). Figure 4.5(a) showsW (r) for all the s states. Because l = 0, it only
has −2/r, so as r → 0, W (r) → −∞. This represents a strong attraction for the elec-
tron, where the electron stays closer to the proton. As we increase l to 1, this attrac-
tion becomes weaker (see Fig. 4.5(b)) because of the increase in the centrifugal potential
l(l + 1)/r2. At l = 2, i. e., the d-orbital, the potential becomes much shallower (Fig. 4.5(c)),
and the electron tends to become more diffusive.

4.7.2 Discretization of the eigenequation

A computer can often handle a function at discrete points, r1, r2, . . . , rN . These points are
called mesh grid points. Our u is defined at these points, u(r1), u(r2), . . . , u(rN ), where N
is the number of points. For a straightforward calculation, we use a uniform mesh, so
the step size Δr is the same. This means that r1 = r0 + Δr, r2 = r0 + 2Δr, . . . , where r0 is
the first radius and can be chosen to be 0.

Now, consider u(r + Δr) and u(r − Δr). We can expand them around r as

u(r + Δr) = u(r) + du
dr

Δr + 1
2!
d2u
dr2
(Δr)2 + 1

3!
d3u
dr3
(Δr)3 + ⋅ ⋅ ⋅ + O((Δr)n),

u(r − Δr) = u(r) − du
dr

Δr + 1
2!
d2u
dr2
(Δr)2 − 1

3!
d3u
dr3
(Δr)3 + ⋅ ⋅ ⋅ + O((Δr)n).

We keep all the terms up to second order and sum both sides to get

8 The pseudopotential calculation in the actual research is similar to this potential.
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d2u(r)
dr2
=
u(r + Δr) + u(r − Δr) − 2u(r)

(Δr)2
.

To see why d2u(r)
dr2 is a matrix, we introduce the mesh index k for r, k + 1 for r + Δr, and

k − 1 for r − Δr, and the equation becomes

d2u(k)
dr2
=
u(k + 1) + u(k − 1) − 2u(k)

(Δr)2
. (4.7.3)

For a fixed index k on the left, d
2u(r)
dr2 has three nonzero elements. The coefficient of the

last term u(k) on the right contributes a diagonal element −2/(Δr)2 to the Hamiltonian
matrix H(k, k). Two coefficients of u(k − 1) and u(k + 1), i. e., 1/(Δr)2, are just two off-
diagonal elements H(k, k − 1) and H(k, k + 1). Note that u(k) is an element of the eigen-
vector to be found and should not be considered as a matrix element.

Therefore, − d
2

dr2 contributes three nonzero elements.W (r) in eq. (4.7.2) contributes
a diagonal term, l(l+1)r2 −

2
r .

H(k, k) = 2
(Δr)2
+
l(l + 1)
r2
−
2
r
, H(k, k ± 1) = − 1

(Δr)2
.

The left side of eq. (4.7.1) becomes a product of the matrix with a vector {uk} and the
right side eq. (4.7.1) is 2Enl multiplied by a vector,

(
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
⋅ ⋅ ⋅ H(k, k − 1) H(k, k) H(k, k + 1) ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

)
(((

(

...
u(k − 1)
u(k)

u(k + 1)
...

)))

)

= 2Enl
(((

(

...
u(k − 1)
u(k)

u(k + 1)
...

)))

)

.

As k runs from 1 to N , we can complete a full matrix. This matrix is programmed into
our code hydrogen.f in the Appendix listing 11.10.

4.7.3 Hamiltonian matrix and its eigenstates on the grid mesh

The Schrödinger equation, eq. (4.7.1), has l, but has no n. How n enters our solution is
not obvious.9 Numerically, the maximum n is determined by the number of mesh grid
points, N . If N →∞, then n→∞. If we choose N = 10, then the maximum n is 10. How-
ever, these ten eigenstates do not necessarily correspond to the same 10 lowest eigen-

9 One way to understand this is to note that the Schrödinger equation is an eigenequation with two
unknowns, eigenstates and eigenenergy. For every eigenenergy, one has an eigenstate, so n is infinite.
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Figure 4.6: Radial wavefunctions of 1s, 2s, 3s, 2p, 3p, 4p, 3d, 4d, and 5d. Going from top to bottom with the
same l, the number of nodes increases by one with the main quantum number n. Going from left to right,
the wavefunction is similar across different l, but with an increase in l, the wavefunction becomes more
diffusive or delocalized. To convert the numerical wavefunction to rRnl(r), one has to divide it by√Δr (see
the text). Caution: the horizontal axes are not the same in each subfigure.

states of hydrogen. This is because both N and Δr affect our results, as NΔr sets the
maximum spatial extension of a wavefunction.

In the code, we choose N = 1,600 and the mesh size Δr is 0.05 Bohr, so the matrix
size is 1,600 × 1,600, nmax = 1,600, and the maximum spatial extension is NΔr = 80 Bohr.
After setting up the Hamiltonian matrix, we diagonalize it with the LAPACk code to find
the eigenvalues and eigenvectors. The eigenvalue produced from the code is 2Enl , and
because eq. (4.7.1) has 2Enl as its eigenvalues, our actual Enl is half the eigenvalues from
the code.

Figure 4.6 shows our numerical solutions for the hydrogen atom using code
hydrogen.f. To run the code, one must choose l. For instance, if l = 0, all the s-states
are calculated. The lowest state has n = 1 and is a 1s-state. This is the ground state of the
hydrogen atom. Our numerical wavefunction Z(i, n) directly from the code differs from
rRnl(r) by √Δr.

10 Figure 4.6 has a general trend of these wavefunctions. Going from

10 Z(i, n) is normalized as ∑i |Z(i, n)|
2 = 1, but Rnl is normalized as ∫∞0 R2nl(r)r

2dr = 1, so Z2(i, n) =
R2nl(r)r

2dr, i. e., rRnl(r) = Z/√Δr, where dr is written as Δr in the last step.
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top to bottom with a fixed l, the number of nodes increases by one. Going from left to
right, the number of nodes11 is always the same, and the shape of the wavefunction is
similar, but the wavefunction becomes more extended and delocalized as l increases. It
is easy to remember that the first orbital for each l has no node, the second orbital has
1 node, and the third one has 2 nodes. In fact, it would be much simpler if we could call
these first orbitals in each l, 1s, 1p, 1d, . . . , but this is not used.12 This convention is the
well-known aufbau (building-up) principle.

It is interesting to focus on the 1s-orbital. Figure 4.6 (top left) shows that our nu-
merical solution matches perfectly the analytical solution (from Table 4.3) since the two
curves overlap. The wavefunction peaks at exactly one Bohr radius, r = a0, as also can
be seen in the prior exercise in Section 4.6.2. To be more precise, this is the square root
of the probability √ρ(r). The reader must be cautious that the radial wavefunction is
normalized as

∞

∫
0

Rnl(r)

2r2dr =

∞

∫
0

ρ(r)dr, (4.7.4)

not ∫∞0 |Rnl(r)|
2dr, so that the probability is ρ(r) ≡ r2|Rnl(r)|

2.

4.7.4 Hydrogen-like ions: ionic radii and Alzheimer’s disease

What we have learned so far concerns one single H atom. Many ions such as He+, Li++,
Be+++ are similar to hydrogen. They also have a single electron in the outer shell. The
main difference is that their ionic core has Z protons, so the nuclear charge increases
from +e to +Ze, which in turn reduces the atomic radius from the Bohr radius a0 to
r1 = a0/Z. Here, Z is the atomic number or the effective atomic number Zeff.

13

So the eigenenergy is changed from eq. (4.6.7) to

En = −
1
2

e2Z2

4πϵ0a0n2
= −

1
2

e2Z2

4πϵ0r2n
= −

Z213.6 eV
n2
, (4.7.5)

and in the eigenfunctions (see Table 4.3) every a0 becomes a0/Z. This is the reason why,
in the periodic table across the same row, atomic radii decrease from left to right. Their
ionic radii with the same outer-shell charges decrease in the same fashion. For instance,

11 Here, nodes refer to the wavefunction crossing the zero line.
12 Because 2s and 2p have the same eigenenergy, and 3s and 3d have the same energy, and so on, the
main quantum number n for pmust start from n = 2, and for d it must start from n = 3.
13 Due to the screening effect by the innermost electrons, the outermost electrons experience the charge
less than the actual nuclear charge +Ze.
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Figure 4.7: 1s radial wavefunctions for Z = 1 (solid line) and 2 (dashed line). The larger Z wavefunction is
contracted and has a higher peak.

Na+, Mg2+ and Al3+ have radii of 1.02, 0.72, and 0.53 Å, respectively. Different radii af-
fect how these ions pass through blood-brain barriers and directly affect brain func-
tion. There is an ongoing investigation as to whether Al or other metals could lead to
Alzheimer’s disease or other types of dementia. What can be ascertained here is that the
Al3+ ion almost has the same size as the H atom and is likely to have a higher mobility.

We can use the same hydrogen code to compute this numerically. The only change
is in the function υ(r, l) in the code. Figure 4.7 shows two 1s-states for Z = 1 (solid line)
and Z = 2 (dashed line). One can see a larger Z shifts the peak toward r = 0 where the
ionic core situates.

Exercise 4.7.4.
32. The Schrödinger equation has no variable n, the main quantum number. Explain how it enters our calcu-
lation.

The following exercises are based on code hydrogen.f in the Appendix listing 11.10.
33. Use the existing nm and dr (a) to compute the 1s-, 2p-, and 3d-wavefunctions unl(r), and (b) plot them and
compare them with Fig. 4.6. Note that our wavefunction is really rRnl(r).
34. (a) Investigate how nm affects the wavefunctions and eigenenergies for l = 2 with nm increasing from
400 to 1,500 for Z = 1 and Z = 2. (b) For s-states, compare the numerical eigenenergies with the theoretical
ones, as you increase nm from 400 to 1,200. What can you conclude by comparing these results?
35. It is possible to compute the radial transition matrix elements between 1s and 2p by properly modify-
ing the code. Hint: One can save the wavefunctions first and then use these wavefunctions to compute the
transition matrix elements.

4.8 Franck–Hertz experiment

Although spectral lines from atoms provide evidence of energy quantization, it is indi-
rect because one relies on optics. Franck and Hertz provided a direct proof of energy
quantization through electric current and voltage. They discovered that the collisions
between energetic incident electrons andmercury atoms are both elastic and, more im-
portantly, inelastic. It is the latter that directly proves the energy quantization.
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However, they were unaware of Bohr’s theory when they carried out the experi-
ment. Here is an excerpt from James Franck in “On the recent past of physics” by Gerald
Holton, American Journal of Physics, Vol. 29, p. 805 (1961). “It might interest you to know
thatwhenwemade the experiments that we did not knowBohr’s theory.We had neither
read nor heard about it. We had not read it because we were negligent to read the liter-
ature well enough – and you know how that happens. ⋅ ⋅ ⋅ . But wemade that experiment
(and got the result that confirmed Bohr’s theory) because we hoped that if we found
out where the borderline between elastic and inelastic impact lies… only one line might
appear. But we did not know whether that would be so, and we did not know whether
at all an emission of an atom is of such a type that one line alone can be emitted and
all the energy can be used for that purpose. The experiment gave it to us, and we were
surprised about it. But we were not surprised after we read Bohr’s paper later, after our
publication.”

4.8.1 Experiment

This experiment now can be carried out in an advanced physics lab. We carry out the
experiment ourselves. Figure 4.8 schematically shows our Franck–Hertz experiment
setup, which consists of a heater (H) that vaporizes the mercury liquid, a cathode (C,
another heater) that ejects electrons, a grid mesh (G) which serves as an anode to accel-
erate the electrons, and a reverse bias (R, also called the collector) which suppresses the
current noise. The accelerating voltage Va is applied between C and G, and Vr between
G and R. The ammeter Ameasures the current through the collector, which is converted
to the voltage Vc . In the experiment, one measures Vc versus Va.

Classically, one would expect that accelerated electrons, once having collided with
theHg atoms, lose energy and slow down. AsVa increases, one expects an increase in the
collector current. Because the current is converted to the collector voltage, one would
see a monotonic increase in Vc , just like a regular resistor: The larger the voltage is, the
higher the current is. This process should be the same for any Va. But, this is not what is
observed. Figure 4.8(b) shows that, as we increase Va, Vc increases smoothly, but, once
it is close to 4.86 eV, Vc drops. This repeats itself for every 4.86 eV. Our experimental data
are at 9.10, 13.87, 18.77, and 23.97 V, with uncertainty of 0.2 V. Beyond 27 V, Vc saturates
due to ourmeasurement limit. These peaks and troughs cannot be explained by classical
physics.
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Figure 4.8: (a) Franck–Hertz scheme. A drop of mercury liquid is sealed inside the tube. A heater outside
the tube heats the tube above 170∘C, so the mercury liquid is vaporized. A different heater (H) heats the
electrons that eject from the cathode (C). Under the influence of the acceleration voltage Va , the electrons
accelerate toward the grid mesh (G), which also serves as the anode. The collision occurs between the
accelerated electrons and mercury atoms. A reverse bias (R) Vr is applied to suppress the noise current.
This reverse bias electrode is also called the collector. The current, after magnification (M), is measured.
(b) Collector voltage Vc versus the accelerating voltage Va. The collector current is amplified and converted
into the collector voltage Vc , which is measured by the oscilloscope. Va is the accelerating voltage which
peaks at 9.10 V, 13.87 V, 18.77 V, and 23.97 V (see the vertical lines). The separation between them is 4.77,
4.90, and 5.20 V. The average is about 4.96 V with experimental uncertainty of 0.2 V. Before 5 V, there is only
pure elastic collision. The first inelastic collision occurs slightly above 5 V, but its Va is difficult to determine.
However, the second, third, fourth, and fifth collisions are very clear.

4.8.2 Verification of quantum theory

Before colliding with incident electrons, mercury atoms are in their ground state, with
the two outermost electrons occupying (6s)2, i. e., with n = 6 and l = 0. There is an
excited state (6s6p) at ΔE = 4.86 eV.14 Figure 4.9(a) illustrates the energy level.

The electron ejected from the cathode is accelerated, with maximum energy up to
−eVa. Figure 4.9(b) illustrates what happens inside the vacuum tube. The horizontal di-
rection is along the tube direction. Electrons are incident from the left; and for a fixed
Va, they need to travel a distance to reach the maximum kinetic energy eVa.

15

If |−eVa| < ΔE, then there is no place in the tube where the electron can accumulate
enough kinetic energy to match ΔE, so the electrons inside the Hg atom remain in the
ground state. The collision between the incident electron and Hg atoms is elastic.

14 In fact, there are three excited states, with slightly different energies due to electron spins. Hertz’s
Nobel lecture includes this energy diagram. But here, we ignore this difference.
15 Collisions between the incident electron and Hg atoms occur all the time. Experiments critically de-
pend on the temperature in the tube. If the temperature is too high, too many vaporized Hg atoms in
the way shorten the mean-free path of the incident electrons, the path length that electrons can travel
without collisions. On the other hand, if the temperature is too low, then there are not enough vaporized
Hg atoms to collide with incident electrons. In our experiment, the temperature is set at 170°.
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Figure 4.9: (a) Energy level scheme of Hg. The energy difference is ΔE = 4.86 eV between the ground state
(6s2) and the excited state (6s6p). (b) Collision in real space. The boxes denote collision zones. At eVa = ΔE,
there is one zone. The number of zones increases with eVa.

Next, we increase Va so eVa matches the energy difference ΔE. Once the incident
electrons reach G, they acquire the kinetic energy ΔE. When they collide with Hg atoms
around G, the energy is transferred to the Hg atom’s electrons. These electrons in the
Hg atoms obtain ΔE to make a transition from 6s2 to 6s6p. In the meantime, due to the
energy conservation, the incident electrons lose almost all the kinetic energy. This is an
inelastic collision. The box on the first line in Fig. 4.9(b) shows the location of collision.
Very few of the incident electrons can cross the gridmesh G to contribute to the current.
As a result, the current is reduced sharply, leading to the voltage trough in Fig. 4.8(b).

If we increase eVa to 2ΔE = 2 × 4.86 eV, there are two inelastic collisions. The first
occurs in the middle of the line connecting the C and G electrodes (see the second line
in Fig. 4.9(b)). After the collision, the incident electron can regain the energy to make a
second inelastic collision (see the second box) before it hits G. Every inelastic collision
slows down the incident electrons. With eVa = 2ΔE, the number of electrons that reach
the collector increases, so the collector current and voltage increase, which explains a
baseline increase in Fig. 4.8(b). If we increase eVa to three or four times ΔE, we will have
three or four inelastic collisions.

Importantly, every peak observed in Fig. 4.8(b) corresponds to the same two energy
levels in Fig. 4.9(a). This experimental result demonstrates that, indeed, in the Hg atom
the energy levels are quantized. Lastly, itmight be interesting to note that collision zones
in the tube can be identified by looking at the bluish disks ofwavelength 4,358 Å, an emis-
sion from a high level to one of the (6s6p)-states.16 These higher states are reached by
the already excited electrons in theHg atoms through successive collisionswith incident
electrons [28]. This is possible because not all the states can decay to the ground state at
the same rate.

16 This is the transition from a spin triplet state 3S to another spin triplet state 3P1. See Chapter 6.
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Exercise 4.8.2.
36. In the Franck–Hertz experiment with mercury, the first trough appears at 4.86 eV. Suppose the incident
electron has zero kinetic energy. Find the minimum distance between the cathode and the grid mesh.
37. In neon, the first excitation potential to 3p is about 19 V. (a) Find theminimumpotential to have an inelastic
collision. (b) Suppose the incident electron has zero kinetic energy. What is the minimum length of the neon
tube if the electron only has one inelastic collision at the minimum potential?

4.9 Problems

1. Prove the following relationships: (a) [L̂x , x] = 0, [L̂y, y] = 0, and [L̂z, z] = 0. (b)
[L̂x , y] = iℏz, [L̂y, z] = iℏx, [L̂z, x] = iℏy. (c) [L̂x , z] = −iℏy, [L̂y, x] = −iℏz, [L̂z, y] =
−iℏx.

2. Prove [ ̂lα, p̂β] = ϵαβγiℏp̂γ, where ϵαβγ is the Levi-Civita symbol.
3. Prove (a) [L̂α, r

2] = 0 and (b) [L̂α, r ⋅ p̂] = 0.
4. Prove L̂2x − xL̂2 = iℏ[(r × L̂)x − (L̂ × r)x].
5. Derive L̂x , L̂y, and L̂z directly from eq. (4.3.1) by transforming (x, y, z) to (r, θ,ϕ). This

is a hardproblem.Hint: (i) To change thepartial derivatives in Cartesian coordinates
to the spherical ones, use r = √x2 + y2 + z2, tanϕ = y/x, cos θ = z/√x2 + y2 + z2,

not θ = cos−1 z/√x2 + y2 + z2. (ii) For example, we compute 𝜕/𝜕z as 𝜕𝜕z =
𝜕r
𝜕z
𝜕
𝜕r +

𝜕 cos θ
𝜕z

𝜕
𝜕 cos θ +

𝜕 tanϕ
𝜕z

𝜕
𝜕 tanϕ . (iii) One needs to keep derivatives like

𝜕
𝜕r , but can simplify

operations like 𝜕
𝜕 tanϕ by taking the derivative in the denominator with respect to

ϕ, and the same for 𝜕
𝜕 cos θ . (iv) In the end, convert all the Cartesian coordinates to

spherical ones, using x = r sin θ cosϕ, y = r sin θ sinϕ, z = r cos θ. It is just when one
converts the derivatives that one must use r = √x2 + y2 + z2, tanϕ = y/x, cos θ =

z/√x2 + y2 + z2.
6. Use eqs. (4.3.21) and (4.3.22) to compute ⟨Ylm|L̂x |Ylm−1⟩ and ⟨Ylm|L̂y|Ylm−1⟩.
7. The electron in hydrogen atom is in a mixed state. |ψ⟩ = 1

√3
Y11 +

2
√3
Y10. (a) Find the

probabilities of L̂z with eigenvalues of 0 and ±h. (b) Compute the expectation value
of L̂z. (c) Find the probabilities of L̂x with eigenvalues of 0 and ±h. Hint: Find the
eigenstates of L̂x first and dot-product with |ψ⟩. (d) Compute the expectation values
of L̂x and L̂

2
x . (e) Find the uncertainty in L̂x . (f) Use the matrix form to compute (c)

and (d).
8. A hydrogen atom is in a state |ψ⟩ = c1Y11 + c2Y20, where c1 and c2 are the normaliza-

tion constants. (a) Write out all the possible values of L̂z and their respective prob-
abilities. (b) Write out all the possible values of L̂ and their respective probabilities.
(c) Find the expectation values of L̂x , L̂y, L̂

2
x , and L̂

2
y.

9. Refer to Fig. 4.3. Suppose l = 2. Compute all five angles of L̂z with respect to the
z-axis. Hint: First compute the length of L̂ and then compute the expectation value
of L̂z.
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10. Suppose a particle in state ψ(r) = C(x + y + 2z)e−αr , where α > 0 and C is a normal-
ization constant. (a) Find ⟨L̂2⟩. (b) Find ⟨L̂z⟩.

11. Diagonalizing the L̂ymatrix (see eq. (4.4.3)), find: (a) its eigenvalues and (b) its eigen-
vectors |my⟩; (c) find the expectation values of ⟨my|L̂z|my⟩ and ⟨my|L̂x |my⟩; (d) com-
pute ⟨my|L̂zL̂x − L̂xL̂z|my⟩ and then check whether your results match iℏ⟨my|L̂y|my⟩.

12. Using the eigenstates |n⟩ of the harmonic oscillator as the basis, write down the
matrix for (a) x̂2 (eq. (3.3.10)), (b) p̂x , and (c) p̂

2
x .

13. |ψ⟩ = |nlm⟩ is an eigenstate of the hydrogen atom. Show (a) ⟨r⟩ = a0
2 [3n

2 − l(l + 1)].

(b) ⟨r2⟩ = a20n
2

2 [5n
2 + 1 − 3l(l + 1)]. (c) ⟨ 1r ⟩ =

1
a0n2

. (d) ⟨ 1r2 ⟩ =
1

a20n
3(l+ 12 )

.

14. An interesting integral is the Coulomb integral,17

x=+h

∫
x=−h

y=+h

∫
y=−h

z=+h

∫
z=−h

1

√x2 + y2 + z2
dxdydz. (4.9.1)

If we integrate using Cartesian coordinates, this integral has a divergence at (0, 0, 0).
Away around this is to use spherical coordinates. In Fig. 4.10we choose a pyramid of
ABCO with four surfaces—ABC, ABO, ACO, and BOC—which are described by four
equations, z = h, x = z, y = 0, and x = y. These four equations are going to guide us
to determine the integral limits for r, θ, and ϕ. The integration must start from dr
because the volume element is r2 sin θdθdϕdr and r2 cancels 1/r in the integrand.
Since x = r sin θ cosϕ, y = r sin θ sinϕ, and z = r cos θ, we will use z = h as our
constraint for r. The limit for r is from 0 to h/ cos θ. Using other relationships is
difficult because x and y both change. Next, we use the second surface, x = z, to
determine the limits for θ, while x = 0 and x = y are used to determine the limits
for ϕ. The reason is that θ starts from the z-axis and its maximum angle is bounded
by the xz-plane. Equating x = r sin θ cosϕ to z = r cos θ, we find that tan θ = 1/ cosϕ,
or θ = tan−1(1/ cosϕ). The lower limit for ϕ is determined by x = 0, while x = y sets
the upper limit, ϕ = π/4. Then the equation becomes

π/4

∫
ϕ=0

tan−1(1/ cosϕ)

∫
θ=0

h/ cos θ

∫
r=0

1
r
r2dr sin θdθdϕ, (4.9.2)

which can be analytically integrated.
Prove

x=+h

∫
x=−h

y=+h

∫
y=−h

z=+h

∫
z=−h

1

√x2 + y2 + z2
dxdydz = h2(−π

4
+
3
2
ln
√3 + 1
√3 − 1
).

17 Thanks to Dr. C. Zhao at Indiana State University.
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Figure 4.10: Coulomb integral. The integration is taken over the ABCO pyramid. A cube consists of 6 pyra-
mids, each of which is defined by four planes, ABC, ABO, ACO, and BOC.



5 Time-independent approximate methods

The hydrogen or hydrogen-like atom is the only system that can be solved analytically.
The rest of the systems must be solved by either numerical or approximate methods.
Approximate methods are muchmore powerful and allow us to solve problems beyond
a single-atom limit. In this chapter, we introduce two time-independent approximate
methods: perturbation theory and variational principle. This opens the door to prob-
lems of practical importance.

This chapter can be grouped into three units.
– Unit 1 includes Sections 5.1 and 5.2. It first introduces nondegenerate perturbation

theory. Section 5.2 provides two examples: charged harmonic oscillator and van der
Waals force.

– Unit 2 includes Sections 5.3 and 5.4. Degenerate perturbation theory is more in-
volved than the nondegenerate one as we work with a matrix. Section 5.4 shows
two examples: the H+2 molecule and the Stark effect.

– Unit 3 includes Sections 5.5 and 5.6. Section 5.5 introduces the variational principle
and provides an example. Section 5.6 takes H+2 as an example again to complement
our degenerate treatment, so the reader can see how the variational principleworks
and how the theoretical results compare with the experimental ones.

5.1 Nondegenerate perturbation theory

Perturbation theory is an approximatemethod. It does not aim to find all the eigenstates
of a system. Instead, it targets one single state. In the following, we shall assume that the
target state has an index of k. This section focuses on a state that is nondegenerate, i. e.,
no two states having the same eigenenergy of the unperturbed system.

5.1.1 Expanding the energy and wavefunction

The goal is to find an approximate solution to a specific state ψk , not for all states,

Ĥψk = Ekψk , (5.1.1)

where Ĥ = Ĥ0 + λĤI and ĤI is our small perturbation. λ is a parameter to help us deter-
mine the order. If λ is zero, then we go back to the unperturbed Hamiltonian Ĥ0. If it is
1, then we have the perturbed Hamiltonian Ĥ . The theory assumes that the eigenstates
ϕi and eigenvalues ϵi of an unperturbed Hamiltonian Ĥ0 are known, i. e.,

Ĥ0ϕi = ϵiϕi. (5.1.2)

https://doi.org/10.1515/9783110672152-005

https://doi.org/10.1515/9783110672152-005
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The perturbation expands an unknown ψk into nth orders of corrections ψ
(n)
k ,

ψk = ψ
(0)
k + λψ

(1)
k + λ

2ψ(2)k + ⋅ ⋅ ⋅ , (5.1.3)

where ψ(0)k ,ψ
(1)
k , . . . are to be determined. The hope is that, after a few limited terms, the

wavefunction converges to its exact function. The superscripts of these wavefunctions
identify their orders in λ, while the subscript k denotes the state targeted. This is the
only state that is computed. Similarly, the energy Ek is expanded as

Ek = E
(0)
k + λE

(1)
k + λ

2E(2)k + ⋅ ⋅ ⋅ . (5.1.4)

We always keep the indices of the eigenstates of Ĥ0 for a reasonwhich will soon become
clear.

We substitute eqs. (5.1.3) and (5.1.4) into Ĥψk = Eψk . The left side of the equation
must be equal to the right side of the equation,

(Ĥ0 + λĤI )(ψ
(0)
k + λψ

(1)
k + λ

2ψ(2)k + ⋅ ⋅ ⋅)

= (E(0)k + λE
(1)
k + λ

2E(2)k + ⋅ ⋅ ⋅)(ψ
(0)
k + λψ

(1)
k + λ

2ψ(2)k + ⋅ ⋅ ⋅).
(5.1.5)

Equation (5.1.5) is the mother of perturbation theory and contains all the details. We are
going to multiply them out on both sides and compare them term by term according to
the order in λ.

5.1.2 Zeroth-order perturbation

We start with eq. (5.1.5) and focus on the zeroth-order terms with λ0,

λ0 : Ĥ0ψ
(0)
k = E

(0)
k ψ(0)k , (5.1.6)

where the heading λ0 reminds us that we are working on the zeroth order. Comparing
it with eq. (5.1.2) reveals that the zeroth-order wavefunction ψ(0)k is just the eigenstate
ϕk of Ĥ0, ψ

(0)
k = ϕk , and E

(0)
k is just ϵk , E

(0)
k = ϵk , This makes sense since, if there is no

external perturbation, we surely get the eigenstates of Ĥ0.

5.1.3 First-order perturbation

Next, we consider λ1 terms,

λ1 : Ĥ0ψ
(1)
k + ĤIψ

(0)
k = E

(0)
k ψ(1)k + E

(1)
k ψ(0)k . (5.1.7)

Plugging ψ(0)k = ϕk and E
(0)
k = ϵk into this equation yields
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Ĥ0ψ
(1)
k + ĤIϕk = ϵkψ

(1)
k + E

(1)
k ϕk . (5.1.8)

The reader can easily remember how these terms are written by noting that every term
consists of two terms, where one term is in the zeroth order and the other is the first
order in ĤI .

To get E(1)k and ψ(1)k , we carry out two calculations: (a) multiplying eq. (5.1.8) by ϕ∗k
from the left and then integrating, and (b) doing the same as (a) but with ϕm ̸=k . This
procedure is standard and works for the second-order corrections as well.

5.1.3.1 First-order energy correction E(1)k
Multiplying eq. (5.1.8) by ϕ∗k from the left and integrating, we have

⟨ϕk |Ĥ0|ψ
(1)
k ⟩ + ⟨ϕk |ĤI |ϕk⟩ = ϵk⟨ϕk |ψ

(1)
k ⟩ + E

(1)
k ⟨ϕk |ϕk⟩. (5.1.9)

Using ⟨ϕk |Ĥ0 = ϵk⟨ϕk | and canceling terms with ϵk , we have the first-order energy cor-
rection,

E(1)k = ⟨ϕk |ĤI |ϕk⟩ (First-order energy correction). (5.1.10)

This shows that the first-order energy correction is the expectation value of ĤI in |ϕk⟩.

5.1.3.2 First-order wavefunction correction ψ(1)k
Multiplying eq. (5.1.8) by ϕ∗m ̸=k from the left and then integrating, we have

⟨ϕm|ĤI |ϕk⟩ = (ϵk − ϵm)⟨ϕm|ψ
(1)
k ⟩, (5.1.11)

which gives

⟨ϕm|ψ
(1)
k ⟩ =
⟨ϕm|ĤI |ϕk⟩
ϵk − ϵm

(m ̸= k). (5.1.12)

This represents an overlap between ψ(1)k and ϕm and means that the first-order per-
turbed wavefunction has contributions from eigenstates other than ϕk . We have to in-
clude all the eigenstates {ϕi}, which is why we emphasized that we need to keep index
i for ϕ. To have a correct ψ(1)k , we must add them up. To see this clearly, we place the
completeness of eigenstates, ∑m |ϕm⟩⟨ϕm| = 1, before |ψ

(1)
k ⟩,

|ψ(1)k ⟩ =∑
m
|ϕm⟩⟨ϕm|ψ

(1)
k ⟩ = ∑

m ̸=k

⟨ϕm|ĤI |ϕk⟩
ϵk − ϵm

|ϕm⟩. (5.1.13)

Since m ̸= k and ⟨ϕm|ϕk⟩ = 0, ψ
(1)
k is orthogonal to ϕk . Equation (5.1.13) means that the

wavefunction correction is a linear combination of unperturbed eigenstates ϕm, but it
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is weighted by the coefficient ⟨ϕm|ĤI |ϕk⟩
ϵk−ϵm

. If a state’s unperturbed eigenenergy ϵm is closer
to our targeted state’s eigenenergy ϵk , it has a larger contribution.

The unnormalized wavefunction up to the first-order correction is

|ψk⟩ = |ψ
(0)
k ⟩ + |ψ

(1)
k ⟩ = |ϕk⟩ + ∑

m ̸=k

⟨ϕm|ĤI |ϕk⟩
ϵk − ϵm

|ϕm⟩. (5.1.14)

To normalize it, one can compute ⟨ψk |ψk⟩ and rescale |ψk⟩/√⟨ψk |ψk⟩.

5.1.4 Second-order correction

We again start from eq. (5.1.5) and match terms in λ2,

λ2 : Ĥ0ψ
(2)
k + ĤIψ

(1)
k = E

(0)
k ψ(2)k + E

(1)
k ψ(1)k + E

(2)
k ψ(0)k

= ϵkψ
(2)
k + E

(1)
k ψ(1)k + E

(2)
k ϕk ,

(5.1.15)

which shows that the second-order correction depends on the first-order correction.
Such a hierarchy is the hallmark of perturbation theory. The remaining procedure is
exactly the same as the first-order one.

5.1.4.1 Second-order energy correction E(2)k
We also left multiply eq. (5.1.15) by ϕ∗k and integrate to find

⟨ϕk |Ĥ0|ψ
(2)
k ⟩ + ⟨ϕk |ĤI |ψ

(1)
k ⟩ = ϵk⟨ϕk |ψ

(2)
k ⟩ + E

(1)
k ⟨ϕk |ψ

(1)
k ⟩ + E

(2)
k ⟨ϕk |ϕk⟩. (5.1.16)

Using ⟨ϕk |Ĥ0 = εk⟨ϕk |, we can cancel the first terms on both sides of the equation. The
second term on the right is zero because ⟨ϕk |ψ

(1)
k ⟩ = 0 due to eq. (5.1.13). Employing the

normalization condition ⟨ϕk |ϕk⟩ = 1, we obtain the second-order energy correction as

E(2)k = ⟨ϕk |ĤI |ψ
(1)
k ⟩. (5.1.17)

To appreciate the beauty of perturbation theory, we pause here to explain the struc-
ture of E(2)k : The entire expression is just like the “expectation value,” but the wavefunc-
tion on the right is replaced by the wavefunction which is one order lower. Our first-
order energy correction is E(1)k = ⟨ϕk |ĤI |ψ

(0)
k ⟩. If we compare the structure of these two

equations, we find that they are similar.
This nice connection is hidden if we replace ψ(1)k by ϕm,

E(2)k = ∑
m ̸=k

⟨ϕm|ĤI |ϕk⟩⟨ϕk |ĤI |ϕm⟩
E(0)k − E

(0)
m

= ∑
m ̸=k

⟨ϕk |ĤI |ϕm⟩⟨ϕm|ĤI |ϕk⟩
ϵk − ϵm

, (5.1.18)
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which can be rewritten as

E(2)k = ∑
m ̸=k

|⟨ϕk |ĤI |ϕm⟩|
2

ϵk − ϵm
(Second-order energy correction). (5.1.19)

5.1.4.2 Second-order wavefunction correction ψ(2)k
Wemultiply eq. (5.1.15) by a state ϕ∗m ̸=k from the left and integrate to get

ϵm⟨ϕm|ψ
(2)
k ⟩ + ⟨ϕm|ĤI |ψ

(1)
k ⟩ = ϵk⟨ϕm|ψ

(2)
k ⟩ + E

(1)
k ⟨ϕm|ψ

(1)
k ⟩ + E

(2)
k ⟨ϕm|ϕk⟩, (5.1.20)

which yields the overlap between ψ(2)k and ϕm,

⟨ϕm|ψ
(2)
k ⟩ =
⟨ϕm|ĤI |ψ

(1)
k ⟩ − E

(1)
k ⟨ϕm|ψ

(1)
k ⟩

ϵk − ϵm
. (5.1.21)

Here, we have used ⟨ϕm ̸=k |ϕk⟩ = 0. Since ϵm is closer to ϵk , this overlap is larger. Similar
to ψ(1)k , ϕm ̸=k is not the only state that contributes to ψ

(2)
k , but all other states do. So we

sum up all possible states to get our second-order wavefunction correction

|ψ(2)k ⟩ = ∑
m ̸=k

⟨ϕm|ĤI |ψ
(1)
k ⟩ − E

(1)
k ⟨ϕm|ψ

(1)
k ⟩

ϵk − ϵm
|ϕm⟩. (5.1.22)

One sees that it depends on the first-order ψ(1)k and E(1)k . For this reason, its expression is
rather cumbersome.

5.2 Examples of nondegenerate perturbation theory

Nondegenerate perturbation theory is an important tool. We present two major exam-
ples. But first we would like to highlight the key steps:
– Separate the system Hamiltonian into two parts, Ĥ0 and ĤI , where Ĥ0 has a known

solution and ĤI is small in comparison with Ĥ0.
– Choose a targeted state k of interest.
– Construct the matrix elements of ĤI among the eigenstates of Ĥ0.
– Compute the energy correction and wavefunction correction.

5.2.1 Charged harmonic oscillator in a weak electric field F

A one-dimensional harmonic oscillator carries charge q and is placed in an external
electric field F, not to be confused with energy E. Compute (a) the energy correction up
to the second order in the electric field and (b) the wavefunction to the first order.
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(a) Since the electric field is weak, wewill treat it as a perturbation. The total Hamil-
tonian of the system is split into two parts: Ĥ = Ĥ0 + ĤI , where Ĥ0 is the unperturbed
harmonic oscillator Hamiltonian and ĤI is the interaction between the electric field and
the system, i. e.,

Ĥ0 = −
ℏ2

2m
d2

dx2
+
1
2
mωx2, ĤI = −D̂ ⋅ F. (5.2.1)

Here, D̂ is the dipole qx̂ and ĤI = −qFx x̂. The eigenvalues and eigenstates of the unper-
turbed system are E(0)n = (n + 1/2)ℏω and |ϕn⟩, denoted as |n⟩.

Nondegenerate perturbation theory handles only one state at one time. Suppose we
are interested in state |k⟩, with energy up to the second order, Ek = E

(0)
k + E

(1)
k + E

(2)
k . The

zeroth-order energy is E(0)k = (k +
1
2 )ℏω. Next, we compute the first-order correction,

which is given by the expectation value of ĤI in the zeroth-order wavefunction,

E(1)k = ⟨ψ
(0)
k |ĤI |ψ

(0)
k ⟩ = ⟨k|ĤI |k⟩ = −qFx⟨k|x̂|k⟩ = 0, (5.2.2)

where we have used ⟨k|x̂|k⟩ = 0 for the harmonic oscillator, with no contribution from
the first-order perturbation. So, we need to compute the second-order energy,

E(2)k = ∑
n ̸=k

⟨k|ĤI |n⟩⟨n|ĤI |k⟩
E(0)k − E

(0)
n
, (5.2.3)

where the summation excludes n = k.
In order to compute E(2)k , we first calculate ⟨k|ĤI |n⟩ = −qFx⟨k|x̂|n⟩. Since x̂ =

√ ℏ2mω (â + â
†), x̂|n⟩ = √ ℏ2mω (√n|n − 1⟩ +√n + 1|n + 1⟩), we have

⟨k|x̂|n⟩ = √ ℏ
2mω
(√nδk,n−1 +√n + 1δk,n+1), (5.2.4)

which yields

E(2)k = ∑
n ̸=k

(qFx)
2⟨k|x̂|n⟩⟨n|x̂|k⟩
ℏω(k − n)

=
(qFx)

2

ℏω
(
⟨k|x̂|k − 1⟩⟨k − 1|x̂|k⟩

k − (k − 1)
+
⟨k|x̂|k + 1⟩⟨k + 1|x̂|k⟩

k − (k + 1)
).

Since ⟨k|x̂|k − 1⟩ = √ ℏ2mω√k and ⟨k|x̂|k + 1⟩ = √
ℏ

2mω
√k + 1, E(2)k = −

(qFx)
2

2mω2 . Our final
energy for level k up to the second-order is
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Ek = (k +
1
2
)ℏω − (qFx)

2

2mω2 . (5.2.5)

This shows that the energy spectrum is downshifted by (qFx)
2

2mω2 .
(b) The wavefunction up to the first order is

|ψk⟩ = |k⟩ + ∑
n ̸=k

⟨n|ĤI |k⟩
E(0)k − E

(0)
n
|n⟩ = |k⟩ + ⟨k − 1|ĤI |k⟩

E(0)k − E
(0)
k−1

|k − 1⟩ + ⟨k + 1|ĤI |k⟩
E(0)k − E

(0)
k+1

|k + 1⟩, (5.2.6)

where the second item can be written as
−qFx√

ℏ
2mω
√k

ℏω |k − 1⟩ = −qFxℏω √
ℏ

2mω
√k|k − 1⟩, and

the third item is
qFx√

ℏ
2mω
√k+1
ℏω |k + 1⟩ = qFx

ℏω√
ℏ

2mω
√k + 1|k + 1⟩. Therefore, the wavefunc-

tion up to the first order is

|ψk⟩ = |k⟩ +
qFx
ℏω
√ ℏ
2mω
(√k + 1|k + 1⟩ −√k|k − 1⟩), k ≥ 1. (5.2.7)

5.2.2 van der Waals force

It is well known that neutral atoms and molecules experience Coulomb forces among
themselves. This is collectively called the van der Waals force. In classical physics, this
force is attributed to the charge fluctuation. In QM, we can clearly show this charge
fluctuation is due to the wavefunction. Figure 5.1 schematically shows the diagram of
two hydrogen atoms A and B separated by a distance R. Let us compute the total energy
of the ground state as a function of R.

Our Hamiltonian consists of Ĥ = Ĥ0 + ĤI . The unperturbed one, Ĥ0, represents two
isolated H atoms and is the sum of two Hamiltonians at atoms A and B,

Ĥ0 = ĤA + ĤB = −
ℏ2

2me
(∇21 + ∇

2
2 ) −

e2

4πϵ0r1A
−

e2

4πϵ0r2B
, (5.2.8)

where 1(2) refers to electron 1(2). Our targeted state is the 1s-orbital. Because ĤA and
ĤB are two isolated hydrogen atom’s Hamiltonians, the zeroth-order eigenenergy is just

Figure 5.1: Two hydrogen atoms A and B separated by a distance R are placed along the z-axis, with A at
the origin and B at z = R. Empty circles denote electrons −e1 and −e2.
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2E1s. The zeroth-order wavefunction is a product of two wavefunctions,
1

ψ(0) = ϕ100(r1A)ϕ100(r2B). (5.2.9)

The remaining interaction is lumped into the perturbation ĤI ,

ĤI =
e2

4πϵ0R
+

e2

4πϵ0r12
−

e2

4πϵ0r2A
−

e2

4πϵ0r1B
, (5.2.10)

where four terms represent the nuclear repulsion between two protons A and B, the
repulsion between two electrons, the attraction between A and electron 2, and the at-
traction between B and electron 1, respectively.

Since we are going to evaluate ĤI using the wavefunction in eq. (5.2.9), we must
simplify it by expanding ĤI in terms of R and dropping those small terms. We choose
the z-axis along the line which links A and B (see Fig. 5.1), and place atom A at the origin
with coordinate (0, 0, 0) and B at z = R with coordinate (0, 0,R). The following table
shows the details:

Electron 1 (x1, y1, z1) Electron 2 (x2, y2, z2 + R).
Atom A (0, 0, 0) Atom B (0, 0, R).

With these coordinates, the distances in eq. (5.2.10) can be written out as

r12 = √(x1 − x2)2 + (y1 − y2)2 + (z1 − z2 − R)2, (5.2.11)

r2A = √x22 + y
2
2 + (z2 + R)

2, (5.2.12)

r1B = √x21 + y
2
1 + (z1 − R)2, (5.2.13)

whichmust be inverted (see eq. (5.2.10)).We take r12 as an example, leaving r2A and r1B as
an exercise. We introduce a shorthand notation for x1 − x2 = δx , y1 − y2 = δy, z1 − z2 = δz,
and δ2x + δ

2
y + δ

2
z = Δ

2:

r12 = [δ
2
x + δ

2
y + (δz − R)

2]
1
2 = [R2 + Δ2 − 2Rδz]

1
2 = R(1 − 2δz

R
+
Δ2

R2
)

1
2

, (5.2.14)

whose inversion is 1
r12
= 1

R (1 −
2δz
R +

Δ2
R2 )
− 12 .

1 Rigorously speaking, this expression is not entirely correct, since it ignores the particle exchange in
the wavefunction by assuming these two H atoms are sufficiently far apart. This will become clear in
Chapter 10.
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We need to expand 1
r12

in R. Using the relationship

(1 ± x)−
1
2 = 1 ∓ 1

2
x + 1

2
3
4
x2 + ⋅ ⋅ ⋅ , (5.2.15)

we have

1
r12
≈
1
R
[1 + 1

2
(
2δz
R
−
Δ2

R2
) +

1
2
3
4
(
2δz
R
−
Δ2

R2
)
2

+ ⋅ ⋅ ⋅], (5.2.16)

where we keep the last term on the right up to δ2z , since the remaining higher-order
terms are much smaller and can be dropped. Keeping terms up to δ2z

R2 and, after simple
rearrangement, we get

1
r12
≈
1
R
(1 + δz

R
+
2δ2z − δ

2
x − δ

2
y

2R2
). (5.2.17)

Similarly, we can find

1
r2A
≈
1
R
(1 − z2

R
−

r22
2R2
+
3
2
z22
R2
), (5.2.18)

1
r1B
≈
1
R
(1 + z1

R
−

r21
2R2
+
3
2
z21
R2
), (5.2.19)

where r21 = x
2
1 + y

2
1 + z

2
1 and r

2
2 = x

2
2 + y

2
2 + z

2
2. The detailed derivation is in the following

exercise. Finally, our ĤI in eq. (5.2.10) is

ĤI =
e2

4πϵ0
(
1
R
+

1
r12
−

1
r2A
−

1
r1B
) (5.2.20)

≈
e2

4πϵ0R3
(2z1z2 − x1x2 − y1y2), (5.2.21)

where all 1/R terms cancel out and the interaction decays much faster with R. To reveal
the physics behind e2(2z1z2 − x1x2 − y1y2), we introduce two dipoles, D̂1 = −er̂1 and
D̂2 = −er̂2, to rewrite e

2(2z1z2 − x1x2 − y1y2) = D̂1 ⋅ D̂2 − 3(D̂1 ⋅ R̂)(D̂2 ⋅ R̂). This reveals
that this term is the dipole–dipole interaction, which is the origin of the van der Waals
force. R̂ (not operator) is the unit vector along the bond direction. Physically, this means
each H atom behaves like a dipole. The attraction between two H atoms occurs when
the charge on one dipole attracts to the opposite charge on another dipole.

Once we have an expression for ĤI , we can determine its value. However, for x1, x2,
y1, y2, z1, and z2, their expectation value is zero with the zeroth-order wavefunction (eq.
(5.2.9)). This is because, due to the orthogonality in the spherical harmonics, the angular
integral ⟨Ylm|x(y, z)|Yl′m′⟩ differs from zero only if l− l′ = ±1,m−m′ = 0,±1. The integral
for x1x2 is
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⟨ψ(0)|x1x2|ψ
(0)⟩ = ⟨ϕ100(r1A)|x1|ϕ100(r1A)⟩⟨ϕ100(r2B)|x2|ϕ100(r2B)⟩ = 0 × 0 = 0, (5.2.22)

while other pairs are similar. This means the first-order produces no correction.
The second-order energy correction is based on eq. (5.1.19), but with one extension

because we have two electrons instead of one. The zeroth-order wavefunction and en-
ergy is that of two electrons, not a single electron as intended in eq. (5.1.19). Specifically,
the zeroth-order ground-state energy is ℰ00 = E1s(1) + E1s(2) = −13.6 × 2 = −27.2 eV,
where (1) and (2) denote electron 1 and electron 2. The zeroth-order excited-state energy
is ℰn1 ,n2 = En1 (1) + En2 (2) = −13.6(

1
n21
+ 1

n22
) eV, where n1 and n2 are the main quantum

numbers of electrons 1 and 2. The intermediate state ϕm in eq. (5.1.19) is now a product
of ϕn1 ,l1 ,m1

(r1A)ϕn2 ,l2 ,m2
(r2B). We then have

E(2) = ∑
n1,l1 ,m1 ;n2,l2 ,m2 ;

|⟨ψ(0)|ĤI |ϕn1l1m1
(r1A)ϕn2l2m2

(r2B)⟩|
2

ℰ00 − ℰn1n2
, (5.2.23)

where l1, m1, and others are the angular momentum quantum numbers, and n1 and n2
both cannot be the 1s orbital. Since ĤI is proportional to 1/R

3, the numerator is propor-
tional to 1/R6. The denominator is negative, ℰ00 − ℰn1n2 < 0, so our E

(2) is

E(2) ≈ − C
R6
, (5.2.24)

where C is positive. This lowers the total energy and is responsible for the van derWaals
force among neutral atoms and molecules.

Exercise 5.2.2.
1. (a) Following Example 1, compute the expectation value ⟨ψk | ̂x|ψk⟩ of ̂x with ψk up to the first order. (b)
This problem can be solved analytically by directly factoring ĤI into Ĥ0. Find the exact eigenenergy and the
wavefunction without using perturbation theory and compare both results.
2. Suppose a system has an unperturbed Hamiltonian Ĥ0 = (

E1 0
0 E2
), where E1 < E2. A small perturbation

Hamiltonian is ĤI = ( a ib
−ib c ), where a and b are real. (a) Use perturbation theory to find the first-order energy

correction for the lowest energy state. (b) Find the first-order wavefunction correction. (c) Solve the same
problem Ĥ = Ĥ0 + ĤI by diagonalizing the matrix and without using perturbation theory, and then compare
the perturbed results with the exact results.
3. (a) Prove eqs. (5.2.18) and (5.2.19). (b) Prove eq. (5.2.21).
4. A hydrogen atom placed in a uniform magnetic field has the following Hamiltonian: Ĥ = − (p̂−eA)

2

2me
+ V(r).

Suppose the magnetic field is along the z-axis, with the vector potential A being Ax = −
B
2 y , Ay = +

B
2 x, Az = 0.

Find the eigenvalues. Hint: Rewrite Ĥ as Ĥ0 + ĤI . Ignore B
2 terms, so ĤI can be written as

eB
2m
̂Lz .

5.3 Degenerate and nearly-degenerate perturbation theory

Degenerate perturbation theory is a natural extension to nondegenerate perturbation
theory. A degenerate state means that more than one state share the same eigenenergy.
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These degenerate eigenstates belong to the unperturbed Hamiltonian Ĥ0. If we have a
perturbation ĤI , we cannot use nondegenerate perturbation theory. This is because eq.
(5.1.13) has the denominator ϵk − ϵm,

ψ(1)k = ∑
m ̸=k

⟨ϕm|ĤI |ϕk⟩
ϵk − ϵm

|ϕm⟩.

Although m ̸= k, a degenerate state has ϵm = ϵk (a nearly degenerate state has a very
small ϵm − ϵk ), leading to divergence, which is clearly unphysical. This points out a path
forward: Degenerate states dominate over all the other states. Although we target a sin-
gle state |k⟩, we must include all ν degenerate states, |k1⟩, |k2⟩, . . . , |kν⟩, as the first-order
correction. A nearly degenerate case needs to choose ν. This constitutes a major dif-
ference from nondegenerate perturbation theory: We form and diagonalize a matrix
for the interaction Hamiltonian using the eigenstates of the unperturbed Hamiltonian,
while nondegenerate perturbation theory is a summation over unperturbed states.

5.3.1 Expanding the wavefunction and energy

We start with a Hamiltonian Ĥ , which consists of the unperturbed Hamiltonian Ĥ0 and
the perturbation ĤI as

Ĥ = Ĥ0 + λĤI , (5.3.1)

where as before λ is a parameter to denote the order and has no impact on our solution,
since λ goes to 1 at the end of calculation. The theory assumes that the eigenstates and
eigenenergies of the unperturbed Ĥ0 are known: Ĥ0ϕi = ϵiϕi, where i runs from 1 to
ν and ν is the degeneracy. Our goal is to find an approximate solution to Ĥψk = Ekψk ,
using ϕi as the basis functions, where k denotes our targeted state. The entire formalism
is the matrix mechanics.

Degenerate perturbation theory expands ψk in terms of a group of ν-degenerate
eigenstates ϕi

2 as ψk = ∑
ν
i=1 Ciϕi, where Ci = C

(0)
i + λC

(1)
i + λ

2C(2)i + ⋅ ⋅ ⋅ . Our job is to
determine C(0)i , C(1)i , . . . . Ek is expanded similarly as Ek = E

(0)
k + λE

(1)
k + λ

2E(2)k + ⋅ ⋅ ⋅ . We
substitute both ψk and Ek into Ĥψk = Ekψk to get

2 Once we decide to expand ψk in {ϕi}, ψk is restricted to a state whose eigenenergy Ek is close to the
eigenvalue ϵi of ϕi . In other words, degenerate perturbation theory, similar to nondegenerate perturba-
tion theory, provides only approximate eigenstates within a particular energy window. To get a different
energy window, one has to choose a different set of states.
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(Ĥ0 + λĤI )
ν
∑
i=1
(C(0)i + λC

(1)
i + λ

2C(2)i + ⋅ ⋅ ⋅)ϕi

= (E(0)k + λE
(1)
k + λ

2E(2)k + ⋅ ⋅ ⋅)
ν
∑
j
(C(0)j + λC

(1)
j + λ

2C(2)j + ⋅ ⋅ ⋅)ϕj ,
(5.3.2)

where we purposely choose i and j as indices for two summations for Ci and Cj because
they are completely independent. Equation (5.3.2) is the mother of degenerate perturba-
tion theory. The following step resembles nondegenerate perturbation theory. For the
same λ, we match terms on both sides of the equation.

5.3.2 Zeroth-order correction

For λ0, we have

λ0 :
ν
∑
i=1

Ĥ0C
(0)
i ϕi = E

(0)
k

ν
∑
j=1

C(0)j ϕj . (5.3.3)

We multiply ⟨ϕk | from the left and integrate it to obtain

ν
∑
i=1

C(0)i ⟨ϕk |Ĥ0|ϕi⟩ = E
(0)
k

ν
∑
j=1

C(0)j ⟨ϕk |ϕj⟩. (5.3.4)

Since ϕi is an eigenstate of Ĥ0, Ĥ0|ϕi⟩ = ϵi|ϕi⟩, we can rewrite the previous equation as

ν
∑
i=1

C(0)i ϵi⟨ϕk |ϕi⟩ = E
(0)
k

ν
∑
j=1

C(0)j ⟨ϕk |ϕj⟩→ ϵk = E
(0)
k , (5.3.5)

where we have used the orthogonality ⟨ϕk |ϕi⟩ = δik . This proves that the zeroth-order
energy E(0)k is just ϵk . C

(0)
k can choose any values, so the zeroth-order wavefunction is the

same as the unperturbed wavefunction.

5.3.3 First-order correction

Now, we consider the first-order correction λ1 term

λ1 :
ν
∑
i=1
[Ĥ0C
(1)
i ϕi + ĤIC

(0)
i ϕi] =

ν
∑
j=1
[E(0)k C(1)j ϕj + E

(1)
k C(0)j ϕj]. (5.3.6)

We multiply ⟨ϕk | from the left and integrate the resultant equation to obtain
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ν
∑
i=1
[C(1)i ⟨ϕk |Ĥ0|ϕi⟩ + C

(0)
i ⟨ϕk |ĤI |ϕi⟩] =

ν
∑
j=1
[E(0)k C(1)j ⟨ϕk |ϕj⟩ + E

(1)
k C(0)j ⟨ϕk |ϕj⟩]. (5.3.7)

Since ⟨ϕk |ϕj⟩ = δkj and ⟨ϕk |ϕi⟩ = δki, the equation can be further reduced to

E(0)k C(1)k +
ν
∑
i=1

C(0)i ⟨ϕk |ĤI |ϕi⟩ = E
(0)
k C(1)k + E

(1)
k C(0)k . (5.3.8)

Canceling the first term on both sides and rewriting E(1)k C(0)k as E(1)k ∑i C
(0)
i δik , we have

the following secular equation:

ν
∑
i=1
(⟨ϕk |ĤI |ϕi⟩ − E

(1)
k δki)C

(0)
i = 0, (5.3.9)

where C(0)i is no longer arbitrary, in contrast to the zeroth order.
In order to have a nontrivial solution to the secular equation, the determinant must

be zero, i. e.,



⟨1|ĤI |1⟩ − E
(1)
k ⟨1|ĤI |2⟩ ⋅ ⋅ ⋅ ⟨1|ĤI |ν⟩

⟨2|ĤI |1⟩ ⟨2|ĤI |2⟩ − E
(1)
k ⋅ ⋅ ⋅

...

⟨ν|ĤI |1⟩
...

... ⟨ν|ĤI |ν⟩ − E
(1)
k



= 0, (5.3.10)

where |i⟩ is our shorthand notation for ϕi. E
(1)
k has ν roots. Thus, the final eigenenergy

Ek , up to the first order, is

Ek = E
(0)
k + E

(1)
k , (5.3.11)

where k runs from 1 to ν.
Substituting E(1)k back into eq. (5.3.9), we can find ν sets of C(0)i to form our wave-

function ψk up to the first-order correction,

ψk =
ν
∑
i=1

C(0)i ϕi, (5.3.12)

where the wavefunction is expanded in the basis of the unperturbed ϕi. If we compare
it with nondegenerate perturbation theory where its wavefunction up to the first order
(eq. (5.1.14)) is ψk = ϕk + ψ

(1)
k = ϕk + ∑m ̸=k

⟨ϕm|ĤI |ϕk⟩
ϵk−ϵm
|ϕm⟩, the degenerate theory now

eliminates the divergence.
Since nearly all calculations in research focus on first-order degenerate perturba-

tion, we end here, but higher-order perturbation can be done similarly.



146 � 5 Time-independent approximate methods

5.4 Examples of degenerate perturbation theory

Many aspects of degenerate perturbation theory are similar to nondegenerate pertur-
bation theory. We outline some similar steps:
– Separate the system Hamiltonian into two parts, Ĥ0 and ĤI , where Ĥ0 has a known

solution and ĤI is small in comparison with Ĥ0.
– Target a degenerate state k of interest.
– Construct the matrix elements of ĤI among the eigenstates of Ĥ0.
– Diagonalize the matrix to find the eigenvalues and eigenstates.

5.4.1 A simplified approach to the H+2 molecule

The H+2 molecule consists of two protons, A and B, and one electron. Before two hydro-
gen atoms form a molecule, assume both are in their respective ground states, |1s⟩. So,
we have a degenerate case. The new ground state should not differ from the 1s-orbital
localized on two atoms. This is because, in the limit of the infinite separation between
two atoms, the wavefunction should approach ϕA(1s) at atom A and ϕB(1s) at B as

ϕA(1s) =
1

√πa30
e−

r
a0 , ϕB(1s) =

1

√πa30
e−

r′
a0 , (5.4.1)

where r(r′) is referenced to A(B). So, we are going to start with these twowavefunctions
as our zeroth-order wavefunction. The zeroth-order energy is E(0) = E1s. We target the
new ground state of the molecule.

The electron Hamiltonian for H+2 is given by

Ĥ = − ℏ
2

2me
∇2 −

e2

4πϵ0
(
1
r
+
1
r′
), (5.4.2)

where the first term is the kinetic energy of the electron and the second and third terms
are the Coulombic attractions between the electron and atoms A and B, respectively.
We separate eq. (5.4.2) into the unperturbed Ĥ0 and the perturbed ĤI . We note that, for
A, its unperturbed Hamiltonian is just the atomic hydrogen Hamiltonian: Ĥ0 = ĤA =
− ℏ

2

2me
∇2 − e2

4πϵ0
1
r . So, ĤI = −

e2
4πϵ0

1
r′ is its perturbation. Similarly, for B, HI = −

e2
4πϵ0

1
r . We

note in passing that whether we use r or r′, ∇2 stays the same.3

Next, we are going to form the matrix elements for ĤI , ⟨ϕA|ĤI |ϕA⟩, ⟨ϕA|ĤI |ϕB⟩,
and ⟨ϕB|ĤI |ϕB⟩. Here we take a simplified approach by denoting ⟨ϕA|ĤI |ϕA⟩ = −Δ,

3 𝜕
2

𝜕x2
= 𝜕2

𝜕(x−xA)2
= 𝜕2

𝜕(x−xB)2
, where xA and xB are the x-coordinates of atoms A and B, respectively. The y-

and z-coordinates are the same.
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⟨ϕB|ĤI |ϕB⟩ = −Δ, and ⟨ϕA|ĤI |ϕB⟩ = −t, without explicitly computing these integrals.
Both t and Δ are positive. Doing so leads to the following eigenequation:

(
−Δ −t
−t −Δ

)(
CA
CB
) = E(1) (CA

CB
) , (5.4.3)

which has a nontrivial solution only if its determinant is zero,



−Δ − E(1) −t
−t −Δ − E(1)


= 0. (5.4.4)

We obtain the first-order energy correction, E(1) = −Δ ± t. The eigenenergies up to the
first order are E1,2 = E1s − Δ ± t, where E1s is the zeroth-order energy. H

+
2 has one root

above E1s − Δ by t and another below the limit by t.
Plugging E1,2 into eq. (5.4.3), we find two eigenvectors: CA = CB =

1
√2
, and CA = −CB =

1
√2
. Our eigenfunction for E(1)1 in the basis of ϕA and ϕB is

ψssσ =
1
√2
(ϕA + ϕB), (5.4.5)

which is a ssσ-bonding state becauseϕA andϕB add up. The eigenfunction for the higher
energy E(1)2 is an antibonding state,

ψssσ∗ = 1
√2
(ϕA − ϕB). (5.4.6)

Antibonding orbitals are not stable, but they often participate in chemical reactions.

Exercise 5.4.1.
5. A system has the Hamiltonian Ĥ0 = (

E1 0
0 E2
), HI = ( −Δ ia

−ia −Δ ), where ĤI is much smaller than Ĥ0. (a) If E1 ≪ E2,
use the degenerate perturbation theory to find the first-order energy and second-order energy corrections
to the lowest eigenstate. (b) If E1 ≈ E2, use the nondegenerate perturbation theory to find the first-order
energy to the lowest eigenstate. (c) Under what condition will the result in (b) approach that in (a)?

5.4.2 Stark effect in hydrogen atom

The Stark effect refers to the spectral line splitting under an external electric field. Hy-
drogen’s n = 2 state is fourfold degenerate: 2s, 2px , 2py, and 2pz. When it is placed in a
uniform electric field F along the z-axis, this state splits. (a) Compute the split eigenen-
ergies. (b) Compute its wavefunctions in terms of unperturbed eigenstates.

(a) First, we need to find the interaction Hamiltonian, ĤI . From EM, we know this is
the dipole interaction ĤI = −D̂ ⋅ F = +er̂ ⋅ F = erF cos θ, with θ being the angle between
the dipole moment and electric field. Because we have a fourfold degenerate state, we
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need to form a 4 × 4 matrix for ĤI , ⟨ϕi|ĤI |ϕj⟩, where {ϕi} are |2s⟩ = R20Y00, |2px⟩ =
R21Y1,+1, |2py⟩ = R21Y1,−1, |2pz⟩ = R21Y1,0. Since the spatial part R(r) and the angular part
Ylm(θ,ϕ) are separated, the integration ⟨ϕi|ĤI |ϕj⟩ can be carried out separately. Because
the radial integration over r is almost always nonzero and the angular part may be zero,
we carry out the angular integration first. For instance,

⟨2s|ĤI |2px⟩ =∭R20Y
∗
00erF cos θR21Y1,1r

2 sin θdθdϕdr, (5.4.7)

whose angular part is

∬ Y∗00 cos θY1,1 sin θdθdϕ =∬ Y∗00 cos θY1,1dΩ. (5.4.8)

One may directly plug in Y00 and Y1,1 and integrate, but it is easier to use the following
relationship:

cos θYlm = √
(l + 1)2 −m2

(2l + 1)(2l + 3)
Yl+1,m +√

l2 −m2

(2l − 1)(2l + 1)
Yl−1,m. (5.4.9)

This shows that cos θYlm can be represented by two other spherical harmonics.
Therefore, cos θY1,1 only yields Y2,1 and Y0,1. Because all the spherical harmonics must
be orthonormalized,

∬ dΩY∗l1m1
Yl2m2
=

2π

∫
0

π

∫
0

sin θdθdϕY∗l1m1
Yl2m2
= δl1l2δm1m2

, (5.4.10)

where dΩ = sin θdθdϕ is the solid-angle finite element. Then, we have
∬ Y∗00 cos θY1,1dΩ = 0. Therefore, the only nonzero element is ⟨2s|ĤI |2pz⟩,

⟨2s|ĤI |2pz⟩ =
∞

∫
0

eFR20(r)rR21(r)r
2dr ×

2π

∫
ϕ=0

π

∫
θ=0

Y00(θ,ϕ) cos θY10dΩ. (5.4.11)

The angular integral is

π

∫
ϕ=0

π

∫
θ=0

Y00(√
(1 + 1)2 − 02
(2 + 1)(2 + 3)

Y2,0 +√
12 − 02
3

Y0,0)dΩ =
1
√3
. (5.4.12)

The radial integral is (see the exercise)

∞

∫
0

R20(r)rR21(r)r
2dr = −9a0

√3
, (5.4.13)
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Figure 5.2: The Stark effect in a hydrogen atom. Without an electric field F, 2s, 2p are degenerate, but
with F, they split, and the transition from the higher level to the lower level produces three spectral lines,
instead of one without F.

Finally, ⟨2s|ĤI |2pz⟩ = eF
1
√3
(− 9a0√3 ) = −3eFa0. Our final matrix ĤI is

(

0 −3eFa0 0 0
−3eFa0 0 0 0

0 0 0 0
0 0 0 0

). (5.4.14)

Diagonalizing it produces four roots, E(1) = ±3eFa0, 0, 0. The eigenenergies of Ĥ = Ĥ0 +
ĤI , to the first order, are E

(0)+3eFa0, E
(0)−3eFa0, E

(0) and E(0), where E(0) is the external
field-free 2s2p energy. The two roots, i. e., E0, are doubly degenerate.

(b) The wavefunctions for the two sp-hybridized levels, with E1 = E
(0) − 3eFa0 and

E2 = E
(0) + 3eFa0, are ψ1 =

1
√2
(|2s⟩ + |2pz⟩) and ψ2 =

1
√2
(|2s⟩ − |2pz⟩). In the absence of

an external electric field, the transition from the 2p-state to 1s-state emits a photon with
energy δE = E(0)−E1s. With the external field, if the electron is initially in theψ1-state, its
transition to the |1s⟩-state emits a photon with energy ΔE = E1 − E1s = E

(0) − E1s − 3eFa0,
which is 3eFa0 less than δE. But, if the electron initially is inψ2, then the photon energy is
3eFa0 higher than δE. The two statesψ3 andψ4 that do not have energy change produce a
single line. This means that spectrally one single line is split into three lines (see Fig. 5.2),
the Stark effect.

Exercise 5.4.2.
6. A three-level system has double-degenerate level E(0)1 and one nondegenerate level E(0)2 , with E(0)2 > E

(0)
1 .

Its unperturbed and perturbed Hamiltonian matrices are

Ĥ0 =(
E(0)1 0 0
0 E(0)1 0
0 0 E(0)2

) , ĤI =(
0 0 a
0 0 b
a∗ b∗ 0

) .
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(a) Use degenerate perturbation theory to find the energy correction to the first eigenstate up to the second
order. (b) Use the exact diagonalization method to compute the first eigenstate energy and compare the
results with (a).
7. Prove eq. (5.4.13), where R20 =

1

√2a
3
2
0

(1 − r
2a0
)e−

r
2a0 and R21 =

1

2√6a
3
2
0

r
a0
e−

r
2a0 . Hint: This integral uses the

following relationship: ∫∞0 xne−axdx = n!
an+1 , (a > 0, n > 0).

8. A hydrogen atom in n = 2 is placed in an electric field in the xy-planewhichmakes an angle of αwith respect
to the x-axis. The interaction Hamiltonian is ĤI = −D̂ ⋅ F. (a) Compute the energy splitting as a function of α
and plot the results. (b) Find the wavefunction correction as a function of α. (c) How many spectral lines are
there?

5.5 Variational principle

Perturbation theory (PT) is an important approximate method. Another approximate
method is the variational principle. Different from PT, we do not separate the Hamilto-
nian into two parts; instead, we use the system Hamiltonian directly, but rely on a trial
wavefunction that contains multiple variables to be optimized. These variables can be a
function or coefficients of a function. Mathematically, the variational principle is equiv-
alent to a constrained optimization based on Lagrange multipliers. A good trial wave-
function can deliver an excellent result, but having such a good wavefunction requires
good physical intuition. The variational principle is very flexible. One can optimize the
wavefunction ψ directly through functionals, or additional variational variables if de-
sired. In density-functional theory, one uses the density as a variable.

5.5.1 Functional derivatives

Functionals are a function of the function. For instance, F[ρ] is a functional of ρ, where
ρ itself is a function of position r. Here, we use square brackets to denote a functional.
Its functional derivative is denoted by δF or 𝜕F , instead of dF .

We take F[ρ] = aρ2 + b as an example, where a and b are constants. The functional
derivative of F , δF can be found through the regular Taylor expansion,

F[ρ + δρ] = a(ρ + δρ)2 + b = aρ2 + 2aρδρ + a(δρ)2 + b = F[ρ] + 2aρδρ + a(δρ)2,

F[ρ + δρ] − F[ρ] = 2aρδρ + a(δρ)2.

The finite difference, ΔF = F[ρ + δρ] − F[ρ] = 2aρδρ + a(δρ)2, becomes a functional
derivative in the limit δρ→ 0,

δF
δρ
= lim

δρ→0
(2aρ + aδρ) = 2aρ, (5.5.1)

where one sees the functional derivative is similar to a regular derivative.
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In QM, F[ρ]may contain an integration with a gradient term ∇ρ such as

F[ρ] = ∫ f [r, ρ(r), ∇ρ(r)]dr. (5.5.2)

We change the function ρ to ρ + δρ to get

F[ρ + δρ] = ∫ f [r, ρ + δρ, ∇ρ + ∇δρ]dr. (5.5.3)

We subtract eq. (5.5.2) from eq. (5.5.3) to generate

F[ρ + δρ] − F[ρ] = ∫(f [r, ρ + δρ, ∇ρ + ∇δρ] − f [r, ρ(r), ∇ρ(r)])dr ≡ ∫ δF
δρ

δρdr, (5.5.4)

where the final equation is our definition of the functional derivative δF
δρ to be found.

We first carry out a similar Taylor expansion for f up to the first order since all the
higher orders go to zero once we take the limit δρ→ 0 (see eq. (5.5.1)). This leads to

f [r, ρ + δρ, ∇ρ + ∇δρ] = f [r, ρ, ∇ρ] + 𝜕f
𝜕ρ

δρ + 𝜕f
𝜕∇ρ
⋅ ∇δρ. (5.5.5)

If we compare the right-most term of eq. (5.5.5) and the right-most equation of (5.5.4),
we see ∇δρ does not have the desired form because δρ is behind ∇ and does not stand
alone. We employ the divergence identity for the product of a scalar ϕ with a vector A,

∇ ⋅ (Aϕ) = ϕ(∇ ⋅ A) + A ⋅ (∇ϕ)→ A ⋅ (∇ϕ) = ∇ ⋅ (Aϕ) − ϕ(∇ ⋅ A), (5.5.6)

to rewrite (recognizing δρ as ϕ and 𝜕f𝜕∇ρ as A)

𝜕f
𝜕∇ρ
⋅ ∇δρ = ∇ ⋅ ( 𝜕f

𝜕∇ρ
δρ) − δρ(∇ ⋅ 𝜕f

𝜕∇ρ
). (5.5.7)

So, the integral becomes

∫
𝜕f
𝜕∇ρ
⋅ ∇δρdr = ∫∇ ⋅ ( 𝜕f

𝜕∇ρ
δρ)dr − ∫ δρ(∇ ⋅ 𝜕f

𝜕∇ρ
)dr. (5.5.8)

The divergence theorem allows us to convert the first term to a surface integral
∯( 𝜕f𝜕∇ρδρ) ⋅ da. Because any physically meaningful quantity is zero at infinity, this
surface integral must be zero. Then we have

F[ρ + δρ] − F[ρ] = ∫[ 𝜕f
𝜕ρ
− (∇ ⋅

𝜕f
𝜕∇ρ
)]δρdr, (5.5.9)

where both terms have our desired form, i. e., δρmultiplied by other terms. By the defi-
nition of the functional derivative in the last equation of eq. (5.5.4), we always can write
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F[ρ + δρ] − F[ρ] = ∫ δF
δρ

δρdr. (5.5.10)

If we compare eqs. (5.5.9) and (5.5.10), we find

δF
δρ
=
𝜕f
𝜕ρ
− ∇ ⋅
𝜕f
𝜕∇ρ
, (5.5.11)

where 𝜕 on the right sidemust be understood as a functional derivative. This is a generic
expression for an integral form of a functional derivative. The key message is that we
can ignore the integral over dr if we only have one integral over r. If we havemore than
one integral over r, we keep one fewer integral. If f does not contain ∇ρ, then one only
has the first term 𝜕f𝜕ρ .

Exercise 5.5.1.
9. The Thomas–Fermi kinetic energy functional is the first functional used in the pre-density functional theory
era. It connects the kinetic energy to the electron density ρ(r) and has the form

TTF[ρ] = CF ∫ ρ
5/3dr,

where ρ is a function of r and CF =
3ℏ2
10me
( 3π )

2/3. Find the functional derivative δT/δρ with respect to ρ.

10. The electron–electron repulsion energy is E[ρ] = 1
2

e2
4πϵ0
∬ ρ(r)ρ(r′)

r−r′ drdr′. (a) Find δE
δρ(r) . (b) Find

δ2E
δρ(r)δρ(r′) .

5.5.2 Spatial scaling as a variational parameter: the virial theorem

The variational principle is very flexible. We can use the spatial scaling as a variational
parameter. In the following, we take the Coulomb potential as an example for a system
of N electrons. Suppose ψ(r1, . . . , rN ) is a normalized eigenstate of the system,

Ĥψ = (T̂ + V̂ )ψ = (−∑
i

ℏ2∇2i
2me
+
1
2
∑
i ̸=j

e2

4πϵ0rij
)ψ = Eψ. (5.5.12)

If we rescale every degree of freedom from xi to x
′
i = λxi, i.e. setting xi = x

′
i /λ, from yi to

y′i = λyi, and from zi to z
′
i = λzi, then the kinetic energy operator T̂ is changed to λ2T̂ ′,

while the potential energy operator V̂ is changed to λV̂ ′. So our Hamiltonian rescales as

Ĥ′ = λ2T̂ ′ + λV̂ ′. (5.5.13)

The wavefunction must be rescaled as well because it must be normalized as
∫ dr1 ⋅ ⋅ ⋅ drN |ψ(r1, . . . , rN )|

2 = 1, where dr1 must be understood as dx1dy1dz1 and all
the rest are the same. It can be shown that
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ψ′(r′1, . . . , r
′
N ) = λ

−3N/2ψ(r1, . . . , rN ). (5.5.14)

The details are relegated to the following exercise.
Based on eq. (5.5.13), we find

Eλ ≡ ⟨ψ
′|Ĥ′|ψ′⟩ = λ2⟨T̂ ′⟩ + λ⟨V̂ ′⟩. (5.5.15)

Finally, we take the derivative with respect to λ to get the energy minimum,

𝜕Eλ
𝜕λ
= 2λ⟨T̂ ′⟩ + ⟨V̂ ′⟩ = 0. (5.5.16)

This means that ⟨V̂ ′⟩ = −2λ⟨T̂ ′⟩. Because the true eigenenergy is at λ = 1, where T̂ ′ = T̂
and V̂ ′ = V̂ , this leads to the virial theorem for the Coulomb potential,

2⟨T̂⟩ + ⟨V̂⟩ = 0 → − ⟨V̂⟩
⟨T̂⟩
= 2. (5.5.17)

The potential energy is twice the negative kinetic energy. If the potential deviates from
the Coulomb potential, the ratio −⟨V̂⟩

⟨T̂⟩
differs from 2. This is the application of the virial

theorem for Coulombic potentials in QM (see Section 4.1.1).

Exercise 5.5.2.
11. Ritz method. Prove that the minimum energy of the expectation value of the Hamiltonian ⟨ψ|Ĥ|ψ⟩ cor-
responds to the time-independent Schrödinger equation Ĥ|ψ⟩ = E|ψ⟩, where |ψ⟩ is the wavefunction to be
optimized and E is just λ. Hint: Choose a functional F = ⟨ψ|Ĥ|ψ⟩ − λ⟨ψ|ψ⟩, where λ is the Lagrange multiplier.
12. (a) If we rescale from xi to x

′
i = λxi , yi to y

′
i = λyi , and zi to z

′
i = λzi , show that the wavefunction will be

rescaled to ψ(r′1, . . . , r
′
N) = λ

−3N/2ψ(r1, . . . , rN). (b) Following (a), prove ⟨ψ
′|Ĥ|ψ′⟩ = ⟨ψ|Ĥ|ψ⟩, where |ψ′⟩ is

the scaled wavefunction. (c) Prove, after recaling r→ r′ = λr, ̂T → λ2 ̂T ′, while ̂V is changed to λ ̂V ′.

5.6 Examples of the variational principle in the H+2 molecule

Very few examples other than the H+2 molecule can demonstrate the full power of the
variational principles. In the following, we carry out two variations. We start with the
optimization over the coefficients of the wavefunction, which we call the first variation.

5.6.1 First variation

H+2 has two protons and one electron. Physically, the molecular orbital should not differ
too much from its atomic orbital, so we adopt a linear combination of atomic orbitals
(LCAO) as our trial wavefunction,
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ψ = CAϕA + CBϕB, (5.6.1)

whereCA andCB are two coefficients to be optimized. The variational principle hinges on
an optimization principle. Suppose we are interested in the ground-state energy. Then,
we minimize the energy expectation value F ,

F ≡ ⟨ψ|Ĥ |ψ⟩ = ⟨C∗AϕA + C
∗
BϕB|Ĥ |CAϕA + CBϕB⟩

= C∗ACA⟨ϕA|Ĥ |ϕA⟩ + C
∗
BCB⟨ϕB|Ĥ |ϕB⟩ + C

∗
ACB⟨ϕA|Ĥ |ϕB⟩ + C

∗
BCA⟨ϕB|Ĥ |ϕA⟩.

(5.6.2)

However, we cannot minimize it without any constraint because doing so would yield
CA = CB = 0. The constraint is the wavefunction normalization, i. e.,

⟨ψ|ψ⟩ = |CA|
2⟨ϕA|ϕA⟩ + |CB|

2⟨ϕB|ϕB⟩ + C
∗
ACB⟨ϕA|ϕB⟩ + C

∗
BCA⟨ϕB|ϕA⟩ = 1. (5.6.3)

To simplify our notation, we define HAA = ⟨ϕA|Ĥ |ϕA⟩, HBB = ⟨ϕB|Ĥ |ϕB⟩, HBA =
⟨ϕB|Ĥ |ϕA⟩, and HAB = ⟨ϕA|Ĥ |ϕB⟩. We denote S = ⟨ϕA|ϕB⟩ and S∗ = ⟨ϕB|ϕA⟩ and
assume ⟨ϕA|ϕA⟩ = ⟨ϕB|ϕB⟩ = 1.

The function to be optimized is G = F − E(⟨ψ|ψ⟩ − 1) = C∗ACAHAA + C
∗
BCBHBB +

C∗ACBHAB + C
∗
BCAHBA − E(C

∗
ACA + C

∗
BCB + C

∗
ACBS + C

∗
BCAS
∗ − 1), where E is the Lagrange

multiplier and gives the eigenenergy. Next, we decide what variables to be optimized. In
order to make connections with Subsection 5.4.1, we keep ϕA and ϕB fixed and optimize
CA, CB. The variational principle is realized by taking the derivative of G with respect to
C∗A and C

∗
B and setting them to zero

𝜕G
𝜕C∗A
= CAHAA + CBHAB − E(CA + CBS) = 0, (5.6.4)

𝜕G
𝜕C∗B
= CBHBB + CAHBA − E(CB + CAS

∗) = 0, (5.6.5)

which can be cast into a matrix form as

(
HAA HAB
HBA HBB

)(
CA
CB
) = E ( 1 S

S∗ 1
)(

CA
CB
) . (5.6.6)

This is a generic matrix eigenvalue problem, matrix mechanics.
Before we proceed, we pause to make connections to the degenerate perturbation

theory. If we set HAA = HBB = E1s − Δ, HAB = HBA = −t, and S = 0, then we have the
eigenequation

(
E1s − Δ −t
−t E1s − Δ

)(
CA
CB
) = E (CA

CB
) , (5.6.7)

which is exactly the same as eq. (5.4.3), except for E1s.
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Figure 5.3: (a) Energy diagram. The symmetric bonding orbital energy Es is lowered, while the antibonding
and asymmetric orbital energy Eas is increased (eq. (5.6.8)). (b) H

+
2 model. We align the z-axis along the

bond that connects two H atoms A and B (two filled circles) which are separated by distance R. The electron
(empty circle) is r1A and r1B away from these two atoms.

Here, we can solve eq. (5.6.6) directly with the details left to the following exercise.
Two eigenenergies that which correspond to one symmetric (bonding) and one antisym-
metric (antibonding) eigenstates are

Es =
HAA + HAB

1 + S
,

Eas =
HAA − HAB

1 − S
.

(5.6.8)

Which one has a lower energy depends on the signs of HAA and HAB. If ϕA and ϕB are
chosen as a localized state, such as the 1s-orbital of the H atom, then HAA and HAB are
both negative, while S is always positive and less than one. Therefore, Es is lower than
Eas (see Fig. 5.3(a)). This is the same reason why in the matrix we have −t, where t itself
is positive. As discussed before, this corresponds to a bonding state, and Eas corresponds
to an antibonding state.

Exercise 5.6.1.
13. Prove ( 1 SS 1 )

−1
= 1

1−S2
( 1 −S−S 1 ).

14. Starting from eq. (5.6.6), show its eigenvalues are given by eq. (5.6.8).

5.6.2 Second variation

The second variation includes all the features of the first variation and has an additional
spatial extension of the atomicwavefunction. This new feature produces results that are
accurate enough to be compared with experiments.

5.6.2.1 Geometry and trial wavefunction
We place two H atoms separated by a distance R along the z-axis (see Fig. 5.3(b)). The
distance between the electron and atomA is r1A and that between the electron and atom
B is r1B. Since we are interested in the ground-state wavefunction of H

+
2 , we expect that
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thewavefunction should not be different from its atomicwavefunction as themolecular
orbital should return to the atomic orbital as R→∞.

Our variational molecular wavefunction is a linear combination of two atomic 1s-
orbital wavefunctions just as eq. (5.6.1),

ψ = CAϕA(r1A) + CBϕB(r1B), (5.6.9)

where two 1s-orbitals for atoms A and B are

ϕA(r1A) =
λ3/2

√πa30
e−λr1A/a0 , ϕB(r1B) =

λ3/2

√πa30
e−λr1B/a0 . (5.6.10)

Here, r1A = r1 − rA, r1 is the coordinate of the electron, rA is the coordinate of atom A,
r1A = |r1A|, and a0 is the Bohr radius. Different from eq. (5.6.1), we have a new variational
parameter λ that allows us to fine-tune the spatial extension of the original atomic or-
bital to get a more accurate molecular orbital since, when atoms form molecules, the
atomic wavefunction must always undergo some changes.

Different from eq. (5.6.6), our wavefunction has two sets of variational parameters,
{Ci} and λ. Our first variation with respect to CA and CB yields eq. (5.6.6),

(
HAA HAB
HBA HBB

)(
CA
CB
) = E (1 S

S 1
)(

CA
CB
) . (5.6.11)

Our second variation with respect to λ allows us to further optimize the atomic orbitals.
This needs the explicit expressions of HAA, HBB, HAB, HBA, and S.

5.6.2.2 Overlap integral S
Recall that the overlap integral S is defined as

S = ⟨ϕA(r)|ϕB(r)⟩ =
λ3

πa30
∭ e−λ(r1A+r1B)/a0dr. (5.6.12)

Because ϕA and ϕB are referenced with respect to atoms A and B separately, we cannot
integrate directly. We must choose an appropriate coordinate to simplify the integral.
We first place atom A at the origin (see Fig. 5.3(b)), rA = 0, so r1A = r1 − rA = r, where we
have removed the subscript “1” in r. This way we can express r1B in terms of the polar
angle θ and R as |r1B| = √R2 + r2 − 2Rr cos θ. This allows us to rewrite S as

S = λ3

πa30
∭ e−λ(r+√r

2+R2−2rR cos θ)/a0r2 sin θdθdϕdr. (5.6.13)

After a lengthy but straightforward integration, we find
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S = (1 + λR
a0
+
λ2R2

3a20
)e−λR/a0 , (5.6.14)

whose derivation is included as a homework exercise.

5.6.2.3 Hamiltonian matrix elements
The molecular Hamiltonian of H+2 consists of electronic and nuclear parts, Ĥe and Ĥp,

Ĥe = −
ℏ2∇2

2me
+ V (r1A) + V (r1B),

Ĥp = −
ℏ2∇2A
2mp
−
ℏ∇2B
2mp
+ V (rAB),

(5.6.15)

whereme andmp are the electron andprotonmasses, respectively, andV (r1A) andV (r1B)
are the attraction between the electron and proton A and that between the electron and
proton B,

V (r1A) = −
1

4πε0
e2

r1A
, V (r1B) = −

1
4πε0

e2

r1B
. (5.6.16)

The proton–proton repulsion is given by V (rAB) =
1

4πε0
e2
R , where R is the distance be-

tween them. The variational calculation is carried out over Ĥe and V (rAB), where the
kinetic energy of the protons does not enter the calculation since we ignore the zero-
point vibration of the nucleus.

Because all the Hamiltonianmatrix elements have forms like ⟨ϕ(r1A)|Ĥe|ϕ(r1A)⟩, we
compute Ĥe|ϕ(r1A)⟩. The potential energy terms are straightforward since they present
a simple product, but the kinetic energy operator needs some caution. Since ϕA has no
angular dependence, we can drop the angular terms in ∇2 to get 1

r1A
d2
dr21A
(r1Aϕ(r1A)).

4

A direct calculation yields

∇2ϕ(r1A) = (−
2
r1A

λ
a0
+
λ2

a20
)e−λr1A/a0 . (5.6.17)

So the kinetic energy term is

−
ℏ2∇2

2me
ϕ(r1A) = (−

ℏ2λ2

2mea20
+
ℏ2λ

mea0r1A
)ϕ(r1A) = (−

ℏ2λ2

2mea20
+

e2λ
4πϵ0r1A

)ϕ(r1A), (5.6.18)

where we have used eq. (4.1.5) to replace ℏ2/(mea0) by e
2/(4πϵ0). Then, we obtain

4 In ∇, the variable is r, but, since here ϕ is centered at atom A, we replace r by r1A.
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Ĥeϕ(r1A) = (−
ℏ2∇2

2me
−

1
4πε0

e2

r1A
−

1
4πε0

e2

r1B
)ϕ(r1A)

= (−
ℏ2λ2

2mea20
+

e2

4πε0
(λ − 1)
r1A
−

e2

4πε0
1
r1B
)ϕ(r1A).

(5.6.19)

The diagonal matrix element HAA = ⟨ϕ(r1A)|Ĥe|ϕ(r1A)⟩ is

HAA = −
ℏ2λ2

2mea20
+
e2(λ − 1)
4πε0
⟨ϕ(r1A)|

1
r1A
|ϕ(r1A)⟩ −

e2

4πε0
⟨ϕ(r1A)|

1
r1B
|ϕ(r1A)⟩ (5.6.20)

and the off-diagonal one HBA = ⟨ϕ(r1B)|Ĥe|ϕ(r1A)⟩ is

HBA = −
ℏ2λ2

2mea20
S + e

2(λ − 1)
4πε0
⟨ϕ(r1B)|

1
r1A
|ϕ(r1A)⟩ −

e2

4πε0
⟨ϕ(r1B)|

1
r1B
|ϕ(r1A)⟩, (5.6.21)

where the last two integrals are the same and can be combined into one,

HBA = −
ℏ2λ2

2mea20
S + e

2(λ − 2)
4πε0
⟨ϕ(r1B)|

1
r1A
|ϕ(r1A)⟩. (5.6.22)

Now, we are left with three integrals, ⟨ϕ(r1A)|
1
r1A
|ϕ(r1A)⟩, ⟨ϕ(r1A)|

1
r1B
|ϕ(r1A)⟩, and

⟨ϕ(r1B)|
1
r1B
|ϕ(r1A)⟩. We introduce a shorthand notation for them,

Q = ⟨ϕ(r1A)|
a0
r1A
|ϕ(r1A)⟩, D = ⟨ϕ(r1A)|

a0
r1B
|ϕ(r1A)⟩, X = ⟨ϕ(r1B)|

a0
r1B
|ϕ(r1A)⟩, (5.6.23)

where we have purposely multiplied the original integrals by a0 so that Q, D, and X are
dimensionless. After a lengthy integration, we find

Q = λ, D = a0
R
− λ(1 + a0

λR
)e−2λR/a0 , X = λ(1 + λR

a0
)e−λR/a0 . (5.6.24)

We can directly plot S, D, and X as a function of R. Figure 5.4(a) shows that they are all
positive and decrease with R, but the “exchange” integral X decreases more slowly.

Because we have multiplied all the integrals by a0, every term with coefficient e2
4πϵ0

in eqs. (5.6.20) and (5.6.22) must be divided by a0. Next, we use eq. (4.1.9) to rewrite the
coefficients of the potential and the kinetic energy terms in eqs. (5.6.20) and (5.6.22) as

e2
4πε0a0
= −2E1 and −

ℏ2

2mea20
= E1, respectively. Here, E1 = −13.6 eV. This simplifies the

Hamiltonian matrix elements to (note Q = λ)

HAA = E1λ
2 − 2E1(λ − 1)Q + 2E1D = E1λ

2 − 2E1(λ − 1)λ + 2E1D,

HBA = E1λ
2S − 2E1(λ − 2)X .

(5.6.25)

Since E1 < 0, −2E1 is positive. If we use −2E1 as our energy unit, then
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Figure 5.4: (a) Overlap integral S, direct interaction integral D, and “exchange” integral X as a function
of R. (b) Emol as a function of the variational parameter λ. (c) Total molecule energy Emol, proton–proton
repulsion Epp, and electron energy Es as a function of distance R between two protons at the optimal λ =
1.238. (d) Emol is minimized with respect to both R and λ. The vertical bar is the experimental bond length.
Rmin = 1.060064 Å.

HAA = −
λ2

2
+ λ(λ − 1) − D, HBA = −

λ2

2
S + (λ − 2)X . (5.6.26)

Here the off-diagonal element HBA is negative since λ < 2 and both S and X are positive.
This is the reason why we have consistently pointed out that the hopping integral t in
eq. (5.6.7) is positive, so −t is negative.

5.6.3 Variational minimization of the molecular energy

The electronic energy for the bonding state (see Es in eq. (5.6.8)) is

Es =
HAA + HBA

1 + S
. (5.6.27)

Before we carry out the variational minimization of Es with respect to both λ and R, we
must further simplify HAA and HBA. We set ρ = λR

a0
, so the ratio ρ/λ is just the distance

between two protons, R/a0. The overlap integral S is a function of ρ alone,

S(ρ) = (1 + ρ + ρ
2

3
)e−ρ. (5.6.28)
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We rewrite D = a0
R − λ(1 +

a0
λR )e
−2λR/a0 ≡ λD̃, and X = λ(1 + λR/a0)e

−λR/a0 ≡ λX̃ , where
D̃ and X̃ are also a function of ρ alone,

D̃(ρ) = 1
ρ
− (1 + 1

ρ
)e−2ρ, X̃(ρ) = (1 + ρ)eρ. (5.6.29)

This has an advantage because we can minimize the total energy with respect to two
independent variables, λ and ρ.

We substitute HAA and HBA into Es to get

Es(λ, ρ) = −
λ2

2
+
λ(λ − 1) − λD̃(ρ) + λ(λ − 2)X̃(ρ)

1 + S(ρ)
. (5.6.30)

The proton–proton repulsion energy is

Epp =
1

4πϵ0
e2

R
=

e2

4πϵ0a0
a0
R
= −2E1

a0
R
. (5.6.31)

We write it in the unit of (−2E1), Epp =
λ
ρ , where we have used

a0
R =

λ
ρ . Now, the total

molecular energy is

Emol = Es + Epp, (5.6.32)

which must be minimized with respect to λ and ρ. Figure 5.4(b) plots Emol as a function
of λ for a fixed ρ. One can see a local minimum around λ = 1.238. Figure 5.4(c) shows
that the proton–proton interaction Epp is always repulsive (long dashed line) since both
protons carry positive charges, but Es provides the necessary attraction (short dashed
line). The competition between them leads to an energy minimum. In this figure, we
already use the optimized λ. The solid line is an extended view of the molecular energy
as a function of R, with a local minimum.

We optimize both λ and ρ simultaneously. Emol in Fig. 5.4(d) is computed using the
code flugge.f in the Appendix listing 11.13. There is a tiny kink because wemust manu-
ally choose a smaller total energy. The vertical line shows the experimentally measured
bond length of H+. One can see the theoretical value of 1.0600642 Å matches the experi-
mental one of 1.05278 Å, within 0.69%. This demonstrates the high accuracy of quantum
theory. This small deviation is due to our limited basis (only two 1s orbitals included)
and by neglecting zero-point proton fluctuation.

5.6.4 Molecular orbitals

Now, we are ready to find the molecular wavefunction with the optimal λ and R. Once
all thematrix elements are known, we can find CA and CB by solving eq. (5.6.11) and then
plugging them into eq. (5.6.9) to get the wavefunction ψ.



5.6 Examples of the variational principle in the H+2 molecule � 161

Figure 5.5: (a) One-dimensional scan of the bonding orbital in H+2 with nonzero electron density along
the bond direction. (b) Contour of the bonding orbital on the xy-plane. (c) One-dimensional scan of the
antibonding orbital with zero charge density in the middle of the bond. (d) Contour of the antibonding
orbital on the xy-plane.

Figure 5.5(a) shows a line-cut of ψ through the x-axis, and its two-dimensional con-
tour plot is shown in Fig. 5.5(b). One can see a nonzero charge density along the bond
direction, typical of a σ-orbital. This reveals how the chemical bond is formed: The over-
lap of the atomic wavefunctions lowers the overall energy from 2E1s.

The antibonding state can be found similarly. Figure 5.5(c) shows a line-cut of ψ
through the x-axis, and its two-dimensional contour plot is shown in Fig. 5.5(d). We note
that, in contrast to the bonding orbital, there is no charge density between two atoms.
This is the key feature of antibonding states.

Exercise 5.6.4.
15. Compute the overlap matrix element S. Hint: You need the two integrals ∫ xeaxdx = ( xa −

1
a2
)eax and

∫ x2eaxdx = ( x
2

a −
2x
a2
+ 2

a3
)eax .

16. Prove 1
r1A

d2

dr21A
[r1A(e
−λr1A/a0 )] = (− 2

r1A
λ
a0
+ λ2

a20
)e−λr1A/a0 .

17. (a) Show − ℏ
2

2mea20
= E1, where E1 is the ground-state energy of the H atom and a0 is the Bohr radius. (b)

Show Q = ⟨ϕ(r1A)|
a0
r1A
|ϕ(r1A)⟩ = λ.

18. Use flugge.f in Appendix listing 11.13 to compute the total energy change as a function of λ.
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5.7 Problems

1. A particle of mass m is in the ground state of a one-dimensional infinite quantum
well with V (x) = 0, where 0 < x < a, otherwise V (x) = ∞. It experiences a small
perturbation HI (x) = −b if 0 < x < a/2 and HI (x) = b if a/2 < x < a, where b is
a positive constant. (a) Find the energy correction up to the second order. (b) Find
the wavefunction correction up to the first order. (c) Find the probabilities between
0 < x < a/2 and a/2 < x < a.

2. A particle of mass m is sealed inside an infinite quantum well of length a within
x ∈ (0, a). The particle is subject to a small perturbation,W (x) = Bδ(x − a

2 ), where
B is a small constant in units of energy. (a) Compute the energy correction up to the
first order. (b) This problem is exactly solvable without approximation. Show the
exact energy E is given by k which satisfies tan( ka2 ) = −

ℏ2k
Bm . (c) Take the limit B→ 0

to check the results from (a).
3. For the particle-in-a-box problem, suppose we add a small electric field ℰ along the

x-direction, ĤI = −eℰx. (a) Find the first-order ground-state energy correction. (b)
Find the first-orderwavefunction correction. (c) Find the second-order ground-state
energy correction.

4. A particle is placed in the infinite quantum well with x ∈ (0, a). It experiences a
weak perturbation HI = ϵxδ(x − a/2), where ϵ is a small positive number. (a) Find
thefirst- and second-order energy corrections to thefirst-excited staten = 2. (b) Find
the wavefunction correction to it up to the first order |ψ(1)⟩. (c) Find the expectation
values of x̂ and p̂x with |ψ

(1)⟩. (d) Check how the uncertainty ΔxΔpx is changed.
5. A harmonic oscillator with angular frequency ω and mass m is subject to a small

perturbation ĤI = λx
3. For the ground state ϕn=0, (a) find its first-order energy cor-

rection E(1); (b) compute the second-order energy correction E(2); (c) for a general
state ϕn, show that the first-order wavefunction correction ψ(1) only contains four
unperturbed wavefunctions, ϕn+1, ϕn−1, ϕn−3, and ϕn+3. Hint: Convert x

3 to â and â†

and then apply them to the unperturbed eigenstates.
6. A hydrogen atom is in its ground state. We apply a uniform electric field along the

z-axis, HI = eFz = eFr cos θ, where F is the electric field. (a) Prove the ground state
up to the first-order wavefunction correction is

ψ = 1

√πa30
e−r/a0[1 − F cos θ

e
(a0r +

r2

2
)].

(b) Based on this wavefunction, show that the second-order energy correction is
− 94a

3
0F

2. (c) What if we apply the electric field along the y-axis? How do the above
results change?

7. A system has an unperturbed Hamiltonian Ĥ0 =
p̂2
2m + V (r) with eigenfunction |ϕn⟩

and eigenvalue ϵn. (a) Prove the matrix element of p̂ between two eigenstates |m⟩
and |n⟩ is connected with that of r̂ through



5.7 Problems � 163

⟨m|p̂|n⟩ = im(ϵm − ϵn)
ℏ
⟨m|r̂|n⟩.

Hint: [r̂, p̂] = iℏ and [r̂, Ĥ0] = iℏp̂/m. (b) Suppose that the system is subject to a
perturbation with the interaction Hamiltonian ĤI = −

p̂⋅A(r)
me

, where A is the vector
potential and its spatial dependence is ignored, i. e.,A(r = 0). Show the second-order
energy correction is

E(2)n = −
A2

ℏ2
∑
k
(ϵk − ϵn)|r̂kn|

2.

8. A system is described by the unperturbed Hamiltonian matrix

Ĥ0 =(
E1 0 0
0 E2 0
0 0 E3

) .

A small perturbation is given by

ĤI =(
0 ϵ ϵ
ϵ 0 ϵ
ϵ ϵ 0

) .

(a) If E1 < E2 < E3, find the energy and wavefunction correction for the lowest
eigenstate. (b) If E1 = E2 < E3, find the energy and wavefunction correction for the
lowest eigenstate. (c) Without using the perturbation theory, find the exact solution
and then find the condition that the results will reproduce (a) and (b).

9. Themolecular orbital contour plot can reveal information about chemical bonding.
Take H+2 as an example, and place two protons at x = −R/2 and x = R/2, where

R = 1.06 Å. Suppose the wavefunction is ψ = e−√(x−R/2)
2+y2/a0 + e−√(x+R/2)

2+y2/a0 . (a)
Given ψ = 1, 0.8, and 0.2, explain how you plot such an orbital in the xy-plane. (b)
Plot your orbital.

10. Suppose ϕA = e−r
2
A and ϕB = e−r

2
B , where rA = √(x − R/2)2 + y2 and rB =

√(x + R/2)2 + y2. (a) Find an equation of x and y, where ψ = ϕA + ϕB is equal to a
constant c. These pairs of (x, y) are the coordinates of the contour plot. Hint: For our
presentϕA andϕB, it is possible to solve for y for a fixed x. (b) Choose c = 0.2, 0.4, 0.8,
and plot a figure like Figure 5.5(b). (c) Do the same but for ψ = ϕA − ϕB, which mim-
icks an antibonding orbital.

11. Prove the Hellmann–Feynman theorem,

𝜕
𝜕λ
E(λ) = ⟨ϕ(λ)| 𝜕Ĥ(λ)

𝜕λ
|ϕ(λ)⟩,
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where E(λ) is an eigenvalue of the Hamiltonian Ĥ(λ), ϕ(λ) is its eigenstate, i. e.,
Ĥ(λ)ϕ(λ) = E(λ)ϕ(λ) and ⟨ϕ(λ)|ϕ(λ)⟩ = 1. λ is a parameter.

12. Show D = ⟨ϕ(r1A)|
a0
r1B
|ϕ(r1A)⟩ =

a0
R − λ(1 +

a0
λR )e
−2λR/a0 .

13. Show X = ⟨ϕ(r1B)|
a0
r1A
|ϕ(r1A)⟩ = λ(1 +

λR
a0
)e−λR/a0 .

14. Suppose ϕ(x) = Ne−ax
2
is a variational wavefunction for the ground state of the one-

dimensional harmonic oscillatorwith Ĥ = − ℏ
2

2m
d2
dx2 +

1
2mω

2x2, whereN is the normal-
ization constant. (a) Use the variational principle to find a. (b) Find the eigenenergy.
(c) Replace ϕ(x) = Ne−ax

2
by ϕ(x) = N cos(ax) and find a that minimizes the total

energy and find the energy.
15. ϕ1 = x and ϕ2 = x

3 form a variational wavefunction, ψ = c1ϕ1 + c2ϕ2, for the infinite
quantum well with x ∈ (0, a). (a) Find the overlap matrix S = ⟨ϕ1|ϕ2⟩. (b) Set up
a Hamiltonian matrix. (c) Diagonalize the matrix and find c1 and c2. (d) Find the
energy for the ground state. (e) Sketch the wavefunction and compare it with the
exact one (√ 2

a sin(
πx
a )). (f) Explain why we choose odd functions for ϕ1 and ϕ2.

16. Consider a trial wavefunction f (x) for the harmonic oscillator, Ĥ = p̂2x
2m +

1
2mω

2x2,
where f (x) is an isoceles triangle centered at x = 0, with a height of 1 and base
length of α. (a) Use the variational principle to find α at theminimal energy. (b) Find
the energy and compute the percentage error. (c) Find the overlap between f (x) and
the exact ground state wavefunction. (Answers: α = 2.34 and E = +0.548ℏω). From
[29].

17. (a) Assume a trial wavefunction for PIB,ϕ(x) = a2−x2. Normalize it, compute the ex-
pectation value of Ĥ , and compare it with the exact ground-state energy. (b) Choose
ϕ(x) = aλ − xλ, where λ is a variational parameter. Find λ at the energy minimum
and compare it with the exact ground state energy. From [30].

18. (a) For a harmonic oscillator, Ĥ = p̂2x
2m +

1
2mω

2x2. Find − ⟨V̂⟩
⟨T̂⟩

. (b) Prove that for a
stationary state, a more general virial theorem is

2⟨T̂⟩ = ⟨r ⋅ ∇V⟩,

where T̂ and V are the kinetic energy and potential energy operators, respectively.
Hint: Starting from the Heisenberg equation of motion for the product r ⋅ p̂,

d⟨r ⋅ p̂⟩
dt
=

1
iℏ
⟨[r ⋅ p̂, Ĥ]⟩.

For a stationary state, the left side must be time-averaged to zero.
19. The Weizsäcker kinetic energy functional is Ek[ρ] =

1
8

e2
4πϵ0
∫ ∇ρ(r)⋅∇ρ(r)ρ(r) dr. Find δEk

δρ(r) .

(Answer: 18
∇ρ(r)⋅∇ρ(r)

ρ2(r) −
1
4
∇2ρ
ρ .)



6 Electron spin

Few observables are as exceptional as spin. It is present only in QM and has no classical
analogue. It is a separate degree of freedom that a quantum object possesses and runs
in parallel with the spatial degree of freedom. Conceptually, it is incorrect to say that we
locate spin at a particular spatial point. Mathematically, the spatial derivative (either
gradient, divergence, or curl) of spin is zero. Spin is the reasonwhywe havemagnetism,
just as charge is the reason for electricity, but the situation is much more complicated.
Electrons, protons, and neutrons have half-integer spins, while photons and phonons
have integer spins.

This chapter is grouped into four basic units.
– Unit 1 consists of the first two sections. It introduces the Stern–Gerlach experiment

and four key concepts: Pauli matrices, spin operators, their commutation relations,
and the total angular momentum.

– Unit 2 includes Sections 6.3 and 6.4. Section 6.3 explains how the spin interacts
with the magnetic field, while Section 6.4 explains how one can explain the Stern–
Gerlach experiment. The purpose is to close the loop that we started in Section 6.1.

– Unit 3 consists of Sections 6.5 and 6.6. Section 6.5 introduces the Zeeman effect that
extends Section 6.4 to spectrum. While the Zeeman effect uses one static magnetic
field, the electron spin resonance (ESR) in Section 6.6 uses two fields, one static and
one dynamic. This dynamic field connects us to the time-dependence, which lays
the ground work for the time-dependent perturbation theory in the next chapter.

– Unit 4 consists of Section 6.7 which extends all the basic knowledge previously
gained to nuclear spins; this enables spatial resolution to be achieved in MRI.

6.1 Discovery of electron spin and representation of spin states

6.1.1 Stern–Gerlach experiment: spin is another degree of freedom

Between 1921 and 1922, in Germany, Walter Gerlach and Otto Stern [31] sent a beam of
Ag atoms through a gradient magnetic field. If only classical physics were at work, they
would have expected the atoms to form a single distribution on the screen with the
maximum in the middle. But, this did not happen; instead, they found the atoms split
into two groups, and so discovered the existence of spin in electrons.

Figure 6.1 schematically reproduces their experimental setup. Ag atoms pass
through a collimator before entering a gradient field B. If we choose the vertical axis
as the z-axis, 𝜕Bz𝜕z ̸= 0. According to the Maxwell equation, the divergence of a magnetic
field is zero, i. e., ∇ ⋅ B = 0, so 𝜕Bx𝜕x ̸= 0 and/or

𝜕By
𝜕y ̸= 0, but their values are smaller. The

Ag atom is electrically neutral because there are 47 electrons and protons. All the shells
are closed (1s22s22p63s23p64s23d104p64d105s1), except the 47th 5s1 electron. On the right
side, a photographic plate captures the Ag atoms.Without B, they observed only a single

https://doi.org/10.1515/9783110672152-006

https://doi.org/10.1515/9783110672152-006
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Figure 6.1: Stern–Gerlach experiment setup of silver atoms. The length of their magnetic field is about 10
cm. According to Stern’s Nobel Lecture, the slit in the collimator cannot be made too narrow because the
atom beam deflects too much to overshadow the deflection due to the magnetic field. Their original paper
(W. Gerlach and O. Stern, Zeit für Physik, 9, 353 (1922)) gave B = 0.1 T, the magnetic field gradient of 10 T/m
and the vertical splitting of Δz = 0.22mm.

line; with B, the single line splits into two. This is the first experimental demonstration
of spin. The spin only take one of two values: up or down.

Does a uniform magnetic field work? In classical E&M, the interaction between a
magnetic moment μclassical and a magnetic field B is described by the potential energy
U ,

U = −μclassical ⋅ B,

but, for the spin, we change it to

U = −μs ⋅ B,

where μs is the spin moment. The force along the z-axis due to spin is

Fz = −
𝜕U
𝜕z
= μs ⋅
𝜕B
𝜕z
+
𝜕μs
𝜕z
⋅ B.

If a uniform magnetic field had an effect, then this would prove that the spin moment
must depend on the space. But the experiment shows that this is not the case. Therefore,
the spin moment is completely decoupled from the space, 𝜕μs𝜕z = 0, and the electron spin
is a degree of freedom separate from its charge counterpart. For this reason, in order to
detect the spatial deviation, the magnetic field gradient is nonzero, 𝜕B𝜕z ̸= 0. In an inter-
esting historical note, 2022 was the 100th anniversary of the famous 1922 experiment.

6.1.2 Pauli matrices

We start with a three-dimensional Cartesian spatial space and consider three unit vec-
tors e1, e2, e3, each of which has ei ⋅ ei = |ei|

2 = 1. We do not assume any other rela-
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tionships among them. We express another unit vector r̂ = c1e1 + c2e2 + c3e3, where ci
is the direction cosine (∑i c

2
i = 1). Imposing |r̂|

2 = 1 and invoking the arbitrariness of
ci lead to e1 ⋅ e2 = 0, e1 ⋅ e3 = 0, and e2 ⋅ e3 = 0. This shows that, if we impose the unit
vector constraint on three spatial vectors, we can generate three unit vectors that are
orthogonal to each other.

For the spin space, we do the same, but with a 2 × 2 matrix, represented by A [29],

A = (a11 a12
a21 a22

) . (6.1.1)

Just like |r̂|2 = 1, we impose one constraint: A2 is an identity matrix I , i. e.,

A2 = I = (1 0
0 1
) , (6.1.2)

which leads to a11 = −a22 and a
2
11 + a12a21 = 1. This means that matrix elements, a11, a12,

a21, are not independent. A has two eigenvalues of ±1 (see Problem No. 1).
If we choose a real a11 = cos θ, then a12a21 = sin

2 θ, where a12 and a21 must be both
pure real or pure imaginary. The two simplest choices are (1) a12 = a21 = sin θ and (2)
a12 = −a21 = −i sin θ. If we set θ = π/2, these two choices yield the Pauli matrices, σ̂x (the
x-component) and σ̂y (the y-component) respectively,

σ̂x = (
0 1
1 0
) , σ̂y = (

0 −i
i 0
) . (6.1.3)

Setting θ = 0 gives us the Pauli matrix σ̂z (the z-component),

σ̂z = (
1 0
0 −1
) . (6.1.4)

We see σ̂2x = σ̂
2
y = σ̂

2
z = I , with eigenvalues being ±1. They are all Hermitian operators,

σ̂†x = σ̂x and so on. Then we have σ̂
†
i σ̂i = I , so they are also unitary matrices. Following

the example with r̂, we express any 2 × 2 matrix X̂ as X̂ = c1σ̂x + c2σ̂y + c3σ̂z, where ci is
the direction cosine in the spin space. We require X̂ to satisfy

X̂2 = (c1σ̂x + c2σ̂y + c3σ̂z)(c1σ̂x + c2σ̂y + c3σ̂z) = I ,

whose diagonal terms are summed up to c21 σ̂
2
x + c

2
2 σ̂

2
y + c

2
3σ̂

2
z = (c

2
1 + c

2
2 + c

2
3)I = I and

thus cancel I on the right side of the equation. Because {ci} is arbitrary, the off-diagonal
terms, c1c2(σ̂x σ̂y + σ̂yσ̂x) + c2c3(σ̂yσ̂z + σ̂zσ̂y) + c1c3(σ̂x σ̂z + σ̂zσ̂x), must be zero for each
combination: σ̂x σ̂y + σ̂yσ̂x = 0, σ̂yσ̂z + σ̂zσ̂y = 0, σ̂x σ̂z + σ̂zσ̂x = 0. These are called the
anticommutation relations, as opposed to a regular commutator [Â, B̂] = ÂB̂ − B̂Â. They
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are the matrix equivalence of the orthogonalization, ei ⋅ ej = 0 for i ̸= j. One may use
eqs. (6.1.3) and (6.1.4) to verify these relationships, but we derive it without using them.

These Pauli matrices remained mysterious until Dirac discovered through his rela-
tivistic equation that the most natural representation for the electron is four 4 × 4 ma-
trices γ̂0, γ̂1, γ̂2 and γ̂3, called Dirac matrices. Each matrix consists of two 2 × 2 matrices,

γ̂0 = (
I 0
0 −I
) , γ̂1 = (

0 σ̂x
−σ̂x 0

) , γ̂2 = (
0 σ̂y
−σ̂y 0

) , γ̂3 = (
0 σ̂z
−σ̂z 0

) , (6.1.5)

where I is the identitymatrix (eq. (6.1.2)). ToDirac’s amazement, σ̂x , σ̂y, and σ̂z (eqs. (6.1.3)
and (6.1.4)) are the Pauli matrices proposed by Pauli earlier.

The Pauli matrix, denoted as σ̂, has three components σ̂x , σ̂y, and σ̂z (eqs. (6.1.3) and
(6.1.4)). If we compute σxσy and σyσx and subtract them from each other,

σ̂x σ̂y − σ̂yσ̂x = (
0 1
1 0
)(

0 −i
i 0
) − (

0 −i
i 0
)(

0 1
1 0
) = 2i(1 0

0 −1
) = 2iσ̂z,

this can be written as a commutation as

[σ̂x , σ̂y] = 2iσ̂z, [σ̂y, σ̂z] = 2iσ̂x , [σ̂z, σ̂x] = 2iσ̂y → σ̂ × σ̂ = 2iσ̂. (6.1.6)

Similar to the orbital angularmomentumoperators,we also introduce twoauxiliary
operators, raising and lowering operators, σ̂+ and σ̂−,

σ̂+ =
1
2
(σ̂x + iσ̂y), σ̂− =

1
2
(σ̂x − iσ̂y).

Example 1 (Anticommutation). Prove the following anticommutation relationship: σ̂z σ̂x + σ̂x σ̂z = 0.
We first note that [σ̂x , σ̂y ] = 2iσ̂z , which yields σ̂x σ̂y − σ̂y σ̂x = 2iσ̂z . We then left multiply it with σ̂x to

obtain σ̂2x σ̂y − σ̂x σ̂y σ̂x = 2iσ̂x σ̂z . Using σ̂
2
x = 1, we further simplify it to σ̂y − σ̂x σ̂y σ̂x = 2iσ̂x σ̂z . Next, we right

multiply σ̂x σ̂y − σ̂y σ̂x = 2iσ̂z by σ̂x to get σ̂x σ̂y σ̂x − σ̂y = 2iσ̂z σ̂x . We add these two equations and obtain
σ̂x σ̂z + σ̂z σ̂x = 0.

Example 2 (Another identity). Prove σ̂x σ̂y = −σ̂y σ̂x = iσ̂z .
This relationship can be proven in two ways. We note first that σ̂x σ̂y − σ̂y σ̂x = 2iσ̂z . Since σ̂x σ̂y + σ̂y σ̂x = 0,

we have−σ̂y σ̂x = σ̂x σ̂y . Then, we have 2σ̂x σ̂y = 2iσ̂z , or σ̂x σ̂y = iσ̂z . Another way is to directly use thematrices:
( 0 1
1 0 )(

0 −i
+i 0 ) = (

+i 0
0 −i ) = i(

+1 0
0 −1 ).

Exercise 6.1.2.
1. ̂r = c1e1 + c2e2 + c3e3. If each ei has ei ⋅ ei = |ei |

2 = 1 and | ̂r|2 = 1, prove ei ⋅ ej = 0 if i ̸= j.
2. Prove that A2 = I in eq. (6.1.2) leads to a11 = −a22 and a

2
11 + a12a21 = 1.

3. (a) Prove [σ̂y , σ̂z] = 2iσ̂x . (b) Prove [σ̂z , σ̂x] = 2iσ̂y .
4. Show that σ̂2x = σ̂

2
y = σ̂

2
z = I = ( 1 00 1 ).
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5. Prove σ̂x σ̂y + σ̂y σ̂x = 0, σ̂y σ̂z + σ̂z σ̂y = 0, σ̂y σ̂z = −σ̂z σ̂y = iσ̂x , σ̂z σ̂x = −σ̂x σ̂z = iσ̂y , and σ̂x σ̂y σ̂z = I , where I
is an identity matrix.
6. Prove ( ̂σ ⋅ A)( ̂σ ⋅ B) = A ⋅ B + i ̂σ ⋅ (A × B).
7. Although in our derivation, we set θ = π/2 to obtain σ̂x and σ̂y , one can use σ̂y σ̂z+σ̂z σ̂y = 0 and σ̂x σ̂z+σ̂z σ̂x =
0 to prove θ = π/2.

6.1.3 Spin matrices

At the nonrelativistic limit, one retains a subset of γ̂, so we have the electron spin, Ŝ,
which is defined as

Ŝ = ℏ
2
σ̂,→ Ŝx =

ℏ
2
(
0 1
1 0
) , Ŝy =

ℏ
2
(
0 −i
i 0
) , Ŝz =

ℏ
2
(
1 0
0 −1
) . (6.1.7)

6.1.3.1 Spin eigenfunctions and spinors
Nowwe are ready to explain the spin vector. Ŝ has three components, Ŝx , Ŝy, and Ŝz, just
like any spatial vectorA, which hasAx ,Ay, andAz. But different fromA, each component
of Ŝ is a 2×2matrix, not a scalar number. This 2×2matrix is intrinsic to spin. In Chapter 4,
we learned that we can convert a differentiation operator to a matrix, but here the spin
comeswith amatrix and cannot be reduced to a differentiation operator. In otherwords,
once we have spin, we are forced to adopt the matrix notation.

The eigenvalues of Ŝx , Ŝy, and Ŝz are ±
ℏ
2 . Take Ŝx as an example

ℏ
2
(
0 1
1 0
)(

a
b
) = λ(a

b
) .

In order to have a nontrivial solution, the determinant of the matrix must be zero,



0 − λ ℏ
2

ℏ
2 0 − λ


= 0.

So we have λ = ± ℏ2 . Its eigenvector is found by solving

(
0 ℏ

2
ℏ
2 0
)(

a
b
) = ±
ℏ
2
(
a
b
)

if λ = + ℏ2 ,
ℏ
2 b =
ℏ
2 a, or a = b. Using the normalization condition |a|

2 + |b|2 = 1, we have
the eigenfunction ηx1 for λ1 =

ℏ
2 and ηx2 for λ2 = −

ℏ
2 ,

ηx1 =
1
√2
(
1
1
) and ηx2 =

1
√2
(
1
−1
) . (6.1.8)
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These wavefunctions are called spinors since they have two components. For Ŝz, its
eigenfunctions are

ηz1 = (
1
0
) for λ1 =

ℏ
2

and ηz2 = (
0
1
) for λ2 = −

ℏ
2
.

We introduce a shorthand notation by denoting ηz1 as |α⟩, or α or |↑⟩ for spin-up and ηz2
as |β⟩, or β or |↓⟩ for spin-down. So ηx1 and ηx2 can be written in terms of α and β.

6.1.3.2 Raising and lowering spin operators and spin operations
The spin’s three components do not commute and instead follow a cyclic relationship

[Ŝi, Ŝj] = iℏϵijk Ŝk → Ŝ × Ŝ = iℏŜ, (6.1.9)

where ϵijk is the Levi-Civita symbol. ϵijk = +1 if ijk = xyz, yzx, zxy; ϵijk = −1 if any index
does not follow the order; ϵijk = 0 if any two indices are the same. Equation (6.1.9) has
the same form as our orbital angular momentum in eq. (4.3.2). For this reason, spin is
considered as an intrinsic angular momentum, spin angular momentum. Caution must
be taken that eq. (6.1.9) has a factor of 1, but eq. (6.1.6) has a factor of 2.

As a consequence of noncommutation, Ŝx , Ŝy, and Ŝz do not share a common eigen-
function. This means that, if the system is in an eigenfunction of Ŝz, neither Ŝx nor Ŝy is
in its eigenfunction, so their expectation values are zero. Take |α⟩ as an example

⟨α|Ŝx |α⟩ =
ℏ
2
(1 0) (

0 1
1 0
)(

1
0
) =
ℏ
2
(0 1) (

1
0
) = 0.

Experimentally, this means, if we place another magnetic field B2 along the x-axis after
B1 (|| z-axis), we will change the eigenfunction, say |α⟩, to a mixed state of Ŝx ,

|α⟩ = (1
0
)

B2x→
1
√2
(ηx1 + ηx2 ), (6.1.10)

with 50% chance in ηx1 and another 50% in ηx2 . This shows that the very measurement,
that is placing B2 in the path of electron, changes the state. This is of no surprise be-
cause the measurement changes the Hamiltonian of the system. Specifically, we have
the following relationships:

Ŝxα =
ℏ
2
β, Ŝxβ =

ℏ
2
α,

Ŝyα = i
ℏ
2
β, Ŝyβ = −i

ℏ
2
α,

Ŝzα =
ℏ
2
α, Ŝzβ = −

ℏ
2
β.

(6.1.11)
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The relationships can be made clearer if we define the raising and lowering opera-
tors for spin as

Ŝ+ = (Ŝx + iŜy), Ŝ− = (Ŝx − iŜy), (6.1.12)

so Ŝx = (Ŝ+ + Ŝ−)/2 and Ŝy = (Ŝ+ − Ŝ−)/(2i). Ŝ+ flips a spin from β to α, Ŝ+β = ℏα, while Ŝ−
does the opposite, Ŝ−α = ℏβ.

6.1.3.3 Total spin for a single electron
To this end,we only compute the components of the spin. Now,we compute the total spin
Ŝ. Similar to L̂2, we compute Ŝ ⋅ Ŝ = Ŝ2 = Ŝ2x + Ŝ

2
y + Ŝ

2
z . It is easy to show that [Ŝ2, Ŝi] = 0,

where i = x, y, z, so Ŝ2 shares common eigenfunctions with Ŝi. To obtain Ŝ2, we first
compute Ŝ2x as

Ŝ2x =
ℏ
2
σ̂x
ℏ
2
σ̂x =
ℏ2

4
(
0 1
1 0
)(

0 1
1 0
) =
ℏ2

4
(
1 0
0 1
) .

Ŝ2y and Ŝ
2
z have the same results. Thus, our Ŝ

2 is

Ŝ2 = 3ℏ
2

4
(
1 0
0 1
) . (6.1.13)

To find its eigenvalue, we can apply Ŝ2 to any eigenfunction of Ŝx , Ŝy, and Ŝz such as

Ŝ2ηx1 =
3ℏ2

4
(
1 0
0 1
)

1
√2
(
1
1
) =

3ℏ2

4
ηx1 =

1
2
(
1
2
+ 1)ℏ2ηx1 .

We see the eigenvalue of Ŝ2 is 1
2 (

1
2 + 1)ℏ

2, where we purposely rewrite the eigenvalue
as a product of 1

2 and
1
2 + 1, in a similar fashion as L̂

2Ylm = l(l + 1)ℏ
2Ylm. The magnetic

spin quantum number ms takes +
1
2 and −

1
2 for spin-up and spin-down. If we represent

the common eigenfunctions of Ŝ2 and Ŝz as |sms⟩, we have Ŝ
2|sms⟩ = s(s+ 1)ℏ

2|sms⟩ and
Ŝz|sms⟩ = msℏ|sms⟩.

Exercise 6.1.3.
8. Express ̂S+ and ̂S− in matrix form.
9. Using eqs. (6.1.7), prove [ ̂Sx , ̂Sy ] = iℏ ̂Sz , [ ̂Sy , ̂Sz] = iℏ ̂Sx , [ ̂Sz , ̂Sx] = iℏ ̂Sy .
10. Show [Ŝ2, ̂Si] = 0, where i represents x, y , and z, respectively.
11. (a) Find the eigenvalues and eigenvectors of ̂Sy . (b) Compute the expectation values of ̂Sx and ̂Sz .
12. Compute the following commutations: [ ̂S−, ̂S+], [ ̂S−, ̂Sx] and [ ̂S+, ̂Sz].
13. Prove ̂S+α = 0, ̂S−α = ℏβ, ̂S+β = ℏα, and ̂S−β = 0.
14. Use the matrix form to prove all the relationships in eq. (6.1.11).
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6.1.4 Total wavefunction of an electron

The wavefunction of a single electron is the product of spatial and spin wavefunctions,

ψ(r, s) = 1
√|a|2 + |b|2

(
aϕ1(r)
bϕ2(r)
) =

aϕ1(r)α + bϕ2(r)β
√|a|2 + |b|2

, (6.1.14)

where a and b are two normalization constants and ϕ1 and ϕ2 are two normalized spa-
tial wavefunctions that are associatedwith the spin-up and spin-down channels, respec-
tively.ψ(r, s) is now a spinor.Whenwe apply operators toψ(r, s), spin operators only act
upon the spinwavefunction,while spatial operators act on the spatial wavefunction. For
instance, p̂|α⟩ = |α⟩p̂, and Ŝϕ1(r) = ϕ1(r)Ŝ. In the same manner that we cannot use the
spin wavefunction to find the position of an electron, neither can we find the spin from
the spatial wavefunction.

Exercise 6.1.4.
15. In QM, can we say we put a spin at a position of space r?
16. Based on eq. (6.1.14), suppose ϕ1(r) = Ylm1 and ϕ2(r) = Ylm2 . Show ψ(r, s) is an eigenfunction of (a) L̂2, (b)
Ŝ2. (c) Find the condition where ψ(r, s) is an eigenfunction of ̂Lz + ̂Sz .
17. An electron has the wavefunction (eq. (6.1.14)). Compute (a) ⟨ψ|σ̂x |ψ⟩, (b) ⟨ψ|σ̂y |ψ⟩, and (c) ⟨ψ|σ̂z |ψ⟩.

6.2 Total angular momentum ̂J
With the presence of spin, we need to introduce the total angular momentum ̂J, which
is defined as ̂J = L̂ + Ŝ, a vector addition of spin Ŝ and orbital L̂. Because L̂ belongs to
the spatial space and Ŝ pertains to the spin space, [L̂, Ŝ] = 0. Similar to Ŝ × Ŝ = iℏŜ and
L̂ × L̂ = iℏL̂, ̂J has similar commutations,

[ ̂Jx , ̂Jy] = iℏ ̂Jz, [ ̂Jy, ̂Jz] = iℏ ̂Jx , [ ̂Jz, ̂Jx] = iℏ ̂Jy → ̂J × ̂J = iℏ ̂J. (6.2.1)

[ ̂J2, L̂2] = [ ̂J2, Ŝ2] = [ ̂Jz, L̂
2] = [ ̂Jz, Ŝ

2] = [ ̂Jz, ̂J
2] = 0. The proof is left as an exercise.

6.2.1 Quantum number addition and spectroscopic notation

Given L̂ and Ŝ, how could we get ̂J? In CM, when given two vectors A and B, their sum
C = A + B is determined. In QM, we cannot do this because we must specify which
state the system is in, but then we lose the connection with CM. A compromise is that we
assume L̂, Ŝ, and ̂J share a common eigenfunction. Sincewe know the quantumnumbers
for L̂ and Ŝ, all we need is to find the quantum number for ̂J.
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Figure 6.2: (a) Angular-momentum quantum number addition for s = 1
2 and l = 1. (b) Addition of angular

momenta. The magnitudes of Ŝ, L̂ and ̂J are√ 3
4ℏ,√2ℏ,√

15
4 ℏ, where s =

1
2 , l = 1 and j =

3
2 .

Given l and s, the total angular-momentum quantum number j is given by

j = l + s, l + s − 1, . . . , |l − s|,

where j only takes a positive number. The magnetic total angular momentum quantum
numbermj is given by

mj = j, j − 1, . . . ,−j. (6.2.2)

This expression is due to the projection of ̂J on to the z-axis, similar to L̂ and Ŝ. Let’s
consider a p-orbital with l = 1 and spin with s = 1

2 . Figure 6.2(a) shows that quantum
number j has two possible choices: either the spin in the same direction as the orbital
or in the opposite direction. For the former, j takes 3

2 , and for the latter
1
2 .

Since Ŝ, L̂, and ̂J are in a common eigenfunction, their magnitudes are given by
|⟨Ŝ2⟩| = s(s+ 1)ℏ2, |⟨L̂2⟩| = l(l + 1)ℏ2, and |⟨ ̂J2⟩| = j(j + 1)ℏ2. As a result, we can use the law
of cosines to find angles between them. Figure 6.2(b) shows a triangle formed by three
vectors.

Using three quantumnumbers j, l, and s to specify a particular configuration is cum-
bersome. This is where the spectroscopic term notation comes in. It is used more often
inmany-electron configurations. To represent the electron configuration, one combines
(j, l, s) into a single term

2s+1Lj ,

where the superscript 2s + 1 refers to the spin and the subscript j is the total angular
momentum. L is not a quantum number. Instead, it uses a letter, S, P, D, F . and so on,
for the orbital angular-momentum quantum number l being 0, 1, 2, 3 . . . . For instance,
if l = 1, j = 3

2 , and s =
1
2 , we have

2P 3
2
.

Example 3 (Vector addition in QM). An electron is in a p state. (a) Compute the angles between ̂J and Ŝ for
all possible j. (b) Compute the angles between L̂ and Ŝ for all possible j.
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(a) For a p-state, we have l = 1 and s = 1
2 , so j =

3
2 ,

1
2 . The eigenvalues of ̂J

2 are j(j + 1)ℏ2 = 15
4 ℏ

2 and
3
4ℏ

2. The eigenvalue of L̂2 is 2ℏ2 and that of Ŝ2 is 3
4ℏ

2.
To find the angle between ̂J and Ŝ, we start from ̂J− Ŝ = L̂ and square both sides to get ̂J2+ Ŝ2−2 ̂J ⋅ Ŝ = L̂2,

whose expectation values lead to j(j + 1)ℏ2 + s(s + 1)ℏ2 − 2 cos θJS√j(j + 1)ℏ2s(s + 1)ℏ2 = l(l + 1)ℏ
2. We take

j = 3
2 , s =

1
2 , l = 1 as an example to find cos θJS =

√5
3 and θJS = 41.81

∘. This case is shown in Figure 6.2(b). For
j = 1

2 , cos θJS = −
1
3 , so θJS = 109.47

∘.
(b) To find the angle between ̂J and L̂, we start from ̂J − L̂ = Ŝ. The rest of the steps are the same as (a).

For j = 3
2 , cos θJL = √

5
6 and θJL = 24.095

∘. For j = 1
2 , cos θJL = √

2
15 and θJL = 68.58

∘. We note these angles
are not arbitrary, different from CM. They are the result of quantization of ̂J, Ŝ, and L̂.

Exercise 6.2.1.
18. Show (a) [ ̂J2, L̂2] = 0; (b) [ ̂J2, Ŝ2] = 0; (c) [ ̂Jx , ̂Jy ] = iℏ ̂Jz , [ ̂Jy , ̂Jz] = iℏ ̂Jx , and [ ̂Jz , ̂Jx] = iℏ ̂Jy ; (d) [ ̂J

2, L̂2] =
[ ̂J2, Ŝ2] = [ ̂Jz , L̂

2] = [ ̂Jz , Ŝ
2] = [ ̂Jz , ̂J

2] = 0.
19. (a) An electron is in a d state with s = 1

2 . What are the possible j? What are the possible mj? (b) Following
(a), write down their respective spectroscopic terms.
20. Sodium’s ground state has its outer shell 3s1. (a) Find its ground state spectroscopic configuration. (b)
Assume the 3s1 electron is excited to 3p. What are the possible j? (c) Following (b), find the term notations for
its excited states.
21. An electron with spin s = 1/2 is in a 3d-orbital. (a) Write down all the possible total angular-momentum
quantum numbers j. (b) Choose a state with the largest j and write down the spectroscopic term notation
for this state. (c) Following (b), if this electron is in its eigenfunction of ̂J, compute the magnitude of ̂J. (d)
Compute the angle between L̂ and ̂J.

6.2.2 Spin-orbit coupling in a central field

In the previous subsection, we assumed that we are in a common eigenfunction of ̂J,
L̂, Ŝ, but this is rarely the case. Electrons move rapidly around the nuclei. In the refer-
ence frame of the electron, the proton is orbiting, which generates an effectivemagnetic
field for the electron spin. The spin experiences this effective magnetic field, so the spin
starts to precess around this field. This generates a coupling between the spin and the
orbital motion, namely, spin-orbit coupling. Quantummechanically, the Hamiltonian in
the nonrelativistic limit of the Dirac equation is p̂2

2m +V −
p̂4

8m3c2 −
ℏ2

4m2c2
dV
dr
𝜕
𝜕r +

1
2m2c2

1
r
dV
dr L̂ ⋅ Ŝ,

where the last term is called spin-orbit coupling,

Ĥsoc =
1

2m2c2
1
r
dV
dr

L̂ ⋅ Ŝ = λ(r)L̂ ⋅ Ŝ. (6.2.3)

Here λ(r) is called the spin-orbit coupling (SOC) constant. Since L̂ and Ŝ are in units of ℏ, λ
must be in units of J/ℏ2. The derivation of eq. (6.2.3) is quite involved and not introduced
here, but can be found in Ref. [32]. We will simply write λ(r) as λ.
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We can estimate the magnitude of SOC. Since ̂J = L̂+ Ŝ, ̂J2 = L̂2 + Ŝ2 + 2L̂ ⋅ Ŝ. We have
L̂ ⋅ Ŝ = ( ̂J2− L̂2− Ŝ2)/2. Suppose the system is in the common eigenfunction of ̂J, L̂, Ŝ. Then
the expectation value ⟨L̂ ⋅ Ŝ⟩ = (j(j + 1) − l(l + 1) − s(s + 1))ℏ2/2. Now, we can compare the
energy difference ΔE between 2P1/2 and

2P3/2, which is

ΔE = Ej=3/2 − Ej=1/2 = λ(
3
2
5
2
−
1
2
3
2
)ℏ2/2 = 3

2
λℏ2. (6.2.4)

In sodium, themagnitude of λ can be estimated from the energy difference between
two D lines, λℏ2 = 2.136meV, which is smaller than the Coulomb interaction of several
eV, but it is larger than the magnetic field energy of 1 T, μBB = 0.057meV, where μB is the
Bohr magneton (see the next section). SOC cannot be ignored in a weak magnetic field.
In heavy atoms such as Hg, SOC can be very large and the length contraction leads to a
smaller radius for the orbiting electrons in the outer shell, which is largely responsible
for its liquid phase.1

In the presence of SOC, L̂ and Ŝ do not commute with the Hamiltonian, so the eigen-
state of the system is no longer an eigenfunction of either L̂ or Ŝ. We work with ̂J.

6.2.3 Eigenfunctions and eigenvalues of ̂J and ̂Jz
In the presence of SOC in a single atom, only ̂J is a conserved quantity since it commutes
with the Hamiltonian. We are going to first find the eigenfunctions ξ of ̂J2.

We use the same property that two commutable operators share common eigen-
functions. For a fixed l, L̂2’s eigenfunction is Ylm. Because [ ̂J

2, L̂2] = 0, ξ must contain Ylm.
But [ ̂J2, L̂z] ̸= 0, so ξmust containmore thanoneYlm such asYlm1

andYlm2
. Similarly, since

[ ̂J2, Ŝ2] = 0 but [ ̂J2, Ŝz] ̸= 0, ξ must contain both |α⟩ and |β⟩. With fixed l and s, the prod-
ucts of the orbital and spin eigenfunctions, Ylm1

|α⟩ and Ylm2
|β⟩, form a complete group

of basis functions for ̂J2. Thus, in general, our eigenfunction is ξ = aYlm1
|α⟩ + bYlm2

|β⟩.
Next, we need to determine the relationship betweenm1 andm2.

Recall ̂J2 = (L̂ + Ŝ)2 = L̂2 + Ŝ2 + 2L̂ ⋅ Ŝ = L̂2 + Ŝ2 + 2L̂zŜz + 2(L̂x Ŝx + L̂yŜy). Since we
are looking for a solution for ̂J2ξ = λξ , where λ is the eigenvalue of ̂J2, not to be confused
with the spin-orbit coupling above, terms in the above equationmust produce a constant
multiplied by ξ . This is possible for L̂2, and Ŝ2, but not possible for the last three terms.
To see this clearly, we rewrite 2(L̂x Ŝx + L̂yŜy) = L̂+Ŝ− + L̂−Ŝ+. We apply L̂+Ŝ− to ξ to get

L̂+Ŝ−(aYl,m1
|α⟩ + bYl,m2

|β⟩) = aℏ2√l(l + 1) −m1(m1 + 1)Yl,m1+1|β⟩, (6.2.5)

and apply L̂−Ŝ+ to ξ to obtain

1 Lars J. Norrby [33] once asked, “Why is mercury liquid, or why do relativistic effects not get into chem-
istry textbooks?”
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L̂−Ŝ+(aYl,m1
|α⟩ + bYl,m1

|β⟩) = bℏ2√l(l + 1) −m2(m2 − 1)Yl,m2−1|α⟩. (6.2.6)

If we compare eqs. (6.2.5) and (6.2.6) with ξ = aYlm1
|α⟩+ bYlm2

|β⟩, it is clear that in order
for ξ to be the eigenfunction of ̂J2, we must requirem2 = m1 + 1. Otherwise, ξ cannot be
an eigenfunction ̂J2. Below, we denotem1 bym andm2 bym+ 1, wherem is the magnetic
orbital angular-momentum quantum number.2 Next, wewill use Yl,m|α⟩ and Yl,m+1|β⟩ as
the basis functions to construct a matrix for ̂J2 and then solve the eigenequation.

We denote Yl,m|α⟩ as |1⟩ and Yl,m+1|β⟩ as |2⟩, and compute the matrix elements for
̂J2, ⟨i| ̂J2|j⟩, where i and j run from 1 to 2. A lengthy but straightforward calculation (see
the following exercise) yields the eigenequation for ̂J2 as

ℏ2 (
l(l + 1) + 3

4 +m √l(l + 1) −m(m + 1)
√l(l + 1) −m(m + 1) l(l + 1) + 3

4 −m − 1
)(

a
b
) = λ(a

b
) , (6.2.7)

which has a nontrivial solution if its determinant is zero. Setting the determinant to zero
yields the following equation for λ in units of ℏ2:

λ2 − λ[2l(l + 1) + 1
2
] + l2(l + 1)2 − 1

2
l(l + 1) − 3

16
= 0. (6.2.8)

This shows that the eigenvalue λ of ̂J2 does not depend on m. The reason is because
the total angular-momentummagnitude does not depend themagnetic orbital quantum
number, in the sameway as L̂2. λhas two roots, λ1 = (l−

1
2 )(l+

1
2 )ℏ

2, and λ2 = (l+
1
2 )(l+

3
2 )ℏ

2.
Because s = 1

2 and j = l ± s, we rewrite λ as j(j + 1) to get

̂J2ξj = λξj = j(j + 1)ℏ
2ξj .

Next, we substitute λ back into eq. (6.2.7) to find two sets of a and b (the details are
relegated to the following exercise):

ξj=l+ 12 = (
√ l+m+12l+1 Yl,m

√ l−m2l+1Yl,m+1
) ; ξj=l− 12 = (

√ l−m2l+1Yl,m

√ l+m+12l+1 Yl,m+1
) . (6.2.9)

We apply ̂Jz to either ξj=l+ 12 or ξj=l− 12 to find
̂Jzξ = mjℏξ , where mj = m +

1
2 . Note that

m is really ml . These eigenfunctions of ̂J
2 are very peculiar. They belong to the same l

andmj , but different j. j, s,mj , and l are good quantum numbers, butms andml are not.
Except for the l = 0 state, the same j appears in two different l. Table 6.1 summarizes
this connection, together with the X-ray edges.

2 To avoid too many subscripts, we suppress l inml .
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Table 6.1: (Top) Relation between l, j and the spectroscopic notation. (Bottom) In X-ray spectroscopy, the
spectroscopic notation carries the main quantum number n. X-ray edges start from K , L, up to P3 edges. 1s,
2s and 3s are traditionally not written in spectroscopic terms because l = 0 and j = s.

l 0 1 2 3 4
j 1/2 (1/2, 3/2) (3/2, 5/2) (5/2, 7/2) (7/2, 9/2)
Configuration S1/2 (P1/2, P3/2) (D3/2, D5/2) (F5/2, F7/2) (G7/2, G9/2)

X-ray edge K L1 L2 L3 M1 M2 M3 M4 M5
Configuration 1s 2s 2P1/2 2P3/2 3s 3P1/2 3P3/2 3D3/2 3D5/2

Exercise 6.2.3.
22. Find the matrix elements of ̂J2 within the basis functions: Yl,m|α⟩ denoted as |1⟩ and Yl,m+1|β⟩ denoted as
|2⟩. And compare your results with eq. (6.2.7).
23. Starting from the determinant of eq. (6.2.7), derive and solve for λ, i. e., eq. (6.2.8).
24. Substitute two roots λ of eq. (6.2.8) into (6.2.7) to find the eigenfunctions of ̂J2, that is (a, b) in eq. (6.2.7)
and then compute the eigenvalue of ̂Jz .
25. One way to appreciate why ̂Sz and ̂Lz are no longer conserved with the eigenfunctions of ̂J

2 is to compute
their expectation values. (a) Using eq. (6.2.9), compute the expectation values of ̂Sz and ̂Lz . (b) Compute the
expectation values of ̂Sx , ̂Sy , ̂Lx and ̂Ly .

6.3 Interaction of spin and orbital moments with a magnetic field

Spin is magnetic. Only amagnetic field or another spin can affect it directly. This section
focuses on a direct interaction with a magnetic field, so we can better understand the
Stern–Gerlach experiment and other experiments.

6.3.1 Magnetic orbital and spin moments

Amagnetic field interacts with a system through spin and orbitalmoments. In a classical
current loop, the magnetic dipole moment is defined as μclassical = IAn̂, where I is the
current through the loop, A is the area of the loop, and n̂ is the surface normal defined
by the right-hand rule. If a single electron is orbiting around a proton with velocity υ
and radius r (see Fig. 6.3(a)), its area A is πr2, and the current is I = −eT , where the period
T is 2πr/υ. Then the magnitude of the orbital moment is

μclassical = −
eυr
2
= −

emeυr
2me
= −

eL
2me
. (6.3.1)

In QM, we follow the same logic to define the orbital angular moment as

̂μl = −
eL̂
2me
, (6.3.2)
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Figure 6.3: (a) Orbital angular momentum. (b) Derivation of the Lande g-factor proceeds in two steps. The
first projects L̂ + 2Ŝ on to ̂J, and second one projects ̂J to ̂Jz .

where the orbital moment is proportional to the orbital angularmomentum. To simplify
the expression, we rewrite ̂μl as

μ̂l = −
eℏ
2me

L̂
ℏ
= −μB

L̂
ℏ
, (6.3.3)

whose coefficient of L̂
ℏ is defined as the Bohr magneton

μB =
eℏ
2me
= 9.27401 × 10−24 J/T.

The reason why we have ℏ in μB is to make L̂/ℏ dimensionless. Suppose we want to
compute the z-component of μ̂l and its expectation value, we have

μ̂lz = −μBL̂z/ℏ,→ ⟨μ̂lz⟩ = −μBmlℏ/ℏ = −mlμB, (6.3.4)

where in the second equation we have used the eigenfunction of L̂z.
Although the orbital moment has a classical analogue, the spin moment does not.

Instead, we define it as

μ̂s = −
e
me

Ŝ = − eℏ
2me

2Ŝ
ℏ
= −μB

2Ŝ
ℏ
= −γŜ = −μBσ̂, (6.3.5)

where γ is called the gyromagnetic ratio and the last equation uses Ŝ = ℏ2 σ̂ . For a free
electron, γ is just the electron charge–mass ratio, but, in a molecule or a solid, γ may
change significantly and is often used as a way to detect spin states. Equations (6.3.5)
and (6.3.2) differ by a factor of 2. The expectation value of μ̂sz in the eigenfunction of Ŝz
is

⟨μ̂sz⟩ = −2μB
msℏ
ℏ
= −2msμB. (6.3.6)
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Table 6.2:Moments used in CM, EM, and QM.

Physics Quantity Expression Variables; SI units

CM moment of inertia I = mr2 massm, radius r. kg ⋅m2

EM electric dipole moment D = qr q: charge; r: position. C ⋅m
EM magnetic dipole moment M = IAn̂ current I , area A, normal n̂. A ⋅m2

QM magnetic orbital moment μ̂l = −μB L̂/ℏ orbital: L̂. A ⋅m2

QM magnetic spin moment μ̂s = −μB2Ŝ/ℏ spin: Ŝ. A ⋅m2

6.3.2 Interaction with the B field

It can be confusing to the beginner that different physics courses introduce multiple
moments with entirely different meanings. Table 6.2 compares them. In electricity, the
electric dipole moment describes the interaction between a charge and an electric field.
In magnetism, the interaction between a magnetic field B and the spin and orbital is
through the magnetic dipole moment, μ̂ = μ̂l + μ̂s. They contribute an extra term, called
Zeeman energy, to our Hamiltonian as

Û = −μ̂ ⋅ B = −(μ̂l + μ̂s) ⋅ B =
μB
ℏ
(L̂ + 2Ŝ) ⋅ B. (6.3.7)

Without spin, the potential energy is Û = μB
ℏ L̂ ⋅ B. If we set B along the z-axis, we have

Û = −μ̂zBz =
μB
ℏ
L̂zBz → U ≡ ⟨Û⟩ = mlμBBz, (6.3.8)

where the last step used the eigenfunction of L̂z. It is clear thatU is directly proportional
to the magnetic orbital angular-momentum quantum number ml . If we know ml , the
interaction energy can be found immediately. Without L̂, we have only the spin term
which will be used to explain the Stern–Gerlach experiment in the next section.

The most complicated case is when both spin and orbital are present. Wemust con-
siderwhether SOC isweaker or stronger than the externalmagnetic field. If themagnetic
field is very strong, L̂ and Ŝ are still approximately conserved and can still be repre-
sented by their respective quantum numbers,ml andms, so the total moment along the
z-axis is the sum of eqs. (6.3.4) and (6.3.6). The energy due to B is

U = (ml + 2ms)μBBz. (6.3.9)

If themagnetic field and SOCare comparable, this does not have a simple solution,where
j is no longer a good quantum number and the eigenfunctions of ̂Jmust be used as the
basis functions for the Hamiltonian matrix of the system. If SOC is stronger than the
magnetic field, we need to introduce Lande’s method.
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6.3.3 Derivation of Lande-g factor

At first glance, one would expect that the energy is now proportional to mj . However,
eq. (6.3.7) introduces a complication because it has L̂ + 2Ŝ, not L̂ + Ŝ = ̂J, and there is no
quantum number for L̂ + 2Ŝ. Lande found a solution which consists of two steps. First,
we assume that the system is in a common eigenfunction of ̂J, L̂, and Ŝ, so ⟨ ̂J2⟩ = j(j+1)ℏ2,
⟨L̂2⟩ = l(l+ 1)ℏ2, and ⟨Ŝ2⟩ = s(s+ 1)ℏ2, same as in Section 6.2.1. Since in general Ŝ, L̂, and ̂J
point in different directions in space, we use two angles θLJ and θSJ to characterize their
relative orientations with respect to ̂J (see Fig. 6.3(b)). Therefore, the projection of L̂+ 2Ŝ
on ̂J has the length of

√l(l + 1)ℏ cos θLJ + 2√s(s + 1)ℏ cos θSJ . (6.3.10)

To find cos θLJ and cos θSJ , we square Ŝ = ̂J − L̂ and L̂ = ̂J − Ŝ to get

Ŝ2 = ̂J2 + L̂2 − 2 ̂J ⋅ L̂, L̂2 = ̂J2 + Ŝ2 − 2 ̂J ⋅ Ŝ. (6.3.11)

In an eigenfunction of ̂J, its amplitude is just the square root of that of ̂J2, √j(j + 1)ℏ.
Similarly, Ŝ and L̂ have a length of√s(s + 1)ℏ and√l(l + 1)ℏ. ⟨ ̂J ⋅L̂⟩ in eq. (6.3.11) is written
as ⟨ ̂J⟩ ⋅ ⟨L̂⟩ cos θLJ , which is just √j(j + 1)√l(l + 1)ℏ

2 cos θLJ . A similar expression is used
for ⟨ ̂J ⋅ Ŝ⟩. Equation (6.3.11) in their common eigenfunction yields

cos θLJ =
j(j + 1) + l(l + 1) − s(s + 1)

2√j(j + 1)l(l + 1)
, cos θSJ =

j(j + 1) + s(s + 1) − l(l + 1)
2√j(j + 1)s(s + 1)

,

which are substituted into eq. (6.3.10) to get

3j(j + 1) + s(s + 1) − l(l + 1)
2√j(j + 1)

ℏ. (6.3.12)

The next step is critical. In experiments, we apply a magnetic field, which breaks
the spherical symmetry of the system and destroys the quantization of ̂J. To salvage the
situation, we let the field set a quantization z-axis, so ̂Jz, not ̂J, has a good quantum num-
ber. Becausewe are only interested in the interaction between themagnetic field and the
system, ̂Jz is enough to save us. But, wemust correct the eigenfunction assumption. To do
so, we project ̂J on to ̂Jz by rescaling the unit vector of ̂J through ⟨ ̂Jz⟩/⟨ ̂J⟩ = mj/√j(j + 1).
We multiply eq. (6.3.12) by mj/√j(j + 1) and −e/2me to get the total magnetic moment
along the z-axis,

⟨μ̂z⟩ = −gmjμB, (6.3.13)

where the Lande’s g-factor is

g = 1 + j(j + 1) + s(s + 1) − l(l + 1)
2j(j + 1)

. (6.3.14)
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Physically, g properly rescales the total magnetic moment value according to l, s
and j. For example, we can compute g for a spectroscopic term 3P 1

2
as

g = 1 +
1
2 (

1
2 + 1) + 1(1 + 1) − 1(1 + 1)

2 12
3
2

=
3
2
.

With ⟨μ̂z⟩ in eq. (6.3.13), the Zeeman energy due to themagnetic field along the z-axis
is the product of ⟨μ̂z⟩ and Bz,

U = gjmjμBBz (6.3.15)

where gj pertains to j andmj runs from −j,−j + 1, . . . , j.

Exercise 6.3.3.
26. Show that the units of J/T are the same as A ⋅m2, where J is joules and T is teslas.
27. Why do we need to introduce the Lande-g factor?
28. (a) Find the Lande-g factor for an atom in 2S 1

2
. (b) Find the Zeeman energies.

6.4 Explanation of Stern–Gerlach experiment and measurement

Rigorously speaking, the Stern–Gerlach experiment is a true time-dependent problem.
Figure 6.4 illustrates this process. Before Ag atoms enter the magnetic field, they are
described by Ĥ0, field-free. When they enter the magnetic field, the Hamiltonian is Ĥ1.
After they exit the magnetic field, the Hamiltonian goes back to Ĥ0. In the following, we
treat these three processes separately. The time dependence is only included through a
stationary state evolution under different Hamiltonians.

Figure 6.4: The Stern–Gerlach experiment has two different Hamiltonians, before and after the silver
atoms enter the gradient magnetic field.
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A beam of Ag atoms is incident along the y-axis. Because there is no magnetic field,
its electron spin is described by a nonmagnetic Hamiltonian Ĥ0 =

p̂2
me
. The electronic

state must be the a spin-mixed state at t = 0,

ψ(0) = (aα + bβ)eiky = eiky (a
b
) , (6.4.1)

where |a|2 and |b|2 represent the probability in the spin-up |α⟩ and spin-down |β⟩ states,
respectively, |a|2 + |b|2 = 1. eiky is a planewave and represents the spatial part of the
wavefunction of the electron that is propagating along the +y-axis (see eq. (6.1.14)), so
the orbital angular momentum is zero.

Inside the magnetic field, the Hamiltonian is

Ĥ1 =
p̂2

2m
− μ̂ ⋅ B = p̂2

2m
− μ̂s ⋅ B (6.4.2)

where the total moment μ̂ is just the spin moment μ̂s. Since B is nonuniform and must
have at least two nonzero components to satisfy the zero divergence of theB-field,∇⋅B =
0, we assume

Bz = B0 + λz and Bx = −λx. (6.4.3)

The magnetic field is mainly along the z-axis, so B0 is much larger than the gradient
term. We do not include By because the Ag atoms move along the y-axis and experience
no force on them. λ characterizes the gradient of the B field. In the Stern–Gerlach exper-
iment, λ = 10 T/m. It is easy to verify that 𝜕Bz𝜕z +

𝜕Bx
𝜕x = 0.

Since

−μ̂s ⋅ B = − (μ̂sxBx + μ̂szBz) = −
2μB
ℏ
ŜxBx −

2μB
ℏ
ŜzBz

= −
2μB
ℏ
ℏ
2
(
0 1
1 0
)Bx −

2μB
ℏ
ℏ
2
(
1 0
0 −1
)Bz

= − μB (
Bz Bx
Bx −Bz

) = −μBBzσ̂z − μBBx σ̂x ,

our Hamiltonian Ĥ1 in matrix form is

Ĥ1 = (
p̂2
2m − μBBz −μBBx
−μBBx

p̂2
2m + μBBz

) .
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6.4.1 Schrödinger picture

In the Schrödinger picture, states evolvewith time, and operators are time-independent.
This means that we must find the eigenstates of Ĥ1 first. The vertical motion of the elec-
tron along the z-axis is of interest, i. e., p̂z, the z-component of the electron momentum.
Therefore, we ignore the off-diagonal elements in Ĥ1.

p̂2
2m can be ignored as well since it

only contributes an energy shift. Our approximate Hamiltonian is

Ĥ1 = −μB (
Bz 0
0 −Bz

) , (6.4.4)

which has two eigenvalues: E1,2 = ∓μBBz and eigenvectors α and β. We start with our
initial state ψ(0) in eq. (6.4.1), so ψ(t) at time t is just

ψ(t) = (ae−iE1t/ℏ|α⟩ + be−iE2t/ℏ|β⟩)eiky. (6.4.5)

The expectation value of p̂z is

⟨ψ(t)|p̂z|ψ(t)⟩ =(⟨α|a
∗eiE1t/ℏ + ⟨β|b∗eiE2t/ℏ)p̂z(ae

−iE1t/ℏ|α⟩ + be−iE2t/ℏ|β⟩).

⟨p̂z⟩ for the spin-up electron is

⟨p̂z⟩ = ⟨α|e
iE1t/ℏp̂ze

−iE1t/ℏ|α⟩ = ⟨α|eiE1t/ℏ(−iℏ𝜕E1
𝜕z
)(−it/ℏ)e−iE1t/ℏ|α⟩

= −
𝜕E1
𝜕z

t = −(−1)μB
𝜕Bz
𝜕z

t = μBλt.

Since λ is positive, as t increases, the electron moves along the +z-axis. t is determined
by the length of the nonuniform portion of the magnetic field.

For the spin-down electron, ⟨p̂z⟩ = −μBλt, so itmoves to the−z-axis. This is the origin
of the Stern–Gerlach experiment. The approximation made above, i. e., ignoring the off-
diagonal element, has no effect on the motion along the z-axis, which can be proved
using the Heisenberg equation of motion.

6.4.2 Heisenberg picture

In the Heisenberg picture, the operator evolves with time through the Heisenberg equa-
tion of motion, iℏ dÂdt = [Â, Ĥ]. Our Hamiltonian is Ĥ1 =

p̂2
2m − μBBzσ̂z − μBBx σ̂x . So the

equation of motion for p̂z is

iℏ ̇p̂z = [p̂z,H1] = [p̂z,
p̂2

2m
− μBBzσ̂z − μBBx σ̂x].



184 � 6 Electron spin

With the help of eq. (6.4.3), the right side can be reduced to

−μBσ̂z[p̂z,B0 + λz] = μBσ̂zλ[z, p̂z] = μBσ̂zλiℏ.

Integrating over t, we obtain p̂z = μBσ̂zλt. For a spin-up state, ⟨p̂z⟩ = λμBt. For a spin-
down state, ⟨p̂z⟩ = −λμBt. One sees these results match the above results, without mak-
ing any approximation. Before entering the magnetic field, the spin does not favor one
particular orientation, and it is in a spin mixed state ψ(0) = (aα + bβ)eiky. Along the x
axis, ⟨p̂x⟩ is nonzero, i. e. a spread of electrons along the x-axis, consistent with the ex-
periment. This proves that the electrons in the Ag atoms are not in an eigenfunction of
Ŝx . The calculation is left as a homework assignment.

Exercise 6.4.2.
29. Suppose a system is in a mixed-spin state, with E1,2 = ±μBBz , ψ(t = 0) =

1
√3
|α⟩ + √ 2

3 |β⟩. (a) Find the
expectation values of ⟨ψ(t)| ̂Sx |ψ(t)⟩ and ⟨ψ(t)| ̂Sy |ψ(t)⟩. (b) Find the expectation values of ⟨ψ(t)| ̂S

2
x |ψ(t)⟩ and

⟨ψ(t)| ̂S2y |ψ(t)⟩.
30. In accordance with the previous question, (a) find the uncertainty relationship between ̂Sx and ̂Sy as a
function of time. (b) Assuming Bz = 2 T, plot the relationship as a function of time. (c) What can you conclude
from the figure?
31. Using the Schrödinger picture: (a) for the spin-down state, show that ⟨p̂z⟩ = −μBλt; (b) show the unit of
μBλt is indeed the unit of momentum; (c) Stern–Gerlach’s λ is 10 T/m, and Δz is 0.22mm. Assume that ⟨p̂z⟩ is
the momentum of the electron. How long does it take the electron to reach Δz?

6.4.3 Quantummeasurement

In Chapter 1, we stated that there are two different types of measurement. Now, prior
chapters have prepared us for a comprehensive discussion of this. Specifically, Type I
measurement means that the module of a state ⟨ψ|ψ⟩ is kept, and Type II measurement
means that the module of a state ⟨ψ|ψ⟩ is changed. The Hamiltonians that we are about
to use are all time-independent, leaving time-dependent Hamiltonians to Chapter 7.

We start with a state described by |ψ(r, t0)⟩ at time t0 = 0. Our goal is to compute
the expectation value of an observable whose operator is Â at several different times,
with different Hamiltonians.

At t0, the expectation value is ⟨ψ(r, t0)|Â|ψ(r, t0)⟩. What about at t1? Answer: un-
known. This is because how |ψ⟩ evolves with time depends on the Hamiltonian Ĥ1 of a
system between t0 and t1. For instance, in vacuum (ignoring the vacuum fluctuation),
the Hamiltonian is Ĥ1 = −

p̂2
2m , and then a planewave, with the initial wavefunction of

ψ(r, t0 = 0) = e
i(k⋅r)/ 3√V , becomes ψ(r, t1) = e

i(k⋅r−ωt1)/ 3√V . This example uses an eigen-
state, but in general |ψ⟩ may not be an eigenstate. The following table shows the steps
to calculate ⟨ψ(r, t)|Â|ψ(r, t)⟩, with t0 < t < t1.
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Step Procedure

1 Find the eigenstates {|ϕn⟩} and eigenenergies En of Ĥ.
2 Project |ψ(r, t0)⟩ to {|ϕn⟩} to find cn = ⟨ψ|ϕn⟩.
3 Evolve the state in time t from t0 to t1, |ψ(r, t)⟩ = ∑n cne

−iEnt/ℏ|ϕn(r)⟩.
4 Find ⟨ψ(r, t)|Â|ψ(r, t)⟩.

If, after t1, we have a new Hamiltonian Ĥ2 from t1 to t2. All the steps are the same,
except that in step 2 we expand |ψ(r, t1)⟩ instead of |ψ(r, t0)⟩. At any time t0 < t < t2,
⟨ψ(r, t)|ψ(r, t)⟩ remains the same. This is the key feature of the Type I measurement.

The Type II measurement alters the state, so ⟨ψ(r, t)|ψ(r, t)⟩ is changed.Wewill take
the Stern–Gerlach experiment as an example. Figure 6.5 plots a beam of electrons with
mixed spin polarizations enter three different magnetic fields, two of them along the
z-axis and one along the x-axis, in two time periods: (t0, t1) and (t1, t2).

At t0 = 0, the electron is prepared in a state

ψ(r, t0) = f (r)e
ikyy(a|α⟩ + b|β⟩), (6.4.6)

where f (r) is the spatial profile of a wavepacket propagating along the y-axis, ky is the
wavevector of the wavepacket, and a and b are the coefficients of the spin up |α⟩ and
spin down |β⟩ states. From t0 to t1, the electron enters the first gradient magnetic field
which ismainly along the z-axis (see Fig. 6.5(a)).We ignore aminor component along the
x-axis for the reason already described. The Hamiltonian Ĥ1 is the same as eq. (6.4.4),

Ĥ1 = −μ̂zBz = −μBBzσ̂z, (6.4.7)

and at time t the state is

ψ(r, t) = f (r)eikyy(ae−iE1t/ℏ|α⟩ + be−iE2t/ℏ|β⟩)
≡ f (r)eikyy(aeiω1t|α⟩ + be−iω1t|β⟩)
≡ c1e

iω1t|α⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
ψ↑ to Ĥ2

+ c2e
−iω1t|β⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

ψ↓ to Ĥ3

(6.4.8)

where E1 = −μBBz, E2 = +μBBz and ω1 = μBBz/ℏ. After t1, the spin-up and spin-down
electrons are spatially separated and are channeled into two different magnetic fields
(Figs. 6.5(b) and (c))withHamiltonians Ĥ2 and Ĥ3. Equation (6.4.8) shows that their initial
states are different for Ĥ2 and Ĥ3, i. e., ⟨ψ↑|ψ↓⟩ = 0. This is the key feature of the Type
II measurement. We purposely choose Ĥ3 = Ĥ1, so at any time after t1, the spin-down
channel state evolves with time as

ψ↓(t) = c2e
−iω1t|β⟩. (6.4.9)

Different from Ĥ3, Ĥ2 is chosen as Ĥ2 = −μBBx σ̂x . Its eigenstates are ηx1 , ηx2 (see eq.
(6.1.8)), with the respective eigenvalues E1 = −μBBx and E2 = +μBBx . Next, we follow
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Figure 6.5: (a) A beam of Ag atoms pass through a gradient magnetic field with the field direction mainly
along the z-axis and split into two groups: spin-up and spin-down. Spin-up atoms enter (b) another gradi-
ent field with the direction along the x-axis, while spin-down ones enter (c) a same magnetic field as (a).
After (b) and (c), those atoms are brought together at (d) to interfere.

Step 2 in the previous table to project the initial state at time t1 on to ηx1 , ηx2 and denote
the coefficient as c′i ,

c′1 = ⟨ηx1 |ψ↑(t1)⟩ = c1e
iω1t1/√2, c′2 = ⟨ηx2 |ψ↑(t1)⟩ = c1e

iω1t1/√2.

The spin-up channel state evolves as

ψ↑(t) = c
′
1e
+iω2t|ηx1⟩ + c

′
2e
−iω2t|ηx2⟩, (6.4.10)

whereω2 = μBBx/ℏ. This is an incredible state. Although at t = t1, ψ↑(t) is a pure spin-up
state, as far as t > t1, ψ↑(t) has both spin-up and spin-down contributions, which can be
revealed if we express |ηx1⟩ and |ηx2⟩ in terms of α and β,

ψ↑(t) = c1e
iω1t[cos(ω2t)|α⟩ + i sin(ω2t)]|β⟩. (6.4.11)

The second term contains the spin-down state! The reasonwhywe still have a spin-down
state is because, although we decompose the spin along x-, y- and z-axes, they are not
orthogonal at all: (a) Their operators do not commute such as [σ̂x , σ̂y] ̸= 0, and (b) their
eigenstates are not orthogonal such as ⟨ηx1 |α⟩ ̸= 0. Equation (6.1.10) shows that a “pure”
spin-up |α⟩ can be expressed in terms of ηx1 and ηx2 . Despite of our best efforts to “purify”
states with different magnetic fields, we cannot get a pure state. In fact, if we bring ψ↓(t)
and ψ↑(t) together, they will interfere as shown in Fig. 6.5(d) because

⟨ψ↓(t)|ψ↑(t)⟩ =
1
2
c1c
∗
2 e

iω1(t+t1)(ei(ω1+ω2)t − ei(ω1−ω2)t). (6.4.12)

The measurement Ĥ2 is in fact a perturbation and changes the states to be measured.
To this point, as in many books [30], we have never discussed the spatial part of the

wavefunction, which is a shortcoming. The next exercise suggests a solution.



6.5 Zeeman effect � 187

Exercise 6.4.3.
32. Show, for the Type I measurement, ⟨ψ(r, t)|ψ(r, t)⟩ remains time-independent.
33. Prove eqs. (6.4.11) and (6.4.12).
34. Suppose f (y, t) = e−(y−υt)

2
, a Gaussian wavepacket moving along the y-axis with velocity υ. We fur-

ther assume that this wavepacket does not change its shape as it passing through Ĥ2 and Ĥ3. (a) Compute
⟨ψ↓(t)|ψ↑(t)⟩ and compare it with eq. (6.4.12). (b) Explain your finding.
35. Using ψ↑(t) in eq. (6.4.11), compute ⟨ψ↑(t)| ̂Sx |ψ↑(t)⟩, ⟨ψ↑(t)| ̂Sy |ψ↑(t)⟩ and ⟨ψ↑(t)| ̂Sz |ψ↑(t)⟩.

6.5 Zeeman effect

Chapter 4 discusses how atoms emit discrete spectral lines. Chapter 5 introduces how
these spectral lines are further split under an electric field, i. e., Stark effect. In 1896,
Pieter Zeeman discovered that, if a sodium flame is placed under a strong magnetic
field, a single spectral line is split into several lines, on the order of 0.2 Å. This is called the
normal Zeeman effect. Aweakermagnetic field producesmanymore lines, which is now
called the anomalous Zeeman effect. Aswill be seen in the following, the normal Zeeman
effect is themaking of orbital angularmomentum and is not normal at all. It only occurs
under zero-spin momentum. By contrast, the anomalous Zeeman effect is normal and
appears more frequently. It is the joint effect of the orbital and spin angular momenta.
The Zeeman effect demonstrated what the spatial quantization means optically.

Zeemanalso used Cd, Fe andZnflames.However, the Zeeman effect in theNa lamp is
conceptually more difficult to explain because it does not have a zero-spin to start with,
and one has to use a strong magnetic field to suppress the spin effect to get a “cleaner”
normal Zeeman effect. In our experiment, we will use a cadmium lamp, instead of a Na
lamp, and then present our observation and explanation of the Zeeman effect.

6.5.1 Experiment

We place our Cd lamp between two pole pieces of an electromagnet. The magnetic field
B generated by the electromagnet goes up to 0.45 T, with a current through the coils of
the electromagnet up to 9.5 A. The emitted light from the Cd lamp goes through a Fabry–
Perot etalon with a resolution of approximately 4,000,000 and a telescope to form inter-
ference rings on our charge-coupled device (CCD) camera. It can resolve a wavelength
change of less than 0.002 nm, and the camera is operated by a computer. Figure 6.6(a)
shows that our magnetic field (the vertical hallow arrow) defines the z-axis for the spin.
In the xy-plane, we draw a circular disk (shaded) with the lamp at the center, perpendic-
ular to the z-axis. We call this the Zeeman disk.3

3 We are unaware of anyone else using this notation, but the idea is already in Zeeman’s Nobel lecture.
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Figure 6.6: (a) Zeeman effect. The external magnetic field B, which is powered by an electromagnet with
current up to 9.5 A, is set along the z-axis, and the sample, the Cd lamp, is placed at the origin. The light
that propagates along the different directions has different polarizations. The circular disk, which we call
the Zeeman disk, has its surface normal along B. (b) In the absence of a magnetic field, each order of inter-
ference has one ring. Our CCD camera is placed along the transverse direction. (c) With the presence of the
magnetic field, each ring is split into three rings, where no polarizer is inserted.

Because light is a transverse wave, its propagation direction and the polarization
must be perpendicular to each other. With the presence of B, the space is quantized.
Along different directions, the light polarizes differently. If we choose to observe the
light along the longitudinal direction of B (see Fig. 6.6(a)), either in the same or opposite
direction to B, i. e., ±z, we only see the circularly polarized light (the left σ+ or right σ−

circularly polarized light). Here, σ denotes the circular polarization, not to be confused
with the Pauli matrices above. The polarization plane is parallel to the Zeeman disk.

If we observe the light along the transversal direction of B, we observe two types
of polarization: The linearly polarized light (π) is along B, and the circularly polarized
light (σ0) is perpendicular to B. This σ0 light is linear! It is also in the same plane of the
Zeeman disk. Figure 6.6(a) shows two examples of the transversal detection. In fact, the
polarization is always tangential to the Zeeman disk if one probes the emitted light along
the circumference of the Zeeman disk.

Figures 6.6(b) and 6.6(c) are our interference rings without and with a magnetic
field, respectively. Our camera is placed in the transversal direction with respect to B.
Whenwe apply amagnetic field, each ring is split into three rings (Fig. 6.6(c)). If we place
a polarizer along the B direction, the three rings at each order become one ring, i. e.,
only the center ring remains. This ring is due to the π-light. But, if we rotate the polarizer
perpendicular to B, the three rings become two rings, i. e., only the inner and outermost
rings remain. They are from the σ0-light, with a linear polarization. This demonstrates
that the magnetic field sets a spatial quantization axis and breaks the spatial symmetry.



6.5 Zeeman effect � 189

Exercise 6.5.1.
36. (a) What is the Zeeman disk? (b) What does it tell us?
37. If we apply amagnetic field along the x-axis, show in which direction we can observe (a) the linearly polar-
ized light, (b) the circularly polarized light, and (c) the circularly polarized light but with the linear polarization.

6.5.2 Theory and Hund’s rules

What we have seen so far is the normal Zeeman effect, where the electron spin does not
contribute. But how is it possible that Cd has no spin? After all, Cd has 48 electrons. The
answer is that Cd has two 5s2 in its outermost shell. This involves the addition of spin
angular momenta.

6.5.2.1 Angular momentum addition for multiple electrons
Consider two electrons, with spin s1 and s2. The total spin angular-momentum quantum
number S and its magnetic counterpartMS are given by, respectively,

S = s1 + s2, . . . , |s1 − s2|, MS = S, S − 1, . . . − S. (6.5.1)

Since both electrons have s = 1
2 , S = 1, 0. For S = 0, Ms = 0, called a spin singlet, with

zero-spin and responsible for the normal Zeeman effect. This is the case for Cd. For S = 1,
Ms has three values 0, ±1, corresponding to three states, a spin triplet, responsible for
the anomalous Zeeman effect. We will encounter them in Section 10.3.

The addition of orbital angular-momentum quantum numbers proceeds similarly:

L = l1 + l2, l1 + l2 − 1, . . . , |l1 − l2|, ML = −L,−L + 1, . . . , L. (6.5.2)

The eigenequations for total orbital angular momentum L̂2 and Lz are, respectively,

L̂2|LML⟩ = L(L + 1)ℏ
2|LML⟩, Lz|LM⟩ = MLℏ|LML⟩. (6.5.3)

Finally, we discuss the addition of total angular momenta J . Because the total angu-
lar momentum is a sum of li and si, there are two ways to sum them up, depending on
whether the spin-orbit coupling (SOC)4 isweaker than the exchange interaction between
spins and the Coulomb interaction between orbitals. If so, we add up all the li to get L
and all the si to get S, and then we find J from L and S. The total angular-momentum
quantum number J is given by

J = L + S, L + S − 1, . . . , |L − S|, MJ = J , J − 1, . . . ,−J . (6.5.4)

4 See Section 6.2.2. The exchange and Coulomb interactions will be discussed in Chapter 10.
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Table 6.3: Additional rules for total angular-momentum quantum numbers L, S, and J. The right-most
column lists conditions related to the state of spin-orbit coupling.

Quantum number Sum Total quantum numbers Spin-orbit coupling

orbital L (L̂1 + L̂2) l1 + l2, l1 + l2 − 1, . . . , |l1 − l2| absent
spin S (Ŝ1 + Ŝ2) s1 + s2, s1 + s2 − 1, . . . , |s1 − s2| absent
total J (L̂ + Ŝ) L + S, L + S − 1, . . . , |L − S| weak
total J ( ̂J1 + ̂J2) j1 + j2, j1 + j2 − 1, . . . , |j1 − j2| strong

This is called the Russell–Saunders or LS coupling. The LS coupling is often used in light
atoms, where SOC is weak.

If SOC is strong, we first add li and si to get ji. Then, for j1 and j2, we add them up to
get J :

J = j1 + j2, j1 + j2 − 1, . . . , |j1 − j2|, MJ = J , J − 1, . . . ,−J .

This is called the jj coupling,which often occurs in heavy atoms. Table 6.3 summarizes all
these different scenarios. The difference between our rules and the rules on Section 6.2.1
is that those only apply to a single electron.

Example 4 (Orbital angular momentum addition). For two electrons in a p-state, find (a) all possible L and
(b) the orbital angular momentum.

(a) Since two electrons are in a p-state, l1 = l2 = 1, L = 2, 1, 0. (b) The total orbital magnitudes, L(L+ 1)ℏ
2

are 6ℏ2, 2ℏ2 and 0ℏ2.

6.5.2.2 Spectroscopic notations for many-electron configurations and Hund’s rules
A system consists of many interactions, from electron–electron repulsion, electron-
nucleus interaction, and exchange interaction to spin-orbit coupling. Hund developed
three rules to determine the ground-state electronic configurations in many-electron
atoms, without a detailed calculation. The results can be comparedwith the experiment.

We denote the total spin and magnetic spin quantum numbers of the system by S
andMS , the total orbital and magnetic orbital quantum numbers by L andML, and the
total angular-momentum quantum number by J . Note that the maximum positiveMS is
just S, and the maximum positiveML is just L. His rules ignore all the closed inner shells
and rather focus on the unfilled shells to minimize three energies. The order of these
rules matters. We must proceed as follows:
Rule 1: Minimize the exchange energy between electrons to determine MS . Among the

available electronic configurations, choose the one that gives a positive maxi-
mum S = MS . Its origin is given in eq. (10.4.5).

Rule 2: Minimize the Coulomb repulsion to determine ML. Among the configurations
with the same S, choose the configuration that has a positive maximum L = ML.
Its origin is given in eq. (10.4.4).
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Rule 3: Minimize the spin-orbit coupling energy to determine J from J = L + S, L + S −
1, . . . , |L − S|. If the number of electrons is less or equal to the half-filling of the
shell, choose the smallest J . Otherwise, choose the largest J . The reason is due
to eq. (6.2.3), where the spin and orbital directions are affected by the electron
filling.

Example 5 (Use Hund’s rule to find the ground-state configuration). (a) The carbon atom has the shell
structure of 1s22s22p2. Find the spectroscopic term notation for its ground state. (b) Nitrogen has the
shell structure of 1s22s22p3. Find its ground-state notation.

(a) Carbon has the atomic number Z = 6, with the shell structure of 1s22s22p2. First, we ignore two
filled shells 1s2 and 2s2. So, two p electrons are going to fill six (3 × 2) orbitals, including spins. There are C26

possible configurations, such as and , where each box represents an orbital
and accommodates 2 electrons, and the numbers over them areml .

Now, we apply Rule 1. Among all the possible configurations, only the configurations ,

, and , have the maximum MS =
1
2 +

1
2 = 1, so S = 1.

5

Next we apply Rule 2 to them to get a maximum ML. So, the only first configuration, ,
has the maximum ML = 1 + 0 = 1, or L = 1.

Finally, we use Rule 3. Since S = 1 and L = 1, J = 0, 1, 2. Then, we check the filling. Since we have
6 possible orbitals and have two electrons, the filling is less than half-filling; thus, we choose the smallest
J = 0. The ground-state configuration for carbon is 3P0.

(b) Nitrogen has 1s22s22p3. Rule 1 givesMs = ms1 +ms2 +ms3 =
1
2 +

1
2 +

1
2 =

3
2 . So S =

3
2 . Rule 2 yields

ML = ml1 + ml2 + ml3 = 1 + 0 − 1 = 0. So, we have only one J because L = 0, J = L + S =
3
2 . The ground-state

configuration is 4S3/2.

6.5.2.3 Configuration for excited states
Hund’s rules take care of ground-state configurations. However, the Zeeman effect in-
volves a transition from a higher energy state to a lower energy state. So, we need to
find out all possible configurations for excited states in spectroscopic notation. This is an
extension from our single-electron notation. Here, we use L, S and J to uniquely identify
a state that a system is in, 2S+1LJ , where L is replaced by a particular orbital symbol. For
L = 0, 1, 2, we use S, P and D. Its corresponding g factor is computed in a similar way
using eq. (6.3.14), where l, s and j are replaced by L, S, and J . We note that spectroscopic
notation only works for LS coupling.

5 Since MS = S, S − 1, . . . ,−S, the maximum positive MS is just S.
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Figure 6.7: Energy diagram of Cd. (a) The transition from 1D2 to
1P1 leads to the normal Zeeman effect. (b)

The transition from 3S1 to
3P2 leads to the anomalous Zeeman effect.

Example 6 (Spectroscopic notation of excited states for multielectron atoms). Cd has the ground-state con-
figuration of 5s2, and three excited-state configurations of 5s6s, 5s5p and 5s5d. (a) Find all the possible J and
the spectroscopic notations for 5s6s. (b) Write down all possible spectroscopic notations for 5s5p and 5s5d
states.

(a) For 5s6s, we have S = s1 + s2, s1 + s2 − 1, . . . , |s1 − s2|. Since s1 = 1/2 and s2 = 1/2, S = 0, 1. Since
l1 = l2 = 0, then L = 0, and J takes 0 and 1, which yields two possible notations,

1S0 and
3S1. (We learned this

from https://physics.nist.gov/PhysRefData/Handbook/Tables/cadmiumtable5.htm).
(b) For 5s5p, S = 0, 1. Since l1 = 0 and l2 = 1, L = 1. In the LS coupling, if S = 0 and L = 1, J = 1, we have

1P1. If S = 1 and L = 1, J has three values, 0, 1 and 2, so we have
3P0,

3P1, and
3P2. Similarly, for 5s5d, S = 0, 1.

Since l1 = 0 and l2 = 2, L = 2. Next, we determine J. For S = 0, J = L = 2, so our configuration is
1D2. For S = 1,

J = 3, 2, 1. We have three configurations, 3D3,
3D2, and

3D1.

The normal Zeeman effect from our Cd lamp is due to a transition between two singlets,
from 1D2 to

1P1, where the spin is zero. Figure 6.7(a) shows the energy diagram of Cd
atom for this transition. These two states are not a ground state 1S0. For this reason, in
our experiment, we supply a voltage to light the Cd lamp to excite these states. Now, we
are ready to explain the normal Zeeman effect quantitatively.

6.5.2.4 Explanation of Zeeman effects
The wavelength shift Δλ observed in Zeeman effects is the single most important quan-
tity to be calculated. We denote the photon energy by Eph = hc/λ, so its derivative is
dEph = −hc

dλ
λ2 , and Δλ in its finite difference form is

Δλ = −
λ20
hc
ΔEph, (6.5.5)

where λ0 is the field-free wavelength. Our job is to find ΔEph.

https://physics.nist.gov/PhysRefData/Handbook/Tables/cadmiumtable5.htm
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We consider two states i and f , with the initial magnetic-field free energy Ei and the
final one by Ef , with Ei > Ef . With the magnetic field, we denote the energy by ℰ ,

ℰi = Ei + Ui = Ei + giMJiμBBz, ℰf = Ef + Uf = Ef + gfMJf μBBz, (6.5.6)

where the Zeeman energy U is from eq. (6.3.15), but withmj replaced byMJ because we
may have more than one single electron, and the same thing is true for g. The photon
energy difference between two states is the difference between ℰi − ℰf and Ei − Ef as

ΔEph = (ℰi − ℰf ) − (Ei − Ef ) = (giMJi − gfMJf )μBBz, (6.5.7)

so the wavelength shift becomes

Δλ = −
λ20
hc
ΔEph = (gfMJf − giMJi )μBBz

λ20
hc
. (6.5.8)

Whether the Zeeman effect is normal or anomalous hinges on gMJ .
First, we focus on the normal Zeeman effect. In this case, S = 0, so MJ = ML and

g = 1 and the wavelength shift is

Δλ = −
λ20
hc
ΔEph = (MLf −MLi )μBBz

λ20
hc
, (6.5.9)

whereMLf −MLi is subject to the dipole selection rule. The rule states that allowed tran-
sitions must have the magnetic orbital quantum number changed as ΔML = 0,±1 (see
the following example and more in the next chapter).

Example 7 (Normal Zeeman effect in Cd). Cd has a transition from 1D2 →
1P1, emitting red light at λ0 =

643.8 nm (Fig. 6.7(a)). If we place it under a magnetic field of 0.45 T, find the wavelength shift.
We start from the initial state 1D2. It has L = 2, so MLi = 0,±1,±2. Similarly, for

1P1, MLf = 0,±1. Then,
the allowed transitions obey ΔM = 0,±1. We have the energy shift ΔEph = ±μBBz , or 0, where 0 corresponds
to no shift and represents the π-light, while ±μBBz represents σ

∓. Using eq. (6.5.9), we find Δλ = −0.087 Å for
a positive ΔEph or +0.087 Å for a negative ΔEph. Thus, we see that σ

+-light increases its wavelength by 0.087 Å,
while σ− reduces by the same amount. The spectral line is split into three lines. The following table shows
the details.

Helicity σ+ π σ−
ΔML +1 0 −1
MLi gi − MLf gf −1 0 +1
Δλ +0.087 Å 0 Å −0.087 Å

Now, we explain the anomalous Zeeman effect. Since S ̸= 0, we must use eq. (6.5.8). Δλ
has many more different wavelengths, so the spectral lines for the anomalous Zeeman
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effect are messy, or anomalous. The clean spectral line in Fig. 6.6 is obtained through a
red filter to filter out the greenish color at 508.6 nm. The calculation ismore complicated.
We need to compute the Lande-g factors for each state. BecauseML is no longer a good
quantum number, the selection rule is based onMJ , where ΔMJ = 0,±1.

Example 8 (Anomalous Zeeman effect in Cd). Cd has a transition from 3S1 →
3P2, emitting green light at

λ0 = 508.6 nm (Fig. 6.7(b)). If we place it under a magnetic field of 0.45 T, find the wavelength shift for the
transition from MJ = −1 to MJ = 0.

This transition is between two triplet states S = 1. First of all, we compute gi and gf using eq. (6.3.14).
For 3S1, S = 1, L = 0, and J = 1, gi = 2; for

3P2, S = 1, L = 1, and J = 2, gf = 3/2. Next, according to
the selection rule ΔMJ = 0,±1, there are nine possible transitions. We consider a transition from MJi = −1
to MJf = 0, and we find (giMJi − gfMJf ) = 2(−1) −

3
2 (0) = −2. Thus, the energy shift is ΔEph = 2μBBz , and

Δλ = −λ202μBBz/hc = −0.1086 Å.

Exercise 6.5.2.
38. Show, if S = 0, then MJ = ML and g = 1.
39. Consider the Cd lamp placed in a magnetic field. Show how one can detect the linearly polarized light,
the circularly polarized light, and the circularly polarized light with the linear polarization.
40. (a) Find the ground-state configuration for oxygen. (b) Find its Lande-g factor.
41. The nickel atom has an outer-shell electron configuration 3d84s2. (a) Use Hund’s rules to determine the
ground-state configuration. (b) Express the configuration in terms of the spectroscopic term notation. (c)
Compute the Lande-g factor.
42. Cd has the excited-state configuration 5s5d. (a) Find all the possible S, L, and J. (b) Find all the possible
spectroscopic notations and (c) their g.
43. Figure 6.7(b) shows the Cd emission from 3S1 to

3P2 with the native wavelength λ0. Now, we place it in
a magnetic field Bz . One single spectral line is split into nine lines. Find the wavelength shift analytically in
units of λ20μBBz/hc for (a) σ

+ with ΔMJ = +1, (b) π with ΔMJ = 0, and (c) σ
− with ΔMJ = −1.

6.6 Electron spin resonance (ESR)

Zeeman used one magnetic field to split a single spectral line into several lines. In 1945,
E. K. Zavoisky used two orthogonal magnetic fields,6 where one splits the single energy
level into two and the other induces the transition between these two energy levels. Our
sample, 1,1-diphenyl-2-picryl-hydrazyl (DPPH), has a lone electron at N (Fig. 6.8(a)) and
is placed in two orthogonal magnetic fields (Fig. 6.8(c)), where one is static and the other
is alternating with a maximum frequency of 130MHz. Two Helmholtz coils (Fig. 6.8(c))
generate a uniform static magnetic field across the sample. This magnetic field splits the
energy state into the spin-up and the spin-down states (see Fig. 6.8(b)). The small coil,
which holds the sample, generates a high-frequency field. If this frequency matches the

6 The two fields must be orthogonal. If these two magnetic fields are in parallel, there is no transition
between split energy levels since they share the same eigenstate.
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Figure 6.8: (a) 1,1-diphenyl-2-picryl-hydrazyl (DPPH) has one lone electron on the nitrogen atom. (b) The
energy level splits upon the static magnetic field B0. If hν matches the energy splitting ΔE, the electron in
the lower level absorbs the magnetic field energy from the high-frequency field and makes a transition
from the lower level to the high level. (c) Two Helmholtz coils generate a uniform and static magnetic field
B0 across the sample. The small coil, which holds the sample, creates a MHz field.

frequency difference between these two levels, the sample absorbs magnetic energy
from this high-frequency magnetic field and reaches resonance. This is called electron
spin resonance, ESR.

6.6.1 Rotating wave approximation and Rabi Hamiltonian

We focus on the lone electron at the N site in DPPH (Fig. 6.8(a)). Without a magnetic
field, the electron has an equal probability in the spin-up or spin-down states. If we
apply B0 = −B0ẑ to the sample, the energy level splits into two (Fig. 6.8(b)). We choose
a negative B0, so our lower energy state is a spin-up state. Experimentally, one applies
the high-frequency magnetic field along either the x- or y-axis, but the field of this kind
has no analytical solution. Instead, one often uses a rotating field, i. e., a high-frequency
magnetic field in the xy-plane, B1(t) = B1(cosωt x̂ − sinωt ŷ). This is called the rotating-
wave approximation (RWA), under which our Hamiltonian Ĥ(t) = −μ̂ ⋅ (B0 + B1(t)). For
a single electron without orbital moment, μ̂ = μ̂s = −μBσ̂ (eq. (6.3.5)), so Ĥ = μBσ̂ ⋅ (B0 +
B1(t)). Since our B0 = −B0ẑ, we have a negative sign in the first term of our Hamiltonian,

Ĥ(t) = −μBB0σ̂z + μBB1(σ̂x cosωt − σ̂y sinωt)

= −μBB0 (
1 0
0 −1
) + μBB1 (

0 cosωt + i sinωt
cosωt − i sinωt 0

)

= (
−μBB0 μBB1e

iωt

μBB1e
−iωt +μBB0

) = (
ℏω1 γeiωt

γe−iωt ℏω2
) , (6.6.1)

which is just the well-known Rabi model. Here, ℏω1 = −μBB0, ℏω2 = μBB0, γ = μBB1
(not to be confused with the gyromagnetic ratio). |ω1| or ω2 = μBB0/ℏ is the Larmor
frequency, the precession frequency of the B0 field.
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6.6.2 Rabi model

We start with the time-dependent Schrödinger equation,

iℏ𝜕ψ
𝜕t
= Ĥψ. (6.6.2)

A crucial step to solve this equation is to start with a trial wavefunction ψ(t), ψ(t) =
C1(t)e

−iω1t( 10 ) + C2(t)e
−iω2t( 01 ), where |C1(t)|

2 and |C2(t)|
2 are the probability in the spin-

up state |1⟩(|α⟩) and spin-down state |2⟩(|β⟩), respectively. We substitute eq. (6.6.1) and
ψ(t) into eq. (6.6.2), whose left side is

iℏ [Ċ1(t)e
−iω1t (

1
0
) + C1(t)(−iω1)e

−iω1t (
1
0
)

+ Ċ2(t)e
−iω2t (

0
1
) + C2(t)(−iω2)e

−iω2t (
0
1
)] ,

and whose right side is

(
ℏω1 γeiωt

γe−iωt ℏω2
)[C1(t)e

−iω1t (
1
0
) + C2(t)e

−iω2t (
0
1
)]

= C1(t)e
−iω1t (
ℏω1
γe−iωt
) + C2(t)e

−iω2t (
γeiωt

ℏω2
) .

We cancel terms with coefficients ℏω1 and ℏω2 from both sides to find

iℏ ̇C1e
−iω1t (

1
0
) + iℏĊ2e

−iω2t (
0
1
) = γC1e

−i(ω1+ω)t (
0
1
) + γC2e

i(ω−ω2)t (
1
0
) .

The coefficients of ( 10 ) or ( 01 ) must match on both sides, so the original Schrödinger
equation produces two sets of equations:

iℏĊ1e
−iω1t = γC2e

i(ω−ω2)t , iℏĊ2e
−iω2t = γC1e

−i(ω+ω1)t . (6.6.3)

Eliminating C2 yields a second-order differential equation,

C̈1 + i(ω2 − ω1 − ω)Ċ1 +
γ2

ℏ2
C1 = 0,

whose generic solution is C1 = Ae
λ1t+Beλ2t .A andB are two parameters to be determined

by the initial condition. Suppose that at t = 0 the system is in the |1⟩ state, C1(t = 0) = 1
and C2(t = 0) = 0. We find A = −λ2/(λ1 − λ2) and B = λ1/(λ1 − λ2). Two roots are
λ1 = i(−

δ
2 + Ω) and λ2 = i(−

δ
2 − Ω), where the detuning is δ = ω2 − ω1 − ω and Ω is called

the Rabi frequency, Ω = √ δ
2

4 +
γ2
ℏ2
.
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Figure 6.9: (a) Rabi oscillations in ρ1(t) and ρ2(t) in states |1⟩ and |2⟩. The period is determined by the
Rabi frequency Ω. Every half period, the system absorbs (abs) the energy and the other half period it emits
(ems) the energy. (b) Theoretical prediction of the maximum ρ2(t) as a function of the magnetic field’s
angular frequency ω. The plot is referenced to the frequency difference between two energy level’s fre-
quencies, ω1 and ω2. The y-axis is flipped. (c) Experimental ESR signal from channel 2 (providing the high-
frequency magnetic field B1(t)) while we sweep the voltage from channel 1 (providing the static field B0).

6.6.3 Rabi frequency

The meaning of the Rabi frequency can be revealed by examining what happens
to the population in each state. With the electron initially in |1⟩, we can find C2 =
iℏ
γ e

iδt λ1λ2
λ1−λ2
(−eλ1t + eλ2t) = − iγℏΩe

iδt/2 sinΩt. So, the population ρ2(t) in |2⟩ is

ρ2(t) = C
∗
2 C2 =

γ2

ℏ2Ω2 (sinΩt)
2 =

γ2

ℏ2
(sinΩt)2

Ω2 , (6.6.4)

where we purposely rewrite the last term as (sin Ωt)
2

Ω2 because this same dependence will
appear in our perturbation theory in the next chapter. Figure 6.9(a) shows that the pop-
ulation oscillates between these two states. In the first half of the Rabi period (π/Ω), the
system absorbs the energy from the MHz magnetic field, and in the next half, it emits.
The maximum population is a Lorentzian distribution (shown in Fig. 6.9(b))

ρ2(max) =
γ2/ℏ2

δ2/4 + γ2/ℏ2
. (6.6.5)

A key feature of the Rabi frequency Ω is that it depends on the field strength B0
through γ and detuning δ = ω2−ω1−ω. In the photoelectric effect, the photon frequency
is independent of the light intensity.What we have seen here is that the frequency of the
population depends on B0. Since γ is related to B0 through γ =

1
2gjμBB0, the resonance

peak is linearly proportional to the external magnetic field. Although Fig. 6.9(b) shows
that one can tune the B1’s frequency to get a resonance, in the actual experiment, we do
the opposite. We choose a frequency for B1(t), and then we change B0 by sweeping the
voltage to find a resonance. The experimental ESR signal is shown in Fig. 6.9(c), where
the horizontal axis is our sweeping voltage and has a periodic ramp with time. The ver-
tical axis is the voltage change due to the impedance change of the loaded circuit upon
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resonance. The agreement with the theory is very good, so we can find the g-factor for
our sample by measuring the width of the signal.

A natural extension of the Rabi two-level system is the three-level Λ process. Ex-
perimentally, Harris and coworkers [34] demonstrated the electromagnetically induced
transparency, where one control pulse can eliminate the absorption due to the probe
pulse and induces coherent population trapping [35, 36].

Exercise 6.6.3.
44. Suppose that, at t = 0, the system is in the |1⟩ state, C1(t = 0) = 1 and C2(t = 0) = 0. Prove A = −λ2/(λ1−λ2)
and B = λ1/(λ1 − λ2).
45. Prove (a) −eλ1t + eλ2t = −2ie−iδt/2 sin Ωt; (b) λ1λ2/(λ1 − λ2) = γ

2/(2iℏ2Ω).
46. If t = 0, the system is in the |1⟩ state, C1(t = 0) = 1 and C2(t = 0) = 0, show (a) A = − λ2

λ1−λ2
= δ+2Ω

4Ω , and

B = λ1
λ1−λ2
= −δ+2Ω4Ω ; (b) C1(t) =

e−iδt/2
2Ω (iδ sin Ωt + 2Ω cos Ωt); (c) C2(t) = −

iγ
ℏΩ e

iδt/2 sin Ωt.

47. Based on the Rabi model under the rotating-wave approximation, two roots are λ1 = i(− δ2 + Ω) and

λ2 = i(−
δ
2 −Ω), where δ = ω2 − ω1 − ω and Ω = √

δ2
4 +

γ2

ℏ2
. γ is the coupling constant between states |1⟩ and

|2⟩. (a) Find |C1(t)|
2 and |C2(t)|

2 in terms of δ, Ω, and t. (b) Prove |C1(t)|
2 + |C2(t)|

2 = 1.

6.7 Medical applications: magnetic resonance imaging

In many aspects, nuclear magnetic resonance (NMR) is similar to electron spin reso-
nance (ESR) since they both employ the absorption of the external magnetic energy. But
different from ESR, which uses the electron spin, NMR uses the nuclear spin in nuclei,
such as 1H and 13C, where the number of nucleons is odd. Same nuclei in a different
chemical environment resonate at different frequencies, contributing to a chemical shift
that can pinpoint the minute difference. This makes NMR very powerful. Magnetic res-
onance imaging (MRI) is built upon NMR but adds a spatial resolution. In essence, MRI
is the making of QM.

The nuclear spin moment is much smaller than the Bohr magneton μB =
eℏ
2me

be-
cause the proton mass is three orders of magnitude larger than the electron mass. The
nuclearmagneton, the unit of nuclear spinmoment, is μN =

eℏ
2mp

, wheremp is the proton
mass. Despite this small value, the signal from the nuclei is detectable.

6.7.1 Interaction between a nuclear spin and magnetic field

The Zeeman energy is given by7

Û = −μ̂ ⋅ B = −γ ̂I ⋅ B, (6.7.1)

7 In real samples, there is a chemical shielding from the electron density, so the equation should be
multiplied by a shielding constant like 1 − Γ. This contributes to the chemical shift. Γ is a tensor.
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where μ̂ is the nuclear magnetic moment and γ is the nuclear gyromagnetic ratio (in
comparison to the gyromagnetic ratio in eq. (6.3.5)). ̂I is the nuclear spin operator and
follows the same commutation roles as the electron spins, [ ̂Ix , ̂Iy] = iℏ ̂Iz, or ̂I × ̂I = iℏ ̂I.
Assuming B along the z-axis, the energy splitting due to B is

ΔU = −γBz⟨ ̂Iz⟩ = −ω0⟨ ̂Iz⟩, (6.7.2)

where ω0 is the Larmor frequency. According to the Heisenberg equation of motion,

d ̂Ix
dt
=

1
iℏ
[ ̂Ix , Û],

d ̂Iy
dt
=

1
iℏ
[ ̂Iy, Û],

d ̂Iz
dt
=

1
iℏ
[ ̂Iz, Û], (6.7.3)

where we divide both sides by iℏ. It is easy to show that the transverse components ̂Ix
and ̂Iy precess with Bwithω0. If another magnetic field oscillates at this frequency, then
the energy is absorbed into the system. A 2-Tmagnetic field corresponds toω0 of 10MHz.

A crucial feature is that resonance peaks are extremely sharp. Bloembergen et al.
[37] found the peak width of 0.00005 T for a magnetic field of 0.705 T. Because the peak
width is related to the relaxation time of nuclear spin, both the longitudinal relaxation
time T1 and the transverse time T2 can be measured. T1 is the time it takes protons to
realign their spins with the external magnetic field. If we align B along the z-axis, the
third equation for ̂Iz in eq. (6.7.3) now must include an extra term − ̂Iz/T1.

8 The same
thing is true for ̂Ix and ̂Iy. Recall the magnetization is the magnetic dipole moment per
volume. The nuclear magnetizationM(t) precesses as

Mz(t) = Mz(0)(1 − e
−t/T1). (6.7.4)

The transverse componentsMx,y precess as

Mx,y(t) = Mx,y(0)e
−t/T2 . (6.7.5)

T2 characterizes how quickly Mx and My drop to zero. Equations (6.7.4) and (6.7.5) ap-
proximate the Bloch equation for the nuclear spins. Here, Mx(0), My(0) and Mz(0) are
the initial nuclear magnetizations, respectively.

Exercise 6.7.1.
48. (a) Solve three equations in eq. (6.7.3). (b) Show ̂Ix and ̂Iy precess with ω0.
49. The magnetization Mz is described by

dMz
dt = −(Mz − Mz(0))/T1. Show its solution is given by eq. (6.7.4).

8 This is because Û does not include all the interactions for nuclear spins.
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Figure 6.10: (a) The resonance frequency is linearly proportional to the magnetic field B. (b) In MRI, a gra-
dient magnetic field is used across a patient. This allows us to correlate the frequency to the spatial loca-
tion on a patient.

6.7.2 Spatial resolution

In ESR, although the signal is strong, it is difficult to correlate it to the location of the sig-
nal because electrons in many regions of a sample can contribute to the signal. In other
words, it has no spatial resolution. In NMR, we use a uniformmagnetic field, so we can-
not pinpoint where the signal comes from either. But from eq. (6.7.2), we see the Larmor
frequency is linearly proportional to the magnetic field (see Fig. 6.10(a)). A different B
leads to a different ω0. This is the most important finding.

In magnetic resonance imaging, a gradient magnetic field is used across a patient.
Figure 6.10(b) shows such a design. At one end, B is Bmax and at the other end Bmin, so B
changes along the z-axis linearly as

B(z) = Bmax − Bmin
Δz

z = 𝜕B
𝜕z
z, (6.7.6)

where Δz is the spatial separation between Bmax and Bmin (see Fig. 6.10(b)). If we substi-
tute B(z) into eq. (6.7.2), then our frequency has a spatial resolution through

ω0(z) = γB(z). (6.7.7)

This is the basic principle of MRI. Signals with different frequencies reveal the loca-
tion of tissues under investigation, so a doctor can examine chemical and physical con-
ditions of these tissues. Because the magnetic field causes no damage on human bodies,
MRI is a safe alternative to X-ray and other means. By measuring T1 and T2, one can
further enhance the sensitivity.

Exercise 6.7.2.
50. Explain how the spatial resolution is achieved in MRI.
51. The following table shows the gyromagnetic ratio for some elements.
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Element 1H 13C 17O 19F
γ (MHz/T) 42.6 10.7 5.8 40.0

In hospitals, the MRI machine requires a magnetic field of 2 T. (a) Compute their resonance frequencies
of MRI. (b) The gray matter in brains has T1 = 530ms at 0.25 T. How many cycles are there for each scan?

6.8 Problems

1. Show the eigenvalues of matrix A in eq. (6.1.1) are ±1 under the constraint on Sec-
tion 6.1.2.

2. On Section 6.1.2, σ̂x , σ̂y, and σ̂z are found by setting θ to 0 and π/2. (a) Start from eq.
(6.1.1) and choose a nonzero θ to form a real matrix for σ̂z. (c) Use σ̂yσ̂z + σ̂zσ̂y = 0
and σ̂x σ̂z + σ̂zσ̂x = 0 to find σ̂x and σ̂y.

3. The Pauli matrices can be found from the square root of a two-dimensional rota-
tion matrix. (a) Compute the eigenvalues of and eigenvectors of the matrix R =
( cos θ − sin θsin θ cos θ ). (b) Compute √R. (c) Find the relationship between √R and the Pauli
matrices.

4. (a) When Dirac developed the relativistic quantum mechanics, he realized that, if
one requires the dot product (σ̂ ⋅ p̂)2 = p̂2x + p̂

2
y + p̂

2
z, one immediately gets the per-

mutation among the Pauli matrix. Derive them. (b) But then, if he includes the mass
with the Hamiltonian Ĥ = c√m2c2 + p̂2x + p̂2y + p̂2z, Pauli matrices σ̂ are not enough.
So, he extended it to Dirac matrices γ̂. Find the permutations among γ̂.

5. Suppose the spin points in the direction n̂ = sin(θ) sin(ϕ)x̂+ sin(θ) sin(ϕ)ŷ+ cos(ϕ)ẑ.
(a) Find its eigenstates in terms of θ and ϕ. (b) Supposing we want to measure the
spins along the ±z-axis, what are the probabilities for the spin being ±ℏ/2?

6. This problem is modeled on the Stern-Gerlach experiment. A beam of electrons en-
teres a magnetic field along a unit vector u(ϕ) = cosϕx̂ + sinϕẑ in the spin x − z
plane, where x̂ and ẑ are unit vectors in the spin space, not operators. Ŝ is a spin
operator. (a) Find the eigenvalues and eigenvectors of the operator Ŝ ⋅ u(ϕ). (b) Sup-
pose the system is in a state given by these two eigenvectors, find the expectation
values of Ŝx , Ŝy and Ŝz. Here the external magnetic field effect is ignored, except
the orientiation of the electron spin. (c) We denote the eigenvector with the lowest
eigenvalue as ψ1. Now suppose we place a new magnetic field along the direction
where the electron with the smallest eigenvalue travels. This new magneic field is
along a different unit vector u(θ) direction, where θ is an angle in the spin space,
find the expectation value of the operator Ŝ ⋅ u(θ). (d) In view of the new magnetic
field, what are the probabilities when one finds the spin expectation values of ℏ/2
and −ℏ/2? Hints: Project ψ1 on to the eigenvectors of the operator Ŝ ⋅ u(θ). (e) After
the electron passes through the secondmagnetic field, what are the expectation val-
ues of Ŝx , Ŝy and Ŝz? Hints: There are two possible answers because there are two
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eigenvectors of the operator Ŝ⋅u(θ). Adopted from [38] butwe significantlymodified
it for clarity.

7. (a) Find the eigenvalues and eigenfunctions of σ̂y. (b) Compute the expectation value
of ⟨ηy|σ̂x |ηy⟩.

8. An electron is placed in a magnetic field B. The Hamiltonian of the system is Ĥ =
p̂2
2me
− μBBzσ̂z − μBBx σ̂x , where Bx = −λx and Bz = B0 + λz, and λ is the magnetic

field gradient. (a) Suppose that initially the electron is in a mixed-spin state, Ψ0(t =
0) = aα + bβ, where a and b are the square root of the probability in the spin-up
and spin-down sates. Use the Heisenberg equations of motion to compute the time-
dependent p̂x(t) and p̂z(t). (b) Consider two cases, a = √1/3, b = √2/3 and a = √2/3,
b = √1/3. Show there is no way to distinguish between these two spin states based
on p̂x alone.

9. An electron is in its two Ŝx ’s eigenstates. (a) If we want to measure the z-component
of the spin, what are the expectation values for these two states? What about the
probability? (b) At t = 0, the spin is in the Ŝx ’s eigenstate with eigenvalue of −ℏ/2.
At t1 > 0, we turn on the magnetic field B along the z-axis, with Ĥ = −μBBŜz. Find
the state at t1 and the expectation values of Ŝx , Ŝy, and Ŝz. (c) At t2 > t1, we switch
the magnetic field to the x-axis, with Ĥ = −μBBŜx . Find the state at t3 > t2 and the
expectation values of Ŝx , Ŝy, and Ŝz.

10. (a) The normal Zeeman effect in Cd is due to a transition between 1P1 level at
43692.384 cm−1 and its 1D2 level at 59219.734 cm

−1, where cm−1 is called the wave-
number, the number of waves per cm, and is the inverse of wavelength λ. A tran-
sition from 1D2 to

1P1 emits a single photon. Find the wavelength of the emitted
photon. Hint: Compare your results with Fig. 6.7. (b) The anomalous Zeeman effect
is between 3S1 at 51483.980 cm

−1 to 3P2 at 31826.952 cm
−1. Find the wavelength of the

emitted phton.
11. The sodium atom is known to have two D spectral lines, D1 and D2, at 5895.93 Å and

5889.96 Å, respectively. While D1 is due to the transition from the excited state 2P1/2
to the ground state 2S1/2, the D2 line in sodium is due to the transition from 2P3/2 to
2S1/2 (see the exercise on Section 6.2.1). Under the influence of a magnetic field of
0.2 T, D1 splits into four lines. (a) Compute four wavelength shifts with respect to the
original spectral line. (b) Compute the wavelength shifts for the D2 line which splits
into six spectral lines.

12. The Rabi Hamiltonian (eq. (6.6.1)) is very special. (a) Show that even though it is
time-dependent, its instantaneous eigenvalues do not change with time. (b) Find its
instantaneous eigenvectors.

13. Consider a Λ system, which has three levels, |a⟩, |b⟩ and |c⟩. The transitions are only
between |a⟩ and |b⟩, and |b⟩ and |c⟩. The Hamiltonian is

Ĥ = ℏωa|a⟩⟨a| + ℏωa|b⟩⟨b| + ℏωa|c⟩⟨c| − μabE1(t)|a⟩⟨b|

− μbaE1(t)
∗|b⟩⟨a| − μbcE2(t)|b⟩⟨c| − μcbE2(t)

∗|c⟩⟨b|,
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where E1(t) and E2(t) are probe and coupling laser fields, respectively, and can be
either a continuous wave or pulse and with a complex envelope. |a⟩ (and others)
refers to the eigenstate of the system, with the eigenvalue of ℏωa. We assume that
the electric fields of the laser are

Ei(t) =
Fi(t)
2
[eiωit+iϕi + e−iωit−iϕi ].

The generic time-dependent wavefunction for the system takes the form

Ψ(t) = Ca(t)e
−iωat|a⟩ + Cb(t)e

−iωbt|b⟩ + Cc(t)e
−iωct|c⟩,

where Ca(t), Cb(t) and Cc(t) are probability amplitudes. Taking a rotating-wave ap-
proximation, show that Ca(t), Cb(t), and Cc(t) obey three coupled equations,

Ċa = −
μab
2iℏ

F1(t)e
iΔ1t+iϕ1Cb;

Ċb = −
μba
2iℏ

F1(t)e
−iΔ1t−iϕ1Ca −

μbc
2iℏ

F2(t)e
−iΔ2t−iϕ2Cc ;

Ċc = −
μbc
2iℏ

F2(t)e
iΔ2t+iϕ2Cb

where Δ1 = ω1 − (ωb − ωa), and Δ2 = ω2 − (ωb − ωc). (This problem is adopted from
[39].)

14. The longitudinal and transverse times in MRI are derived from the Bloch equation.
Suppose the Hamiltonian is Ĥ = −γ ̂I ⋅ B, where B is along the z-axis. (a) Derive an
equation of motion for ̂Iz and determine under what condition it approaches to eq.
(6.7.4). (b) Derive an equation of motion for ̂Ix,y and find under what condition it
approaches to eq. (6.7.5).



7 Time-dependent perturbation theory: application
to optics

Stationary state evolution is rare. Many physical, chemical and biological processes,
such as molecular vibrations, spin precession, chemical reaction and photosynthesis,
are truly time-dependent. Only a few simple problems, such as Rabi oscillation treated
in Chapter 6, can be solved analytically; most problems demand numerical or approxi-
mate methods. Time-dependent perturbation theory (TDPT) is an approximate method
and plays a role similar to time-independent perturbation theory (TIDPT) in Chapter 5.
The time-dependent part of the Hamiltonian represents a weak perturbation. Different
from TIDPT, TDPT does not aim to find an energy correction to the eigenenergy, instead
it aims to find the probability change in the unperturbed eigenstates and describes how
this change can be linked to experimental observations. The emphasis is on the tran-
sitions among the unperturbed eigenstates. While it is possible to include high-order
perturbations, nearly all the textbooks exclusively focuses on the first-order because of
high-level complexity encountered in high-order perturbations. In optics, the high-order
perturbation theory lays the foundation for nonlinear optics, where one uses multiple
pulses [40, 41, 42, 43] to detect both electron and nuclei motions [44]. Another differ-
ence is that TDPT has no well-developed degenerate theory. Some of these issues will be
addressed in Chapter 10.

This chapter consists of three units:
– Unit 1 includes Section 7.1. It introduces the interaction between radiation andmat-

ter as an example of external perturbations and then discusses the Coulomb gauge.
Finally, it focuses on the dipole selection rules and transition matrix elements.

– Unit 2 contains Sections 7.2 and 7.3. It formally introduces time-dependent perturba-
tion theory. Section 7.3 provides three examples, where the perturbation is constant,
periodic in time, or a pulse.

– Unit 3 includes Sections 7.4 and 7.5. It applies perturbation theory to linear optics
and explains how the polarization and susceptibility are computed quantum me-
chanically. It introduces population inversion and stimulated emission, essential to
the laser.

7.1 Interaction between radiation and matter and its selection
rules

In EM, a free charge q with massm in an electromagnetic field has the vector potential
A(r, t) and scalar potential φ(r), where the electric and magnetic fields are given by
E = −∇φ − 𝜕A𝜕t and B = ∇ ×A (in SI). Its classical Hamiltonian (kinetic energy + potential
energy) is H = 1

2m (p − qA)
2 + qφ. The difference between the field-free Hamiltonian p2

2m
and H constitutes the interaction Hamiltonian, HI = −qp ⋅ A/m + (qA)

2/m + qφ.

https://doi.org/10.1515/9783110672152-007

https://doi.org/10.1515/9783110672152-007
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7.1.1 Quantization of interaction

QM follows EM, but has some key differences. The momentum p becomes the momen-
tum operator p̂. The Hamiltonian operator is

Ĥ = 1
2m
(p̂ − qA(r, t))2 + qφ, (7.1.1)

and the time-dependent Schrödinger equation becomes

iℏ𝜕ψ(r, t)
dt
= [

1
2m
(p̂ − qA(r, t))2 + qφ]ψ(r, t). (7.1.2)

With the presence of A(r, t), p̂ is now called the canonical momentum because, if we
calculate the change in position rwith time through the Heisenberg equation of motion,

iℏdr
dt
= [r, Ĥ] = iℏ p̂ − qA(r, t)

m
→

dr
dt
=
p̂ − qA(r, t)

m
≡
Π̂
m
≡ υ̂, (7.1.3)

where we see that p̂ alone does not determine the position change. Instead, Π̂ = p̂ −
qA(r, t)does, and it represents amomentum, called themechanicalmomentum. In other
words, when we want to compute the velocity υ̂, drdt , we must use Π̂, not p̂. In deriving
eq. (7.1.3), we have used [r, p̂] = iℏ.

Since A(r, t) depends on both r and t, p̂ does not commute with it, i. e., [p̂,A] ̸= 0. As
a result, (p̂ − qA)2 must be written as p̂2 − qp̂ ⋅ A − qA ⋅ p̂ + (qA)2. Then, our interaction
Hamiltonian for the electron (q = −e) is

ĤI =
e

2me
(p̂ ⋅ A(r, t) + A(r, t) ⋅ p̂) + (eA(r, t))

2

2me
− eφ, (7.1.4)

where we have used the standard SI units for all the terms and the key term is p̂ ⋅A(r, t).
This expression is often employed in solids and is still considered to be semiclassical
because the radiation field, A(r, t), is still classical. Such an approach is valid if we have
many photons, as more photons appear to be more classical.1

Exercise 7.1.1.
1. Prove [Π̂i , Π̂j] = iℏϵijkBk .
2. (a) Start from eq. (7.1.3) and use the Heisenberg equation of motion to show the force on a particle of mass
m and charge q is

md2r
dt2
= qE + q

2m
(p̂ × B − B × p̂) − q

2

m
(A × B),

1 In the advanced QM and quantum optics, the quantization of A(r, t) is realized by introducing annihi-
lation and creation operators for the radiation field.
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where the electric field E, magnetic field B and vector potential A are functions of r and t. (b) Show the last
term is related to the Poynting vector. Hint: Why do we have q2? (c) In the limit, where B is independent of
space, show

md2r
dt2
= qE + qυ̂ × B,

where υ̂ is given in eq. (7.1.3). This recovers the classical Lorentz force.

7.1.2 Coulomb gauge and dipole approximation

The simplest vector potential for an EM wave is A(r, t) = A0e
i(k⋅r−ωt). If the wavelength

is very long, longer than the size of atoms andmolecules, thewavevector k is very small,
so that k ⋅ r ≪ 1 and eik⋅r ≈ 1. A(r, t) can be approximated as

A(t) = A0e
−iωt ,

under which ∇ ⋅ A = 0. This is called the Coulomb gauge. A has no spatial dependence
and no magnetic field. Then, ĤI is very similar to the classical Hamiltonian,

ĤI =
e
me

A(t) ⋅ p̂ + (eA(t))
2

2me
− eφ, (7.1.5)

where the second term is often neglected (see the following exercise). The total Hamilto-
nian for the electron system is Ĥ = Ĥ0 + ĤI , where Ĥ0 =

p̂2
2me
+V (r), as will be discussed.

Example 1 (Coulomb gauge). (a) Show that an EMwavewith the vector potentialA(r, t),A(r, t) = A0e
i(k⋅r−ωt),

obeys the Coulomb gauge. Here, k is the wavevector and denotes the light propagation direction, and A0
denotes the polarization direction. (b) Find E. (c) Find B. (d) Prove |E|/|B| = c.

(a) Suppose the propagation direction is along the z-axis and the polarization along the x-axis, so
A(r, t) = A0xe

i(kzz−ωt) ̂x. ∇ ⋅ A = A0x𝜕e
i(kzz−ωt)/𝜕x = 0. (b) E = −𝜕A/𝜕t = iωA0xe

i(kzz−ωt) ̂x. (c) B = ∇ × A =
ikzA0xe

i(kzz−ωt) ̂y. (d) |E||B| =
iω
ikz
= λ/T = c.

We start from the time-dependent Schrödinger equation,

iℏ𝜕ψ(r, t)
𝜕t
= [−
ℏ2

2me
(∇ +

ieA(t)
ℏ
)
2

+ V (r) − eφ]ψ(r, t). (7.1.6)

We carry out a unitary transformation Û by replacing ψ(r, t) in eq. (7.1.6) by ϕ(r, t),

ψ(r, t) = Ûϕ(r, t) = e−ieA(t)⋅r/ℏϕ(r, t),

to find a simplified version,



7.1 Interaction between radiation and matter and its selection rules � 207

iℏϕ̇(r, t) = [Ĥ0 + er ⋅ E(t) − eφ]ϕ(r, t). (7.1.7)

The details are relegated to the following exercise. If we drop −eφ, we can see that the
new interaction Hamiltonian is just the dipole multiplied by the electric field E(t),

ĤI = −D̂ ⋅ E(t) = −(−er) ⋅ E(t) = er ⋅ E(t), (7.1.8)

where D̂ is a dipole operator. This is called the dipole approximation, which has nomag-
netic field and thus violates the Maxwell equation (Ampere’s law).

Exercise 7.1.2.
3. A laser pulse has the vector potential |A| = 0.01 Vfs/Å. The electron’s velocity is 106m/s. Estimate the ratio
|eA|/|p|.

The following exercises use Û = e−ieA⋅r/ℏ and ψ = Ûϕ, where A is independent of r.
4. (a) Prove ∇Û = − ieAℏ Û. (b) ∇

2Û = ( ieAℏ )
2Û. (c) Show ∇(Ûϕ(r, t)) = − ieAℏ Ûϕ(r, t) + Û∇ϕ(r, t).

5. Using these relationships, show ∇2(Ûϕ) = ( ieAℏ )
2Ûϕ + 2Û ieA

ℏ ⋅ ∇ϕ + Û∇
2ϕ.

6. Show the time derivative ψ̇ = Ûϕ̇ + ieȦ⋅r
ℏ Û.

7. Starting from iℏψ̇ = Hψ, where Ĥ = − ℏ
2

2me
(∇ + ieA

ℏ )
2, show the new Schrödinger equation for ϕ(r, t) is

iℏϕ̇(r, t) = (− ℏ
2∇2

2me
+ eE ⋅ r)ϕ(r, t). Hint: E = − 𝜕A𝜕t .

7.1.3 Dipole selection rules

Equation (7.1.8) provides the dipole interaction between the system and the light as

ĤI = −D̂ ⋅ E(t) = exEx(t) + eyEy(t) + ezEz(t), (7.1.9)

where Ex , Ey, and Ez are three components of the light electric field. Whether one can
observe an optical transition depends on matrix elements Dfi = ⟨f |D̂|i⟩ between the
initial state |i⟩ and final state |f ⟩. Assuming that the system has a spherical symmetry,
like hydrogen atoms, then their wavefunctions ψnlm are products of the radial function
Rnl(r) and spherical harmonics Ylm(θ,ϕ), ψnlm = Rnl(r)Ylm(θ,ϕ).

We first convert x, y, and z to the spherical coordinates in a complex form (Euler
form), x = r

2 sin θ(e
iϕ + e−iϕ), y = r

2i sin θ(e
iϕ − e−iϕ), z = r cos(θ), so eq. (7.1.9) is

ĤI = er[cos θEz(t) +
Ex(t) − iEy(t)

2
sin θeiϕ +

Ex(t) + iEy(t)
2

sin θe−iϕ], (7.1.10)

which contains the information of light polarization. If both Ex and Ey are zero, then this
represents the linearly polarized light along the z-axis. Other polarizations are possible.
If Ex(t) = E0 cos(ωt) and Ey(t) = E0 sin(ωt) have the same amplitude E0 but differ by a
π/2 phase, thenEx(t)−iEy(t) = E0e

−iωt represents right-circularly polarized light because
at t = 0 the x-component has the largest value first. As t increases, it decreases, but the
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y-component increases. Had we not made a dipole approximation, the spatial part of
the light wave would be eikzz, propagating along the z-axis.2 If Ex and Ey differ in their
amplitude, then we have elliptically polarized light. The third term represents the left-
circularly polarized light E0e

iωt .
To compute the matrix element for a transition from |nilimi⟩ to |nf lfmf ⟩, we first

note that thematrix element ⟨nf lfmf |ĤI |nilimi⟩ is a product of the radial and the angular
parts. The radial one is the same for all three terms in eq. (7.1.10) [29],

𝒥 =
∞

∫
0

Rnili (r)Rnf lf (r)r
3dr, (7.1.11)

but the angular part is not,

∫ Y∗lfmf
cos θYlimi

dΩ, ∫ Y∗lfmf
sin θeiϕYlimi

dΩ, ∫ Y∗lfmf
sin θe−iϕYlimi

dΩ. (7.1.12)

We use the recursion relationship of spherical harmonics Ylm [19] with a correction,3

sin θeiϕYlm = (bl−1,−(m+1)Yl−1,m+1 − bl,mYl+1,m+1)cl , (7.1.13)
cos θYlm = (al,mYl+1,m + al−1,mYl−1,m)cl , (7.1.14)

sin θe−iϕYlm = (−bl−1,m−1Yl−1,m−1 + bl,−mYl+1,m−1)cl , (7.1.15)

where alm, blm, cl are given by

alm = √(l + 1)2 −m2, blm = √(l +m + 1)(l +m + 2), cl = [(2l + 1)(2l + 3)]
−1/2
.

We plug eqs. (7.1.13), (7.1.14), and (7.1.15) into eq. (7.1.12), and, then, using the orthog-
onality relationship for spherical harmonics

∫ Y∗l′m′YlmdΩ = δll′δmm′ , (7.1.16)

to find that the transition is not possible unless

Δl = ±1, Δml = 0,±1, (7.1.17)

where Δl = lf − li and Δml = mf −mi. Equation (7.1.17) is called the dipole selection rule.
Δl = ±1 means that the system (the medium) will gain from or lose to the light field by

2 If we align the thumb of our right hand along the propagation direction, the fingers are in the direction
of the electric field vector.
3 alm and blm in [19] include cl . When we compare the resultant equations with those in [29], we find cl
should stand alone and not change for the same Ylm .
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angular momentum ℏ. Δml = 0,±1 means the system will retain, gain from, or lose to
the light field by magnetic angular momentum ℏ. 0, +1 and −1 correspond to the light
helicity, linear, right or left circular polarizations, respectively. With the selection rule,
we can tell that a 1s→ 2s transition is forbidden, while 1s→ 2p is allowed.

The following table delineates the important physics behind the selection rules:

Δml +1 0 −1
Polarization σ+ π σ−

Propagation direction longitudinal transversal longitudinal

Example 2 (Transition matrix elements). Compute the transition matrix element ⟨n′, l + 1,m|z|n, l,m⟩.
We first note that ⟨n′, l + 1,m|z|n, l,m⟩ is

⟨n′, l + 1,m|z|n, l,m⟩ =
∞

∫
r=0

Rn′ ,l+1(r)rRn,l(r)r2dr ∫ Y∗l+1,m cos θYl,mdΩ.
We use eq. (7.1.14) to find ⟨n′, l + 1,m|z|n, l,m⟩ = 𝒥√ (l+1)

2−m2

(2l+1)(2l+3) .

Exercise 7.1.3.
8. Compute the transition matrix element due to the radial part of the wavefunctions 𝒥 from the hydrogen
1s- to the 2p-state (see Table 4.3 on Section 4.6.2). (Answer: 192√2a243 ).
9. In the hydrogen atom, the Lyman series is due to the emission from a higher level to n = 1(1s). The first two
lines are from 2p to 1s and 3p to 1s, called Lyman-α and Lyman-β lines, respectively. The intensity of emission
I is proportional to ΔEfi⟨f |r|i⟩. Find the ratio Iα/Iβ . Adopted from [45]. (Answer: 3.18).
10. Compute the transition matrix element (a) between the 2s- and 3p-orbitals of the hydrogen atoms and
(b) between 2s- and 4p-orbitals. These matrix elements are used in the problem at the end of the chapter.

7.2 Time-dependent perturbation theory

Inmany aspects, TDPT is similar to time-independent perturbation theory, thoughwe do
not have a degenerate counterpart. Consider that an unperturbed system is described
by time-independent Ĥ0, whose eigenvalues En and eigenfunctions ϕn are known, i. e.,
Ĥ0ϕn = Enϕn. Now,we subject it to a time-dependent perturbation ĤI (t). The totalHamil-
tonian for the entire system is

Ĥ = Ĥ0 + λĤI (t),

where λ is the usual dimensionless parameter to track the order of perturbation. Our
goal is to solve the time-dependent Schrödinger equation approximately,

iℏ𝜕ψ
𝜕t
= Ĥψ. (7.2.1)



210 � 7 Time-dependent perturbation theory: application to optics

Figure 7.1: Hierarchy of time-dependent perturbation theory. The order increases by one every time the
system interacts with the external field ĤI .

We follow the same idea of TIDPT and expand ψ(t) as

ψ(t) = ψ(0)(t) + λψ(1)(t) + λ2ψ(2)(t) + ⋅ ⋅ ⋅ (7.2.2)

where ψ(0)(t), ψ(1)(t), ψ(2)(t), . . . , are the zeroth-, first-, and second-order wavefunctions,
and so on. We substitute ψ(t) and Ĥ into both sides of eq. (7.2.1) to get

iℏ(ψ̇(0) + λψ̇(1) + λ2ψ̇(2) + ⋅ ⋅ ⋅) = (Ĥ0 + λĤI )(ψ
(0) + λψ(1) + λ2ψ(2) + ⋅ ⋅ ⋅).

Then we collect terms with the same order of λ on both sides:

λ0 : iℏψ̇(0) = Ĥ0ψ
(0), (7.2.3)

λ1 : iℏψ̇(1) = Ĥ0ψ
(1) + ĤIψ

(0), (7.2.4)
λ2 : iℏψ̇(2) = Ĥ0ψ

(2) + ĤIψ
(1), (7.2.5)

⋅ ⋅ ⋅

λN : iℏψ̇(N) = Ĥ0ψ
(N) + ĤIψ

(N−1). (7.2.6)

Except for the zeroth order, a general pattern emerges from these equations: The
current order wavefunction is connected with one lower order wavefunction through
ĤI . Figure 7.1 shows such a hierarchy, underlying perturbative nonlinear optics [40].

7.2.1 Zeroth order

We consider the zeroth order first, i. e., λ = 0. Because Ĥ0 is time-independent, ψ
(0) is a

stationary state solution

ψ(0)(t) = e−iĤ0t/ℏψ(0)(t = 0).

If ψ(0)(t = 0) is an eigenstate of Ĥ0, ϕk , then ψ
(0)(t) = e−iEk t/ℏϕk , where the exponential

is called the dynamic phase factor. If ψ(0)(t = 0) is a mixed state, ψ(0)(t = 0) = ∑n cnϕn,
and then at time t we have ψ(0)(t) = ∑n cne

−iEnt/ℏϕn. Here, cn is a constant given in the
beginning and should not be confused with Cl used subsequently.
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7.2.2 First order

Similar to TIDPT, we target an eigenstateϕk , so the zeroth-orderwavefunction isψ
(0)(t =

0) = ϕk , and at t, ψ
(0)(t ̸= 0) = e−iEk t/ℏϕk . Equation (7.2.4) becomes

iℏψ̇(1) = Ĥ0ψ
(1) + ĤIe

−iEk t/ℏϕk . (7.2.7)

We expand the unknown ψ(1) in terms of the eigenstates of the unperturbed Hamil-
tonian Ĥ0, called the energy representation because we use the eigenstates of Ĥ0 to rep-
resent an unknown function, ψ(1)(t = 0) = ∑n C

(1)
nk (t = 0)ϕn, so, at t ̸= 0, ψ

(1)(t ̸= 0) =
∑n C
(1)
nk (t)e

−iEnt/ℏϕn.
4 Doing so is tantamount to changing a partial differential equation

for ψ(1)(t) to an ordinary differential equation for C(1)nk (t). ψ is a function of both r and
t, but C(1)nk (t) is a function of t only, a key advantage in the energy representation. We
substitute ψ(1)(t ̸= 0) onto the left side of eq. (7.2.7) to find

iℏψ̇(1) = iℏ∑
n
Ċ(1)nk (t)e

−iEnt/ℏϕn + iℏ∑
n
C(1)nk (t)(

−iEn
ℏ
)e−iEnt/ℏϕn

= iℏ∑
n
Ċ(1)nk (t)e

−iEnt/ℏϕn +∑
n
C(1)nk (t)Ene

−iEnt/ℏϕn.
(7.2.8)

The first term Ĥ0ψ
(1) on the right side of eq. (7.2.7) becomes

Ĥ0ψ
(1) =∑

n
C(1)nk (t)e

−iEnt/ℏĤ0ϕn =∑
n
C(1)nk (t)Ene

−iEnt/ℏϕn,

which cancels the last term on the right of eq. (7.2.8). After a straightforward simplifica-
tion, eq. (7.2.7) is reduced to

iℏ∑
n
Ċ(1)nk (t)e

−iEnt/ℏϕn = ĤIe
−iEk t/ℏϕk , (7.2.9)

which is an ordinary differential equation for C(1)nk (t), with ĤI as its source. If we want
to target N eigenstates of Ĥ0, then we have N differential equations.

The energy representation is convenient because it allows us to further simplify
the equation. Suppose that we want to find C(1)lk (t) for eigenstate l. Wemultiply eq. (7.2.9)
by eigenstate ⟨ϕl| from the left, integrate it, and then employ the orthonormalization
condition, ⟨ϕl|ϕn⟩ = δln, to find

iℏĊ(1)lk (t)e
−iElt/ℏ = ⟨ϕl|ĤI |ϕk⟩e

−iEk t/ℏ → Ċ(1)lk =
1
iℏ
⟨ϕl|ĤI |ϕk⟩e

i(El−Ek )t/ℏ,

4 This equation is fundamentally different from ψ(0)(t) = ∑n cne
−iEnt/ℏϕn , where the summation is over

a list of predefined states with a time-independent cn . Here the expansion is based on the completeness
∑n |ϕn⟩⟨ϕn| = 1, where the summation is over all the unperturbed eigenstates. C

(1)
nk (t) is unknown and

time-dependent, and may even absorb e−iEnt/ℏ, such as ψ(1)(t) = ∑n C
(1)
nk (t)ϕn .
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whose integral form is

C(1)lk (t) =
1
iℏ

t

∫
t0

⟨ϕl|ĤI(t
′)|ϕk⟩e

i(El−Ek )t
′/ℏdt′. (7.2.10)

This is the first-order time-dependent wavefunction correction to ψ due to state |ϕl⟩.
Including all the states, we obtain the first-order wavefunction correction as

ψ(1)(t) =∑
l
C(1)lk (t)e

−iElt/ℏϕl , (7.2.11)

where eq. (7.2.10) provides C(1)lk (t).
Physically, |C(1)lk (t)|

2 is the probability Plk(t) into state ϕl from ϕk under the pertur-
bation ĤI ,

Plk(t) ≡
C
(1)
lk (t)

2
=

1
ℏ2



t

∫
t0

⟨ϕl|ĤI(t
′)|ϕk⟩e

i(El−Ek )t
′/ℏdt′

2

, (7.2.12)

and ⟨ϕl|ĤI (t
′)|ϕk⟩ quantifies how strong the transition from ϕk to ϕl is. Once we have

ψ(1)(t), we can obtain the second-order correctionψ(2)(t) by solving eq. (7.2.5) in a similar
fashion. While linear optics is based on the first-order wavefunction correction, nonlin-
ear optics is based on the second order and higher.

7.3 Examples of time-dependent perturbation theory

TDPT is more complicated than TIDPT. Even the first-order TDPT has more nuisances.
For instance, because the probability cannot be larger than 1, this requires that
⟨ϕl|ĤI (t)|ϕk⟩ cannot be too large. Here, we provide three examples for TDPT. In the
next section, we will apply TDPT to linear optics.

7.3.1 ĤI (t) is time independent

If ĤI (t) is time independent, find Plk(t) and explain what it means physically.
Since ĤI is constant, we can remove it from eq. (7.2.12). We introduce the angular

frequencies for El ,ωl = El/ℏ and for Ek ,ωk = Ek/ℏ, ωlk = ωl − ωk , and set t0 = 0 in
eq. (7.2.12), to find the probability,

Plk(t) =
1
ℏ2
⟨ϕl|ĤI |ϕk⟩

2


eiωlk t − 1
ωlk



2

=
1
ℏ2
⟨ϕl|ĤI |ϕk⟩

2 sin2(ωlkt/2)
(ωlk/2)2

,
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Figure 7.2: Transition probability Plk as a function of energy detuning Ω at four different times t − t0, from
right to left. As time increases, the energy domain narrows, and only a few states can make the transition,
due to the energy-time uncertainty principle. The figure is plotted using a function sin2(Ω(t−t0)/2)

(Ω/2)2
, where

t − t0 is in units of π.

which reveals that Plk(t) oscillates with time t, a dynamical interference. Figure 7.2
shows the probability with Ω = ωlk at four different times. The probability must be
smaller than 1. But as time goes by, it grows. The largest probability is at ωlk → 0 and
proportional to t2. This reveals a difficulty with TDPT. To overcome this difficulty, one
can diagonalize the new Hamiltonian with the presence of ĤI to find new eigenstates,
and then expand the initial state in terms of new eigenstates. The following exercise
includes a case with (El − Ek) = 0.

7.3.2 ĤI (t) is a periodic perturbation

A light field ĤI (t) = er ⋅ E(t) = er ⋅ E0 cos(ωt) (eq. (7.1.8)) is applied to a hydrogen atom,
where ω is the light angular frequency and E0 is the amplitude. The atom is initially in
the 1s-state. (a) Find the probability P1s,2s that the electron is in the 2s-state. (b) Find the
probability P1s,2p for the electron to be in the 2p-state. (c) Determine the condition for
first-order perturbation theory. (d) Find the rate of the probability of the transition.

(a) We choose that |ϕk⟩ is the 1s-state and |ϕl⟩ is the 2s-state. Then, ⟨ϕl|ĤI (t)|ϕk⟩ =
e⟨ϕl|r|ϕk⟩⋅E0 cos(ωt). ⟨ϕl|r|ϕk⟩ is the transitionmatrix element. According to Section 7.1,
this element is zero, so there is no transition between them and P1s,2s = |C

(1)
lk |

2 = 0. For
this reason, the dipole selection rule is so powerful.

(b) Here, |ϕl⟩ is a 2p-state, and the transition is allowed. All the spectral lines on
Section 4.1 in Chapter 4 follow this rule. Themagnitude of these transitions is determined
by C(1)lk (t). We denote ⟨ϕl|r|ϕk⟩ as rlk andωlk = ωl −ωk . To ease our integration, we write
cos(ωt) as 1

2 (e
iωt + e−iωt). For the e−iωt term, eq. (7.2.10) yields

C(1)lk (t) =
erlk ⋅ E0
2iℏ

t

∫
t0

ei(ωlk−ω)t
′
dt′ = erlk ⋅ E0

2iℏ
ei(ωlk−ω)t − ei(ωlk−ω)t0

i(ωlk − ω)
. (7.3.1)
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For the eiωt term, we replace every −ω by +ω in eq. (7.3.1). Because ωlk > 0 and ω >
0, ωlk + ω is positive and the resultant term is smaller than eq. (7.3.1) and ignored in
the absorption process. We set Ω = ωlk − ω and denote erlk ⋅ E0 as A, so C(1)lk (t) =

− A
2ℏΩe

i Ω(t+t0)2 (2i) sin(Ω(t−t0)2 ). The probability P1s,2p(Ω) = |C
(1)
lk (t)|

2 is

P1s,2p(Ω) =
A2

4ℏ2
sin2(Ω(t−t0)2 )

(Ω/2)2
=
e2|rlk ⋅ E0|

2

4ℏ2
sin2(Ω(t−t0)2 )

(Ω/2)2
. (7.3.2)

Figure 7.2 shows the probability with Ω at four different times (t − t0) = 0, 0.1π, 0.2π and
0.3π. At t−t0 = 0, there is no transition. If t−t0 is smaller, the peak is broader, but, as t−t0
increases, the peak becomes narrower. This is the manifestation of the frequency-time
or energy-time uncertainty principle.

Now, if we compare it with eq. (6.6.4) in Section 6.3.3, we see they agree with each
other very well, except that in eq. (6.6.4) the Rabi frequency Ω has an additional contri-
bution from the strength of the magnetic field there. But, here our frequency is just Ω.

(c) If Ω → 0, i. e., ω = ωl − ωk , we reach a resonance, and |C(1)lk (t)|
2 → A2(t−t0)

2

ℏ2
.

Because |C(1)lk (t)|
2 or Plk cannot be larger than 1, this means that |erlk ⋅ E0|

2(t − t0)
2 ≤ ℏ2,

which sets the limit for E0 in order for first-order perturbation theory to work.
(d) To compute the rate of the probability, we need to extract the time first from

eq. (7.3.2). As t →∞, we can use the identify lima→∞
sin2 ax
πax2 = δ(x) to simplify

sin2(Ω(t−t0)2 )

(Ω/2)2
= 2π(t − t0)δ(Ω).

Next, we need to take into account the orientation of the electric field with respect
to r. Suppose the angle between r and E0 is θ, so rlk ⋅ E0 = |rlk ||E0| cos θ and |rlk ⋅ E0|

2 =
|rlk |

2|E0|
2 cos2 θ. If the orientation is random, we can take the average of cos2 θ as

cos2 θ = 1
4π

2π

∫
0

dϕ
π

∫
0

cos2 θ sin θdθ = 1
3
→ |rlk ⋅ E0|2 =

1
3
|rlk |

2|E0|
2. (7.3.3)

For a single angular frequency ω (monochromatic light), the energy density for a single
cycle of light is u(ω) = ϵ0 ∫ E

2
0 cos

2(ωt)dt = 1
2ϵ0E

2
0, so |E0|

2 in eq. (7.3.3) can be replaced
by 2u(ω)/ϵ0. However, for a broad spectrum of many different frequencies, u(ω) should
be further replaced by the energy density per frequency ρ(ω) because this way we can
compare it with experiments. Mathematically, we rewrite u(ω) = ρ(ω)dω, and convert
eq. (7.3.2) to an integral over ω,

P1s,2p = (t − t0)
πe2|rlk |

2

3ϵ0ℏ2
∫ ρ(ω)δ(Ω)dω = (t − t0)

πe2|rlk |
2

3ϵ0ℏ2
ρ(ωlk), (7.3.4)
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where the second equation uses the δ function property, that is ∫ f (x)δ(x − a)dx = f (a).
So, we can define the transition rate Rlk =

dPlk
dt ,

Rlk =
πe2|rlk |

2

3ϵ0ℏ2
ρ(ωlk), (7.3.5)

which represents the rate of the probability for the transition from 1s- to 2p-states.

7.3.3 Excitation of a charged harmonic oscillator by a pulse

A charged harmonic oscillator carries charge q and is initially in the ground state |n = 0⟩
at t0 = −∞. We excite it with a pulsed laser and ĤI = −qE0x̂e

−t2/τ2e−iΩt , where E0 is the
field amplitude, Ω is the angular frequency, and τ is the pulse duration. (a) Find the
probabilities in all the excited states at t = ∞. (b) Find the probability in the ground
state. (c) Suppose the laser has E0 = 0.01 V/Å, τ = 100 fs, and ℏΩ = ℏω = 0.01 eV. Take
q = e = 1.602× 10−19 C andm = 1.66× 10−27 kg. Compute numerically C(1)10 (∞) and discuss
the issue with TDPT.

(a) According to eq. (7.2.10), we need to compute the transition matrix elements be-
tween the ground state |k = 0⟩ and state |l⟩, ⟨l|x̂|0⟩. We convert x̂ to â and â†, x̂ =
√ ℏ2mω (â + â

†), so ⟨l|x̂|0⟩ = δl,1√
ℏ

2mω , wherem is the mass of the harmonic oscillator and
ω is its angular frequency. This means only one state can be excited. Our C(1)10 (t) is

C(1)10 (t) = −
qE0
iℏ
√ ℏ
2mω

t

∫
t0

e−t
′ 2/τ2e−iΩt′eiωt′dt′.

In the limit t =∞ and t0 = −∞, we integrate over t
′ to get

C(1)10 (∞) = iqE0√
π

2ℏωm
τe−τ

2(Ω−ω)2/4,

which has a Gaussian dependence on Ω, instead of the Bessel function in the periodic
perturbation. This shows that the pulse shape will alter the shape of the probability. The
maximum probability is at Ω = ω, whose probability P10 = |C

(1)
10 |

2 is

P10 =
C
(1)
10 (∞)

2
=
πq2E20
2ℏωm

τ2.

(b) The probability in the ground state is just 1 − |C(1)10 |
2 = 1 − πq2E20

2ℏωmτ
2.

(c) We plug these parameters into the expression to find C(1)10 (∞) = 1.23122i, which is
larger than 1. This is clearly incorrect since one cannot have a probability larger than 1.
We note that the parameters used are quite realistic for an actual laser pulse. The failure
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reflects the limitation of first-order perturbation theory, wherewe have to keep the field
amplitude low. Otherwise, we have to use higher-order perturbation theories.

Exercise 7.3.3.
11. Show that C(1)lk in eq. (7.2.10) has no unit.

12. (a) Show that, if in eq. (7.3.2) Ω → 0, i. e., ω = ωl − ωk , |C
(1)
lk (t)|

2 → A2(t−t0)
2

ℏ2
. (b) Show eq. (7.3.2) indeed

obeys the energy-time uncertainty principles, ℏΔΩΔt ≥ ℏ/2. Hint: Find two first zeros of sin2(Ω(t−t0)2 )(Ω/2)
2

and their difference is ΔΩ, and set Δt to t − t0.
13. A hydrogen atom is in the ground state. Suddenly, we apply an electric field pulse along the z axis, Ez =
E0δ(t), where E0 is the amplitude of the field. (a) Find the probabilities in each eigenstate under the dipole
approximation. (b) Find the probability for the electron remaining in the ground state.
14. A system has two degenerate states |a⟩ and |b⟩, with eigenenergies Ea = Eb. A constant perturbation, ĤI ,
which couples them as ⟨a|ĤI |b⟩ = c, is turned on at t = 0. Suppose initially the system is in |a⟩. (a) Find Pab(t)
without using TDPT. (b) Suppose now that Eb is slightly higher than Ea by δ. Use TDPT to find Pab(t) and find
the condition when first-order TDPT is still valid.

7.4 Linear optics: polarization and susceptibility

Many predictions of time-dependent perturbation theory can be realized in optics. This
section provides the connection between theory and experiment.

7.4.1 Classical optics

In classical optics, the material response is characterized by the electric polarization P,
which can be expanded according to the orders of interaction with the external electric
field E in SI units [42]:

P = P0 + ϵ0χ
(1)
e : E + ϵ0χ

(2)
e :: EE + ϵ0χ

(3)
e ::: EEE + ⋅ ⋅ ⋅ ,

where χ(n)e is the nth-order susceptibility in SI units of (m/V)n−1, P0 is the static polar-
ization, and “:” denotes the tensor product. Nonlinear optics is concerned with χ(2)e and
higher. When the external electric field is weak, we are in the linear optical regime.5 At
this limit, the induced polarization P(1)ind (the second term in the equation) by an external
electric field E is given by

P(1)ind = ϵ0χ
(1)
e E, (7.4.1)

where χ(1)e is the linear electric susceptibility. The SI units of P are C/m2, the same as the
surface charge density. χ(1)e is dimensionless [42] and is a 3 × 3 matrix. For simplicity, we

5 A strong field, such as one produced by a laser, can induce a strong nonlinear optical effect [40, 41, 42].
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suppress its indices. Since 1+χ(1)e = ϵr , ϵr can be found once χ
(1)
e is known. In general, χ(1)e

and ϵr are functions of the incident field angular frequency ω, which will be discussed
later.

According to the Maxwell equation, the speed of light in a vacuum is c = 1
√μ0ϵ0

. In
a medium, the speed of light is reduced to υ = 1

√μϵ , where μ and ϵ are the permeability
and permittivity in the medium, respectively. The index of refraction n is defined as

n = c
υ
=
1/√μ0ϵ0
1/√μϵ

= √ϵ/ϵ0√
μ
μ0
.

Since μ ≈ μ0, n = √ϵ/ϵ0 = √ϵr , where ϵr is the relative permittivity and is also called
the dielectric constant. ϵr is dimensionless as is n. If we find χ

(1)
e , both n and ϵr can be

obtained.

7.4.2 Quantum optics

In QM, similarly we start with the polarization operator P̂ defined through the dipole
moment per volume Ω. The dipole moment is D̂ = −er̂, in units of Cm, so P̂ is

P̂ = D̂
Ω
=
−er̂
Ω
,

whose expectation value in a state |ψ(t)⟩ is ⟨ψ(t)|P̂|ψ(t)⟩, a real quantity. We utilize
eq. (7.2.2) to expand |ψ(t)⟩, so ⟨ψ(t)|P̂|ψ(t)⟩ becomes

⟨ψ(t)|P̂|ψ(t)⟩ = ⟨ψ(0)(t) + ψ(1)(t) + ⋅ ⋅ ⋅ |P̂|ψ(0)(t) + ψ(1)(t) + ⋅ ⋅ ⋅⟩

= ⟨ψ(0)(t)|P̂|ψ(0)(t)⟩ + ⟨ψ(1)(t)|P̂|ψ(0)(t)⟩ + ⟨ψ(0)(t)|P̂|ψ(1)(t)⟩ + ⋅ ⋅ ⋅ ,

where the order of interaction in each is just the sum of the superscripts on two wave-
functions. The first term is the zeroth order, a static polarization, present in polar
molecules, semiconductors, and insulators. The second and third are the first order,
induced by E, and constitute the first-order induced polarization,

P(1)(t) = ⟨ψ(1)(t)|P̂|ψ(0)(t)⟩ + ⟨ψ(0)(t)|P̂|ψ(1)(t)⟩. (7.4.2)

We first note that P(1)(t) is time-dependent and is always real because two terms form a
pair of complex conjugation.6 Only one term is unique, and we choose the second term.

6 This is because the second term represents the light absorption and the first term the light emission.
However, as will be seen, if we only compute the absorption or emission, we must choose one term, and
the P(1)(t) becomes a complex number.
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7.4.3 Linear susceptibility: specialized to state |k⟩

We suppose that the unperturbed system is already solved with eigenstates {ϕi} and
eigenvalues {Ei}, Ĥ0ϕi = Eiϕi. A cw electromagnetic radiation perturbs the system
through the interaction Hamiltonian,

ĤI = −D̂ ⋅ E(t), (7.4.3)

where D̂ is the dipole moment and E(t) is the light field. We choose a complex form for
the field7 E(t) = E0e

−iωt because we only include the second term in eq. (7.4.2).
Equation (7.4.2) is quite generic. We specialize it to an initial state |k⟩. This means

that our electron is initially in |k⟩ or ϕk , so its zeroth-order wavefunction at time t
is ψ(0)(t) = ϕke

−iEk t/ℏ. We expand the first-order ψ(1)(t) in terms of eigenstates (see
eq. (7.2.11)), so the first-order polarization becomes

⟨ψ(0)(t)|P̂|ψ(1)(t)⟩ = ⟨ϕke
iEk t/ℏ|P̂|∑

n
C(1)nk (t)e

−iEnt/ℏ|ϕn⟩

=∑
n
C(1)nk (t)e

i(Ek−En)t/ℏ⟨ϕk |P̂|ϕn⟩ =
1
Ω
∑
n
C(1)nk (t)e

i(Ek−En)t/ℏ⟨ϕk |D̂|ϕn⟩,

where in the last equation we have replaced P̂ by D̂. To simplify our notation, we denote
En−Ek
ℏ = ωn − ωk = ωnk , and ⟨ϕk |D̂|ϕn⟩ = Dkn, so

⟨ψ(0)(t)|P̂|ψ(1)(t)⟩ = 1
Ω
∑
n
C(1)nk (t)e

−iωnk tDkn. (7.4.4)

The number of times that D̂ enters polarization is always equal to the order plus one. For
the linear process, D̂ enters the polarization, 1+ 1 = 2, twice, once through the definition
of polarization and the other through the interaction Hamiltonian (eq. (7.4.3)).

7.4.3.1 Lifetime and initial condition
Because excited states have limited lifetimes, electrons in those states will decay to
lower-energy states. To properly take this into account, for eigenstate |n⟩, we multiply
e−iωnt by e−Γnt to get e−iωnt−Γnt , where Γn is the inverse of the lifetime of state ϕn and is
positive. Similarly, the term e−iωnk t in eq. (7.4.4) becomes e−iωnk t−Γnk t .

7 In principle, this also has a spatial component like eik⋅r, but, once we take the dipole approximation,
the spatial dependence is dropped. This approach is valid as long as the wavelength of the light is much
larger than the system size. Otherwise, one must keep it.
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We find C(1)nk from eq. (7.2.10), with ĤI replaced by eq. (7.4.3),

C(1)nk (t) =
1
iℏ

t

∫
t0

−Dnk ⋅ E(t
′)eiωnk t

′+Γnk t′dt′. (7.4.5)

We want to alert the reader about a subtlety in D: in eq. (7.4.5), D is Dnk , but in (7.4.4)
it is Dkn. They are conjugate to each other, called a parametric process in optics. We
substitute E(t′) = E0e

−iωt′ into eq. (7.4.5) and then integrate over t′ from t0 to t to get

C(1)nk (t) = −
1
iℏ
Dnk ⋅ E0

eiωnk t
′+Γnk t′−iωt′ tt0

iωnk + Γnk − iω
,

where the upper limit gives us C(1)nk (t) at t, but the lower limit at t0 must be treated care-
fully. In the beginning, the external field E(t) is off, so C(1)nk (t0)must be zero. Mathemati-
cally, we set t0 to −∞ and assume Γnk > 0, so C

(1)
nk (t0 = −∞) = 0. Our final C

(1)
nk (t) is

C(1)nk (t) =
Dnk ⋅ E0e

iωnk t+Γnk t−iωt

ℏ(ωnk − iΓnk − ω)
.

7.4.3.2 Susceptibility
We substitute C(1)nk (t) into eq. (7.4.4) and cancel two factors, e

iωnk t and e−iωnk t , to obtain

⟨ψ(0)|P̂|ψ(1)⟩ = 1
ℏΩ
∑
n

DknDnk ⋅ E0e
−iωt

ωnk − ω − iΓnk
=

1
ℏΩ
∑
n

DknDnk ⋅ E
ωnk − ω − iΓnk

. (7.4.6)

Now, we compare it with our definition (eq. (7.4.1)) to identify χ(1)α,β(ω) in its component
format as

χ(1)α,β(ω) =
1
ℏϵ0Ω
∑
n

DαknD
β
nk

ωnk − ω − iΓnk
, (7.4.7)

where α and β denote the Cartesian coordinates x, y, and z. It is important to emphasize
that the order of Dkn and Dnk matters because the second D is dot-producted with the
field, so its direction β is really the direction of the incident external field. On the other
hand, α is the direction of the outgoing field. χ(1)α,β(ω) has both real and imaginary parts. If
ω = ωnk , we have a resonance, with the peak broadening determined by Γ. Figure 7.3(a)
shows an example, where we choose the energy difference of 1.5 eV. The dashed line is
χ(1)I (ω) and represents an absorption of light and has a peak at ℏω = 1.5 eV. The solid
line is χ(1)R (ω), and represents the reflection. χ

(1)
I (ω) and χ

(1)
R (ω) are linked through the

Kramer–Kronig relationship (see the problem).
We can work out a similar formula for the emission (see the exercise) and add up

the absorption and emission to obtain
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Figure 7.3: (a) Real and imaginary parts of χ(1). The imaginary part is positive, with a peak at the same
location as the kink in the real part. (b) Real and imaginary parts of index of refraction n. Both are positive.

P(1) = 1
ℏΩ
∑
n
(

DknDnk
ωnk − ω − iΓnk

+
DnkDkn

ωnk + ω + iΓnk
) ⋅ E0e

−iωt
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

E
, (7.4.8)

which yields the susceptibility with both absorption and emission as

χ(1)e (ω) =
1

ϵ0ℏΩ
∑
n
(

DknDnk
ωnk − ω − iΓnk

+
DnkDkn

ωnk + ω + iΓnk
). (7.4.9)

If ωnk > 0, the first term refers to the absorption and the second one the emission. The
reader can that check χ(1)e is dimensionless.

Exercise 7.4.3.
15. Starting from eq. (7.4.9), show χ(1)e is dimensionless.
16. Prove the first-order polarization P(1) is real. Hint: Start with P(1) = ⟨Ψ(0)|P̂|Ψ(1)⟩ + ⟨Ψ(1)|P̂|Ψ(0)⟩.
17. A system is under a periodic perturbation of E(t) = E0e

−iωt . The polarization expectation value is
⟨Ψ(0)|P̂|Ψ(1)⟩ = 1

Ω ∑n C
(1)
n eiωkntDkn. (a) It is known that C(1)n (t) =

1
iℏ ∫

t
t0
(−1)Dnk ⋅ E(t

′)eiωnk t
′
dt′. Integrate

it to find C(1)n (t). (b) In (a), the integral does not converge. We need to introduce the lifetime, or damping
term for the excited states. Which one, e−Γt

′
or e+Γt

′
, can converge the integral?

7.4.4 Experimental connection: penetration depth and Beer–Lambert law

To connect with the experimental observation, consider that a beam of light impinges
on a sample. Before the light hits the sample, the light intensity I0 (SI units of

W
m2 ) is8

8 The intensity is defined as the power per unit area. The fluence is defined as the energy per unit
area. To compute the fluence, we need to integrate the intensity over time. Here, 1/2 is from the time
integration.
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I0 =
1
2
cϵ0n0(ω)|E0|

2 (in vacuum),

where E0 is the light electric field, with the index of refraction n0(ω) = 1 in a vacuum.
Suppose that the light is propagating along the z-axis with the polarization along the
x-axis, so E0(z, t) = Axe

i(k(0)z z−ωt), where k(0)z is the wavevector in a vacuum, ω is the
angular frequency, and |E0|

2 = A2x . After the light impinges the sample, some of the
light is absorbed, or reflected, or transmitted through the sample, so the light intensity
is reduced from I0 to I . Inside the medium, the intensity is given by

I = 1
2
cϵ0n(ω)|E|

2 (in medium),

where E is the field in the medium. To simplify our derivation, we further assume that
E polarizes in the same direction as E0, so its E(z, t) = Axe

i(kzz−ωt), where kz is changed
from k(0)z , but ω remains unchanged as discussed in Chapter 1. To find kz, recall that the
wavevector is connected to the wavelength and the index of refraction n(ω) through

k(ω) = 2π
λ
=
2πν
υ
=

2πν
c/n(ω)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Definition of n(ω)

=
ω
c
n(ω).

Since n = √ϵr and ϵr = 1 + χ
(1)
e (ω), the index of refraction is n(ω) = √1 + χ

(1)
e (ω) whose

real and imaginary parts, nR, and nI , are both positive as can been in Fig. 7.3(b). Because
n(ω) = nR(ω) + inI (ω), k(ω) also has both real and imaginary parts.

We find E(z, t) = Axe
i(kRz z+ik

I
zz−ωt) = Axe

i(kRz z−ωt)e−k
I
zz, so |E(z, t)|2 = A2xe

−2kIzz. The
intensity in the medium is reduced from I0 to

I(z) = 1
2
cϵ0n(ω)|E0|

2e−2k
I
zz,

which is now a function of z. Here, we have used |A2x | = |E0|
2. As the light intensity drops

to 1
e of the initial intensity, this z is defined as the light penetration depth λpen,

e−2k
I
zλpen = e−1 → λpen =

1
2kIz
=

c
2 × ωnI (ω)

=
c

4πνnI (ω)
=

λ0
4πnI (ω)

,

where we have used kIz =
ω
c nI (ω) and λ0 is the wavelength in vacuum. λpen is a measur-

able quantity.
If we rewrite I in terms of I0, we have the Beer–Lambert law,

I(z) = n(ω)I0e
−αz.

α (in units of 1/m) is called the absorption coefficient,

α(ω) = 4πni(ω)
λ0
=
4π
λ0
Im(√1 + χ(1)e (ω)).
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Since χI is positive, α(ω) is always positive. It is clear that the absorption α(ω) is related
to the imaginary part of χ(1)e (ω). Since χ

(1)
e (ω) is inversely proportional to (ωnk − ω +

iΓnk) (see eq. (7.4.9)), when ω approaches ωnk , χ
(1)
e (ω) becomes very large and so does

α(ω). In this case, the material strongly absorbs light, and I(z) decays very quickly. On
the other hand, if ω is away from the frequency difference between two energy states,
α(ω) becomes very small. This happens in a transparent material. Therefore, we reveal
a crucial physical insight. The absorption significantly depends on whether the incident
photon energy matches the energy difference between the eigenstates.

Exercise 7.4.4.
18. Use n = √1 + χ(1)e (ω) to prove nr and ni are both positive.
19. Pure gold has the index of refraction n = 0.18 + 4.91i at 780 nm [46]. (a) Find its χ(1)e (ω). (b) Find the
penetration depth at this wavelength. (c) Find the absorption coefficient. (d) Use the Beer–Lambert law to
plot the light intensity change as a function of z.
20. In a Heusler compound Mn2RuGa, there are two eigenstates |a⟩ and |b⟩, with eigenenergies of Ea =
0.5578 Ry and Eb = 0.672 Ry, respectively. Note that 1 Ry is 13.6 eV. The momentum matrix element is
⟨a|p̂x |b⟩ = 0.03493 − 0.01616i in the unit of ℏ/a0, where ℏ is the reduced Planck constant, h/2π, and a0 is
the Bohr radius. (a) Use the relationship ⟨a| ̂x|b⟩ = iℏ

me

⟨a|p̂x |b⟩
Eb−Ea

to compute ⟨a| ̂x|b⟩ and then the dipole matrix
element ⟨a|D̂x |b⟩ in units of Cm. (b) The volume of Mn2RuGa is 358.97158 a

3
0. Just use these two eigenstates

to compute χ(1)(ω) as a function of the photon energy ℏω in units of eV. (c) Plot and compare your figure with
Fig. 7.3.

7.5 Laser

Laser stands for Light Amplification of Stimulated Emission of Radiation. In 1960,
Theodore Maiman was the first to develop a solid-state ruby laser [47, 48]. The ruby
rod is 10-cm long and has diameter of 0.8 cm and is surrounded by a helical xenon
flashtube. Ruby is made of Al2O3 with chromium impurities. When he irradiated the
ruby rod, he discovered a pulse of red light of wavelength 694.3 nm emitting through
the partially silvered mirror. This discovery changed the world forever. Lexicologically,
lase is a verb. A lasingmaterial such as ruby, is also called the gainmedium. This section
aims to explainwhat the light amplification is andwhy one needs a stimulated emission.

7.5.1 Absorption and emission

In electronics, transistors are used to amplify electric signals. In photonics, a laser is
used to amplify light signals. Both transistors and lasers are quantum mechanical, but
work differently. In order to understand the working principles of the laser, first we
need to explain how the light interacts with amedium. Consider a beam of light incident
on a material. The light can be reflected, absorbed, or simply transmitted through the
medium. Figure 7.4(a) shows the reflection and transmission from the medium.
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Figure 7.4: (a) Reflection and transmission of light through a medium. (b) During absorption an electron
absorbs a light photon and makes a transition from a lower level |1⟩ to a higher level |2⟩. (c) Emission is
reversed where the electron is initially in the excited state |2⟩ and transitions back to |1⟩, with a photon
emitted. (d) The emitted light intensity depends on the phase between two light fields emitted from the
two separate atoms.

However, central to the laser is the absorption (Fig. 7.4(b)) and emission (Fig. 7.4(c)).
During absorption, if the incident photon energy hν matches the gap ΔE = E2 − E1, an
electron in state |1⟩ absorbs a photon and transitions to state |2⟩. In a laser, the initial ex-
citation to a high level may not be optically driven. In semiconductor lasers, it is electric
bias. The emission is opposite, where the electron jumps to a lower state |1⟩ by emitting
a photon (Fig. 7.4(c)).We denote the electric field of the emitted light from atom 1 byE1. If
we have two identical atoms, the total electric field is E1+E2, where its time-dependence
is omitted for simplicity. According to the classical EM, the light intensity is defined as

I = 1
2
cϵ0|Etot|

2 =
1
2
cϵ0(|E1|

2 + |E2|
2 + 2E1 ⋅ E2). (7.5.1)

If the emission is spontaneous among atoms, the phases of the fields from different
atoms are random (see Fig. 7.4(d)), so E1 ⋅ E2 is time-averaged to zero. This shows I =
I1 + I2 = 2I1. If we have N atoms, I = NI1. This does not represent a gain.

If the emitted light fields all have the same phase, ⟨E1 ⋅ E2⟩ = |E1|
2 = |E2|

2 and
Itot = I1 + I2 + 2I1 = 4I1. For N atoms, I = N2I1, a huge gain. But, how can one synchronize
these fields?

7.5.2 Population inversion and stimulated emission

A typical laser consists of a cavity and a lasing medium. At both ends of the cavity are
two reflecting mirrors, one completely and one partially silvered (Fig. 7.5(a)). Surviving
light waves inside the cavity are standing waves, whose wavelength is given by

λn =
L
2n
, (7.5.2)
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Figure 7.5: (a) Laser cavity consists of a lasing medium, an external power, and two reflecting mirrors, one
of which is only partially reflecting so the laser light can emit. The cavity length is L. (b) Three-level systems.
Here, ruby is used as the example, where the levels are a, b, and c. (c) Four-level system of the He–Ne laser.

where n takes a positive integer and L is the cavity length. Since L is usuallymuch larger
than the light wavelength λn, n can be a big number. As will be seen, the light amplifica-
tion is limited to those wavelengths.

The lasing medium determines the type of a system. A two-level system cannot lead
to lasing because statistically there is a higher population in a lower state than in a
higher state, and there is no way to maintain the electron in a higher state. A minimum
system must have three levels. Figure 7.5(b) shows a three-level system in ruby. All the
atoms have exactly the same level scheme. First, an external field, such as a flash lamp,
excites electrons from levela to c or c′with the very short lifetimeof 10 ns. Then, the elec-
trons transition down to level b (b is a metastable state), with a lifetime of 5ms,9 where
electrons can stay for a while, without transiting back to a immediately. It is much like a
waiting room. During this waiting period, unexcited atoms get excited so their electrons
proceed to level b. This creates a situation, wheremore atoms have electrons on the high
level b than those in the lower level a. This is called population inversion.

Now, suppose that atom 1 undergoes spontaneous emission from b to a. The emitted
light starts the clock and is going to stimulate emission in other atoms. But there is no
guarantee that it will stimulate others to radiate. This is where two reflecting mirrors
come in. The light from atom 1 is reflected back and forth from the mirrors and passes
through other atomsmany times since the cavity length is very short, until the rest of the
atoms are stimulated to irradiate almost simultaneously. Because almost all the atoms
radiate in phase, this generates a coherent (in phase) light emission, lasing.

The emitted photon energy is ΔE = Eb − Ea, so its wavelength is

λ = hc
ΔE
=

hc
Eb − Ea
. (7.5.3)

However, as already stated, not all the wavelengths can survive in the cavity. λ must
match one of λn =

L
2n . Therefore, one type of medium corresponds to one type of cavity

9 If such a level does not exist, then we do not have lasing.



7.6 Problems � 225

length. In ruby, only the light of wavelength 694.3 nm is amplified, the rest is suppressed.
This is quite different from the electric amplification in transistors, where all signals,
regardless of their frequencies, are amplified.

If we want to amplify light of different wavelengths, we must find a different las-
ing medium. There are other types of systems with four levels. Figure 7.5(c) is a 4-level
system, representing the He-Ne laser, where the pumping prompts electrons from the
He 1s-state to its 2s-state. Through the collision between He and Ne atoms, the electron
occupies Ne’s 5s-state. The lasing occurs between Ne’s 5s- and 3p-states. Because there
is no electron in the 3p-state, the population inversion is readily achieved. The He–Ne
laser radiates 632.8 nm.

Exercise 7.5.2.
21. The ruby laser emits red light of 694.3 nm. Find the energy difference between levels a and b in Fig. 7.5.
22. Suppose a ruby rod is 10-cm long. Find the number of the possible waves for the red light of 694.3 nm.

7.6 Problems

1. Starting from eqs. (7.1.13), (7.1.14), (7.1.15), (a) prove the following equations: [29]

⟨n′, l + 1,m + 1|x + iy|n, l,m⟩ = −𝒥√ (l +m + 2)(l + 1 +m)
(2l + 1)(2l + 3)

,

⟨n′, l + 1,m + 1|x − iy|n, l,m⟩ = 0,

⟨n′, l + 1,m + 1|z|n, l,m⟩ = 𝒥√ (l + 1)
2 −m2

(2l + 1)(2l + 3)
,

⟨n′, l + 1,m − 1|x + iy|n, l,m⟩ = 0,

⟨n′, l + 1,m − 1|x − iy|n, l,m⟩ = 𝒥√ (l + 1 −m)(l + 2 −m)
(2l + 1)(2l + 3)

.

(b) Prove 1
2 |⟨n
′, l + 1,m + 1|(x + iy)|n, l,m⟩|2 + 1

2 |⟨n
′, l + 1,m − 1|(x − iy)|n, l,m⟩|2 +

|⟨n′, l + 1,m + 1|z|n, l,m⟩|2 = 𝒥 2 l+1
2l+1 , independent ofm.

2. Upon being radiated with light, an electron in the hydrogen atom is knocked out
from the 1s-orbital to the vacuum. The electron in the vacuum has a continuous
wavefunction |k′⟩ = e−ik

′ ⋅r/√Ω, where k′ is the wavevector of the outgoing electron
and Ω is the volume.Withoutmaking the dipole approximation of the light field, the
transition matrix element is ⟨k′|eik⋅r|1s⟩, where |1s⟩ is the electron 1s-wavefunction
and k is the incident photon wavevector. Show the matrix element is ψ0(q)/√Ω,
where ψ0(q) = 8√πa

3/2
0 /(1 + q

2a20)
2 and q = k − k′. This problem is adopted from

Gottfried and Yang [49], with some modifications.
3. An electron of me and −e is in the ground state of the one-dimensional infinite

square well of length a, which is centered at x = 0. An electric field is suddenly
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applied along the x axis, E(t) = ℰ0δ(t). (a) Based on the parity and within the dipole
approximation, derive the selection rule for the electric field. (b) Find the probabil-
ity in the first and second odd states.

4. An electric field pulse is applied to a ground-state hydrogen atom. The pulse starts
at t = 0 and decays as E(t) = ℰ0e

−tτ ̂r, where τ is a decay constant and ̂r is the
unit vector along the radial direction. (a) Take the dipole approximation and write
down the interaction Hamiltonian, ĤI (t). (b) Use perturbation theory to find the
probability that the electron is in |2s⟩, |2px⟩, |2py⟩ and |2pz⟩ at time t →∞.

5. A periodic electric field E(t) = ℰ0e
iωt is applied to the one-dimensional infinite well

of length a, which is centered at x = 0. Initially, the electron is in the ground state.
Compute the susceptibility χ(1)(ω).

6. A charged (q) one-dimensional harmonic oscillator is in the ground state. A small
electric field, E(t) = E0

√πτ e
−t2/τ2 , is applied to the oscillator. (a) Use first-order pertur-

bation theory to find the probability in all the states. (b) Change E(t) to E(t) = E0e
iωt

and find the susceptibility χ(1)(ω).
7. A hydrogen atom is in the 2s state. Suddenly, we apply an electric field pulse along

the x axis, Ex = E0δ(t), where E0 is the amplitude of the field. (a) Find the proba-
bilities in each eigenstate. (b) Find the probability for the electron remaining in the
ground state.

8. An electron is initially in a state ϕi = eikx/√L with k > 0, normalized in a line
segment, x ∈ (0, L), and is perturbed by a potential V (x, t) = V0δ(t) for x ∈ (L/2, L),
where V0 is positive. (a) Find the probability for the electron in ϕf = e

iqx/√L. (b)
What is the probability for the electron bouncing back? Hint: Choose q < 0.

9. (a) Use the expression of ⟨ψ(0)|P̂|ψ(1)⟩ to find ⟨ψ(1)|P̂|ψ(0)⟩which represents an emis-
sion process. (b) In the emission process, the excited state is occupied in the begin-
ning. This is equivalent to the time-reversal, or the frequency changes sign from +ω
to −ω. Use this fact to prove the susceptibility for the emission is

χ(1)e (ω) =
1

ϵ0ℏΩ
∑
n

DnkDkn
ωnk + ω + iΓnk

.

10. (a) Prove the Kramers–Kronig relationship for susceptibility χ,

P.V .
∞

∫
−∞

χ(ω′)
ω′ − ω

dω′ = iπχ(ω),

where the integral is over the principle value only. (b) Prove the real and imaginary
parts of χ are related to each other through

χI (ω) = −
2ω
π
P
∞

∫
0

χR(ω)
(ω′)2 − ω2 dω

′, χR(ω) =
2ω
π
P
∞

∫
0

χI (ω)
(ω′)2 − ω2 dω

′.
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11. An electron is in the ground state (1s) of the hydrogen atom. (a) Find χ(1)(ω)with the
highest states up to 2s and 2p. (b) Plot χ(1)(ω) as a function of ℏω, where ℏω starts
from 0 to 20 eV.

12. The Balmer series covers the visible wavelength, which is the reason why it was
discovered first. Here, the emission is from a high level to n = 2. (a) Find χ(1)(ω)
at the lowest energy ℏω for the first line. (b) Find χ(1)(ω) at the lowest energy ℏω
for the second line. (c) Compare their magnitudes. Hint: You need to compute the
transition matrix elements first for several different light polarization (σ±, π).

13. An electron is confined in the one-dimensional infinite quantum well x ∈ (0, a).
(a) Show their matrix elements ⟨ϕn|x̂|ϕm⟩ and ⟨ϕn|p̂x |ϕm⟩ (see Section 2.8) obey the
Hellmann–Feynman theorem (Em − En)⟨ϕn|x̂|ϕm⟩ =

iℏ
me
⟨ϕn|p̂x |ϕm⟩. (b) Assume the

electron initially is in the ground state n = 1. Find the expression for χ(1)(ω). (c)
Compute the real and imaginary parts of the index of refraction.

14. ϕn(x) and ϕm(x) are two eigenstates of the one-dimensional harmonic oscillator. (a)
Compute the transitionmatrix elements ⟨n|x̂|m⟩ and ⟨n|p̂x |m⟩ (see Section 3.3.3). (b)
Find χ(1)(ω).
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The progress in applying using quantum mechanics to atoms and small molecules has
encouraged us to advance toward larger andmore complicated systems. However, solids
have 1023 atoms and many more electrons. DNA double helices have a radius of about
10 Å, and as long as 34 Å per full helical turn. Each complete turn consists of about 10
base pairs. Each pair consists of either adenine (A), thymine (T), or cytosine (C)–guanine
(G), each of which consists of dozens of atoms attached to the sugar-phosphate back-
bone. The length of human DNA is close to 1m. Charge transfer in the photosynthesis
reaction center is a real-time dependent process. These structures do not have a sym-
metry to be exploited. A quantum-mechanical description of this size is difficult and still
an active research field. For these reasons, we will employ smaller molecules and crys-
talline solids with orderly structures. Even within these systems, we encounter many
new interactions. While the electrons still interact with other electrons and protons in
the same atom, they also interact with those from other atoms. A direct treatment of
these interactions requires a self-consistent approach that falls beyond the scope of this
chapter.

This chapter can be grouped into three units:
– Unit 1 consists of Sections 8.1 and 8.2, which introduce molecular orbitals and hy-

bridization.
– Unit 2 consists of Sections 8.3 and 8.4 on the two molecules: allyl and polyacetylene,

where both molecular orbital wavefunctions and molecular eigenvalues are intro-
duced.

– Unit 3 consists of Section 8.5, an introduction to the 1D solid, where we provide a
significant amount of detail of all the derivations, going beyond that in other books.
If there is not sufficient time for a course to cover Chapter 9, this section serves as
a good overview of solids.

8.1 Molecular orbitals

Molecules are made of atoms. When atoms move closer, their mutual interaction low-
ers the total energy, below the energy sum of isolated atoms. As a result, forming bonds
between atoms becomes energetically favorable, with atomic orbitals (AOs) forming a
molecular orbital (MO). Chemical intuition helps to guide us to develop the machinery.
This section introduces the basic framework for the quantum-mechanical treatment of
molecules.We consider the σ-orbitals first, then π-orbitals, and finally orbital hybridiza-
tion. Different from atoms, the quantization axis is no longer arbitrary and not simple.
For orbitals between two atoms, the quantization axis can be chosen along the line con-
necting these two atoms. Ifmore than two atoms contribute to bonding, a unique quanti-
zation axis is not possible, so the concept ofσ- andπ-orbitals becomes ill-definedbecause
of orbital hybridization.

https://doi.org/10.1515/9783110672152-008

https://doi.org/10.1515/9783110672152-008
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Figure 8.1: (a) σ bonding orbital in H2, where the charge density appears along the line linking two atoms.
(b) How two atomic orbitals form a molecular orbital. (c) σ∗ anti-bonding orbital in H2.
8.1.1 σ-orbitals

σ-orbitals are formed when two atomic orbitals approach each other along the line that
links two atoms. In H2, the molecular σ-wavefunction is formed from two s-orbitals as,

ψssσ =
1
√2
(ϕats (A) + ϕ

at
s (B)), (8.1.1)

where ϕats (A) is the s-orbital on A and ϕ
at
s (B) is the s-orbital on B.

1√2 is the normalization
constant. In Dirac notation, wewrite it as |ψssσ⟩ = (|A⟩+|B⟩)/√2. Figure 8.1(a) shows that
the σ-orbital of H2 has charge density between twoH atoms. Energetically, two electrons
occupy the lower MO (see Fig. 8.1(b)). The higher MO, the antibonding orbital, is shifted
upward energetically, with the wavefunction

ψssσ∗ =
1
√2
(ϕats (A) − ϕ

at
s (B)), (8.1.2)

which has a node (zero charge density) between two atoms crossing the zero line
(Fig. 8.1(c)).

Figure 8.2(a) shows that spatially s-orbitals at A and B atoms overlap, so the charge
density is present along the AB line. This is called the ssσ-orbital and the bond is called
the σ-bond. The Greek letter σ has two meanings: First, it is an atomic equivalent of the
s-orbital; second, it is symmetric with respect to the bond direction. If we choose this
bond direction as a quantization axis for the molecule,1 the molecular orbital momen-
tum quantum number isM = 0, just asm = 0 for atoms. Therefore, all σ-orbitals have a
zero magnetic quantum number.

Different from s-orbitals, p-orbitals are not spherically symmetric. If we have an
s-orbital and a p-orbital, there are many possible arrangements between them. One ex-
ample is shown in Fig. 8.2(b). Here the overlap of two orbitals is along the AB line. Al-
though the p-orbital at atom B is along the horizontal direction, this orbital is still called

1 This is the z-axis for themolecule, though theAB line is along the x-axis in the figure. This demonstrates
that, once we have amultiple-atom system, the quantization axis must be chosen along a high-symmetry
direction, in order to simplify our analysis.
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Figure 8.2:Molecular orbitals. Atoms A and B are linked with a line which is defined as the bond direction.
σ-bonds have charge density along the line, but π-bonds have the charge density above and below the line.
(a) σ-orbital is formed by two s-orbitals. (b) σ-orbital is formed by s- and p-orbitals. (c) σ-orbital is formed by
p- and p-orbitals. (d) σ-orbital is formed by d- and p-orbitals. (e) σ-orbital is formed by d- and d-orbitals.

pz, not px , because the horizontal direction is our quantization axis, or our z-axis. The
molecular wavefunction for this case is

ψspσ =
1
√2
(ϕats (A) + ϕ

at
pz (B)). (8.1.3)

Since the magnetic orbital angular-momentum quantum number for s- and pz-orbitals
is m1 = m2 = 0, the total orbital quantum number of the molecule isM = m1 + m2 = 0,
corresponding to a σ-orbital, denoted as spσ , to differentiate it from the previous ssσ-
orbital. We can use the same method to form many different σ-orbitals, such as ppσ-
orbital in Fig. 8.2(c), dpσ-orbital in Fig. 8.2(d), and ddσ-orbital in Fig. 8.2(e).

8.1.2 π-orbitals

If we put two p-orbitals side by side, then we have a π-orbital (see Fig. 8.3(a)). The
π-orbital has no charge density along the AB line, but has density above and below the
line (Fig. 8.3(b)), and in 3D is a torus along the AB line. Its molecular wavefunction is

ψppπ =
1
√2
(ϕatpz (A) + ϕ

at
pz (B)). (8.1.4)

Different from σ orbitals, π MOs can be in different planes. Figure 8.3(a) is in the yz
plane, while that in Fig. 8.3(b) is in the xy plane.

8.1.3 Orbital hybridization and linear combination of atomic orbitals

σ- and π-orbitals are a result of atomic orbital hybridization. In molecules with more
than an atom, the molecular wavefunction is often a linear combination of atomic or-
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Figure 8.3: (a) π MO is in the yz plane. (b) π MO is in the xy plane.

bitals (LCAOs). For instance, in benzene, themolecular orbital atminimumconsists of six
AOs. These orbitals are highly delocalized. In chemistry, these orbitals are called conju-
gated molecular orbitals. The level of delocalization in conjugated orbitals is in general
less extended than the plane wave encountered in metals, except for some synthetic
metals such as polyacetylene [50].

LCAO expresses the MO as

ψmol =
N
∑
i=1 M
∑
α=1 ciαϕatiα, (8.1.5)

where i is the atomic index, α is the orbital index, and ciα is the coefficient to be found
below. We show one example how hybridization enters our wavefunction.

Consider a sp2-hybridization for two atoms. Its wavefunction is

ψsp2 = c1ϕ
at
s (A) + c2ϕ

at
px (B) + c3ϕ

at
py (B), (8.1.6)

which includes s-, px -, and py-orbitals. They are called sp
2-hybridization, but the level

of hybridization is determined by ci. If we set c3 = 0 and change px to pz, we have a
standard sp-hybridization and spσ-orbital. Conceptually, LCAO is a simplemethod to de-
scribe MOs, and is very powerful. While we choose AOs as our basis functions for MOs
to describe complex molecular orbitals, we can include extra orbitals. This is because
what we are doing is to use the variational principle to convert a difficult molecular
Schrödinger equation, a complicated Schrödinger equation in three-dimensional space,
to amatrix that is formed by AOs, ormore precisely the basis functions, matrixmechan-
ics. In the following, we explain how to form such a molecular Hamiltonian matrix.

Exercise 8.1.3.
1. For a diatomic molecule, write down the MO wavefunction for the sp3-hybridization.
2. Explain why we have to change px to pz when we want to describe the sp-hybridization and spσ-orbital.
3. What are the main differences between the σ- and π-orbitals?
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8.2 Molecular Hamiltonian, overlap and hopping integrals

The molecular Hamiltonian for Nat atoms andM orbitals is given by

Ĥmol =
Nat

∑
i=1 Ĥat

i +
1
2

Nat

∑
i=1

Nat

∑
j=1 Uij , (8.2.1)

where Ĥat
i is the native atomic Hamiltonian of atom i and Uij is the mutual interaction

between atoms i and j that provides the attraction to formmolecules. 12 is added to elim-
inate double counting. We start from eq. (8.1.5) with our molecular wavefunction as-
sumed to be ψmol = ∑

Nat
i=1 ∑Mα=1 ciαϕatiα.2 Because i runs from 1 to Nat and α runs from 1

to M , we combine them into a single index I running from 1 to NatM . We employ the
variational principle to minimize the total energy with respect to ciα through

F[ψ] = ⟨ψmol|Ĥmol|ψmol⟩ − λ(⟨ψmol|ψmol⟩ − 1)

to get an eigenequation spanned by those AOs,

(

H11 H12 ⋅ ⋅ ⋅ H1,NatM
H12 H22 ⋅ ⋅ ⋅ H2,NatM
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

HNatM ,1 HNatM ,2 ⋅ ⋅ ⋅ HNatM ,NatM

)(

c1
c2
...

cNatM

)

= λ(

S11 S12 ⋅ ⋅ ⋅ S1,NatM
S12 S22 ⋅ ⋅ ⋅ S2,NatM
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

SNatM ,1 SNatM ,2 ⋅ ⋅ ⋅ SNatM ,NatM

)(

c1
c2
...

cNatM

) , (8.2.2)

where HIJ = ⟨ϕ
at
iα|Ĥmol|ϕ

at
jβ⟩ and SIJ = ⟨ϕ

at
iα|ϕ

at
jβ⟩. The procedure is exactly the same as

Subsection 5.6.1.
Whether andhowatoms can form chemical bonds depends on themolecularHamil-

tonian and overlap matrix elements in eq. (8.2.2). This is where AOs come in. AOs have
different shapes and orientations, and, when they form MOs, their traits matter. Only
s-orbitals are spherical, and the rest are not. Consider two atoms A and B separated by
a distance R, with an s-orbital on A and px -orbital on B. They can have many different
relative orientations. Figure 8.4(a) shows that both A and B are along the x-axis, and

2 The variational principle always starts from prior knowledge. This wavefunction is based on our prior
discussion on the molecular orbital, but it may not be the best one. Here, ϕatiα refers to the atomic wave-
function of atom i and orbital α. For instance, for the carbon atom, if we only include four 2s and 2p
orbitals, then α runs from 1 to 4.
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Figure 8.4: (a) s on atom A and px on B are placed along the x-axis. Atomic wavefunctions have a nonzero
overlap integral and are able to form bonds. (b) Atom B is placed along the y-axis. The overlap integral
is zero due to the cancellation of two lobes of the px -orbital. (c) Atom B is shifted upward. The overlap is
reduced by a factor of cos α.

the axis of the px -orbital is through the center of the s-orbital. The overlap integral S
between them is given by

Ss,px = ∫ϕat∗s (rA)ϕatpx (rB)dr.
On the other hand, if we move atom B along the y-axis, we have another configu-

ration. Here px is on the top of A (see Fig. 8.4(b)), where the px -axis does not go through
the center of the s-orbital. The negative and positive lobes of the px -orbital inside the
previous integrals cancel out. Therefore, Fig. 8.4(b) has zero overlap, and A and B do not
form a bond. We can show how this is realized mathematically. Suppose the px -orbital
is shifted sideways of atom A (Fig. 8.4(b)). We must carry out a projection of px on the
line AB. Assume AB makes an angle of α with respect to the x-axis (see Fig. 8.4(c)). The
original ϕatpx must be projected to the line AB using the new x′- and y′-axes as

ϕatpx → ϕatpx cos α + ϕ
at
py sin α.

The reason behind this projection is that the “true” px - and py-orbitals are only defined
with respect to the bond, line AB. Then, both SIJ and HIJ pick up a factor cos α, SIJ →
SIJ cos(α), andHIJ → HIJ cos(α). If α = 0, we have a standard sp-hybridization. If α = 90

∘,
we have no bonding, SIJ = HIJ = 0.

We can use the same method for two p-orbitals

ϕatp1 (A) = cos α1ϕ
at
pz (A) + sin α1ϕ

at
px (A),

ϕatp2 (B) = cos α2ϕ
at
pz (B) + sin α2ϕ

at
px (B),

(8.2.3)

which represent hybridization of two p-orbitals.
The Hamiltonian matrix can be formulated similarly. For instance, the element be-

tween ϕats at atom A and ϕatpx at B is given by

Hs,px = ∫ϕat∗s (rA)Ĥmolϕ
at
px (rB)dr,
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which can be calculated once a specific Hamiltonian is known. In a qualitative calcu-
lation, the Hamiltonian matrix element is denoted by −t, often called the hopping inte-
gral. For some well-known materials, these matrix elements are already tabulated [51];
depending on the atomic orbitals and orientation of the orbitals, their values vary con-
siderably.

Exercise 8.2.0.
4. Starting from F[ψ] = ⟨ψmol|Ĥmol|ψmol⟩ − λ(⟨ψmol|ψmol⟩ − 1), prove eq. (8.2.2).
5. Consider two p-orbitals given in eq. (8.2.3). Find the overlap matrix S.

8.3 Application to small molecules: the allyl radical

We consider the allyl radical, C3H5, a planar molecule which has eight atoms, but the
major backbone comprises three carbon atoms that form a chain [52]. Each carbon has
four valence electrons in four orbitals, 2s, 2px , 2py and 2pz. We limit ourselves to three
2pz-orbitals which stick out of the plane of the molecule (see Fig. 8.5), ignoring the rest
of the orbitals. Whether such an approach is adequate must be checked by experiment
or a higher-level theory.

We first construct the Hamiltonian for allyl. As in many molecules, in allyl each
carbon atom has two contributions. One is its original atomic energy and constitutes
the main part of the diagonal elements for the Hamiltonian. For atom C1, we have

Hpz ,pz (C1, C1) = ∫ϕat∗pz (rC1 )Ĥmolϕ
at
pz (rC1 )dr ≡ E0, (8.3.1)

whereϕatpz (rC1 ) is referenced to atomC1.We assume that the diagonal element for the rest
of atoms is the same Hii = E0. This energy is commonly called the site energy because
it is on the atom itself. The energy contributed by neighboring atoms constitutes the
off-diagonal elements. For C1 and C2, the element is given by

Figure 8.5: (left) A single atomic energy level is split into three levels. (right) The molecular orbitals of the
allyl radical, where only three carbon atoms, C1, C2 and C3, are shown.
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Hpz ,pz (C1, C2) = ∫ϕat∗pz (rC1 )Ĥmolϕ
at
pz (rC2 )dr ≡ −t, (8.3.2)

which describes the electron hopping from one atom to another and are mainly con-
tributed by the kinetic energy term. t is called the hopping integral. We keep the off-
diagonal elements to the nearest neighbor atoms only, i. e., H12 = −t, H23 = −t, while
setting the hopping integral between the next neighbors, atoms 1 and 3, to zero,H13 = 0.
This approach is called the tight-binding approximation. Now, our Hamiltonian is a ma-
trix and its eigenequation is

(
E0 −t 0
−t E0 −t
0 −t E0

)(
c1
c2
c3
) = E(

c1
c2
c3
) , (8.3.3)

which can be solved analytically by setting the determinant to zero. We find E1 = E0 −
√2t, E2 = E0 and E3 = E0 + √2t. Figure 8.5 (left) shows that the original single atomic
energy is split into three (see Fig.8.5 (middle)).

Their respective eigenstates are

ψ1 =
1
2
|C1⟩ +
√2
2
|C2⟩ +

1
2
|C3⟩, (8.3.4)

ψ2 =
1
√2
|C1⟩ −

1
√2
|C3⟩, (8.3.5)

and

ψ3 =
1
2
|C1⟩ −
√2
2
|C2⟩ +

1
2
|C3⟩, (8.3.6)

where |Ci⟩ is a shorthand notation for ϕatpz (rCi ). We plot them in Fig. 8.5 (right). ψ1 is a
bonding state and spreads over three atoms. This is a π-state since the 2pz-orbitals over-
lap above and below the bond between two carbon atoms. The second state ψ2 is a non-
bonding state, isolated byC2.ψ3 is an antibonding state because the positive andnegative
lobes are not on the same side of the molecule.

Finally, we should point out the limitations of our model. First, we only include one
orbital for each carbon atom, where whether three carbon atoms are in line or not
has no effect on our Hamiltonian. So, our MO is approximate. But in reality, molecu-
lar structures often twist. Besides 2pz-orbitals, we may add 2px , 2py and, in some cases
d- or f -orbitals, even though the orbital in question is primarily a p-orbital.

8.3.1 Occupying the molecular orbitals and many-body wavefunctions

The neutral allyl radical has three π-electrons, denoted as a, b, c. The Pauli exclusion
principle (see Chapter 10) dictates that each molecular orbital can take two electrons at
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maximum: one for spin-up and the other for spin-down. Three electrons need to occupy
at minimum two MOs, ψ1 and ψ2. The highest occupied molecular orbital, HOMO, is ψ2.
The lowest unoccupiedmolecular orbital, LUMO, isψ3. The totalwavefunction is amany-
body wavefunction, denoted as Ψ, which is a Slater determinant,3

Ψ(a, b, c) = √ 1
3!



ψ1(a)α(a) ψ1(b)α(b) ψ1(c)α(c)
ψ1(a)β(a) ψ1(b)β(b) ψ1(c)β(c)
ψ2(a)α(a) ψ2(b)α(b) ψ2(c)α(c)


, (8.3.7)

where ψ1(a)α(a) means that the electron a is in ψ1 with spin-up and the remaining
terms have a similar meaning. This wavefunction is rather complicated. We take the
diagonal element as an approximation because doing so does not affect the chemistry
here: Ψ(a, b, c) ≈ ψ1(a)α(a)ψ1(b)β(b)ψ2(c)α(c). We further drop the spin wavefunction,
so Ψ(a, b, c) ≈ ψ1(a)ψ1(b)ψ2(c). This simplified many-body wavefunction already con-
tains some new information that we have not encountered before.

First, Ψ(a, b, c) is a product of single-electron wavefunctions which is a many-body
wavefunction, different froma sumof single-electronwavefunctionswhich is the super-
position of single-electron wavefunctions and remains a single-electron wavefunction.

Second, whenwe compute the electron probability density fromΨ(a, b, c) for a par-
ticular electron, we must integrate coordinates over other electrons. For instance, if we
want to find out the density of electron a, we must integrate over the coordinates of
electrons b and c as

∬Ψ(a, b, c)

2drbdrc =

ψ1(a)

2 ∫ψ1(b)


2drb ∫
ψ2(c)

2drc =
ψ1(a)

2, (8.3.8)

which is significantly more complicated than a single-electron wavefunction. We need
to introduce a new operator.

8.3.2 Charge density

We use the Dirac notation to define the charge density operator ρ̂a = |a⟩⟨a|. ρ̂a is better
considered as a projector,which projects out the single-particlewavefunction pertaining
to electron a, without integrating over its coordinates. For instance, eq. (8.3.8) is exactly
equivalent to

⟨Ψ|ρ̂a|Ψ⟩ = ⟨ψ1(a)ψ1(b)ψ2(c)|ρ̂a|ψ1(a)ψ1(b)ψ2(c)⟩ = ⟨ψ1(a)|a⟩⟨a|ψ1(a)⟩, (8.3.9)

where the integration is only over electrons b and c and leaves electron a intact. Impor-
tantly, ⟨ψ1(a)|a⟩ = ψ

∗
1 (a) and ⟨a|ψ1(a)⟩ = ψ1(a) are not integral, which extends our Dirac

3 In Chapter 10, we will present more details on this, but for now we only need the determinant itself.
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notation. This notation simplifies our procedure. If we want to compute the total charge
density, our total density operator ρ̂ is the sum of all three electrons,

ρ̂ = ρ̂a + ρ̂b + ρ̂c ,

which allowsus to compute the total charge density (see the ensuing exercise for details),

⟨Ψ|ρ̂|Ψ⟩ = 2|ψ1|
2

⏟⏟⏟⏟⏟⏟⏟⏟⏟
electrons a,b+ |ψ2|2⏟⏟⏟⏟⏟⏟⏟electron c

= 2|ψ1⟩⟨ψ1| + |ψ2⟩⟨ψ2|. (8.3.10)

If we integrate it over the coordinates of three electrons, we find

∭⟨Ψ|ρ̂|Ψ⟩dradrbdrc = 2∫ |ψ1⟩⟨ψ1|dra + 1∫ |ψ2⟩⟨ψ2|drc = 2 + 1 = 3, (8.3.11)

which shows the normalization of a many-body wavefunction is equal to the number of
electrons that we have, not 1 anymore (see eq. (1.4.9)). These new features are crucial to
understanding the chemistry of each atom.

Next, we can find out how many electrons each atom has. We start with eq. (8.3.10)
and substitute each term with their eigenstates (eqs. (8.3.4), (8.3.5) and (8.3.6)),

2|ψ1⟩⟨ψ1| = 2(
1
2
|C1⟩ +
√2
2
|C2⟩ +

1
2
|C3⟩)(

1
2
⟨C1| +
√2
2
⟨C2| +

1
2
⟨C3|). (8.3.12)

To find the number of electrons at carbon atom C1, all we need is to find the coefficient
of |C1⟩⟨C1|, where |C1⟩⟨C1| identifies atom C1. In this case, we find 2 ×

1
2 ×

1
2 =

1
2 . We can

work this out for |ψ2⟩⟨ψ2| as well.
If a molecule loses or gains electrons, due to oxidation or reduction, the numbers of

electrons at C1, C2, and C3 change. This is how a chemical reaction is understood on the
molecular level.

Exercise 8.3.2.
6. Cyclopropenyl is a triangular system, where three carbons are all linked to each other. The Hamiltonian
matrix is

(E0 −t −t−t E0 −t−t −t E0
) .

(a) Compute the eigenvalues. (b) Find the eigenvectors. Hint: This problem has a degeneracy. Any linear
combination is a good wavefunction.
7. Prove eqs. (8.3.10) and (8.3.11).
8. (a) The neutral allyl has the ground state as Ψ = ψ1(a)ψ1(b)ψ2(c). Find the number of electrons at the
carbon atoms C1, C2, and C3. (b) If we remove one electron from the system, we have the ground state as
Ψ = ψ1(a)ψ1(b). Find the number of electrons at C1, C2, and C3. (c) If we add one electron to the system, we
have Ψ = ψ1(a)ψ1(b)ψ2(c)ψ2(d). Find the number of electrons at C1, C2, and C3.
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8.3.3 Dirac notation

To ease our presentation with the Hamiltonian matrix, we introduce the Dirac notation
to represent a matrix without using amatrix.4 We take a 2×2 matrix as an example. The
matrix form is

Ĥ = (H11 H12
H21 H22

).

If we apply it to a column vector |ψ⟩ = (c1, c2)
⊺, we have

Ĥ(c1
c2
) = (

H11 H12
H21 H22

)(
c1
c2
) = (

H11c1 + H12c2
H21c1 + H22c2

). (8.3.13)

In the Dirac notation, Ĥ becomes

Ĥ = H11|1⟩⟨1| + H12|1⟩⟨2| + H21|2⟩⟨1| + H22|2⟩⟨2| =∑
ij
Hij|i⟩⟨j|, (8.3.14)

where |i⟩⟨j| holds row i and column j indices for an entry Hij . More importantly, |i⟩⟨j|
represents a projector that projects state |j⟩ to a state |i⟩. For instance, if |1⟩⟨2| applies
to |2⟩, we obtain |1⟩⟨2|2⟩ = |1⟩; if |1⟩⟨2| applies to |1⟩, we get |1⟩⟨2|1⟩ = 0, where we have
used ⟨2|2⟩ = 1 and ⟨2|1⟩ = 0. This explains what the projector means.

In the Dirac notation, the column vector ( c1c2 ) is now written as ψ = c1|1⟩+ c2|2⟩. The
same product Ĥψ is

Ĥψ =∑
ij
(Hij|i⟩⟨j|)(c1|1⟩ + c2|2⟩) =∑

ij
c1Hij|i⟩⟨j|1⟩ +∑

ij
c2Hij|i⟩⟨j|2⟩

=∑
i
(c1Hi1|i⟩ + c2Hi2|i⟩) = (c1H11 + c2H12)|1⟩ + (c1H21 + c2H22)|2⟩,

where the coefficient of |1⟩ is the first row of eq. (8.3.13) and that of |2⟩ is the second row
of eq. (8.3.13). The Dirac notation allows us to carry out matrix operations without the
complexity of a matrix.

Exercise 8.3.3.
9. Suppose we have the following eigenequation:(E0 −t−t E0

)(C1
C2
) = E(C1

C2
).

Rewrite it in terms of the Dirac notation.

4 In advanced quantum mechanics, this is equivalent to the second quantization operator.



8.4 Applications to conjugated polymers: polyacetylene � 239

8.4 Applications to conjugated polymers: polyacetylene

In physical chemistry, conjugation means that π-electrons from multiple atoms of a
molecule strongly overlap across the entiremolecule. Polyacetylene (PA) is a conjugated
polymer. It has extraordinary electronic and optical properties and opened the era of
synthetic metals. Three pioneers, Hideki Shirakawa [53], Alan G. MacDiarmid [54], and
Alan J. Heeger [55], shared the Nobel Prize in Chemistry in 2000. PA consists of C2H2 re-
peating units, forming a quasi-one-dimensional chain. It can adopt two conformations:
cis and trans. Figure 8.6 shows trans-polyacetylene, with similar ligands on the opposite
side of the chain, whereas the cis structure has similar ligands on the same side of the
chain. The bond lengths for single and double bonds are 1.36 and 1.44 Å, [50, 53]. Essen-
tial to PA are the pz-orbitals of carbon atoms [50], which appear either above or below
the chain. These orbitals are our focus.

We consider a simplemodel chain ofN units of (CH), instead of (C2H2). This is tanta-
mount to ignoring the difference between the single and double bonds in Fig. 8.6. Each
unit has a single 2pz-orbital (due to the carbon atom) denoted as |i⟩. The minimum dis-
tance between two neighboring units is denoted by a constant a, called lattice constant.
So, the total length of our system is L = Na.We adopt the tight-binding idea and only con-
sider the interaction between the nearest-neighbor units. Although there is a difference
in the hopping integral between the single and double bonds, we ignore this difference
as already stated, so the hopping integral is −t. We further assume that orbitals are or-
thonormalized, i. e., ⟨i|j⟩ = δij . With these approximations in mind, our Hamiltonian in
the Dirac notation is

Ĥ =∑
i
[Es|i⟩⟨i| − t(|i⟩⟨i + 1| + |i + 1⟩⟨i|)], (8.4.1)

where |i⟩ is the atomic orbital at atomic site i and serves as a basis function. The first
term in eq. (8.4.1) is the site energy and is diagonal. The second term has two parts: The
first is the hopping from site i + 1 to i, corresponding to the upper triangle of the matrix,
while the second is from site i to i + 1, corresponding to the lower triangle.

Next, we find the eigenvalues and eigenvectors of Ĥ . For a chain of N sites, Ĥ cor-
responds to a N × N matrix with N eigenstates, which is difficult to diagonalize. So, we
must examine the physics first. The eigenstate ψn must be a linear superposition of the
AOs as ψn = ∑j C

n
j |j⟩, where j runs from 1 to N , and n is the eigenstate index from 1

to N . Cnj is unknown. Since our chain length is L = Na, the wavefunction at x = 0 and
xN = Na must be zero to match the boundary conditions, similar to PIB in Chapter 2.
In addition, in order for the wavefunction to fit inside the chain, the wavelength λ of
the wavefunction must take a limited number of values λ = 2L

n , where n = 1, 2 . . .N . To
satisfy both conditions, our wavefunction, or more precisely the coefficient Cnj at site j,
must be a sine function of position xj as C

n
j = 𝒞 sin(βnxj), where βn = 2π/λ = πn/L and

xj = ja. Therefore, our unnormalized trial function is
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Figure 8.6: (a) Short segment of trans-polyacetylene. Single and double bonds alternate along the chain,
but our model ignores this difference. (b) Site index starts from 1 to N. 0 is ignored. (c) Energy dispersion as
a function of β.

|ψn⟩ =∑
j
Cnj |j⟩ = 𝒞∑

j
sin(βnxj)|j⟩,

where xj = ja. We can find 𝒞 by requiring ⟨ψn|ψn⟩ = 1 (see the exercise for details) to get

𝒞 = √ 2
N . The normalized trial wavefunction is

|ψn⟩ = √
2
N
∑
j
sin(βnxj)|j⟩.

Now, we prove |ψn⟩ is indeed an eigenstate of Ĥ , Ĥ |ψn⟩ = En|ψn⟩. We write

Ĥ |ψn⟩ = Ĥ√
2
N
∑
j
sin(βnxj)|j⟩

= √
2
N
(∑

i
[Es|i⟩⟨i| − t(|i⟩⟨i + 1| + |i + 1⟩⟨i|)])∑

j
sin(βnxj)|j⟩,

which has three terms ⟨i|j⟩, ⟨i + 1|j⟩, and ⟨i|j⟩.
Because we assume the orthogonality among the atomic orbitals, ⟨i|j⟩ = δij , we can

eliminate ∑i from the equation to obtain

Ĥ |ψn⟩ = √
2
N
(∑

j
Es sin(βnxj)|j⟩ − t∑

j
sin(βnxj)|j − 1⟩ − t∑

j
sin(βnxj)|j + 1⟩)

= Esψn − t√
2
N
∑
j
|j⟩ sin(βnxj+1) − t√ 2N ∑j |j⟩ sin(βnxj−1),

(8.4.2)

where in the second equation, we have rewritten the second and third terms by increas-
ing and decreasing j by 1, respectively. This shift has no effect on the summation (see
the exercise). Now we can combine sin(βnxj+1) + sin(βnxj−1). Since xj+1 = xj + a and
xj−1 = xj − a, sin(βnxj+1) + sin(βnxj−1) = 2 sin(βnxj) cos(βna). Equation (8.4.2) is reduced
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to Ĥψn = Esψn − 2t√
2
N cos βna∑j sin(βnxj)|j⟩, i. e.,

Ĥψn = [Es − 2t cos(βna)]ψn ≡ En|ψn⟩. (8.4.3)

This shows that |ψn⟩ is indeed an eigenstate of Ĥ and En is the eigenenergy.
Each n, i. e., βn, has an eigenenergy En. Figure 8.6 shows the energy dispersion of En

versus βn, with N = 8. There are only 8 eigenstates. As N gets larger, discrete eigenener-
gies form a band of energy, known as energy bands. Here we only consider pz-orbitals
for each carbon atom. If we include M orbitals for each atom, we will have M bands.
The number of bands can also be changed if we change the unit size. For instance, if we
distinguish double and single bonds, i. e., each unit containing units of (CH)2, instead of
(CH), for the same length L = 8a only four units of (CH)2 are possible, so there are four
βn. But, at each βn, it nowhas two eigenstates. These two eigenstates form two distinctive
bands. This leads us to the formal presentation of solids.

Exercise 8.4.0.
10. Prove∑j sin(βlxj)|j − 1⟩ = ∑j sin(βlxj+1)|j⟩.
11. Prove∑j sin(βlxj)|j + 1⟩ = ∑j sin(βlxj−1)|j⟩.
12. Assume the lattice constant a = 1.42 Å for PA, and N = 16. (a) Find all the possible βn. (b) Set Es = 0 and
t = 1.0 eV, and plot En as a function of βna.
8.5 One-dimensional solid: Kronig–Penney model

Nearly all the models for crystalline solids cannot be solved analytically. Kronig and
Penney [56] proposed a model that bears their names and can be solved analytically up
to a convoluted equation. The rest must be solved numerically. It has all the features
that a one-dimensional periodic system possesses. We introduce it here.

The model adopts a square-well potential (Chapter 2), but repeats itself periodically
every a + b, where a + b is called the lattice constant denoted as L = a + b. Figure 8.7
shows that, between x = −b and x = 0, the potential V (x) is V0 and between x = 0 and
x = a, V (x) is 0, where V0 is positive. We consider three regions.

Figure 8.7: Kronig–Penny model. The barrier height is set by V0. Two boundary conditions are highlighted
by two vertical arrows. Three wavefunctions in three regions are denoted by ψ1, ψ2, and ψ3. ψ3 is obtained
by the Bloch theorem from ψ1.
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8.5.1 Region 1: −b < x < 0
Between x = −b and x = 0, the potential is V (x) = V0, so our Schrödinger equation is

−ℏ2

2m
d2ψ1
dx2
+ V0ψ1 = Eψ1 →

d2ψ1
dx2
=
2m(V0 − E)
ℏ2

ψ1 ≡ β
2ψ1, (8.5.1)

where β2 = 2m(V0−E)ℏ2 , β = √2m(V0−E)ℏ . If E < V0, this gives a bound state. If E > V0, then our
solution is a continuous state, andwe simply change β to iβ, as seen in the next equation.
For either case, ψ1 can be written as

ψ1 = Ce
βx + De−βx . (8.5.2)

8.5.2 Region 2: 0 < x < a
Between x = 0 and x = a, V (x) = 0, the Schrödinger equation is

−
ℏ2

2m
d2ψ2
dx2
= Eψ2 →

d2ψ2
dx2
= −

2mE
ℏ2

ψ2 ≡ −α
2ψ2, (8.5.3)

where α2 = 2mEℏ2 , i. e., α = √2mEℏ . Because E is positive, α is real. Its solution is

ψ2 = Ae
iαx + Be−iαx , (8.5.4)

where α is the wavevector in the zero-potential.
Boundary conditions require that, at x = 0, ψ1 and ψ2 must have the same values

as well as its derivatives, ψ1(x = 0) = ψ2(x = 0), leading to A + B = C + D, while its
derivative, ψ′1(x = 0) = ψ′2(x = 0), yielding iα(A − B) = β(C − D). However, these two
equations are not enough to determine four unknown coefficients: A, B, C, and D.

8.5.3 Bloch theorem

Crystalline solids have the special property that the potential repeats periodically after
a distance L. It can be proven that, if we shift our wavefunction by L, it only differs from
our original wavefunction by a phase,

ψ(x + L) = eikLψ(x), (8.5.5)

which is called the Bloch theorem. Its formal approval is left to the next chapter. k is a
wavevector for our wavefunction. ℏk is called the crystal momentum, but sometimes
one also calls k the crystal momentum, for brevity.
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8.5.4 Region 3: a < x ≤ a + b
We denote the wavefunction as ψ3 for a < x ≤ a + b. Then, ψ1 and ψ3 just separate by L
(see Fig. 8.7), so we can use the Bloch theorem (eq. (8.5.5)) to get ψ3(x+L) = e

ikLψ1(x) and
ψ′3(x+L) = eikLψ′1(x). Cautionmust be taken as how to find the expression for ψ3 at x = a
fromψ1. Becauseψ3’s variable is x+L, wemust set x+L = a. Then, x = a−L = a−a−b = −b,
which enters ψ1(x = −b). So, ψ3(x + L) = eikLψ1(x) yields ψ3(a) = eikLψ1(−b), while
ψ′3(x + L) = eikLψ′1(x) yields ψ′3(a) = eikLψ′1(−b).

Since ψ2 and ψ3 are connected at x = a, this gives a new boundary condition. Specif-
ically, at x = a, we have

ψ3(a) = e
ikLψ1(−b) = e

ikL(Ce−βb + Deβb) = ψ2(a) = Aeiαa + Be−iαa,
which can be simplified to Aeiαa + Be−iαa = eik(a+b)(Ce−βb +Deβb). The derivative ψ′3(a) =
ψ′2(a) leads to iα(Aeiαa − Be−iαa) = βeik(a+b)(Ce−βb − Deβb).

In total, we have four equations,

A + B = C + D, (8.5.6)
iα(A − B) = β(C − D), (8.5.7)

Aeiαa + Be−iαa = (Ce−βb + Deβb)eik(a+b), (8.5.8)
iα(Aeiαa − Be−iαa) = β(Ce−βb − Deβb)eik(a+b). (8.5.9)

Eliminating all the unknowns leads to

β2 − α2

2αβ
sin(αa) sinh(βb) + cos(αa) cosh(βb) = cos[k(a + b)], (8.5.10)

whose solution is the eigenenergy E for every k. Beforewe solve it numerically, we show
next how to find this complicated equation.

8.5.5 Derivation of the secular equation

A common strategy is to compute the 4×4 determinant and then set it to zero. However,
this is quite complicated. There has been no detailed derivation that we can find, except
a short note by McQuarrie [57].

In the following, we introduce a relatively simplermethod.We start from eqs. (8.5.6)
and (8.5.7) to get

2A = (1 + β
iα
)C + (1 − β

iα
)D, (8.5.11)

2B = (1 − β
iα
)C + (1 + β

iα
)D, (8.5.12)
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and from eqs. (8.5.8) and (8.5.9) to get

2Aeiαa = (1 + β
iα
)eik(a+b)−βbC + (1 − β

iα
)eik(a+b)+βbD, (8.5.13)

2Be−iαa = (1 − β
iα
)eik(a+b)−βbC + (1 + β

iα
)eik(a+b)+βbD. (8.5.14)

The next step is most crucial. We substitute eq. (8.5.11) into (8.5.13) and eq. (8.5.12)
into (8.5.14) to replace both 2A and 2B. Two resultant equations contain C and D terms
only. We then combine the C and D terms and put them on two sides of the equations,

(1 + β
iα
)[eiαa − eik(a+b)−βb]C = (1 − β

iα
)[−eiαa + eik(a+b)+βb]D, (8.5.15)

(1 − β
iα
)[e−iαa − eik(a+b)−βb]C = (1 + β

iα
)[−e−iαa + eik(a+b)+βb]D. (8.5.16)

We divide eq. (8.5.15) by (8.5.16) to eliminate C and D on both sides,

(1 + β
iα )[e

iαa − eik(a+b)−βb]
(1 − β

iα )[e
−iαa − eik(a+b)−βb] = (1 − β

iα )[−e
iαa + eik(a+b)+βb]

(1 + β
iα )[−e

−iαa + eik(a+b)+βb] .
We cross-multiply it out to get a single equation, whose left side is

(1 + β
iα
)
2

[−1 − e2ik(a+b) + eiαa+ik(a+b)+βb + e−iαa+ik(a+b)−βb],
and whose right side is

(1 − β
iα
)
2

[−1 − e2ik(a+b) + e−iαa+ik(a+b)+βb + eiαa+ik(a+b)−βb].
We now multiply out both (1 + β

iα )
2 and (1 − β

iα )
2 to get ready for a combination of

various terms. We combine the coefficients of the −1 − e2ik(a+b) terms and then those of
the third and fourth terms on both sides to obtain three terms, respectively,

4β
iα
(−1 − e2ik(a+b)), (8.5.17)

(1 − β
2

α2
)2i sin(αa)eik(a+b)+βb + 2β

iα
2 cos(αa)eik(a+b)+βb, (8.5.18)

(1 − β
2

α2
)(−2i) sin(αa)eik(a+b)−βb + 2β

iα
2 cos(αa)eik(a+b)−βb, (8.5.19)

the sum of which is zero.
We add the terms (8.5.18) and (8.5.19) and then multiply all the terms by iα

4β e
−ik(a+b),

so that the term (8.5.17) is reduced to −2 cos[k(a + b)]. The resultant equation is
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− 2 cos k(a + b) − α
β
(1 − β

2

α2
) sin(αa) sinh(βb) + 2 cos(αa) cosh(βb) = 0, (8.5.20)

which can be further simplified to our final equation,

β2 − α2

2αβ
sin(αa) sinh(βb) + cos(αa) cosh(βb) = cos[k(a + b)]. (8.5.21)

Exercise 8.5.5.
13. For the Kronig–Penny model, using the Bloch theorem, (a) write down the wavefunction ψ4(x) for a+ b <
x < 2a + b in terms of ψ2(x). (b) Show at x = a + b that the boundary conditions for ψ3 and ψ4 generate two
equations of the coefficients A, B, C , and D, exactly the same as x = 0.
8.5.6 Band structure

Now,we followMcQuarrie [57] to introduce shorthandnotations for our variables, so eq.
(8.5.21) only depends on three parameters: ε = E

V0
, r = b

a , and𝒜 = a√ 2mV0ℏ2 , or 2mV0ℏ2 = 𝒜2

a2 .
The right side of eq. (8.5.21) becomes cos[k(a + b)] = cos[ka(1 + r)].

Next, we treat αa and βb. From eq. (8.5.3), we have α2 = 2mV0ℏ2 E
V0
= 2mV0ℏ2 ε = 𝒜2

a2 ε,

so αa = 𝒜√ε. Equation (8.5.1) leads to β2 = 2m(V0−E)ℏ2 = 2mV0ℏ2 (1 − ε) = 𝒜2

a2 (1 − ε), so
β = 𝒜

a
√1 − ϵ, and βb = r𝒜√1 − ε. With these substitutions, eq. (8.5.21) becomes

1 − 2ε
2√(1 − ε)ε

sin(𝒜√ε) sinh(r𝒜√1 − ε)

+ cos(𝒜√ε) cosh(r𝒜√1 − ε) = cos[ka(1 + r)].
(8.5.22)

Because this equation depends on ε, we consider three cases. If 0 < ε < 1, this corre-
sponds to a bound state, and eq. (8.5.22) can be used directly.

If ε = 1, the first term must be treated with care since both the denominator and
numerator go to zero. We expand it to

sinh(r𝒜√1 − ε)/√1 − ε = 1
2
(er𝒜√1−ε − e−r𝒜√1−ε)/√1 − ε
=

1
2 [1 + r𝒜√1 − ε + ⋅ ⋅ ⋅ − (1 − r𝒜√1 − ε + ⋅ ⋅ ⋅)]

√1 − ε
= r𝒜.

Thus, the first term in eq. (8.5.22) is − 12 r𝒜 sin𝒜, and eq. (8.5.22) becomes

−
1
2
r𝒜 sin𝒜 + cos𝒜 = cos[ka(1 + r)]. (8.5.23)
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Figure 8.8: (a) F(ε) as a function of ε. F is given in the text. Allowed bands fall between two vertical lines at−1 and 1 that are given by cos[k(a + b)]. There are six bands labeled 1 to 6 from bottom to top, between
which are the band gaps. (b) Band dispersion (in units of V0) in the first reduced Brillouin zone. (c) Band
energy dispersion Ek (in units of V0) in the extended Brillouin zone by shifting and inverting those bands in
(b). This figure’s data is from code KP.f.

If ε > 1, this corresponds to an unbound state since the electron energy is higher
than V0, and β becomes imaginary. This requires us to change β to iβ. So, all sinh βb and
cosh βb become i sin βb, and cos βb, 1√1−ε becomes 1

i√ε−1 :
1 − 2ε

2√ε(ε − 1)
sin(𝒜√ε) sin(r𝒜√1 − ε)+ cos(𝒜√ε) cos(r𝒜√ε − 1) = cos[ka(1+ r)]. (8.5.24)

We denote eqs. (8.5.22), (8.5.23), and (8.5.24) as F(ε) = cos[ka(1+ r)]. F depends on𝒜 and
r. As an example, in Fig. 8.8(a), we choose𝒜 = 10 and r = 0.2, which uniquely determine
F(ε). We plot F(ε) as a function of ε up to ε = 3. One can see F(ε) swings strongly with a
large amplitude for a small ε, very similar to the first-order Bessel function sin(x)/x, but
then it slows down as ε becomes larger. Because ε = E/V0, ε reflects how the eigenenergy
changes.When ε is small, theKronig–Penneymodel reduces to the infinitewell problem,
where only a discrete energy is allowed. One thing is new. Because cos[ka(1+r)] is bound
within [−1, 1], not all ε are allowed for a set of (r,𝒜). Two vertical lines are drawn at −1
and 1. Allowed energies are only between these two lines. Because k is a wavevector
and changes continuously, allowed regions form a band of energy, or an energy band,
denoted as Ek in units of V0, while those forbidden regions represent the band gaps. We
also call Ek the band structure or band dispersion. We always plot Ek versus k. If one
plots Ek versus cos[ka(1 + r)], then the band disperses as just as shown in Fig. 8.8(a).
The bending of the band at k(a + b) = 0 and π in Fig. 8.8(b) is due mainly to the cosine
function.
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Now, we show how to obtain Ek as a function of k for a fixed set of𝒜 and r. Because
k enters through cos[ka(1 + r)], i. e., cos[k(a + b)], k and −k produce the same cos[k(a +
b)]. This shows there is an intrinsic inversion symmetry, i. e., Ek = E−k . In the band
dispersion, we only need to compute results for a positive k.

We choose a value, say 0.5, for cos[ka(1+ r)], draw a vertical line at 0.5 in Fig. 8.8(a),
and then find ε at all the possible intercepts between this vertical line and F(ε). The first
intercept, counting from the bottom, is our first band, En=1,k , which falls on the segment
AB in Fig. 8.8(a). Point A is at cos[k(a + b)] = 1, so its phase is k(a + b) = 0, while B has
k(a + b) = π. What about C? Since C and B are on the same segment just like F and G, C
also has phase k(a+b) = π. But D is different fromA. Because C already has π and k(a+b)
only can increase, D must take k(a + b) = 2π higher than A. Similar to B and C, E has
the same phase as D. In summary, phases are A(0), B(π), C(π), D(2π), E(2π), F(3π), G(3π),
H(4π), I(4π), J(5π), K(5π), and L(6π). To distinguishmultiple roots for the same phase, we
introduce an index n, the band index, besides k. Band 2 is on the CD segment, band 3 is
on the EF segment, and so on. In principle, we have an infinite number of bands, and
Fig. 8.8(a) only shows six bands. We read off ε from those intercepts.5 Then, we choose
a different value for cos[ka(1 + r)], which gives us a different set of ε. Because ε = E/V0,
we can find every Ek for every k.

Figure 8.8(b) shows our numerical band dispersion with k(a + b) ∈ (0, π), where
k ∈ (0, πa+b ) defines the first Brillouin zone.6 One sees that Ek for all the even bands,
i. e., bands 2, 4 and 6, decrease with k, and all the odd bands increase. This is because
F(ε) is oscillatory with ε. If we want to express the band dispersion in the extended
Brillouin zone, we need to shift the crystal momentum k as follows. We first note that,
whenwe search roots of F(ε) from −1 to 1, k(a+b) only changes from π to 0 and does not
exceed π. But, physically, k(a+b) should start from π and end at 2π for the second band.
The remaining even bands must have a similar change in their k(a + b). We can correct
this ordering of k(a + b) by first changing k(a + b) to −k(a + b) and adding 2π for band 2,
4π for band 4, and 6π for band 6. For all the odd bands, we must shift by 2π for band 3
and 4π for band 5. The results are shown in Fig. 8.8(c). One sees that a gap is open at the
Brillouin zone boundaries, with k(a + b) being 1π, 2π, 3π, 4π, and so on. The KP model
finally allows us to connect with the free-electron model and the infinite quantum-well
model.

Exercise 8.5.6.
14. Explain how to shift bands in order to have a band structure like Fig. 8.8.

5 Our code KP.f uses the middle point method to find accurate values for ε.
6 Because k enters the equation through cos[k(a+b)], which is a periodic function of k(a+b), shifting 1π
produces the negative of cos[k(a + b)], and shifting 2π produces the same solution mathematically. But,
physically, k represents a different wavevector. This contradictionmust be corrected.Wemust manually
extend our Brillouin zone, called the extended Brillouin zone in Chapter 9.
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15. Find the roots of F(ε), where𝒜 = 10 and r = 0.2.
16. Choose𝒜 = 5 and r = 0.2. (a) Use the code KP.f to compute and plot the band structure as a function of
k(a + b). (b) Investigate how the band gap changes with𝒜.

8.6 Problems

1. Ethylenehas the chemical formula C2H4. Theπmolecular orbital canbe represented
by two pz AOs at two carbon atoms that stick out from the main chain. The overlap
integral S between two pz AOs is S12 = a cos(α), where α is the angle between two
AOs and a is a constant. Assume S11 = S22 = 1. The Hamiltonian H11 = H22 = ϵ and
H12 = H21 = −t. (a) Find the eigenvalues and eigenvectors. (b) Based on (a), describe
what happens when we change α from 0 to π.

2. Butadiene (C4H6) has four carbon atoms forming a chain, whose Hamiltonian ma-
trix is

(

E0 −t 0 0
−t E0 −t 0
0 −t E0 −t
0 0 −t E0

) .

(a) Compute the eigenvalues. (b) Find the eigenvectors. (c) Assume that we have
four π electrons occupying the lowest two MOs. Which MO is HOMO? Which one is
LUMO? (d) Following (c), find the number of electrons at each Ci. (e) What happens
to (d) if we only have three electrons?

3. Cyclobutadiene (C4H4) has four carbon atoms forming a ring, whose Hamiltonian
matrix is

(

E0 −t 0 −t
−t E0 −t 0
0 −t E0 −t
−t 0 −t E0

) .

(a) Compute the eigenvalues. (b) Find the eigenvectors. (c) Assume that we have
four π electrons occupying the lowest two MOs. Which MO is HOMO? Which one is
LUMO? (d) Following (c), find the number of electrons at each Ci. (e) What happens
to (d), if we only have three electrons?

4. Benzene has six π electrons. Its Hamiltonian is Ĥ = ∑6i=1 E0|i⟩⟨i| − t∑6i=1 |i⟩⟨i + 1|,
where i + 1 in the second summation is changed to 1 if i = 6. (a) Diagonalize this
matrix to find the eigenvalues and eigenvectors. (b) find the number of electrons at
each Ci.

5. Polyacetylene normally has dimerization due to the electron–lattice interaction,
where one bond is longer with the hopping integral −t1 and the other is shorter



8.6 Problems � 249

with hopping integral −t2. The on-site energy is E0. (a) Write down the Hamiltonian.
(b) Suppose the chain length is L = N(a1 +a2), where a1 and a2 are the bond lengths,
find the energy dispersion Eβ.

6. Starting from our Kronig–Penney periodic potential, choose two different sets of𝒜,
r to demonstrate that one can reproduce the results in the free electron model and
the infinite quantum-well model.

7. In the Kronig–Penney potential, one can compute the linear momentum between
two eigenstates at k1 and k2, ⟨k1|p̂x |k2⟩. (a) Show that this matrix is nonzero only if
(k1 − k2)a = 2nπ, where n is an integer. (b) Find ⟨k|p̂x |k⟩. Hint: Check Ref. [56].



9 Electrons in crystalline solids

Solids come in different sizes and shapes: Some are amorphous and some are crys-
tallines. As briefly discussed in the previous chapter, larger systems are still off limits for
QM. This chapter focuses on crystalline solids, where we are going to introduce some of
the basic concepts in solid-state physics.

This chapter is grouped into five units:
– Unit 1, consisting of Sections 9.1 and 9.2, introduces the crystal structure, transla-

tional symmetry, the Bloch theorem, crystal momentum, and Brillouin zones.
– Unit 2, including Sections 9.3 and 9.4, presents the nearly free-electron model and

the tight-binding model.
– Unit 3 includes Section 9.5 and introduces three major topics in solid state physics:

Fermi surface, Fermi energy, and chemical potential.
– Unit 4 consists of Sections 9.6 and 9.7 covering quantum transports through conduc-

tion and transmission via the Landauer’s formalism, and, finally, with application
to scanning tunneling microscopy.

– Unit 5 (Section 9.8) introduces nuclear vibrations, the normal mode, and phonon
concepts.

9.1 Crystal structure

Crystalline solids are a special group of solids, in which atoms form a regular pattern
repeating itself infinitely in space. To understand the structures and properties of solids,
it often suffices to look at these repeating patterns.

9.1.1 Unit cell and primitive cell

Figure 9.1(a) shows an example in a two-dimensional space, where two different types
of atoms A (small circles) and B (big circles) are arranged on a chessboard. If we group
two adjacent A and B atoms into a cell, we can completely cover the entire solely by
translating the cell. This cell is called the primitive unit cell or theminimum cell. We can
also choose ABAB as our cell. If we translate over a longer distance, we can again cover
the entire crystal completely solely by translating the cell, so ABAB is also a unit cell, but
contains two primitive unit cells and gains a different name, a supercell. One can have
many different supercells, but only one primitive cell. So the ability to completely cover
the entire crystal solely by translating the cell is a key characteristics of a unit cell. Cells
such as ABA or BBA are not unit cells. All other symmetry operations, such as rotation
or inversion, are not permitted when we define a unit cell.

https://doi.org/10.1515/9783110672152-009

https://doi.org/10.1515/9783110672152-009
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Figure 9.1: (a) A two-dimensional square lattice with two types of atoms: A (small circles) and B (big cir-
cles). (b) A basis consists of two different types of atoms, and is conceptualized to a single point, called the
lattice point. (c) A crystal structure consists of basis and lattice. The two shortest vectors a1 and a2, prim-
itive translational vectors, defines the lattice. (d) Simple cube. (e) Body-centered cube. (f) Face-centered
cube. (g) Tetragonal lattice. (h) Hexagonal lattice.

Exercise 9.1.1.
1. Show that neither ABB nor ABA is not a unit cell, but AABB and BBAA are.

9.1.2 Basis and lattice points

A basis is a compartment that hosts a group of atoms. Figure 9.1(b) shows a basis that
houses a primitive unit cell that has two atoms. There aremany different ways of choos-
ing a primitive cell. Mathematically, one conceptualizes the basis as a single point, the
lattice point, by replacing every unit cell in a real crystal by a single lattice point (the
grey circle). These lattice points form a scaffold, called the lattice, as shown in Fig. 9.1(c).
The basis and the lattice point are the same thing, except that the former emphasizes the
arrangement of the atoms inside each basis while the latter comprises rather abstract
points. For this reason, one needs both the basis and the lattice to describe a crystal. The
lattice provides lattice points to which a basis can be attached, while the basis specifies
what atoms are there and how they are arranged: crystal structure = lattice + basis [22].

Exercise 9.1.2.
2. What is the main difference between the basis and lattice points?
3. To describe a crystal structure, what are the two key elements?
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9.1.3 Primitive lattice vectors and lattice vectors

The concept of the lattice is formalized by the lattice vectors R, pointing from one lat-
tice point to another. The minimum lattice vectors are the primitive lattice vectors. Fig-
ure 9.1(c) shows two primitive vectors a1 and a2, so R can be written as R = la1 + ma2
for two-dimensional systems, or in three dimensions, R = la1 + ma2 + na3, where l, m,
and n are integers. The repeating pattern is mathematically realized by R.

Exercise 9.1.3.
4. Figure 9.1(c) shows two vectors R1 and R2. Express them in terms of two primitive vectors a1 and a2.

9.1.4 Bravais lattice and lattice constant

Although there are many different crystal structures, there are only 14 unique lat-
tice structures. These unique structures have a special name, Bravais lattices. Fig-
ures 9.1(d)–(h) show some of the most common structures, simple cubic (sc), body-
centered cubic (bcc), face-centered cubic (fcc), tetragonal and hexagonal. All other
lattice structures can be mapped onto 14 Bravais lattices. When we discuss lattice struc-
tures, we must use the Bravais lattices that enable us to define the lattice constant. The
side lengths of Bravais lattices, not of primitive cells, are defined as the lattice constant.
An exception is that sc, bcc, and fcc use the simple cube to define the lattice constant,
even though their primitive cells are different. But a Bravais lattice, by definition, has
no information about the basis. We often want to know both the Bravais lattice and the
basis. For instance, NaCl and diamond both have a fcc Bravais lattice, but their bases are
different. In diamond, the basis consists of two types of carbon atoms: one is (0, 0, 0) and
the other is at ( a4 ,

a
4 ,

a
4 ), but in NaCl, Na is at (0, 0, 0) and Cl is at (

a
2 ,

a
2 ,

a
2 ). Here, a is the

lattice constant. This basis difference manifests itself when we carry out the symmetry
operation such as rotation, inversion, andmirroring of the basis. These symmetry oper-
ations are not allowed when we define a lattice, but they are allowed when we define a
basis. Fourteen Bravais lattices, together with many more types of basis, introduce 230
space groups [58]. This is the mathematical realization of our conclusion that crystal
structure = lattice + basis.

9.2 Translational symmetry and Bloch theorem

9.2.1 Bloch theorem, Born–von Karman boundary condition and Bloch waves

A system property is determined by the Hamiltonian. Since the kinetic energy opera-
tor − ℏ

2∇2

2me
depends only on the derivative of the coordinate, a rigid shift in position has
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no effect on it. So the translational symmetry is reflected in the potential energy. If the
potential remains the same after shifting the potential by a lattice vector R,

V (r + R) = V (r), (9.2.1)

then the Hamiltonian is said to have the translational symmetry, Ĥ(r + R) = Ĥ(r).
We introduce the translation operator T̂−R that shifts any operator Ô(r) or function

f (r) to Ô(r + R) or f (r + R), i. e., T̂−RÔ(r) = Ô(r + R), T̂−Rf (r) = f (r + R). Note that the
result with T̂R is equivalent because it shifts r to r−R (recall Section 4.5.3). We apply T̂−R
to Ĥψ(r), where ψ is an arbitrary wavefunction, to obtain

T̂−RĤψ(r) = Ĥ(r + R)ψ(r + R) = Ĥ(r + R)T̂−Rψ(r) = Ĥ(r)T̂−Rψ(r). (9.2.2)

Sinceψ is arbitrary, comparing the first and last terms of eq. (9.2.2) shows that T̂−R and Ĥ
commute, [T̂−R, Ĥ] = 0, so they share common eigenfunctions. By examining the eigen-
functions of T̂−R, we can gain insights into the crystal eigenequation,

Ĥ(r)ψ(r) = Eψ(r), (9.2.3)

where ψ(r) is an eigenstate, not an arbitrary function. We apply T̂−R to eq. (9.2.3) and
then use Ĥ(r + R) = Ĥ(r) to find

Ĥ(r + R)ψ(r + R) = Eψ(r + R)→ Ĥ(r)ψ(r + R) = Eψ(r + R),

which proves that ψ(r + R) is also an eigenstate with the same eigenenergy E. One can
see ψ(r + R)must be related to ψ(r).

Because T̂−R and Ĥ share common eigenfunctions ψ(r), we must have

T̂−Rψ(r) = C(R)ψ(r), (9.2.4)

where C(R) is the eigenvalue of T̂−R. On the other hand, by virtue of the definition of the
translation operator T̂−R, we must have

T̂−Rψ(r) = ψ(r + R). (9.2.5)

Comparing these two equations yields

ψ(r + R) = C(R)ψ(r).

To find C(R), we apply T−R1 and T−R2 consecutively to ψ(r) to get

T̂−R1 T̂−R2ψ(r) = T̂−R1C(R2)ψ(r) = C(R1)C(R2)ψ(r),

which must be equal to a single translation T̂−R1−R2ψ(r) = C(R1 + R2)ψ(r) (eq. (9.2.5)).
Comparing both sides, we obtain
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C(R1 + R2) = C(R1)C(R2). (9.2.6)

If we let R1 = 0, then C(R2) = C(0)C(R2) and C(0) = 1. If R1 = R2 = R, (C(R))
2 = C(2R). If

R1 = −R2, C(R1) = (C(−R1))
−1. This shows C(R) has some special properties.

Next, following [20], we start from eq. (9.2.6) to derive an expression for C(R). We
first take the logarithm of both sides,

ln C(R1 + R2) = ln C(R1) + ln C(R2). (9.2.7)

We denote ln C(R) by g(R), g(R1) + g(R2) = g(R1 + R2). Then we take the derivative with
respect to R1 to find g

′(R1) = g
′(R1 + R2) and take another derivative with respect to R2

to find g′′(R1 +R2) = 0. This proves that g must be a linear function of R, g(R) = B ⋅R+D.
Because C(0) = 1 and g(0) = 0, D = 0. Then, g(R) = B ⋅R = ln C(R), or C(R) = eB⋅R. Hence,
the eigenvalue of T̂−R is e

B⋅R and the eigenfunction is ψ(r), which satisfies eq. (9.2.4),

ψ(r + R) = eB⋅Rψ(r). (9.2.8)

This shows that there is no need to assume the form of C(R), and ψ(r)must be identified
with a free parameter B. Now, we introduce an extra constraint to determine B.

9.2.1.1 Born–von Karman boundary condition
Consider a crystal consisting ofN1,N2, andN3 cells along its three primitive basis vectors,
a1, a2, and a3. We assume that the wavefunction remains the same after a rigid shift of
the entire crystal by Njaj , the Born–von Karman periodic boundary condition,

ψ(r + Njaj) = ψ(r). (9.2.9)

This periodic boundary condition has nothing to do with the translational symmetry. It
is an extra constraint for us to fix B. We specialize T̂−R to T̂−Njaj , with translation along
the aj direction by Nj times, i. e., R = Njaj . Equation (9.2.8) becomes

ψ(r + Njaj) = e
NjBj ⋅ajψ(r), (9.2.10)

where we have added a subscript j to B since our translation is specialized along aj .
Comparing eqs. (9.2.9) and (9.2.10), we find eNjBj ⋅aj = 1. If we choose Bj to be real, Bj
must be zero since Nj and aj cannot be zero. This is trivial. If Bj is imaginary, denoted
as ikj , then e

iNjkj ⋅aj = 1. Because iNjkj ⋅ aj must be dimensionless, k has the dimension of
the inverse of length, so it is a wavevector, and ℏk is called the crystal momentum. To
identify ψ with k, we write it as ψk, where k plays the same role as a quantum number.
It allows us to solve N1N2N3 Schrödinger equations separately, one k at a time, instead
of a coupled giant equation, with the dimension at least of N1N2N3 × N1N2N3 in terms
of a matrix. It is also similar to a Fourier transform, but the transform is only limited to
the Bravais lattice R, but not r, so the wavefunction is in a mixed representation (k, r).
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9.2.1.2 Bloch theorem
Now, we can replace B by ik in eq. (9.2.8) to have

T̂−Rψk(r) = ψk(r + R) = e
ik⋅Rψk(r), (9.2.11)

which is the Bloch theorem.ψk is called the Blochwavefunction. A differentkproduces a
different phase factor. Because T̂ and Ĥ share the common eigenstate, ψk(r) is an eigen-
state of Ĥ . Equation (9.2.11) connects the wavefunction at lattice point R with that at
R = 0. We note that although the system’s crystal structure is periodic at every R, its
wavefunction is not; instead, every shift R produces a phase factor eik⋅R for the wave-
function. To isolate this phase factor, we introduce

ψk(r) = e
ik⋅ruk(r), (9.2.12)

where uk(r) is now periodic in R, uk(r + R) = uk(r), and ψk(r) obeys the Bloch theorem
(see the exercise). We used u(r)eik⋅r in Chapter 1 to demonstrate the wave–particle du-
ality. Finally, we should emphasize that not all Bloch wavefunctions can be written as
eq. (9.2.12) (see eq. (9.4.13), but all Bloch wavefunctions can be written as ψk(r + R) =
eik⋅Rψk(r). This is a consequence of the translational symmetry. A complication arises if
we have a k′ that differs from k by G, i. e., k′ = k + G, and G ⋅ R = 2mπ, withm being an
integer. Then our phase factor is the same eik⋅R = eik

′ ⋅R, so is ψk = ψk+G. This G is called
the reciprocal lattice vector, which will be discussed in the next section.

Exercise 9.2.1.
5. A translational operator in space, ̂Tϵ , translates a one-dimensional function ψ(x) to ψ(x − ϵ), ̂Tϵψ(x) =
ψ(x − ε). Show that, if ε is an infinitesimal number, ̂T ’s corresponding operator is p̂x .
6. (a) Prove ψk(r) = e

ik⋅ruk(r) obeys the Bloch theorem. (b) Prove uk+G(r) = e
−iG⋅ruk(r).

7. (a) From eq. (9.2.11), prove |ψk(r + R)|
2 = |ψk(r)|

2. (b) Explain this result.

9.2.2 Reciprocal lattice vectors and Brillouin zones

The previous subsection shows the translation property of the Bloch wavefunction.
Here, we take a one-dimensional chain as an example to reveal further insights into the
reciprocal lattice and, more importantly, introduce the Brillouin zone. Here k is just k
for one dimension.

We consider a chain of lengthL = Na, which hasN lattice sites and lattice constant a.
As required by the Born–von Karman periodic boundary condition, ψk(x + L) = ψk(x).
On the other hand, the Bloch theorem requires ψk(x + L) = e

ikLψk(x). Comparing these
two equations leads to eikL = 1, so k = 2πn

L =
2πn
Na , where n is an integer. If N is even, n

starts from −N2 +1 and ends at
N
2 , so there areN different ks. IfN is odd, −N−12 ≤ n <

N−1
2 .

The number of k points is the same as the number of lattice points. A positive (negative)
k refers to the wave propagating along the +x (−x) direction.
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Figure 9.2: (a) The first (filled circles) and second (empty boxes) Brillouin zone with N = 10. b = 2π/a. (b)
The extended Brillouin zone is identified by G. It is customary that, if the wavevector is smaller than b, we
use k; but if larger than b, we use G. Once we combine k with G, k + G can cover any wavevectors.

Among all possible ks, the smallest kmin is ± 2πNa . Because the wavevector and the
wavelength are reciprocal to each other, λ = 2π

k , the longest wavelength is λ = Na = L,
which is the system length. The largest kmax = ±

2π
a is defined as the primitive reciprocal

lattice vector b = 2π/a, ab = 2π. We can use b as units of k, and then kmax = ±b. If k
falls within [−b/2, b/2], this region is called the first Brillouin zone (BZ) (see the filled
circles in Fig. 9.2(a)). Here we set N = 10. The second BZ has two segments, [−b,−b/2]
and [b/2, b] (see the empty boxes), but the length of the second BZ is the same as the first
BZ, always b.

So far, we have only discussed the influence of the lattice structure on k. Now, we
consider what happens if we introduce electrons into the system. An electron may have
a higher energy and take a wavevector larger than k which is capped at b by the Born–
von Karman condition. To go beyond b, we introduce a non-primitive reciprocal lattice
vector G, where G = mb and m is an integer, so we extend the reciprocal zone from
|k| ≤ b to k + G, called extended zones. Figure 9.2(b) shows those extended zones. To
see how this changes the wavefunction, consider a free electron, with its wavefunction
(unnormalized) eikx . Then, in solids, we write it as ei(k+G)x , where |k| ≤ b and G = mb,
andm can be an integer.

In summary, in solid-state physics, k runs from −b/2 to b/2 in units of b
N , and G

runs from b to mb in units of b. In three dimensions, a regular reciprocal-lattice vector
G = lb1 +mb2 + nb3 plays the same role as R = la1 +ma2 + na3 in real space.

9.3 Nearly free-electron model

The previous section presents the framework for a solid. Now, we are ready to explore
the nature of electronic states. The simplest model is the one-dimensional nearly free-
electron model, where an electron experiences a periodic potential (see Fig. 9.3) that is
contributed to by all the atoms. This potential energy is assumedweaker than the kinetic
energy, so the electron still retains its free-electron character, which is the reason why
we call it a nearly free-electron model. To simplify our problem further, we assume that
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Figure 9.3: Periodic potential V(x) in a one-dimensional nearly free-electron model of length L = Na. The
lattice constant is a. We assume that a primitive cell contains only one atom.

the primitive cell contains only one atom, and the system has a length L = Na. N is the
total number of lattice sites, and a is the lattice constant. The crystal Hamiltonian can
be written as

Ĥ = − ℏ
2

2me

d2

dx2
+ V (x), (9.3.1)

where we have changed the partial derivative with respect to x to the full derivative
because both the kinetic energy and potential energy V (x) are a function of x.

9.3.1 Nondegenerate perturbation treatment

The crystal potential (Fig. 9.3) differs from the atomic one in two aspects. First, the poten-
tial at every atom is contributed by potentials from all the atoms. Second, the potential
does not decay to zero and instead repeats itself, V (x +na) = V (x), at every lattice point.
For these reasons, both bound and unbound states are present.

The Bloch wavefunction ψk is characterized by k, meaning that the solutions at dif-
ferent k are decoupled, in contrast to Section 8.2. Since V (x) in eq. (9.3.1) is not expressed
in the k space, we need to transform it to the k-space. Since the period of V (x) is a, its
Fourier transform is defined only at discrete lattice points as

V (x) =∑
n
Vne

inbx = V0 + ∑
n ̸=0

Vne
inbx , (9.3.2)

where b is the reciprocal lattice vector (b = 2π/a), V0 is the average potential, and
Vn =

1
Na ∫

Na
0 e−inbxV (x)dx. We separate the Hamiltonian into the unperturbed Ĥ0 and

perturbed ĤI as

Ĥ = Ĥ0 + ĤI , (9.3.3)

where Ĥ0 = −
ℏ2𝜕2

me𝜕x2
+ V0 and ĤI = ∑n ̸=0 Vne

inbx . Vn is assumed to be so small that the
problem can be treated by perturbation theory, but how small it is will become clear.
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9.3.1.1 Zeroth-order perturbation
Perturbation theory only targets a state k in a system of length L = Na. At the zeroth
order, we have only Ĥ0, and our Schrödinger equation is

−
ℏ2

2me

d2ϕk
dx2
+ V0ϕk = E

(0)
k ϕk ,

which has a known solution,

E(0)k =
ℏ2k2

2me
+ V0, ϕk =

1
√L

eikx .

Here, the electron wavefunction is just like a regular plane wave of a free electron, ex-
cept that its energy is shifted by V0. So, the zeroth-order wavefunction is ψ

(0)
k = ϕk .

9.3.1.2 First-order perturbation
The first-order energy correction is

E(1)k =⟨ϕk |ĤI |ϕk⟩ = ∑
n ̸=0

Vn⟨ϕk |e
inbx |ϕk⟩ = ∑

n ̸=0
Vn

Na

∫
0

1
√L

e−ikxeinbx 1
√L

eikxdx,

whose integral is

Na

∫
0

einbxdx = 1
inb

einbx


x=Na

x=0
=
ein

2π
a Na − 1
inb
= 0.

So, E(1)k = 0, i. e., no correction at the first order.
The first-order wavefunction correction is

ψ(1)k = ∑
q ̸=k

⟨ϕq|ĤI |ϕk⟩

E(0)k − E
(0)
q
|ϕq⟩, (9.3.4)

where E(0)q =
ℏ2q2
2me
+ V0. There are two ways to compute ⟨ϕq|ĤI |ϕk⟩. One is to directly

integrate it (see the homework exercise). The other is to break the integral over x in

⟨ϕq|ĤI |ϕk⟩ = ∑
n ̸=0

Vn
1
L

Na

∫
0

e−iqxeinbxeikxdx (9.3.5)

into N segments of equal distance of a, i. e., N unit cells,

Na

∫
0

e−iqxeinbxeikxdx =
a

∫
0

+
2a

∫
a

+ ⋅ ⋅ ⋅ +
Na

∫
(N−1)a

. (9.3.6)



9.3 Nearly free-electron model � 259

As an example, we choose a generic one

(m+1)a

∫
ma

e(−iq+ik+inb)xdx (9.3.7)

and shift x, including its limits, byma to get

a

∫
0

e(−iq+inb+ik)(ma+x)dx = ei(−q+nb+k)ma
a

∫
0

ei(−q+nb+k)xdx,

which reveals that each term in eq. (9.3.6) has a common integral multiplied by a term
depending onm. Thuswe can rewrite eq. (9.3.6) as the summation overm from 0 toN−1:

N−1
∑
m=0

eim(−q+nb+k)a
a

∫
0

ei(k−q+nb)xdx, (9.3.8)

where the sum over all the lattice points m is called the Bloch sum. If (k − q + nb) = 0,
the sum is N and the integral is a, so we have Na = L for eq. (9.3.6). If (k − q + nb) ̸= 0,
the sum is zero (see the following exercise). So, we can write eq. (9.3.8) as δk−q+nb,0.

Inserting δk−q+nb,0 into eq. (9.3.5), we get

⟨ϕq|ĤI |ϕk⟩ = ∑
n ̸=0

Vn
1
L
Naδk−q+nb,0 = ∑

n ̸=0
Vn

1
L
Lδk−q+nb,0 = Vnδk−q+nb,0,

where n, q, k are linked by n = q−k
b or q = nb + k, so the summation over q can be

converted to the summation over n in eq. (9.3.4), or vice versa. So, our first-order wave-
function correction (eq. (9.3.4)) is

ψ(1)k = ∑
q ̸=k

⟨ϕq|ĤI |ϕk⟩

E(0)k − E
(0)
q
|ϕq⟩ = ∑

q ̸=k

Vn
E(0)k − E

(0)
q

ei(k+nb)x

√L
, (9.3.9)

where we have converted eiqx to ei(k+nb)x , and the summation over q in the second equa-
tion must be understood as being over n as well.

The unnormalized ψk , up to first order, is

ψk =
1
√L
(1 + ∑

q ̸=k

Vn
E(0)k − E

(0)
q
einbx)eikx ≡ uk(x)e

ikx , (9.3.10)

where the summation over q is also over n because of n = q−k
b , and the periodic function

uk(x) in eq. (9.2.12) is defined by those terms before e
ikx in eq. (9.3.10).

To reveal some physical insights concerning this new wavefunction, we choose a
single term from the summation in eq. (9.3.10) (unnormalized),
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Figure 9.4: (a)–(c) are for the nearly free electron model. (d)–(f) are for the tight-binding model, with the
horizonal axis in units of a. (a) and (d) The periodic function uk(x). In (d), it is the s orbital. The solid line
denotes the real part and the dashed line is the imaginary part. (b) and (e) The Bloch envelope. (c) and (f)
The Bloch wavefunction.

ψk =
eikx

√L
(1 + Vn

E(0)k − E
(0)
q
einbx).

Figure 9.4(a) shows uk(x) is indeed periodic at every lattice site, where a = 1 Å, n = 1,
b = 2π

a , N = 4, L = Na, and k =
2π
Na . The Bloch envelope function eikx uses the small-

est k (Fig. 9.4(b)). The final Bloch wavefunction is a product of the above two functions.
Figure 9.4(c) reveals how complicated ψk is even for a nearly-free electron. This demon-
strates the necessity of the Bloch wave. After normalization, we can compute the expec-
tation value of the momentum p̂x as

⟨ψk |p̂x |ψk⟩ = ℏk +
nℏb|Qn|

2

1 + |Qn|2
,

where Qn =
Vn

E(0)k −E(0)q . One sees that the electron momentum in a solid consists of two
parts [58]. One is the crystal momentum ℏk, and the other is from the potential Vn. Only
in the limit Vn = 0 are they the same.

The second-order energy correction is

E(2)k =∑
q ̸=k

|⟨ϕq|ĤI |ϕk⟩|
2

E(0)k − E
(0)
q
= ∑

n ̸=0

|Vn|
2

ℏ2k2
2me
− ℏ

2

2me
(k + nb)2

.
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Figure 9.5: (a) Band dispersion of the free electron as a function of k. (b) Nearly-free electron band dis-
persion. The dotted line is from nondegenerate perturbation theory; the solid line is from degenerate
perturbation theory; and the long-dashed line reproduces the free electron band. Energy gaps are open at
±b/2.

So, the energy up to the second order is

Ek = E
(0)
k + E

(2)
k =
ℏ2k2

2me
+ ∑
n ̸=0

|Vn|
2

ℏ2k2
2me
− ℏ

2

2me
(k + nb)2

. (9.3.11)

This shows that the crystal field adds an extra term to the otherwise free-electron energy.
Figure 9.5(a) plots the energy dispersion for the free electron as a function of k. The
dotted line in Fig. 9.5(b) reveals that if the denominator in eq. (9.3.11) is large, this extra
term is small, so we have a nearly-free electron which follows the free-electron energy
(long-dashed line). But as k approaches ±b/2, there is a huge spike because, if k2 = (k +
nb)2, or k = − nb2 , the energy computed from eq. (9.3.11) diverges. Figure 9.5(b) shows that
the divergence occurs at k = ± b2 , which is exactly at the Brillouin zone boundaries. This
unphysical feature must be removed.

Exercise 9.3.1.
8. Prove the Bloch sum ∑N−1m=0 e

im(−q+nb+k)a is N if (−q + nb + k) = 0 and is zero if (−q + nb + k) ̸= 0, where q
and k are crystal momenta, b is the primitive reciprocal lattice vector, b = 2π/a, and N is the number of lattice
sites.
9. Show uk in eq. (9.3.10) is indeed periodic, meaning uk(x + na) = uk .
10. Starting from eq. (9.3.2), show V(x) indeed satisfies V(x) = V(x + na).
11. V(x) is a periodic function, V(x+a) = V(x). Find its Fourier transform in the reciprocal k space and compare
your result with eq. (9.3.2).
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9.3.2 Degenerate perturbation and energy band gap

The nondegenerate perturbation theory allowed us to address the band dispersion, but
left an unresolved divergence. Equation (9.3.11) diverges if k2 = (k + nb)2, i. e., k = − nb2 .
Since n = q−k

b , we find q = + nb2 , so E
(0)
k = E

(0)
q , i. e., q and k have degenerate energies.

This divergence occurs at every nb/2. This is the reason why our Brillouin zones are
defined at ±b/2 and its multiples in Fig. 9.2. Having understood the origin of divergence,
the solution is straightforward. We adopt the degenerate perturbation theory.

In the following, we choose two points, k = nb
2 (Δ − 1) and q =

nb
2 (Δ + 1), that satisfy

k − q = nb, as required by the Bloch sum. Here, Δ is a small dimensionless number and
allows us to investigate the k-dependence of both thewavefunction and the eigenenergy
around the BZ boundaries nb

2 . Our Hamiltonian is the same as before, Ĥ = Ĥ0 + ĤI =

− ℏ
2

2me

d2
dx2 +V0 +∑n ̸=0 Vne

inbx . The degenerate perturbation theory takes the unperturbed
eigenstates |ϕk⟩ and |ϕq⟩ as the basis functions for Ĥ .

The Hamiltonian matrix elements are ⟨ϕk |Ĥ |ϕk⟩ =
ℏ2k2
2me
+ V0, ⟨ϕq|Ĥ |ϕq⟩ =

ℏ2q2
2me
+ V0,

⟨ϕk |Ĥ |ϕq⟩ = Vn, and ⟨ϕq|Ĥ |ϕk⟩ = V
∗
n . So our eigenequation is

(
ℏ2k2
2me
+ V0 Vn

V∗n
ℏ2q2
2me
+ V0
)(

C1
C2
) = E (C1

C2
) , (9.3.12)

which has nontrivial solutions only if its determinant is zero, i. e.,

E2 − (ℏ
2k2

2me
+
ℏ2q2

2me
+ 2V0)E + (

ℏ2k2

2me
+ V0)(
ℏ2q2

2me
+ V0) − |Vn|

2 = 0.

Solving it produces two roots:

E± =
1
2
(
ℏ2k2

2me
+
ℏ2q2

2me
) + V0 ±√(

ℏ2k2
2me
−
ℏ2q2
2me
)
2

/4 + |Vn|2. (9.3.13)

9.3.2.1 Δ = 0
If Δ = 0, k = −q = − nb2 and E± =

ℏ2k2
2me
+ V0 ± |Vn|. We see that V (x) splits the initial

degenerate band into two bands and opens a gap ΔE = E+ − E− = 2|Vn| at every nb/2. To
see why this happens, we compute the wavefunction.

We choose a lower energy state, E− =
ℏ2k2
2me
+V0− |Vn|, and substitute it into eq. (9.3.12)

to find C2 = −
|Vn|
Vn
C1. Although one may wonder whether Vn is positive or negative [58],

in the case of nearly free electrons, Vn is always negative because of the ion-core attrac-
tion, leading to C1 = C2 =

1
√2
. The wavefunction is ψ− =

1
√2L
(eikx + e−ikx) = √ 2

L cos(
nbx
2 ),

a standing wave with a wavelength 2π
nb/2 =

2a
n . The wavefunction has the maximum
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value and a zero slope at x = ja, characteristic of a bonding state. It has zero momen-
tum, ⟨ψ−|p̂x |ψ−⟩ = 0. In the presence of V (x), the incident wave eikx is completely re-
flected from the lattice site once k matches nb/2, so the reflected and incident waves are
counter-propagating to form a standing wave.

Similarly, the other eigenstate, ψ+ = √
2
L i sin kx = i√

2
L sin

nbx
2 , is also a standing

wave, an antibonding state, with zero momentum. Between E+ and E−, no state exists,
so an energy gap is open at the BZ boundaries. This is the same quantization of energy as
PIB, but here it is due to V (x) and occurs once k matches nb/2. Away from the Brillouin
zone boundaries, energy is continuous (as will be seen).

9.3.2.2 Δ ≠ 0
We substitute k = −nb2 (1 − Δ) and q =

nb
2 (1 + Δ) into eq. (9.3.13) to obtain

E± = V0 + Tn(Δ
2 + 1 ±√4Δ2 + |Vn|

2

T2n
), (9.3.14)

where Tn =
ℏ2

2me
( nb2 )

2. If we take the derivative of E± with respect to Δ, 𝜕E±𝜕△ is zero as
Δ → 0 for both E− and E+. This means that E± is always perpendicular to the Brillouin
zone boundary. Figure 9.6(a) shows that E± both approach BZ at the right angle (solid
lines), where E+ is concave up. But, how E− behaves depends on |Vn| and Tn. We take the
second derivative 𝜕

2E±
𝜕Δ2 at Δ = 0, with the details relegated to the following exercise:

𝜕2E±
𝜕Δ2
Δ=0
= Tn(2 ±

4Tn
|Vn|
).

So, if |Vn| < 2Tn, E− is concave down. For a practical material, this condition can easily
be met. This constitutes the condition for the nearly-free electron model: The electron’s
kinetic energy is larger than half of the potential energy Tn > |Vn|/2. Because E+ curves
up, while E− curves down, they open a gap at the Brillouin zone boundary (Fig. 9.6(a)).
Our treatment avoids the complication of the expansion of the square root in E in eq.
(9.3.14) because it is difficult to justify whether 4Δ2 or |Vn|

2

T2n
is a small quality, without

stipulating the values of Δ, |Vn| and Tn.

9.3.2.3 Momentum
The group momentum is defined as me

ℏ
𝜕Ek
𝜕k . Since Ek is even with k, 𝜕𝜕k is odd, and

px(−k) = −px(k) is an odd function of k. If we divide px(k) by me, we get velocity
υx(−k) = −υx(k). Figure 9.6(b) shows that, away from the nb/2, the velocity is similar
to that of the free electron (long-dashed line), but close to nb/2, it drops to zero. This
means that the electron stops at the BZ boundary.
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Figure 9.6: (a) Band structure of the nearly-free electron model (solid line). The band splits into two at
nb/2. The long-dashed line is for the free electron. (b) Velocity dispersion. The velocity is in units of nℏb

2me
.

We can also compute the expectation value of momentum p̂x as well as ⟨ψ+|p̂x |ψ−⟩
and ⟨ψ−|p̂x |ψ+⟩ (see the following exercise), fromwhichwe can obtain the susceptibility

χ(1)xx (ω) =
ℏe2

m2
eϵ0Ω
∑
k

⟨ψ+|px |ψ−⟩⟨ψ−|px |ψ+⟩
ℏω − (E+ − E−) + iΓ

f+ − f−
E+ − E−

, (9.3.15)

where the summation is over all the k points, k index on E and ψ is omitted, Ω is the
length of the system (same as L, but used to be consistent with the three-dimensional
formula), Γ is a small damping, and f is the occupation. We note that the conductivity
and susceptibility are linked through, σ = −iωϵ0χ

(1) in SI units.

9.3.2.4 Effective mass
The inverse of the effective mass 1/m∗ is defined as 1

ℏ
𝜕υk
𝜕k

1
m∗
=
1
ℏ
𝜕υk
𝜕k
=

1
ℏme

𝜕px
𝜕k
=

1
ℏme

𝜕
𝜕k
(
me
ℏ
𝜕Ek
𝜕k
) =

1
ℏ2
𝜕2Ek
𝜕k2
,

which is generic. For instance, for a free-electron Ek =
ℏ2k2
2me

, 1
m∗ = 1

me
. For our nearly

free-electron model,

1
m∗
=

1
me
(1 ± 1

2
|Vn|

2/T2n
√[Δ2 + |Vn|2/T2n]3

), valid for Δ→ 0.

The periodic potential Vn changes the effective mass as the electron moves through the
crystal. At Δ = 0, its mass is renormalized to m∗ = |Vn|

|Vn|±
Tn
2
me. For the upper band, m

∗

is reduced; for the lower band, m∗ is negative because |Vn| <
Tn
2 . This means that the

electron has a negative acceleration even if a positive force applies on it. This is the
consequence of the lattice potential.



9.4 Tight-binding model � 265

Exercise 9.3.2.
12. Find the Hamiltonian matrix elements in eq. (9.3.12).
13. Show that, as far as k − q = nb, ⟨ϕk |Ĥ|ϕq⟩ = Vn and ⟨ϕq|Ĥ|ϕk⟩ = V

∗
n , are independent of Δ.

14. Starting from eq. (9.3.14): (a) prove 𝜕E±𝜕△ is zero for Δ → 0 for both E− and E+; and (b) prove
𝜕2E±
𝜕Δ2
Δ=0
=

Tn(2 ±
4Tn
|V | ).

15. At Δ ̸= 0, compute the momentum matrix elements ⟨ψ+|px |ψ−⟩ between two eigenstates ψ− and ψ+.
16. Show at Δ→ 0 thatm∗ = |Vn |

|Vn |±
Tn
2
me.

9.4 Tight-binding model

The nearly-free electron model reveals the rich physics of a crystal: band structure,
Brillouin zone, and energy gap. But the model itself is more suitable for mobile elec-
trons in metals that move around different atoms. The tight-binding model (TB) does
the opposite, where the electron is assumed to be tightly bound to its parent atom and
only hops between neighboring atoms, simulating semiconductors and insulators. We
encountered the tight-binding model in Section 8.3. In chemistry, TB is also called the
Hückel model. The words “tight” and “binding” refer to the fact that electron wavefunc-
tions are tightly-bound to their parent atoms,with only a small overlapwithneighboring
atoms. The TBmodel is often used jointly with the linear combination of atomic orbitals
(LCAO) (see Section 8.1.3). Here, we extend it to many atoms, so we can describe solids.
Because of its flexibility, the TB model can simulate millions of atoms.

9.4.1 Three-dimensional systems

We consider a simple cubic structure (Fig. 9.7(a)), where the primitive cell has one atom.
We place a single atom l at a lattice point Rl , where Rl is the lattice vector, Rl = ℓ1ax̂ +
ℓ2aŷ+ ℓ3aẑ, a is the lattice constant, ℓ1, ℓ2 and ℓ3 are integers, and x̂, ŷ, and ẑ are the unit
vectors along the x-, y-, and z-axes, respectively.We further assume that only one atomic
orbital, ϕats , an s orbital, participates in bonding. If we have more than one orbital, we
can change the subscript s to a more general index.

The tight-binding approximation starts from the isolated atomic Schrödinger equa-
tion for atom l, which is

Ĥat
l ϕ

at
s (Rl) = E

at
s ϕ

at
s (Rl), (9.4.1)

or more specifically,

Ĥat
l ϕ

at
s (Rl) = [−

ℏ2∇2l
2me
+ V at(r − Rl)]ϕ

at
s (r − Rl) = E

at
s ϕ

at
s (r − Rl), (9.4.2)
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Figure 9.7: (a) Simple cubic structure, where the primitive cell contains one atom. a is the lattice constant.
(b) Band dispersion along the Γ − M direction. Here, we set Eat − t0 to zero, and the energy unit is in t1. (c)
Band dispersion along the Γ − X direction.

where Eats is the atomic orbital energy of eigenstate ϕats and Ĥat
l is the atomic Hamilto-

nian. For atoms l1, l2, . . . , lN , we have a similar equation, withRl in the equation changed
to Rl1 ,Rl2 , . . . ,RlN .

When N atoms form a solid, we have a new Hamiltonian at the lattice point Rl ,

Ĥl = −
ℏ2∇2l
2me
+ U(r − Rl) = Ĥ

at
l + U(r − Rl) − V

at(r − Rl), (9.4.3)

where Ĥat
l in the last equation is recovered by adding and then subtractingV at(r−Rl). To

avoid confusion with V at(r − Rl), we denote the crystal potential by U(r − Rl). U(r − Rl)
contains both the atomic potential V at(r − Rl) and the interatomic interactions. If we
apply Ĥl to ϕ

at
l (r − Rl), we obtain

Ĥlϕ
at
s (r − Rl) = E

at
s ϕ

at
s (r − Rl) + [U(r − Rl) − V

at(r − Rl)]ϕ
at
s (r − Rl), (9.4.4)

where we have used eq. (9.4.1). It is clear that ϕats (r − Rl) is not an eigenstate of Ĥl . In
fact, other atoms have a similar equation, with the same Eats but its wavefunction is cen-
tered at different lattice sites. U(r − Rl) − V

at(r − Rl) in eq. (9.4.3) constitutes the small
perturbation ĤI to Ĥ

at
l . Because every {ϕ

at
s } corresponds to the same E

at
s , we have a de-

generate problem and can solve the problem using the degenerate perturbation theory,
where the eigenstate ψk(r) of Ĥl , up to the first-order correction, is a linear combination
of atomic orbitals {ϕats },

ψk(r) =∑
l
Ckl ϕ

at
s (r − Rl), (9.4.5)

where Ckl is to be found.
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9.4.1.1 Eigenstates
Because ψk(r) is a Bloch wavefunction, it must satisfy the Bloch theorem, ψk(r + Rl) =
eik⋅Rlψk(r), where k is the crystal momentum. This theorem itself demands that Ckl =
eik⋅Rl𝒞0 (see the next exercise), where 𝒞0 is the normalization constant. This shows that
we can find Ckl without solving the crystal Schrödinger equation.

Now we can find the eigenenergy E from the crystal Schrödinger equation

[−
ℏ2

2me
∇2 + U(r)]ψk(r) = Eψk(r). (9.4.6)

We substitute ψk(r) of eq. (9.4.5) into the left side of eq. (9.4.6) and use eq. (9.4.4) to get

Eats ∑
l
Ckl ϕ

at
s (r − Rl) +∑

l
Ckl [U(r) − V

at(r − Rl)]ϕ
at
s (r − Rl),

which equals the right side E∑l C
k
l ϕ

at(r − Rl). After some arrangement, we obtain

(Eats − E)∑
l
Ckl ϕ

at
s (r − Rl) +∑

l
Ckl [U(r) − V

at(r − Rl)]ϕ
at
s (r − Rl) = 0. (9.4.7)

Next, we multiply ϕat∗s (r − Rm) by both sides and integrate over r, so we have two inte-
grals. The first is called the overlap integral,

∫ϕat∗s (r − Rm)ϕ
at
s (r − Rl)dr ≈ δlm, (9.4.8)

where we have made the tight-binding approximation by setting the overlap integral to
zero, except for l = m on the same lattice site. This simplifies the integral of the first ∑l
in eq. (9.4.7) to (Eats − E)C

k
m.

The second is called the hopping integral. We do it differently1 by keeping the hop-
ping integral up to the nearest neighbors of Rm in the summation over l.

∫ϕat∗s (r − Rm)[U(r) − V
at(r − Rl)]ϕ

at
s (r − Rl)dr. (9.4.9)

Because U(r) = U(r − Rl), we can rewrite it as U(r − Rl) and then shift all r by Rl , so the
integral only depends on Rm − Rl ,

∫ϕat∗s (r − (Rm − Rl))[U(r) − V
at(r)]ϕats (r)dr ≡ −t(Rm − Rl) = −tm,l , (9.4.10)

where tm,l is called the hopping integral. BecauseU(r)−V
at(r) is negative, tm,l is positive

and tm,l = tl,m. Ifm = l, tm,l ≡ t0 is the atomic energy shift due to the difference between
the crystal and atomic potentials U(r) − V at(r).

1 We cannot limit it to l = m because only doing so returns to a group of isolated atoms, not a solid.
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Equation (9.4.7) becomes

(Eats − E)C
k
m −∑

l
t(Rm − Rl)C

k
l = 0, (9.4.11)

which is a secular equation if we write the Hamiltonian matrix out completely,

(

Eats − t0 − E −t1,2 0 ⋅ ⋅ ⋅ 0 −t1,N
−t2,1 Eats − t0 − E −t2,3 0 ⋅ ⋅ ⋅ 0
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −tN−1,N
−tN ,1 0 ⋅ ⋅ ⋅ 0 −tN ,N−1 Eats − t0 − E

)(

(

Ck1
Ck2
⋅ ⋅ ⋅
CkN−1
CkN

)

)

= 0.

(9.4.12)
Its eigenvector is just {Ckl } as previously given, C

k
l = 𝒞0e

ik⋅Rl .
To determine the normalization constant 𝒞0, we start from our wavefunction

ψk(r) = 𝒞0∑l e
ik⋅Rlϕats (r − Rl). We invoke the normalization ⟨ψk(r)|ψk(r)⟩ = 1,

⟨ψk(r)|ψk(r)⟩ = 𝒞
2
0∑
l1l2

eik⋅(Rl2−Rl1 )⟨ϕats (r − Rl1 )|ϕ
at
s (r − Rl2 )⟩ = 𝒞

2
0N1N2N3 = 1,

so 𝒞0 = 1/√N1N2N3, where Ni is the number of cells along three directions. Our final
normalized wavefunction is

ψk(r) =
1

√N1N2N3
∑
l
eik⋅Rlϕats (r − Rl). (9.4.13)

This shows that, at every lattice site, the wavefunction is modulated by the phase fac-
tor. Our periodic function u(r) in the standard Bloch wavefunction (eq. (9.2.12)) is just
the atomic function ϕats (r − Rl). ψk(r) does not have e

ik⋅r, in contrast to the nearly free-
electron model (eq. (9.3.10)).

9.4.1.2 Band energy
Once we have the wavefunction, we can find the band energy. We insert Ckl into eq.
(9.4.11) to get

Ek = E
at
s −∑

l
t(Rm − Rl)e

ik⋅(Rl−Rm),

where we have added a subscript k to E to remind us that the energy disperses with k.
Since the summation depends on Rm − Rl , we can set Rm to zero,

Ek = E
at
s −∑

l
t(Rl)e

ik⋅Rl . (9.4.14)
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If we only include terms up to the nearest neighbors and denote t(Rl = 0) = t0 and
t(Rl) = t1 (for the nearest neighbor), we have

Ek = E
at
s − t0 − t1 ∑

l(nearest neighbor)
eik⋅Rl , (9.4.15)

where t0 is the onsite energy shift with respect to E
at
s .

Example 1 (Band structure in a simple cubic structure). Use eq. (9.4.15) to calculate the band dispersion in
a simple cubic structure up to the first neighbors along two directions, one from Γ to M and the other from Γ
to X. Here, the Γ point is at coordinate (0, 0, 0) 2πa , M at ( 12 ,

1
2 , 0)

2π
a , and X at (

1
2 , 0, 0)

2π
a .

We directly use eq. (9.4.15). We choose the origin at (0, 0, 0), and then six neighbors are located at
(±a, 0, 0), (0,±a, 0) and (0, 0,±a), respectively. The summation over (±a,0,0) is −t1e

ikx (+a) − t1e
ikx (−a) =

−2t1 cos kxa. The other two can be found similarly, −2t1 cos kya and −2t1 cos kza. Then, the energy dispersion
is Ek = E

at − t0 − 2t1(cos kxa + cos kya + cos kza).
In solid state physics, high symmetry k points are denoted by special letters. Different crystal structures

use different labels, except the Γ point whose coordinate is always (0, 0, 0) 2πa . For a simple cubic structure, X
has the coordinate ( 12 , 0, 0) in units of

2π
a , with its six equivalent points (±

1
2 , 0, 0), (0,±

1
2 , 0), and (0, 0,±

1
2 ) in

units of 2πa . We have E(Γ) = E
at − t0 − 6t1, E(X) = E

at − t0 − 2t1. The band dispersion is Ek = E
at − t0 − 2t1[2 +

cos(kxa)] for the Γ-X line, where kx runs from 0 to b/2. SinceM is at ( 12 ,
1
2 , 0)

2π
a , Ek = E

at− t0−2t1[1+2 cos(ka)]
for Γ − M, where k runs from 0 to b/2.

Figure 9.7(b) shows the band dispersion along the Γ-M direction, where we have set Eat− t0 to 0. It starts
from −6 (in units of t1) to 2. However, along the Γ-X direction, Fig. 9.7(c) shows the band disperses from −6 to
−2, weaker than that of the Γ-M direction, because the M point is at ( 12 ,

1
2 , 0)

2π
a .

Equation (9.4.15) is our key result. It shows that, if we had no neighbor, then Ek is just
the atomic energy plus an average potential −t0, just a single energy level. With the
neighboring atoms, a single energy level broadens into a band, a continuous energy
regime, called the energy band. For different k, Ek disperses differently.

For other structures, we can carry out a similar calculation. The only difference is
that the number of neighbors and their coordinates can be different. In the exercise, one
uses a body-centered cubic structure and the other uses a face-centered cubic structure.
The validity of tight-binding approximation depends on the overlap of the atomic orbital
with neighboring atoms. If the overlap is small, this approximation is very good.

Exercise 9.4.1.
17. Starting from ψk(r) = ∑l C

k
l ϕ

at
s (r − Rl), show that if ψk(r) is a Bloch wave, then C

k
l must take the form of

eik⋅Rl .
18. The body-centered cubic lattice has eight nearest neighbors. (a) Starting from eq. (9.4.14), show its band
dispersion Ek = E

at
s − t0 − t1 cos(kxa/2) cos(kya/2) cos(kza/2). (b) Choose the Γ-X line to plot the band.
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9.4.2 One-dimensional ring

In polyacetylene, we employed a simple model to describe its band structure. Here, we
adopt a similar model by considering a one-dimensional ring, with a periodic boundary
condition. Our Hamiltonian is

Ĥ =∑
s
t0|s⟩⟨s| − t∑

s
(|s + 1⟩⟨s| + |s⟩⟨s + 1|), (9.4.16)

where s is the site index and runs from 1 to N and |s⟩ is the orthonormalized atomic
orbital, ⟨s1|s2⟩ = δs1 ,s2 . The periodic boundary condition (PBC) means that, if s = N + 1,
this site is interpreted as s = 1; if s = 0, this is s = N . Similar to eq. (9.4.5), the translational
symmetry ensures that the eigenstate must be a Bloch wave (unnormalized), |ψk⟩ =
∑s e

iska|s⟩, where k replaces β in Section 8.4.
Next, we apply Ĥ to ψk to test whether ψk is an eigenstate of Ĥ . First, we change s

to s1 in |ψk⟩ = ∑s1 e
is1ka|s1⟩ and s in Ĥ in eq. (9.4.16) to s2.

Ĥ |ψk⟩ = ∑
s2 ,s1

t0|s2⟩⟨s2|e
is1ka|s1⟩ − t ∑

s2 ,s1
(|s2 + 1⟩⟨s2|s1⟩e

is1ka + |s2⟩⟨s2 + 1|s1⟩e
is1ka).

Using ⟨s2|s1⟩ = δs1s2 and changing s1 and s2 to s simplify the equation to

Ĥψk =∑
s
t0e

iska|s⟩ − t∑
s
(eiska|s + 1⟩ + ei(s+1)ka|s⟩),

where the second term can be written as ∑s |s⟩e
i(s−1)ka. Then, we combine the last two

terms to get

−t∑
s
(ei(s−1)ka + ei(s+1)ka)|s⟩ = −2t cos ka∑

s
eiska|s⟩ = −2t cos ka|ψk⟩.

Putting all the terms together yields Ĥψk = (t0 − 2t cos ka)ψk ≡ Ekψk , which proves that
ψk is indeed an eigenstate of Ĥ and Ek is the eigenenergy.

9.4.2.1 Group velocity
We can compute the group velocity of the band,

υk =
1
ℏ
𝜕Ek
𝜕k
=
2ta sin ka
ℏ
.

If k = nb
2 , ka =

2nπ
2a a = nπ, and υk is zero, where the band is perpendicular to the

Brillouin zone edge, same as the nearly free-electron model.
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9.4.2.2 Wavefunction, position matrix elements and Berry connections
To normalize ψk , we compute ⟨ψk |ψk⟩ = ∑s1s2 e

−is1kaeis2ka⟨s1|s2⟩ = ∑
N
s1=1 1 = N , so ψk

must be divided by√N ,

ψk =
1
√N
∑
s
eiska|s⟩. (9.4.17)

We notice that the wavefunction of the ring is modulated through the crystal momen-
tum k. k is different from β (Section 8.4): k is lb

N =
2πl
Na =

2πl
L , but βl =

πl
L . This is because in

a chain with an open boundary condition, the waves are standing waves, but, in a chain
with a periodic boundary, the waves are traveling waves, and at least one cycle of the
wave must fit inside the system. Figures 9.4(d)-(f) show the atomic periodic wavefunc-
tion, the Bloch enevelope and Bloch wavefunction in a systemwith four lattice sites and
with the smallest kmin.

With the wavefunction, we can compute various properties. We take the position
operator as an example, x̂ = ∑s sa|s⟩⟨s|, whose expectation value in |ψk⟩ is

⟨ψk |x̂|ψk⟩ =
1
N
∑
s,s1 ,s2

e−is1kaeis2kasa⟨s1|s⟩⟨s|s2⟩. (9.4.18)

To compute this, we take the derivative of ψk (eq. (9.4.17)) with respect to k,

𝜕|ψk⟩
𝜕k
=

1
√N
∑
s
(isa)eiska|s⟩.

Then, we multiply −i⟨ψk | from the left and obtain

−i⟨ψk |
𝜕ψk
𝜕k
⟩ =

1
√N

1
√N
∑
s1s2

e−is1ka(s2a)e
is2ka⟨s1|s2⟩ =

a
N
∑
s
s = (N + 1)a

2
, (9.4.19)

which is called the Berry connection. Equation (9.4.19) is exactly the same as eq. (9.4.18),
the expectation value of the position operator. Since our chain starts at a and ends at
Na, one sees that the expectation value is just at the middle of the system. This is well
defined, in contrast to the common belief in the literature [59]. If N → ∞, ⟨ψk |x̂|ψk⟩
goes to infinity, but this never happens because a solid is always finite.

We can also compute the transition matrix element between ψk1 and ψk2 ,

⟨ψk1 |x̂|ψk2⟩ =
a

1 − e−iΔka
=
a
2
−
ai
2
cot Δka

2
, (9.4.20)

where Δk = k1 − k2. Equation (9.4.20) never approaches eq. (9.4.19) at Δk → 0. If Δk = 0,
we use eq. (9.4.19). In [60, 61], the continuous crystal momentum is used, which leads
to the δ function and thus a highly singular expression 𝜕δ(k − q)/𝜕kx , where k and q
are two different wavevectors. This hides the beauty of the orthogonalization between
two wavefunctions. Here, in the discrete crystal momentum, which represents an ac-
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tual crystal of finite size, such a singular term does not occur. Instead, we obtain a well-
defined matrix element. This demonstrates the position operator in crystals is a valid
operator, in contrast to the literature [59, 62].

Exercise 9.4.2.
19. Three atoms form a ring. It is known that the site energy is E0, and the nearest-neighbor integral is −t,
where t is positive. Find its eigenstates and eigenenergies.
20. Suppose ψk(s) = e

iska|s⟩. Show ψk(s + 1) = e
ikaψk(s). Hint: Use |s⟩ = |s + 1⟩.

21. Without using the Berry connection, use the normalized wavefunction (eq. (9.4.17)) to directly compute
the expectation value of the position operator.

9.5 Occupying the energy band: Fermi surface and Fermi velocity

The previous section explained how the band is formed. This section explains how the
electrons fill up energy bands in the crystal momentum space. Therefore, we must first
find out the number of k points, Nk , and then the number of bands per k. For a three-
dimensional system, N1a1 × N2a2 × N3a3, Nk = N1N2N3, where ai is the primitive lattice
vector.

9.5.1 Fermi energy in metals, semiconductors and insulators

According to the Pauli exclusion principle, each state takes only two electrons at max-
imum, one for a spin-up and the other for a spin-down channel. Assuming that each k
point has a single band such as s-orbitals,2 we have 2Nk states available.

To be definitive, we consider only a case at T = 0K, with Ne electrons filling these
band states from a lower to a higher energy state. The highest occupied band state has a
special significance because electrons in this state aremost energetic and aremost likely
to interact with external fields and electrons, responsible for an array of chemical and
physical properties.3 The energy of this state is defined as the Fermi energy EF , which
separates the occupied from the unoccupied states. Figure 9.8 shows three examples.
Figure 9.8(a) shows a case for metals, where the number of electrons Ne is fewer than
the number of available states 2Nk . Electrons only partially occupy a band (filled circles),
leaving some part of the band unoccupied (empty circles). EF cuts through the band. If
we apply an electric field on the system, the electron can easily move to the next k and
occupy a state that is slightly above the Fermi level, leaving a state unoccupied, i. e., a
hole, behind. This explains why metals can conduct electricity.

2 If we have a p- or d-orbital, each k point has 3 and 5 bands, respectively.
3 In chemistry, in molecules these orbitals are called frontier orbitals because those orbitals are at the
front to react.
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Figure 9.8: (a) Band dispersion in metals, where the number of electrons is less than the available states
provided by the lattice. The band is only partially filled (filled circles). The dashed line denotes EF . Electrons
are ready to move into an unoccupied state (unfilled circles). (b) In semiconductors, the number of elec-
trons is the same as the number of available states. The valence band is filled completely, but the unfilled
conduction band is only 1–2 eV above the valence band, i. e., a small band gap, Eg. (c) Insulators are similar
to semiconductors, but the band gap Eg is much larger, typically above 5 eV.

If we have more electrons, EF increases. If the number of electrons Ne is equal to the
number of available states 2Nk for a low-lying band, the band is completely occupied.
These occupied bands are called valence bands (VBs in Fig. 9.8(b)). Figure 9.8(b) shows
that EF is now at the top of the highest VB. In the meantime, the unoccupied band is
1–2 eV above the highest VB. This is a semiconductor. All unoccupied bands are called
conduction bands (CBs). The energy gap between the highest VB and the lowest CB is
defined as the band gap Eg . This can be comparedwithHOMOandLUMO in Section 8.3.1.
Semiconductors conduct electricity not as well as a metal, but one often uses thermal,
electric, and optical fields to excite electrons from VB to CB and conduct electricity. This
property underlines the semiconductor industry. Figure 9.8(c) shows the band structure
for insulators. They are similar to semiconductors, but with a larger Eg , above 5 eV. Both
Eg and EF are determined by band structures of a material. In the following, we show
one example of EF .

Example 2 (Fermi energy and Fermi wavevector). Ne free electrons are sealed inside a chain of length L =
Na, where Ne is even, a is the lattice constant, and N is the number of lattice sites. The electron has energy
dispersion Ek =

ℏ2k2
2me

, where k is the crystal momentum. (a) Find the Fermi wavevector kF . (b) Find the Fermi
energy as a function of electron line density ne = Ne/L.

(a) We start with the energy dispersion Ek =
ℏ2k2
2me

. At EF , it is EF =
ℏ2k2F
2me

, where kF is the Fermi wavevector.
First, we need to see what kF can take. According to the Born–von Karman boundary condition (Section 9.2.1),
eikL = 1, so k = 2πn/L = 2π

Na n, where n is an integer, 1, . . . ,N. So, the first k1 is
2π
Na . If we had one electron,

then kF would be k1; two electrons, kF is still k1 since every k takes two electrons. So, all we need to do is to
find how many states are available between the Fermi wavevectors −kF and kF , and what the minimum gap
Δk is between two adjacent k points. Δk is just 2π

Na . So, now the number of available states is 2kF
Δk . Because

each state can accommodate two electrons, spin-up and spin-down, the total number of electrons Ne must
be equal to [50], Ne = 2 ×

2kF
Δk → kF =

Neπ
2L =

neπ
2 , showing that the Fermi wavevector kF is directly related to

the electron line density.

(b) Using the energy dispersion, we can find EF =
ℏ2k2F
2me
= ℏ

2π2n2e
8me

.
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Exercise 9.5.1.
22. What are the band structure differences among metals, semiconductors, and insulators?
23. Which metal, sodium or potassium, has a higher Fermi energy?
24. A one-dimensional system has the band dispersion Ek = E0 cos(ka), where E0 is an energy constant, k is
the wavevector, and a is the lattice constant. Suppose we have Ne electrons. (a) Find the Fermi wavevector.
(b) Find the Fermi energy.

9.5.2 Fermi surface

The Fermi level separates the occupied from unoccupied bands in the band structure
along a single-crystal momentum direction. A surface that separates the occupied from
the unoccupied states in the k space is called the Fermi surface, where every point has
EF . In one dimension, the Fermi surface is just two dots, defined by ±kF , the Fermi
wavevector. In two dimension, the Fermi surface is a two-dimensional curve, and, in
three dimensions, we have a surface. Within the surface, all the states are occupied.
The Fermi surface provides the band structure information in the reciprocal space. We
have only the coordinates of Fermi vector kF , and the Fermi energy and the number of
electrons become our input parameters to construct such a surface.

We take the free-electron gas an example. A free electron has energy Ek =
ℏ2(k2x+k

2
y+k

2
z )

2me
. If we fix Ek at EF , then kx , ky and kz form a sphere of equal energy cen-

tered at (0, 0, 0). The surface of this sphere is the Fermi surface. Only the free electron
has such a sphere. The rest have some distortions.

We take the band structure of the tight-binding model in the previous section (eq.
(9.4.15)) as our second example. We slightly modify the band dispersion to

(Ek − E
at + t0)/(2t1) = cos kxa + cos kya + cos kza.

For an easy illustration in the two dimension, we let cos kza = 0 or kza =
π
2 , and denote

the term on the left side as a dimensionless −ϵk, so we have

− εk = cos kxa + cos kya, (9.5.1)

which lies between −2 and +2. EF is also dimensionless. In principle, we should choose
Ne and then find EF , but this is tedious. Instead, we choose a EF , which is equivalent to
choosing a Ne, and then set −εk = EF .

To appreciate how the Fermi surface changes, we start with a small EF and kF , i. e.,
very few electrons. To bemore precise, we assume EF = −1.95. In this case, our k is small,
so we can expand cos kxa and cos kya around k = 0 as

−εk = 1 − (
kxa
2
)
2

+ 1 − (
kya
2
)
2

+ ⋅ ⋅ ⋅ .
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Figure 9.9: Fermi surfaces at five different Fermi energies (thin lines): (a) EF = −1.95, (b) EF = −1, (c) EF = 0,
(d) EF = 1, and (e) EF = 1.95. EF is dimensionless due to eq. (9.5.1). All the states are filled from the Γ point
(kx = 0, ky = 0) to the Fermi surface. These surfaces are created using the fermisurface.f.

Ignoring higher-order terms, we find

(
kxa
2
)
2

+ (
kya
2
)
2

= 2 + εk.

On the Fermi surface, εk is fixed at EF , so kx and ky form a circle with radius 2√2+εk
a . The

pair of (kx , ky) represents a Fermi wavevector. Figure 9.9(a) shows all the states inside
the circle are filled with electrons, and outside they are unfilled. This means that, if EF
is small, the highest occupied εk is small as well.

Our actual Fermi surface is computed numerically from eq. (9.5.1) where we set E
in the code fermisurface.f to −1.95. Then, we scan kx from −π/a to π/a, i. e., from −b/2
to b/2. For every kx , we solve for ky from eq. (9.5.1).4

If we have more electrons, EF becomes larger, and so is εk . At EF = −1, our Fermi
surface is distorted. Figure 9.9(b) shows the distortion is stronger as kx and ky approach
the BZ boundaries. At εk = 0, the distortion is so strong that we cannot use the same
expansion anymore. Instead, we can directly solve cos kxa + cos kya = 0 to get kya =
±kxa ± π, which produces four line equations. It is extraordinary that the Fermi surface
collapses into four lines (see Fig. 9.9(c)).

For a larger ka close to π, we need to expand cos ka around π,

−εk = cos(π) +
d cos(kxa)
dkxa

kxa=π
(kxa − π) +

1
2!
d2 cos(kxa)
d(kxa)2

kxa=π
(kxa − π)

2 + ⋅ ⋅ ⋅

+ cos(π) +
d cos(kya)
dkya

kya=π
(kya − π) +

1
2!
d2 cos(kya)
d(kya)2

kya=π
(kya − π)

2 + ⋅ ⋅ ⋅ ,

which can be reorganized into a simple form by dropping higher-order terms,

4 In the code, we denote kx by x and denote ky by y.
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(kxa − π)
2 + (kya − π)

2 = 2(2 − εk)→ (kx −
π
a
)
2

+ (ky −
π
a
)
2

=
2(2 − εk)

a2
.

So, this is a circle centered around π
a with radius of

√2(2−ϵk)
a , which is plotted in Fig. 9.9(d).

Cautionmust be taken that those four corner quarter circles are unoccupied regions. As
EF is increased to 1.95, almost the entire zone is filled, with four tiny unfilled quarter-
circles at four corners (Fig. 9.9(e)). Finally, we should note again that, although we in-
crease EF here, what is really increased is the number of electrons.

Exercise 9.5.2.
25. Use the code fermisurface.f to produce the entire set of Fermi surfaces as shown in Fig. 9.9(e).
26. Emulating the previous case, find the coordinates of (kx , ky ).

9.5.3 Chemical potential

To this end, we limit ourselves to T = 0K, where we can define the Fermi energy EF ,
the Fermi wavevector kF and the velocity is called the Fermi velocity υF =

1
ℏ
𝜕Ek
𝜕k |k=kF .

Figure 9.10(a) reviews a typical band structure for a metal, where the Fermi energy EF
is denoted by a horizontal line.

When T ̸= 0K, the Fermi energy must be replaced by the chemical potential be-
cause electron occupation follows the Fermi–Dirac distribution fFD. For the single-spin
channel, the distribution is given by

fFD(Ek) =
1

eβ(Ek−μ) + 1
, (9.5.2)

where Ek is the band energy, β = 1/kBT , kB is the Boltzmann constant, and μ is the
chemical potential. Figure 9.10(b) is the Fermi distribution (eq. (9.5.2)) for kBT = 0.05 eV.
For a single energy state such as Fig. 9.10(b), μ is equal to the energy with fFD = 1/2.

Figure 9.10: (a) Band dispersion with the Fermi energy EF highlighted. (b) Fermi–Dirac distribution f (E). (c)
and (d) Chemical potential μ as a function of the number of electrons Ne and kBT , respectively.
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To see why we call μ a chemical potential, consider a specific system with Ne elec-
trons. Then, the sum of fFD over Ek must equal Ne,

∑
k
fFD(Ek) =∑

k

1
eβ(Ek−μ) + 1

= Ne.

For a given T and Ne, μ is the only variable to be adjusted until the sum is Ne. Different
Ne produces a different μ, so we call it the chemical potential.

In the following, we take a simple cubic structure as an example. Its band dispersion
isEk = E

at−t0−2t1 cos kxa, wherewedrop the terms cos kya and cos kza for simplicity.We
set Eat− t0 to −3 eV and t1 to 1 eV. kxa runs from −π to π in steps of π/100, so there are 100
k points. First, we fix kBT = 0.05 eV and changeNe from 10 to 40.5 The result is computed
using code fermi200.f in the Appendix 11.16. We use the middle point method to find μ.
The chemical potential sensitively depends on Ne (see Fig. 9.10(c)). A larger Ne pushes μ
upward. The dependence of μ on kBT is shown in Fig. 9.10(d), and, if we extrapolate μ to
kBT = 0, we get EF .

Exercise 9.5.3.
27. Use the code fermi200.f to reproduce data shown in Figs. 9.10(c) and (d).
28. Use the same code fermi200.f, but change the band dispersion from cos kxa to a free-electron one
ℏ2k2/(2me). (a) Plot the chemical potential as a function of Ne. (b) Extrapolate the chemical potential to T = 0
just as Figs. 9.10(c) and (d).

9.6 Transport on a nanometer scale

Chemical potential introduced in the previous section is important for transport on a
nanometer scale. Since the 1980s, the electronic device size shrunk to a few hundred
nanometers, where the quantum effects of electrons become very important. We en-
ter the quantum transport era, which is fueled by the scanning tunneling microscope,
the discovery of C60, the quantum Hall effect, giant magnetoresistance, and tunneling
magnetoresistance, each awarded a Nobel prize. To our knowledge, very few QM text-
book has introduced quantum transport, partly because an open-system is too difficult
to describe with the Schrödinger equation. A detailed treatment of quantum transport
involves several advanced topics [63, 64].We find a simpleway to introduce this exciting
topic to the reader through the transmission coefficients and Landauer’s formalism.

5 It is important to note that we cannot arbitrarily choose Ne for two reasons. First, to accommodate Ne
electrons, the number of k pointsmust be larger thanNe/2 for a single band. Second, our band dispersion
Ek has a limited energy range. If we choose Ne too large, the top occupied level may be close to the
maximum band energy, so fFD abruptly stops at the maximum energy. This limitation is due to our band
structure in the tight-binding model. In reality, this should not happen as there are always unoccupied
bands available.
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9.6.1 Minimum conductance and von Klitzing resistance constant

We consider a special case of direct current through our device. Figure 9.11(a) shows
our device (the central part) connected with two leads (contacts), source and drain. In
general, the device should also be connected with a gate, which is ignored here.We start
with our current continuity equation,

𝜕ρ
𝜕t
= −∇ ⋅ J + U − U

∗

iℏ
ρ, (9.6.1)

where ρ is the density pertaining to our device or the channel6 in the device. The density
in the source and drain is not considered, different from our prior presentations. We
purposely use U to represent the potential energy to avoid confusion with voltage V .
The effect of the source and drain enters through U .7

Different from the closed system (see eq. (2.1.13)), the open system must keep the
second term in eq. (9.6.1). In particular, for DC, where ∇ ⋅ J = 0,8 the second term is the
only source for the density change. We rewrite U as U = e(Vr + iVD/2), where Vr is the
real part of the potential and VD/2 is the imaginary part, representing the voltage at one
lead. We use 1

2 , so U − U
∗ depends only on the potential difference between two leads,

U−U∗ = ieVD. To find the electric current I , wemultiply the equation by−e and integrate
over space to get

I =

−e∫ 𝜕ρ
𝜕t
dr

=


e2VD
ℏ
∫ ρdr

=
e2

ℏ
MVD. (9.6.2)

The integration over space ∫ ρdr is a charge-carrier numberM . Different from the
normalization condition in a closed system in eq. (1.4.2), this is not the total number of
charge carriers in the device; instead, it represents the number of charge carriers that
can physically move through the device from the source to the drain (Fig. 9.11(a)) to con-
tribute to the current. To extract the crucial physics, we replace ∫ ρdr in eq. (9.6.2) by the
number of channelsM in the device.9 The carts in Fig. 9.11(b) represent the charge car-
riers. Inside the device, we have five carts, but only one in channel B canmove through.
The bottom four carts in channel C cannot move easily because their energy level is
lower than the energy level in the drain. Channel A has no contribution since there is

6 It is common that one uses “channel” instead of “energy level” in transport, although they are exactly
the same thing. Using channels highlights the transport nature.
7 In the advanced transport theory, only small portions of the source and drain are included to improve
the wavefunction accuracy on the interfaces between the device and the source/drain [63].
8 Even if we do not make this assumption, we can drop off the first term because, experimentally, with-
out bias the current must be zero. This means only the second term remains in the equation.
9 This avoids the problem that we have to specify how many electrons are in the channel.
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Figure 9.11: (a) A typical quantum transport device is connected to the power supply through the source
on the left and drain on the right. (b) The current flow depends on μ1 − μ2 and the number of available
channels in the device. The small carts in the figure represent the charge carriers such as electrons. The
quantization of energy level in the nanodevice represents a resistance to carriers at contacts between the
device and source/drain, while in the channel there is no resistance, just like bullets, ballistic transport. (c)
Energy diagram across the source, device, and drain, where the shaded regions are filled states according
to the Fermi distribution.

no charge carrier. Figure 9.11(c) highlights three conditions for channel B to be opera-
tive. First, the chemical potential in the source is higher than that in channel B of the
device, while the drain chemical potential is lower than channel B. Finally, the device
still has enough states to be occupied [63]. These three conditions allow the device to
discharge the old charge carrier to the drain and ready to receive new charge carries
from the source. If for some reason one of three conditions is not fulfilled, the current
flow stops, leading to spatial charge accumulation.

Figure 9.11(c) has one channel,M = 1,

I = e
2

ℏ
VD → G0 =

I
VD
=
e2

h
= 38.7 μS, (9.6.3)

which is the maximum conductance (hwithout 2π). One can see that the conductance is
not infinite, in contrast to the classical physics prediction. Its reciprocal is the minimum
resistance, the von Klitzing constant, RK =

1
G0
= 25.8 KΩ.10 This resistance cannot be

described by Ohm’s law. It is purely due to the quantum nature of the device at a small
scale. Because the channel length is so short, charge carriers inside the channel of the de-
vice travel like a bullet, i. e., ballistic transport, without resistance, but when they enter
the device from the source and when they leave the channel, they encounter resistance
because the energy level quantization restricts them to a few channels. This is similar to
the situation that when 100 students enter the classroom through one door, and every-

10 In 1985, Klaus von Klitzing received the Nobel prize for the discovery of the quantum Hall effect.
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Figure 9.12: (Left) Conductance in carbon nanotube [65]. (A) Conductance change as a tube moves in and
out of mercury. (B) Statistics. (C) Conductance plateaus as a function of position z. (D) Tip effects. Note
their G0 is 2e

2/h. Used with permission from AAAS. (Right) (A) Conductance-time curves in Cu nanowires
taken at room temperature [66]. (B) The half-step size of G0 shows the broken spin degeneracy. Used with
permission from AIP.

one experiences resistance. In nanodevices, such as our cell phones, the heating occurs
at contacts between the device and source/drain.

In nanowires, one can directly measure G0. Franck et al. [65] moved their nanotube
in and out of mercury and found that the conductance shows a short jump (left figure in
Fig. 9.12). Gillingham et al. [66] used amuch simplermethod. They employed two copper
nanowires and measured the conductance by a Tektronix TDS430A digital oscilloscope
at room temperature. They detected jumps in conductance as they vibrated the wires
at 5–10Hz. The right figure in Fig. 9.12 (Fig. A) is their experimental results, and Fig. 9.12
(Fig. B) shows that the broken spin degeneracy (see Chapter 6) leads to the half steps.
If we have M channels, we have M times more current. This is the reason why we use
M instead. Ohm’s law can be recovered if the device is much longer and the diffusive
resistance in the channel dominates over the resistance at contacts.

Exercise 9.6.1.
29. Another way to derive G0 is to use the group velocity of the charge carrier, υx . This, however, slightly mixes
the quantum and classical treatments [63]. Suppose the charges move along the +x-direction. The current is
I = − eL ∑υx υx , where the summation is over all the contributing charges, L is the length of the device, and
υx is their velocity. Using the relationship between υx and energy E, υx = −

1
ℏ
𝜕E
𝜕kx

, where kx is the wavevector,

and converting∑υx 1/L to ∫
dk
2π , show I = e2

h (V1 − V2). Here V1 and V2 are voltages at two contacts.

9.6.2 Landauer theory: conductance is transmission

To understand quantum transport brings us back to our source and drain introduced in
the previous subsection.We recall that chemical potential μ changeswith the number of
electrons N . The source, which is connected to the negative and electron rich electrode,
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Figure 9.13: (a) The source tries to move electrons from left to right. (b) The drain tries to move electrons
from right to left. The competition between them gives the net current. This is the origin of the subtraction
between two Fermi functions.

has a higher chemical potential μ1 than μ2 of the drain, i. e., μ1 > μ2.
11 The difference

is μ1 − μ2 = e(V1 − V2) = eVD, where VD is the power supply’s voltage. In Fig. 9.13, we
schematically illustrate this connection. Figure 9.13(a) illustrates that the source pushes
the electrons (carts) to the right, while Fig. 9.13(b) shows that the drain pushes the elec-
tron to the left. A competition between these two gives the current.We should emphasize
several theoretical difficulties here. A single chemical potential is well defined for a sin-
gle material, but, when our system has three parts, the device, source, and drain, they
cannot have the same chemical potential.12 Second, the entire system cannot be treated
in the crystal momentum space, as we did previously using Bloch wavefunctions, be-
cause there is no translational symmetry among the device, source, and drain. Thus, we
are forced to work in real space, not reciprocal space, where Schrödinger equation even
for a simplest case is unsolvable. Third, this is a truly nonequilibrium process.

In 1957, R. Landauer [67] pioneered the idea that conductance is transmission. It
allows us to connect the current with transmission through [63],

I = e
h

∞

∫
−∞

dET(E)(f1(E) − f2(E)), (9.6.4)

where T(E) is the transmission of the device and is dimensionless. The integration is
over energy states of the device. The source and drain enter the equation through their
respective Fermi functions, f1 and f2. The competition between the source and drain as
seen in Fig. 9.13 is now realizedmathematically by the Fermi function difference (f1(E)−
f2(E)), where f1 =

1
e(E−μ1)/kBT̃+1 and f2 = 1

e(E−μ2)/kBT̃+1 . One can see, if μ1 = μ2, I = 0. If f1 > f2,
I > 0; otherwise, I < 0. This shows that the current does change sign if we switch the
polarity of the power supply. If μ1 is very close to μ2, f1 − f2 is

f1 − f2 ≈
𝜕f
𝜕μ
(μ1 − μ2) = −

𝜕f
𝜕μ

e(V1 − V2), (9.6.5)

11 Rigorously speaking, the chemical potential energy becomes more negative once we have more elec-
trons. Here, in order to simplify our explanation, we make a compromise: A higher chemical potential
leads to a higher chemical potential energy by assuming the electron carries a positive charge. It is in
this spirit that Fig. 9.11(b) has a higher μ1 on the source side and lower μ2 on the drain side.
12 If they do, there is no current.
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and then the current is

I = −e
2

h

∞

∫
−∞

dE 𝜕f
𝜕μ
(V1 − V2)T(E). (9.6.6)

Since 𝜕f𝜕μ = −
𝜕f
𝜕E , whose proof is left as a homework assignment, we have

I = +e
2

h

∞

∫
−∞

dE 𝜕f
𝜕E

T(E)(V1 − V2). (9.6.7)

If the transmission T(E) = 1, which is called the ballistic transport since any electrons
move through without reflection, just like a bullet, then the integral of 𝜕f𝜕E over E is just
f (+∞)− f (−∞), which is −1. We take the absolute value and have I = e2

h (V1 −V2), which
gives conductance G0 =

e2
h . This proof is more rigorous than we just did.

Here, the Fermi function f is just for one channel, i. e., one state. If we haveM degen-
erate states, i. e.,M channels, we have to sum over all the these channels, but, since each
channel contributes the same amount of current, our current will beM times larger,

I = M e2

h
(V1 − V2). (9.6.8)

If T(E) < 1, the conductance G is smaller than G0. This is called the scattered transport,
where not all the electrons can go through the barrier. This connects with the quantum
tunneling of Chapter 2. The actual dependence of I on V depends on the transmission
T(E).

In the following, we present a numerical example to reveal all the details in eq.
(9.6.4), without making a low-bias approximation. At zero bias, we set the chemical po-
tential for two contacts, source, and drain, to μ1 = μ2 = −1 eV. Figure 9.14(a) shows the
Fermi function in the source or the drain, with β = 1

0.025 eV .
If the bias voltage V is applied, μ1 is changed to μ1 + eV/2 for the source, and μ1 is

changed to μ1 − eV/2 for the drain, so the Fermi functions are

f1 =
1

eβ(E+μ1+eV/2) + 1
, f2 =

1
eβ(E+μ2−eV/2) + 1

.

Figure 9.14(b) shows the difference f1 − f2 as a function of E for two biases. As we
increase V , the nonzero windowwidens. We again take the ballistic limit, with T(E) = 1,
andnumerically integrate eq. (9.6.4) overE to find the current I . The results are shown in
Fig. 9.14(c). The current strictly linearly increases with V . The slope is our conductance
G0 = 38.7 μS. In practice, one often computes the conductance by dI/dV , which is shown
in Fig. 9.14(d). This conductance is independent of V . This means our current I = e2

h (V1 −
V2), even without the low-bias approximation and even at a finite temperature. This
explains why experimentally Fig. 9.12 shows steps at G0. However, mathematically it is
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Figure 9.14: (a) Fermi distribution in the device alone. (b) Difference between two Fermi functions at two
biases of 0.4 (circles) and 1.0 V (squares). The temperature is fixed at β = 1/(0.025 eV). (c) I-V curve with
transmission T = 1 (ballistic limit) (d) Conductance does not change with V for the ballistic transport.

not obvious why, I = e
h ∫
∞
−∞ dE(T(E) = 1)(f1(E) − f2(E)) =

e2
h (V1 − V2), whose proof is

rendered as a homework exercise.

Exercise 9.6.2.
30. Show (a) for the Fermi function f , 𝜕f𝜕μ = −

𝜕f
𝜕E ; (b) if T(E) = 1, use this relationship to prove I =

e2
h V .

31. Consider a ballistic transport with the transmission T = 1. Prove the current is independent of temperature
and can be written as

I = e
h

∞

∫
−∞

(f1(E + eV1) − f2(E + eV2))dE =
e2

h
(V1 − V2),

where f1 and f2 are two Fermi functions.

9.6.3 Device’s density of states (DOS)

So far, we have investigated only how the voltage bias affects the I-V curve through
the source (f1) and drain (f2), but the details of the device information are absent. In
particular, there is no information on the eigenstates, i. e., channels, of the device. In fact,
Landauer’s formula (eq. (9.6.4)) in its present form does not allow to include eigenstates,
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such as those illustrated in Fig. 9.11(c). If the device has 1 or 10 eigenstates per unit energy,
this integration stays the same. So, we need a quantity to tell the difference between 1
or 10 eigenstates per unit energy.13 This quantity is called the density of states (DOS), the
number of states at energy E per unit energy, ρ(E),14

ρ(E) = A∑
n

1

√(E − En)2 + δ2
(states/energy), (9.6.9)

where the summation is over the eigenenergy En of the channel device and δ is a broad-
ening to avoid divergence. A is a constant to ensure that the normalization of ρ(E) is
equal to the number of electrons in the device, N ,

∞

∫
−∞

ρ(E)dE = N .

With ρ(E), we now rewrite eq. (9.6.4) as

I = e
h

∞

∫
−∞

dET(E)ρ(E)(f1(E) − f2(E)). (9.6.10)

In the following, as an examplewe suppose that the device only has one electron and
one eigenenergy En = 2 eV. Our next example uses En = 1 eV. Figure 9.15(a) is our nor-
malized DOS, which peaks at En. The normalization is done within [−20 eV, 20 eV]. The
channel restriction with a single state reduces the current significantly. Figure 9.15(b)
shows that, at V = 1 V, I = 0.071 nA, but in our ballistic case (Fig. 9.14(b)), I = 3.87 nA.
It saturates with V (see the circles in Fig. 9.15(b)). What is more interesting is how G
changes. It peaks at 2 V, which exactly corresponds to En = 2 eV in our DOS. This ex-
plains why the current flows only if there is a channel between two chemical potentials
of the drain and source. G peaks whenever there is such a channel.

To this end, our calculation is limited to the ballistic transport T(E) = 1. Next, we
consider a case with En = 1 eV. Figure 9.15(c) shows our DOS, which is normalized be-
tween 0 and 2 eV. We now see that it peaks at 1 eV, in contrast to Fig. 9.15(a). In order to
see how transmission T(E) affects transport, we use the transmission from Chapter 2,
where the finite barrier height V0 is 2 eV and the barrier width is 3 Å. The current and
conductance are given in Fig. 9.15(d). One sees that the current is further reduced since
T(E) becomes smaller. The current has a plateau after 2 eV because there are no more

13 M in eq. (9.6.2) gives us good guidance.
14 Unfortunately, ρ has been overly used, but it is mostly related to density.
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Figure 9.15: (a) The normalized density of states ρ(E) as a function of E within [−20 eV, 20 eV]. Only a sin-
gle eigenstate at 2 eV is included. The broadening δ is 0.1 eV. (b) Current-voltage curve (empty circles) and
conductance–voltage curve (filled circles) under a single eigenvalue limit and ballistic limit. (c) The nor-
malized density of states with En = 1 eV. (d) I-V (solid) and G-V (dashed) curves with a realistic T(E) from
quantum tunneling.

states larger than 2 eV that we set. The conductance no longer peaks at En due to the
influence of T(E). This shows that in a practical device, I-V and G-V curves sensitively
depend on both the transmission and DOS of the device.

What we have presented so far is an introduction to quantum transport. One
might wonder why we take the Landauer approach, instead of the time-dependent
Schrödinger equation. The answer is that we cannot solve the Schrödinger equation,
even numerically, because we are dealing with three subsystems, two semi-infinite sub-
systems, source and drain, and one finite device. These semi-infinite systems cannot be
treated in the momentum space either, as solid-state physics would. Essentially, we are
forced to compute everything in real space. Landauer’s idea is to use a transmission co-
efficient as a way to investigate transport properties. The advanced reader may consult
several excellent books on this topic [63].

Exercise 9.6.3.
32. Suppose that En = 0.5 eV and δ = 0.01 eV. Compute the I-V curve as a function of voltage for the trans-
mission (a) T(E) = 1 and (b) T(E) = 0.5. (c) Compare the results from (a) and (b) and explain the difference.
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9.7 Scanning tunneling microscope

In 1981, Gerd Binnig and Heinrich Rohrer [68] invented the scanning tunneling micro-
scope (STM), for which they were awarded a Nobel Prize in Physics in 1986. STM for
the first time enables one to “visualize” atoms on atomic scales. It represents a triumph
of quantum tunneling in real applications from surface structure characterization to
surface reconstructions. A subsequent discovery of the atomic force microscope (AFM)
enables one to investigate insulating samples, such as DNA and polymers. This section
is devoted to some of its basic principles and operations.

9.7.1 Principle of the STM

A typical STM consists of a metallic tip, which scans across the surface of a sample, a
power supply, and a current detection system, which may include a feedback loop. Fig-
ure 9.16(a) shows a typical scheme. Three piezodrives, made of a piezomaterial, move
the tip along the x-, y-, and z-axes. The piezodrives are calibrated by capacitor plates.
A typical sensitivity is 2.0 ± 0.2 Å/V. This means, for every volt, the tip moves 2 Å. One
brings the tip close to the sample’s surface, without touching the surface. Once a bias
is applied between the tip and sample, electrons can tunnel through a vacuum bar-
rier and generate a current of nA or pA. Experimentally, one measures the current as
a function of position x, y and z. The current change encodes the electron density and
its spatial profile that reflect the underlying atomic arrangement. The tip is usually very
sharp. One can use a pair of scissors to cut a wire at 90∘, post-processed by chemical
etching.

Figure 9.16: (a)Typical scanning tunneling microscope (STM) setup. A sharp tip, usually mounted on a
piezomaterial, such as Pb(Ti, Zr)O2 (PZT), is brought close to a conductor surface. Electrons tunnel through
the gap between the tip and the surface, and under an external voltage bias, they contribute a current.
The current sensitively depends on the distance between the tip and surface. The image in Fig. 1.2 is pro-
duced by STM. (b) For insulating surfaces such as DNA, one detects the attractive force between the tip
and surface by measuring the reflected light from the back of the tip. The reflected signal is recorded by a
position-sensitive photodetector.
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9.7.2 How STM gains atomic resolution and the Binnig–Rohrer factor

It is the quantum tunneling that enables STM to obtain atomic resolution. In Section 2.7.2,
we showed that transmission exponentially depends on the barrier width. From Sec-
tion 9.6, we see that the current is directly proportional to the transmission.

Suppose the distance between the atoms on a sample surface and those on the tip
is z, which is the same as a in Section 2.7.2, and the transmission is

T(E) = g(E)e−
2zℏ √2me(V0−E), (9.7.1)

where g(E) is a function of E andV0 and is less than 1. To simplify our notation,we define
2
ℏ√2me as the Binnig–Rohrer factor,

SBR =
2
ℏ
√2me = 1.025 Å

−1eV−1/2. (9.7.2)

Assume that we only apply a low bias, so E can be approximated by the Fermi energy
Ef . V0 is the barrier potential due to the surface confinement, where electrons cannot
escape from the surface, and V0 − Ef is defined as the work function, ϕ. We caution
again that V0 is a potential energy. Under the low-bias limit (see Section 9.6), the current
is proportional to T(Ef ):

I(z) = e
2

h
g(Ef )e

−SBRz√ϕΔV , (9.7.3)

which is found from eq. (9.6.7). If we have two barrierwidths, z1 and z2, and if we further
assume the charge density is the same, then the ratio of two currents I1 and I2 is

I(z1)
I(z2)
= e−SBR(z1−z2)√ϕ. (9.7.4)

Its logarithm is

ln I(z1)
I(z2)
= −SBR√ϕ(z1 − z2). (9.7.5)

So, the slope of ln I is a direct measurement of√ϕ. If z is in Å, then ϕ is in eV. The reduc-
tion of current is exponentially dependent of z. So any atoms, slightly away from the tip,
have a negligible contribution to the total current. This provides the atomic sensitivity.

In experiments, one can fix the current and change z, while scanning along the xy-
plane. This is called the constant current mode, by adjusting z. This can be done by
changing the voltage to the piezodrive along the z-axis. If the surface is electronically
homogeneous, the constant current means the same height z everywhere. Then, the
current is a function of x, y, z, or I(x, y, z), which encodes the surface information of
a sample.
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STM is restricted to conducting surfaces and does not work for insulatingmaterials.
The atomic force microscope (AFM) is used instead. It uses the force between the tip
and sample. The cantilever deflects up or down, depending on the force. Figure 9.16(b)
shows the setup. Modern STM and AFM are much more sophisticated and widely used
in research and industry.

Exercise 9.7.2.
33. Show the Binnig–Rohrer factor SBR =

2
ℏ√2me = 1.025 Å

−1eV−
1
2 .

34. The tunnel current is roughly of the form [68] I = f (V) exp(−√ϕ̄ ⋅ z), where f (V) is a weighted joint local
density of states of tip and object, ϕ̄ is the average tunnel barrier height in eV, and z is the separation of two
metals in Å. (a) It is clear that the unit of the exponential function is not correct. What are missing? Hints:
Check eq. (2.7.2). (b) Given ϕ̄ = 5 eV, after correction of the units, compute the current ratio at z1 = 1 Å and
z2 = 1 Å.
35. Tungsten tips are used for STM. The work function of tungsten is 4.5 eV. When the barrier width z is 1 Å
between the tungsten tip and a sample, the current is 2 nA. Find the currents at z = 2 Å and 4 Å.

9.8 Lattice vibrations

The harmonic oscillator is a model for a single atom. In real materials, we have many
atoms, often coupled to each other. For instance, in CO2 the carbon is bonded to two
oxygen atoms. In C60, each carbon has three neighboring carbon atoms. We have 174
vibrational modes. In fact, for a system with N atoms, the total number of the degrees
of freedom is 3N . We subtract 3 translational modes and 3 rotational modes, and we
have 3N −6 normal modes of nonzero frequency and 3N −6 normal modes of molecular
vibrations. This section starts with classical physics and then introduces the quantum
concept: phonon.

9.8.1 Normal modes

We consider a chain of N identical atoms along the x-axis, situated at x1, x2, . . . xN (see
Fig. 9.17(a)). The spatial separation between twoneighboring atoms is a, so xl = la, where
a is the lattice constant. Every atom has two neighbors. Consider atom l, with position
xl , which has two neighbors: atom l + 1 and atom l − 1. The interaction between atoms is
modeled by an ideal harmonic oscillator, with spring constant C.15 The force from atom
l + 1 on atom l is C[(xl+1 − xl)− (x

0
l+1 − x

0
l )] and that from l − 1 is C[(xl−1 − xl)− (x

0
l−1 − x

0
l )],

where x0l is the equilibrium position of atom l, so the total force on l is

Fl = C[(xl+1 − x
0
l+1) − (xl − x

0
l )] + C[(xl−1 − x

0
l−1) − (xl − x

0
l )]

≡ C(ul+1 − ul) + C(ul−1 − ul) = C(ul+1 + ul−1 − 2ul),
(9.8.1)

15 We do not use k here since k is reserved for a wavevector.
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Figure 9.17: (a) A chain of atoms are arranged along the x-axis. Each atom l has two neighbors, l − 1 and
l + 1. At the end of the chain, we connect atom 1 and atom N. (b) The displacement u(l, t) as a function of
time t for atom l. (c) Collective vibration in a chain of 12 atoms at time t1 (filled circles) and t2 (empty boxes),
where t1 < t2. The displacement u(l, t) is plotted as a function of atom index l. The wave moves to the right.
(d) The same as (c), but the wave moves to the left.

where ul = xl−x
0
l is the displacement of atom l. Equation (9.8.1)works for any atomaway

from two ends of the chain, but, for l = 1 and l = N , the atom only has one neighbor,
so the force cannot be balanced, which is unphysical. To resolve this issue, one either
manually fixes these two end atoms or one links the l = 1 atom to the l = N atom.
This secondmethod is called the periodic boundary condition, which is used below. The
dashed line in Fig. 9.17(a) shows this periodic condition.

Suppose that all the atoms have the same mass m. Equation (9.8.1) provides an ac-
celeration for atoms, and the Newtonian equation of motion is

m𝜕
2ul
𝜕t2
= C(ul+1 + ul−1 − 2ul). (9.8.2)

Given an initial condition, this equation describes various dynamics, where u depends
on both time and space. To simplify our calculation, we examine only a normal-mode
solution, where ul(t = 0) contains a single frequency, ω, and u(l, t) = ul(t = 0)eiωt .
Figure 9.17(b) shows an example of ul for one period of time for atom l. Figure 9.17(c)
shows u(l, t) at a fixed time t1 (filled dots) as a function of atom l for a chain of 12 atoms
for the wave traveling to the +x-axis, or the wavevector k > 0. This is a snapshot of all
the atoms in space, so one sees that a wave across all the atoms appears. The vertical
arrows in Figs. 9.17(c) and 9.17(d) denote moving directions of the atoms at the next time
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t2 (empty boxes). A simple way to find those directions is: (i) Locate the atoms at their
maximum positive and negative displacements, i. e., crests or troughs, here, l = 3 and
l = 9; (ii) draw two arrows toward the u = 0 line; and (iii) check which direction the
collective wave propagates. In our case, it is to the right. All the atoms behind these
extreme atoms, i. e., l = 3 and l = 9, have the same moving direction until one hits on
the next extreme atom. Figure 9.17(d) shows a wave propagating to the left, or k < 0.

The normal-mode solution decouples the spatial dependence of ul from its time de-
pendence, i. e., ul(t) = ul(t = 0)e

iωt . Substituting ul(t) into eq. (9.8.2) yields

−mω2ul(t = 0) = C(ul+1(t = 0) + ul−1(t = 0) − 2ul(t = 0)), (9.8.3)

where the time dependence of ul(t) is eliminated. Because the expression ul+1(t = 0) +
ul−1(t = 0) − 2ul(t = 0) is a finite difference form of d2u

dx2 if u were continuous, eq. (9.8.3)
is similar to the differential equation

C d
2ul
dx2
(Δx)2 +mω2ul = 0,

which suggests a solution of ul ∼ e
ikx . In our case, ul(t = 0)must take a traveling wave

solution, ul(t = 0) = u0e
ikla, since we are interested in wave propagation. Here, u0 is a

constant and determined by the initial boundary condition. In Fig. 9.17, u is written as
u(l, t) to highlight the fact that u depends on the atom position l and time t.

To see whether ul = u0e
ikla is indeed a solution, we substitute it into eq. (9.8.3),

−mω2u0e
ilak = C(u0e

i(l+1)ak + u0e
i(l−1)ak − 2u0e

ilak). (9.8.4)

Canceling the factor u0e
ilak on both sides yields

−mω2 = C(2 cos(ak) − 2) = 2C(cos(ak) − 1) = 2C(−2 sin2(ka/2)),

ω2 =
4C
m

sin2(ka/2)→ ωk = 2√
C
m
sin(ka/2)

.

This demonstrates that, if we choose a proper ω, both sides have no dependence on l
anymore, so that our trial solution is a correct solution. We purposely add a subscript
k to ω to denote that ω is a function of k. For this reason, we call ωk a dispersion rela-
tionship of lattice vibrations. Figure 9.18 shows this dispersion. Between −π/a and π/a
is called the first Brillouin zone, as known from the prior sections. Although the disper-
sion repeats itself outside this region, they are unphysical. This is because, physically,
the longest wavelength of λ = Na covers all the atoms, and the shortest wavelength of
λ = 2a only spans two atoms. Shorter than 2a is unphysical. This implies that the largest
|k| is π/a, and the smallest k is 2π/Na, which is also the step size, Δk. To match the peri-
odic boundary condition, k must take the integer multiple, nΔk = n(2π)/(Na), where n
runs from −N/2 to N/2, excluding n = 0. The solid line in Fig. 9.18 is an ideal case with
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Figure 9.18: Vibrational frequency dispersion ωk , i. e., phonon dispersion as a function of crystal momen-
tum k. The crystal momentum range within [−π/a : π/a] defines the first Brillouin zone. Although ωk is
periodic in k, it does not mean that k can take values beyond the Brillouin zone, which is different from the
electron band structure. The unit of ωk is 2√C/m, where C is the spring constant andm is the mass of the
particle.

N →∞, which never exists in a real sample, so the k = 0 point must be excluded. For 12
atoms there are only 12 k’s. If k < 0, this means that our wave moves along the −x-axis,
which is illustrated in Fig. 9.17(d). The wave nature of the collective motion involving all
the atoms is better reflected with a longer λ or smaller k. This corresponds to the linear
portion of the dispersion in Fig. 9.18, where for a small k, ωk ≈ √

C
mka, so ωk is linearly

proportional to k.
For the same reason, we write ul as u

k
l = u0e

ikla. The displacement of neighboring
atoms forms a continuous wave, with a fixed phase difference,

ukl+1
ukl
=
u0e

ia(l+1)k

u0eia(l)k
= eiak ,

which is independent of l. When the next moment comes, the wave simply shifts toward
the propagation direction. This is the collective motion of all the atoms in the chain.

In molecules and three-dimensional solids, one normally computes the normal
mode frequency by diagonalizing dynamic matrices. C60 is one example. Sixty carbon
atoms form a Buckminister fullerene cage structure with the highest point group sym-
metry Ih. Table 9.1 shows the frequencies of vibrationalmodes in C60 for both the Raman
and infrared active modes.

Exercise 9.8.1.
36. A chain of 60 carbon atoms has a phonon frequency of 5 THz. Compute the spring constant C in the units
of eV/Å.
37. C60 has a mode of frequency 481 cm

−1. The units are in wavenumbers, i. e., the number of waves per cm.
Use ν = c

λ to convert it to the units of THz.

38. For a small k, show ωk ≈ √
C
m ka, where ωk is linearly proportional to k.
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Table 9.1:Main normal mode frequencies in C60 computed with our parameters and comparison with the
experiments [69, 70]. The agreement with theory [71] is excellent, where the difference is less than 1%, so
their numerical results are not listed. The frequencies are in the unit of cm−1.

Raman modes Ag(1) Ag(2) Hg Hg Hg Hg Hg Hg Hg Hg

ν (theory) 481 1476 245 374 479 772 1184 1410 1545 1817
ν (experiment) 496 1470 273 437 710 774 1099 1250 1428 1575

IR modes T1u T1u T1u T1u

ν (theory) 427 583 1326 1498
ν (experiment) 528 577 1183 1429

9.8.2 Phonons

If we quantize collective vibrational excitations in amolecule or solid, we have phonons.
Then, the dispersion shown in Fig. 9.18 is called the phonon dispersion. The phonon fre-
quency is typically on the order of THz (= 1012 Hz). The phonon’s Hamiltonian is

Ĥ =∑
k
(â†k âk +

1
2
)ℏωk ,

where the ladder operators â†k and âk are now called creation and annihilation opera-
tors, respectively, with a subscript, k. The number operator is n̂k = a

†
kak . The eigenen-

ergy is Ek = (nk +
1
2 )ℏωk . The connection between the number of phonons and the dis-

placement of the nuclear vibration is also the same as the harmonic oscillator. A larger
displacement corresponds to many excited phonons.

Phonons and photons are bosons. A single energy level can have many phonons.
They follow the Bose–Einstein distribution,

⟨n̂k⟩ = fBE =
1

eβEk − 1
, (9.8.5)

where β = 1/kBT . Because fBE must be positive, Ek for bosons must be positive. If Ek is
small, fBE ∝ 1/(βEk) can be a huge number. If lots of phonons occupy the same level,
we have Bose–Einstein condensation. This happens in cold atoms and superconductors.
Figure 9.19 compares three distributions: Maxwell–Boltzmann, Fermi–Dirac, and Bose–
Einstein distributions.

Quantization of the phonon energy does not only explain the blackbody radiation
as seen in Chapter 3 but also, more importantly, explains the specific heat change with
temperature. The specific heat c is defined as the amount of heat energy needed to raise
the temperature of a matter per unit of mass,

c = dE
dT
, (9.8.6)
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Figure 9.19: (a) Maxwell–Boltzmann, (b) Fermi–Dirac and (c) Bose–Einstein distributions.

where E is the heat energy and T is the temperature. In SI units, c is in J/K. Classical
Maxwell–Boltzmann distribution predicts the thermal energy for a three-dimensional
oscillator is 3kBT . Because one over the unit of mass (in grams) is the Avogadro number
NA, the total heat energy is E = 3NAkBT , which leads to c = 3NAkB. This means that c
is independent of temperature, which contradicts the experimental observation. Exper-
imentally, it is observed that c goes to zero as T → 0 and approaches a constant as T
becomes very high. In 1907, Einstein adopted the quantum concept and finally resolved
this issue.

Exercise 9.8.2.
39. C60 has a mode of 1817 cm

−1. Find its corresponding energy E in eV. (Answer: 0.225 eV).
40. According to eq. (9.8.5), find E/kBT if fBE = 1000.
41. Einstein used the thermal energy per mole E = 3hνNA/(e

hν/kBT − 1). (a) Compute c. (b) Plot c as a function
of T for ν = 0.1 eV and ν = 1 eV. What do you find?

9.9 Problems

1. Consider an operator, T̂ , which transforms a wavefunction ψ(t) of a system from
time t to t + Δt, where Δt is infinitesimal. If ψ(t + Δt) = e−iωΔtψ(t), show the operator
that can perform such change is a Hamiltonian operator.

2. (a) Directly integrate

1
L

Na

∫
0

e−iqxeinbxeikxdx,

where L = na, b is the primitive reciprocal lattice vector, b = 2π/a, q, and k
is the crystal momentum. (b) Consider two cases: (i) (−q + nb + k) = 0 and (ii)
(−q + nb + k) ̸= 0.
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3. In the nearly free-electron model, at Δ ̸= 0, (a) compute the expectation value of
p̂x from Ek using the Hellmann–Feynman theorem ⟨ψk |p̂x |ψk⟩ =

me
ℏ
𝜕Ek
𝜕k . (b) Com-

pute ⟨ψk |p̂x |ψk⟩ using the eigenfunction to prove that they are exactly the same. (c)
Compute the velocity υx . (d) Show the expectation value of ⟨ψ−|p̂x |ψ−⟩ = (Δ −

1
2 )(1 −

1
√(Δ− 12 )

2+V 2
n

), which matchesm 𝜕E−ℏ𝜕k .
4. Starting from eq. (9.3.10), (a) normalize it; (b) compute the expectation of p̂x ; (c)

compute ⟨ψk |x|ψk⟩ (Answer: ⟨ψk |x|ψk⟩ =
L
2 ); (d) compute ⟨ψk1 |x|ψk2⟩, where k1 and

k2 are different.
5. According to Section 9.4.1.1, prove the Berry connection −i⟨ψk |

𝜕ψk
𝜕k ⟩ is equal to the

lattice site expectation value 1
N ∑l Rl .

6. (a) Starting from eq. (9.4.17), prove ψk+nb = ψk . (b) Directly starting from two eigen-
states |ψk1⟩ and |ψk2⟩, show that the transitionmatrix elements ⟨ψk1 |x̂|ψk2⟩ are given
by eq. (9.4.20).

7. (a) Starting fromeq. (9.4.14), find the energy dispersionEk of the face-centered cubic.
(b) Choose the Γ-X line to plot the band.

8. The body-centered cubic has the energy dispersion Ek = −t cos(kxa) cos(kya) ×
cos(kza). Setting kza = 0, plot the Fermi surfaces at several different Fermi ener-
gies, EF = −0.9t,−0.5t, 0, 0.5t, 0.9t.

9. (a) Show that a free-electron gas model in a two-dimensional square lattice has the
Fermi wavevector of kF = √2πne, where ne is the electron surface density ne =
Ne/(Na)

2,N is the number of lattice sites, a is the lattice constant, andNe is the num-
ber of electrons. (b) Show that in a free-electron gas model in a three-dimensional
cubic lattice, the Fermi wavevector is kF =

3√3π2ne, where ne = Ne/(Na)
3.

10. A one-dimensional system has band dispersion Ek = E0 cos(ka), where E0 is an en-
ergy constant, k is the wavevector, and a is the lattice constant. Suppose we haveNe
electrons. Draw the Fermi surfaces by choosing several different Ne.

11. A one-dimensional system has the band structure Ek =
ℏ2

ma2 (1−cos(ka)+2 cos(2ka)).
(a) Find the energy bandwidth (defined as the difference between the band maxi-
mumandminimum). (b) Calculate the group velocity. (c) Compute the effectivemass
of the electron at Γ point.

12. A one-dimensional periodic potential is given as V (x) = −V0∑
N
n=1 δ(x − na), where

a is the lattice constant, δ is the Dirac delta function, and V0 is a constant. Before
forming a solid, atoms are in the atomic one-dimensional s orbital, ϕat(x − na) =
√ce−c|x−na|. (a) Using the tight-binding approximation, compute the energy band Ek .
Hint: Follow eqs. (9.4.9), (9.4.10), and (9.4.14). You can set the atomic energy to Eats .
(Answer: Ek = E

at
s −2V0ce

−ca cos(ka)). (b) Using the variational principle tominimize
Ek to find c.



10 Special topics: many-body systems, magnetism,
and quantum information

This chapter introduces some advanced topics: electron correlation, magnetism, the
Berry phase, and quantum information processing. Except for the Berry phase, the re-
maining sections heavily rely on many-body wavefunctions, so it is necessary to first
cover Unit 1. The Berry phase is included since it finds many applications in condensed
matter and provides some additional insights into QM.

This chapter consists of four units:
– Unit 1, containing Sections 10.1 and 10.2, introduces several approximations for

many-body problems and then focuses on particle indistinguishability and many-
body wavefunctions of bosons and fermions.

– Unit 2 includes Sections 10.3, 10.4, and 10.5. It introduces the spin singlet and spin
triplet, the Coulomb and exchange correlation, and explains where magnetism
comes from. The Heisenberg exchange spin model is also introduced.

– Unit 3 contains Section 10.6. It addresses quantum information, where quantum
bits, gates and the hardware for quantum computers are introduced.

– Unit 4 contains Section 10.7. It starts with the adiabatic approximation, leading to
the geometrical phase. Then it introduces the Berry connection and the Berry phase.

10.1 Many-body systems under various approximations

Molecules and solids contain lots of electrons and nuclei, given by the Avogadro number
NA = 6.023× 10

23 per mole. NoteNA is the inverse of the atomic mass unitmu (in grams):
NA ×mu = 1 (chemistry × physics = 1). In a system of N nuclei andM electrons, even if
we treat them all classically, this is not an easy task. The normal-mode nuclear vibration
and its quantum, the phonon, in molecules and solids discussed in Section 9.8 are a way
to describe their collective interactions. If treated fully quantummechanically, the total
wavefunction is Ψ(R1, . . . ,RN ; r1, . . . , rM ), where Ri is the nuclear coordinates, and ri is
the electron’s coordinates. A full quantum mechanical treatment is nearly impossible
except for a few small systems. Various levels of theory are developed.

10.1.1 Born–Oppenheimer approximation

The first approximation is called the Born-Oppenheimer approximation. Because nu-
clei are at least four orders of magnitude heavier than the mass of electrons, one can
approximate Ψ(R1, . . . ,RN ; r1, . . . , rM ) by a product of the nuclear Ψnu(R1, . . . ,RN ) and
electronic wavefunctions Ψel(r1, . . . , rM ), i. e.,

https://doi.org/10.1515/9783110672152-010

https://doi.org/10.1515/9783110672152-010
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Ψ(R1, . . . ,RN ; r1, . . . , rM ) ≈ Ψnu(R1, . . . ,RN )Ψel(r1, . . . , rM ).

Here, Ψ represents a many-body (many nuclei or many electrons) wavefunction.
We denote the nuclear Hamiltonian as Ĥnu, which includes nucleus–nucleus inter-

action, nucleus–electron interaction as Ĥne, and the electron Hamiltonian as Ĥel, which
includes the electron–electron interaction. So, the total Hamiltonian is Ĥ = Ĥnu + Ĥne +
Ĥel. Our approximate Schrödinger equation is

ĤΨ = EΨ. (10.1.1)

To find the effective Schrödinger equation for electrons, we left multiply the nuclear
wavefunction ⟨Ψnu| and integrate over the nuclear coordinates to get

[⟨Ψnu|Ĥnu|Ψnu⟩ + ⟨Ψnu|Ĥne|Ψnu⟩ + Ĥel]|Ψel⟩ = E|Ψel⟩. (10.1.2)

One sees that the electronsmove in the effective potential created by the nuclei. The first
term is a constant and represents the nuclear energy. The second term is still an operator
because the electronic part is not integrated over. The last term is the pure electron
Hamiltonian. Similarly, we can find the effective Schrödinger equation for nuclei by left
multiplying ⟨Ψel| and integrating over the electronic coordinates,

[Ĥnu + ⟨Ψel|Ĥne|Ψel⟩ + ⟨Ψel|Ĥel|Ψel⟩]|Ψnu⟩ = E|Ψnu⟩. (10.1.3)

The time-dependent Schrödinger equations are similar. Although we separate the nu-
clear and electronic wavefunctions, this does not mean that nuclei and electrons are
independent of each other. In fact, the solution in eq. (10.1.2) affects the solution in eq.
(10.1.3), and vice versa. Therefore, one has to solve them self-consistently. Essentially,
when we solve electronic wavefunctions, we assume that the nuclei coordinates do not
change. For this reason, this approximation is also called the adiabatic approximation.

10.1.2 Independent electron approximation

To further simplify our equation, we take another approximation: independent particle
approximation, where particles do not interact each other. We use M electrons as an
example. The total Hamiltonian is

Ĥel = Ĥ1 + Ĥ2 + ⋅ ⋅ ⋅ + ĤM , (10.1.4)

where Ĥ1 only acts upon electron 1, Ĥ2 on 2, and so on. Assuming their eigenfunction is
|ϕi⟩ for electron i, Ĥi|ϕi⟩ = Ei|ϕi⟩, the eigenfunction of Ĥel must be

Ψel(1, 2, . . . ,M) = ϕ1ϕ2 ⋅ ⋅ ⋅ϕM =
M
∏
i
ϕi, (10.1.5)
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which can be checked by directly substituting Ψel(1, 2, . . . ,M) into ĤelΨel = EΨel. And
the total eigenenergy E is

E = E1 + E2 + ⋅ ⋅ ⋅ EM =
M
∑
i
Ei. (10.1.6)

This shows two crucial features of the independent electron approximation: (1) The total
energy is the sum over all the individual eigenenergies (eq. (10.1.6)), but (2) the total
eigenfunction is the product of individual eigenfunctions (eq. (10.1.5)). A wavefunction
of this type is called an uncorrelated (in correlated electron physics), or unentangled (in
quantum information), wavefunction or state.

The adiabatic and independent-electron approximations have been very successful
in describing various phenomena in chemistry and physics and explain, why in atoms,
molecules, and solids we can add the energies of each electron to get an approximate
total energy. This also includes the band structure in solids and molecular orbitals in
molecules.

10.1.3 Hartree–Fock approximation and density functional theory

To this end, our QM treatment is limited to the single independent-particle level. Both
the molecular orbital theory and the band-structure theory in prior chapters are based
on this picture. Oncewe include the electron–electron interaction, our electronic Hamil-
tonian is Ĥe + Ĥee, where Ĥe is the single-electron Hamiltonian and Ĥee is the electron-
electron interaction.

We consider two electrons, with Ĥel = Ĥe1 + Ĥe2 + Ĥee, and our many-electron
Schrödinger equation is

ĤΨ(1, 2) = EΨ(1, 2)→ (Ĥe1 + Ĥe2 + Ĥee)Ψ(1, 2) = EΨ(1, 2), (10.1.7)

where we have removed the subscript “el” on Ψ. If we assume Ψ(1, 2) can be written as
a product of two single-electron wavefunctions ϕ1 and ϕ2, Ψ(1, 2) = ϕ1ϕ2, this is called
the Hartree–Fock approximation.

However, the independent-particle theory cannot explain the Pauli exclusion prin-
ciple, magnetism, superconductivity, and other properties. This is because, in general,
the two-electron wavefunction Ψ cannot be written as a product of two single-electron
wavefunctions. The wavefunction of this type is called the correlated wavefunction, or
the entangledwavefunction. It is this wavefunction that introducesmagnetism, strongly
correlated systems, quantum computing, and quantum cryptography. Modern theories
are mostly based on the density-functional theory [72] and the Kohn–Sham equation
[73], where the electron–electron interactions, Coulomb interaction, and exchange cor-
relation are treated by approximate density functionals.
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Exercise 10.1.3.
1. Use the independent-particle method to write down the total energy and eigenfunction for benzene in
terms of ECi−2s and ECi−2p, where Ci refers to six carbon atoms and 2s and 2p are the electrons. Ignore the
1s-electron.
2. Consider a carbon atom. (a) Show Ψ = ϕnϕ1sϕ2sϕ2p is not an eigenfunction of Ĥ = Ĥn + Ĥ1s + Ĥ2s + Ĥ2p +
Ĥn−1s + Ĥn−2s + Ĥn−2p. (b) Show the sum, E ̸= En + E1s + E2s + E2p, is not the eigenenergy of Ĥ.
3. Derive eqs. (10.1.2) and (10.1.3).
4. Suppose Ψ(1, 2) = ϕ1ϕ2 for a system of two electrons. Derive the Hartree–Fock equations for electrons 1
and 2, in a similar manner as eqs. (10.1.2) and (10.1.3).

10.2 Particle indistinguishability in many-body systems

In CM, particles are distinguishable by their shapes, colors, locations, or other attributes.
For instance, two identical cars can be distinguished by their locations. In QM, we can
also distinguish them in the same way as CM. For instance, we can tell the electron from
the proton in the H atom by mass and charge. However, this is no longer possible if we
have two identical particles. Two quantum particles are defined as identical or indis-
tinguishable (i) if they have the same physical properties, such as mass, charge, spin,
polarization, and frequency, and (ii) if they appear in the same location and at the same
time. Here, the same locationmeans two spatial wavefunctions are overlapped in space.
In short, overlap ≡ indistinguishability ≡ entanglement [10]. When any identical parti-
cles exchange, they are indistinguishable from the viewpoint of probability density.

But, the wavefunction is always distinguishable. Suppose a system consists of N
identical particles. Its wavefunction is a many-body wavefunction, denoted as
Ψ(r1, r2, . . . , rN ; s1, s2, . . . , sN ; t), where ri and si are the spatial and spin coordinates
and t is time. If we exchange particle i with j, we have a new wavefunction

𝒫ijΨ(r1, r2, . . . , ri, . . . , rj , . . . , rN ; s1, s2, . . . , si, . . . , sj , . . . , sN ; t) (10.2.1)
= Ψ(r1, r2, . . . , rj , . . . , ri, . . . , rN ; s1, s2, . . . , sj , . . . , si, . . . , sN ; t), (10.2.2)

where 𝒫ij is defined as the exchange operator that exchanges i with j. How this new
wavefunction is related to the old wavefunction is the topic of this section.

10.2.1 Identical particles and entanglement

We start with a systemwith two identical particles at the same time and the same place,
such as two electrons in H2, but not one electron and one proton in the H atom. If we
have two photons, they must have the same frequency, polarization, and other physical
properties, and arrive at the same time. The indistinguishability depends on space and
time, which underlies linear optical quantum computing.
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We use Ψ(1, 2; t) to denote the many-body wavefunction (here the two-body wave-
function), where 1 and 2 denote particles 1 and 2, respectively, and t is the time that will
be omitted in the following. We want to make this more explicit. Suppose particle 1 is at
spatial coordinates r1 with spin s1, where r1 refers to (x1, y1, z1) and s1 refers to a partic-
ular spin state such as |↑⟩ or |↓⟩ or any mixture of spin-up and spin-down. So, Ψ(1, 2) is
really Ψ(r1, s1; r2, s2).

Whenwe exchange two particles 1↔ 2, wemove particle 1 to r2 and assign spin s2 to
it, while particle 2 to r1with spin s1.Wedefine the exchange operator𝒫12 as𝒫12|Ψ(1, 2)⟩ =
|Ψ(2, 1)⟩, where𝒫12 = 𝒫21 by definition. It is easy to show𝒫2

12 = 1. As seen in Chapter 1, in
QM only the probability density ρ has a physical meaning. For a single-body wavefunc-
tion,ψ(1),ρ(1) = |ψ(1)|2, wherewehave already integrated over the spinwavefunction χ.
For a two-body state, we define the density as ρ(1, 2) = Ψ∗(1, 2)Ψ(1, 2) = |Ψ(1, 2)|2. Now,
we exchange 1 ↔ 2, 𝒫12ρ(1, 2) = ρ(2, 1). If ρ(1, 2) = ρ(2, 1), then we have two identi-
cal particles; otherwise we don’t, such as one electron and one proton. The meaning of
identical particles is realized mathematically through the density, i. e.,

ρ(1, 2) = ρ(2, 1) → Ψ(1, 2)

2
= Ψ(2, 1)


2
→ Ψ(1, 2) = eiθΨ(2, 1),

where θ is a real phase. This means that every exchange in the identical particle indices
1 with 2 in the wavefunction Ψ(1, 2) produces a phase factor of eiθ. Now, if we do it again,
we should get another phase factor as

Ψ(1, 2) = eiθΨ(2, 1) = eiθeiθΨ(1, 2) = e2iθΨ(1, 2)→ e2iθ = 1→ θ = 0 or π.

Before we discuss the phase θ, we should emphasize the general property of Ψ(1, 2):
Ψ in general cannot be written as a product of the spin and spatial wavefunctions and
even the spatial wavefunction alone cannot be rewritten as a product of two spatial
single-particle wavefunctions. Therefore, a many-body state is entangled. The entangle-
ment can be in space or in spin or both. These general cases are rather complicated for
the beginner, so our following presentation is an approximate version of Ψ, where Ψ is
approximated as a product of ψ and χ, i. e., Ψ ≈ ψ ⊗ χ, with ψ(r1, r2, . . . , rN ) being the
spatial part and χ(s1, s2, . . . , sN ) the spin part. ⊗ represents a product. As before, ϕ(r)
denotes a single-body spatial wavefunction. Here, time t is omitted.

Exercise 10.2.1.
5. Show𝒫2

12 = 1.
6. Suppose a system has two particles. (a) Show, if particle 1 is a proton and particle 2 is an electron, the
density ρ(1, 2) ̸= ρ(2, 1). (b) If ρ(1, 2) ̸= ρ(2, 1), prove Ψ(1, 2) cannot differ from Ψ(2, 1) only by a phase factor.
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10.2.2 Bosons

If we choose θ = 0, we have Ψ(1, 2) = Ψ(2, 1), where the wavefunction does not change
signs when we exchange two particles. The wavefunction of this type is called symmet-
ric, and its corresponding particles are called bosons. A photon and phonon (quantum
of vibration) are bosons. Bosons have integer spin angular-momentum quantum num-
bers s = 0, 1, . . . . If we have three bosons, the wavefunction does not change sign if we
perform an exchange of any pairs of particles, Ψ(1, 2, 3) = Ψ(2, 1, 3) = Ψ(1, 3, 2), . . . . The
many-body wavefunction introduces entanglement, in general, ρ(1, 2) ̸= ρ(1)ρ(2).

Example 1 (Many-body wavefunction for bosons). (a) A system has two bosons in the same single-particle
normalized state ψa. Write down the wavefunction and check whether ρ(1, 2) = ρ(1)ρ(2). (b) If two bosons
occupy two different statesψa andψb, write down all the possible wavefunctions and check whether ρ(1, 2) =
ρ(1)ρ(2).

(a) Since we only have a single-particle state, there is only one possible configuration, Ψ(1, 2) =
ψa(1)ψa(2), where indices 1 and 2 refer to particles 1 and 2, respectively. Exchanging 1 with 2 does not change
Ψ, so we say the bosonic wavefunction is symmetric. According to the definition, ρ(1, 2) = Ψ(1, 2)Ψ∗(1, 2) =
ψa(1)ψa(2)ψ

∗
a (1)ψ
∗
a (2) = ρ(1)ρ(2).

(b) In this case, we have many possible wavefunctions. We can put both bosons into the same wave-
function as (a), Ψ(1, 2) = ψa(1)ψa(2) to get ρ(1, 2) = ρ(1)ρ(2). Next, if we want to put them in different wave-
functions, cautionmust be taken tomake the wavefunction symmetric. Suppose we haveψa(1)ψb(2), but this
configuration is not symmetric because, if we exchange 1 ↔ 2, we get ψa(2)ψb(1), which is not the same as
ψa(1)ψb(2). This means that we need to add these two configurations up, Ψ(1, 2) = ψa(1)ψb(2)+ψa(2)ψb(1).
Now, if we exchange 1 ↔ 2, Ψ(1, 2) = Ψ(2, 1). The normalized wavefunction is Ψ(1, 2) = 1

√2
(ψa(1)ψb(2) +

ψa(2)ψb(1)). ρ(1, 2) =
1
2 (ρa(1)ρb(2) + ρa(2)ρb(1) + ψa(1)

∗ψb(1)ψ
∗
b (2)ψa(2) + ψa(2)

∗ψb(2)ψ
∗
b (1)ψa(1)), which

shows that ρ(1, 2) ̸= 1
2 (ρa(1)ρb(2) + ρa(2)ρb(1)).

Exercise 10.2.2.
7. If a system has three bosons occupying two normalized single-particle states ψa and ψb, write down all the
possible wavefunctions.
8. If a system has two bosons occupying three normalized single-particle states ψa , ψb, and ψc , write down
all the possible wavefunctions.
9. Suppose at t = 0 the wavefunction is symmetric, Ψ(1, 2, t = 0) = Ψ(2, 1, t = 0). Prove that, at time t, it is
also symmetric, Ψ(1, 2, t) = Ψ(2, 1, t). Hints: use time-dependent Schrödinger equation in Appendix 11.2.
10. A systemconsists of two identical particles,whosewavefunction isΨ(1, 2) = (ψa(1)ψb(2)+ψa(2)ψb(1))/√2,
where both ψa and ψb are normalized. (a) What is the probability to find particle 1? (b) What is the probability
to find particle 2?

10.2.3 Fermions and the Pauli exclusion principle

If we choose θ = π, we have fermions, Ψ(1, 2) = −Ψ(2, 1), where the wavefunction
changes sign for each exchange of particles and is said to be antisymmetric. These par-
ticles are called fermions. Electrons and protons are fermions, and a single fermion has
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only spin half-integers, such as 1
2 ,

3
2 , . . . . We must emphasize that, to tell whether a par-

ticle is a fermion or not, we must use its single particle’s spin quantum number. This
complication arises from the fact that two fermions can form a boson. For instance, the
ground state of Cd (see Section 6.5.2) has zero spin. In superconductors, the Cooper pair
which has two electrons behaves like a composite boson. Any odd number of fermions
still behave as a fermion.

If we have N particles, Ψ must be written as Ψ(r1s1, r2s2, . . . , rNsN ), where ri and si
are the spatial and spin indices. Before we provide an example on a many-body state
Ψ, we recall that for a single fermion, such as electrons, its single-particle state ψ is a
product of the spatial (orbital)ϕ and spinparts (α, β) asψ = ϕα orψ = ϕβ (see eq. (6.1.14)).
Similar to bosons, in general, ρ(1, 2) ̸= ρ(1)ρ(2).

Example 2 (Two-body wavefunctions for electrons). If a systemhas two electrons in the same single-particle
normalized spatial orbital ϕ, write down the possible wavefunction.

We first notice that the problem provides a spatial orbital ϕwithout specifying the spin state. This allows
us to form two possible ψ: ψa = ϕα and ψb = ϕβ. If we place both electrons in the same ψa , we have
Ψ(1, 2) = ψa(1)ψa(2). If we exchange 1↔ 2,Ψ(2, 1) = ψa(2)ψa(1) = Ψ(1, 2). This is a symmetricwavefunction,
so it violates the antisymmetric requirement, and we cannot use this one. What if we place them in two
different orbitals? Suppose we start with Ψ(1, 2) = ψa(1)ψb(2). But if we exchange 1↔ 2, we get ψa(2)ψb(1).
This shows that this new combination must be appended to ψa(1)ψb(2). However, if we directly add them up,
then we end up with a symmetric wavefunction again. The only choice is to subtract them from each other
to get Ψ(1, 2) = 1

√2
(ψa(1)ψb(2) − ψa(2)ψb(1)), which is a Slater determinant,

Ψ(1, 2) = 1
√2



ψa(1) ψa(2)
ψb(1) ψb(2)


=

1
√2
(ψa(1)ψb(2) − ψa(2)ψb(1)).

Exchanging 1 ↔ 2 produces a sign change for Ψ(1, 2) = −Ψ(2, 1), antisymmetric. The density is ρ(1, 2) =
1
2 (ρa(1)ρb(2) + ρb(1)ρa(2) − ρ

ex
ab(1)ρ

ex
ba(2) − ρ

ex
ab(2)ρ

ex
ba(1)) ̸= ρa(1)ρb(2), where ρ

ex
ab = ψ

∗
aψb is also called the

exchange charge.

The previous example prepares us to explain the Pauli exclusion principle: Each orbital
can take a maximum of two electrons. If two electrons have the same spin orientation,
i. e., both up or both down, we have to put them into two different orbitals. Here, we can
show the reason behind this. Suppose that we want to put two electrons into the same
1s-orbital with the same spin α. Then, the single electron wavefunction is ψa = ϕ1sα. The
two-electron wavefunction is Ψ(1, 2) = 1

√2

ψa(1) ψa(2)
ψa(1) ψa(2)

 = 0. This is how mathematically
the many-body wavefunction forbids such a configuration.

On the other hand, if two electrons are in the same 1s-orbital, but in two different
spin states α and β, then we have two distinctive single-particle states ψa = ϕ1sα and
ψb = ϕ1sβ. The many-body state Ψ(1, 2) is allowed since

Ψ(1, 2) = 1
√2



ψa(1) ψa(2)
ψb(1) ψb(2)


=

1
√2



ϕ1s(1)α(1) ϕ1s(2)α(2)
ϕ1s(1)β(1) ϕ1s(2)β(2)


̸= 0. (10.2.3)
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Exercise 10.2.3.
11. If a system has two electrons occupying two different normalized single-particle orbitals ϕp and ϕq, where
the spin states for each electron are not specified, (a) write down all the possible wavefunctions; (b) find
ρ(1, 2); and (c) show ρ(1, 2) ̸= ρ(1)ρ(2).
12. If a system has two electrons occupying three normalized single-particle orbitals ϕp, ϕq, and ϕs , write
down all the possible wavefunction; (b) find ρ(1, 2); and (c) show ρ(1, 2) ̸= ρ(1)ρ(2).
13. If Ψ(1, 2, t = 0) = −Ψ(2, 1, t = 0), prove that, at time t, Ψ(1, 2, t) = −Ψ(2, 1, t). Hint: Use eqs. (11.5) and
(3.5.2) to rewrite Ψ(1, 2, t) in terms of Ψ(1, 2, 0).

10.3 Spin singlet and triplet and spatial entanglement

According to the combinatorial rules of spins (Section 6.5.1), two spins s1 and s2 can pro-
duce the total spin S = s1 + s2, s1 + s2 − 1, . . . , |s1 − s2|. We use χS,MS

to denote a many-spin
state, where S andMS are the total spin quantum number and the magnetic spin quan-
tum number, respectively. For two electrons with spin 1/2, S = 0 and 1. For S = 0,MS = 0,
we only have one single spin state, called the spin singlet. We denote its wavefunction
as χ0,0, where the first subscript refers to S and the second toMS . For S = 1,MS = 0,±1,
called the spin triplet, with three eigenfunctions, χ1,±1 and χ1,0.

10.3.1 Singlet and triplet

We use the previous example to demonstrate this clearly by rewriting eq. (10.2.3) as,

Ψ(1, 2) = 1
√2

ϕ1s(1)ϕ1s(2)


α(1) α(2)
β(1) β(2)


≡ ϕ1s(1)ϕ1s(2)χ(1, 2) (10.3.1)

which reveals that the spatial part of the wavefunction is symmetric, i. e., ϕ1s(1)ϕ1s(2) =
ϕ1s(2)ϕ1s(1), but the spin part is antisymmetric, χ(1, 2) = −χ(2, 1). The whole wavefunc-
tion is still antisymmetric, Ψ(1, 2) = −Ψ(2, 1).

The spin wavefunction is called the spin singlet because we only have one single
spin state for the same spatial wavefunction. The spin singlet can have another type of
spatial wavefunction, if we choose two different spatial wavefunctions, say ϕ1s and ϕ2p.
The spatial symmetric wavefunction is 1

√2
(ϕ1s(1)ϕ2p(2) + ϕ1s(2)ϕ2p(1)).

Ψ(1, 2) = 1
2
(ϕ1s(1)ϕ2p(2) + ϕ1s(2)ϕ2p(1))



α(1) α(2)
β(1) β(2)


. (10.3.2)

The spin singlet wavefunction has zero spin, so we rewrite it as χ0,0(1, 2),

χ0,0(1, 2) =
1
√2
(α(1)β(2) − α(2)β(1)). (10.3.3)
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Example 3 (Spin singlet is an eigenfunction of the total spin). Prove that χ0,0 is an eigenfunction of both ̂Sz
and Ŝ2.

We apply ̂Sz = ̂S1z + ̂S2z to the first term in χ0,0 (eq. (10.3.3)),

( ̂S1z + ̂S2z)α(1)β(2) = ̂S1zα(1)β(2) + ̂S2zα(1)β(2) =
ℏ
2
α(1)β(2) + α(1)−ℏ

2
β(2),

where ̂S1z only acts upon α(1) since it belongs to electron 1 and has no effect on β(2). ̂Szα(2)β(1) in eq. (10.3.3)
can be worked out similarly. Finally, we have

( ̂S1z + ̂S2z)χ0,0 = ( ̂S1z + ̂S2z)
1
√2
[α(1)β(2) − α(2)β(1)] = 0ℏχ0,0,

which shows that χ0,0 is an eigenfunction with the eigenvalue of 0ℏ as expected.
Similarly, we can apply the total spin operator Ŝ2 to χ0,0 and write out Ŝ

2 as

Ŝ2 = (Ŝ1 + Ŝ2)
2 = Ŝ21 + Ŝ

2
2 + 2Ŝ1 ⋅ Ŝ2 = Ŝ

2
1 + Ŝ

2
2 + 2( ̂S1x ̂S2x + ̂S1y ̂S2y + ̂S1z ̂S2z).

We use eqs. (6.1.13) and (6.1.11) to find

Ŝ2χ0,0(1, 2) = 0(0 + 1)ℏ
2χ0,0(1, 2),

which proves that χ0,0(1, 2) is indeed an eigenfunction for the total spin.

Spin triplet wavefunctions are different from those in singlets. They are symmetric if
we exchange two spins, 1↔ 2. The spin triplet wavefunctions χ(1, 2) are

χ1,1 = α(1)α(2), χ1,0 =
1
√2
(α(1)β(2) + α(2)β(1)), χ1,−1 = β(1)β(2), (10.3.4)

each of which is symmetric. χ0,0, χ1,0, and χ1,±1 are also eigenfunctions of Ŝ
2 and Ŝz.

Exercise 10.3.1.
14. Show the three triplets in eq. (10.3.4) are the eigenfunctions of Ŝ2 and ̂Sz .

10.3.2 Entanglement between spin and spatial spaces

Spinwavefunctions χ do not exist alone. It is incorrect to say that we canmove two spins
far apart because “far apart” refers to the spatial dimension. Neither can we say that we
allow the spin going into a detector at a particular location because spin has no spatial
dependence ∇χ = 0 (recall the Stern–Gerlach experiment). A correct way to understand
spin wavefunctions is to include the spatial part of the wavefunction, true for single-
electron and many-electron wavefunctions. Only the spatial part of the wavefunction
can be identified with a particular location, namely, entanglement.
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Figure 10.1: (Left) Two-body spatial density ρ(x1, x2) for two electrons (x1, x2) in a spin singlet state in the
infinite quantum well. The well starts at x = 0 and ends at x = 10. The center is at x1 = x2 = 5. (Right)
Two-body density ρ(x1, x2) of a spin triplet.

To be specific, we consider two electrons occupying two spatial eigenstates of the
infinite quantum well, ϕa(x) = √

2
a sin(

πx
a ) and ϕb(x) = √

2
a sin(

3πx
a ).

1 First, we construct
a spatial wavefunction for the singlet. Because χ0,0 is antisymmetric, the spatial part
must be symmetric, so the only possible wavefunction is

Ψ(1, 2) = 1
√2
(ϕa(1)ϕb(2) + ϕa(2)ϕb(1))χ0,0 = ψsinglet(1, 2)χ0,0,

whose spatial wavefunction ψsinglet(1, 2) is

ψsinglet(1, 2) =
√2
a
[sin(πx1

a
) sin(3πx2

a
) + sin(πx2

a
) sin(3πx1

a
)].

Figure 10.1 (left) shows that its probability density ρ(1, 2) = |ψsinglet(1, 2)|
2 has a maxi-

mum in the middle of the box. This reveals an important property: In spin singlets, two
electrons spatially can be as close as possible, only subject to the Coulomb repulsion.

The spin triplets allow only an antisymmetric spatial wavefunction ψtriplet(1, 2),

ψtriplet(1, 2) =
1
√2
(ϕa(1)ϕb(2) − ϕa(2)ϕb(1))

=
√2
a
[sin(πx1

a
) sin(3πx2

a
) − sin(πx2

a
) sin(3πx1

a
)].

Figure 10.1 (right) shows its probability density ρ(1, 2) = |ψtriplet(1, 2)|
2. The density does

not peak at the center; instead, it spreads around. Even before we consider the Coulomb
repulsion, the electrons already repel each other due to the antisymmetry of the spatial

1 Choosing ϕa(x) = √
2
a sin(

πx
a ) and ϕb(x) = √

2
a sin(

2πx
a ) is not ideal because ϕa and ϕb do not share the

same parity, and the difference between the antisymmetric and symmetric many-body wavefunctions
is less obvious. Choosing ϕa = ϕb is not an option either because it only provides a symmetric spatial
wavefunction that cannot be used for a triplet.
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wavefunction. It is qualitatively different from the spatial wavefunction for a spin sin-
glet. This demonstrates the entanglement between the spin and spatial degrees of free-
dom. In the density functional theory, this antisymmetry creates a hole, i.e, an exchange
hole, for other electrons if an electron is already present.

Exercise 10.3.2.
15. Why cannot we say a spin is located at a position in space?
16. Two electrons sealed inside a box with dimension a × a × a are two eigenfunctions |k1⟩ = a

−3/2eik1 ⋅r and
|k2⟩ = a−3/2eik2 ⋅r. (a) If both electrons have the same spin orientation, write down the many-body wave-
function, normalize it, and find ρ(1, 2). (b) If both electrons have opposite spin orientations, write down the
many-body wavefunction and normalize it. (c) Find ρ(1, 2), and show that ρ(1, 2) cannot be written as a prod-
uct of single densities ρ(1) and ρ(2).

10.4 Kinetic, Coulomb and exchange correlation energies

To appreciate new features of amany-body state, we consider single-body operators Ô(i)
and two-body operators Ô(i, j).

10.4.1 Single-particle operators: kinetic energy

Since spin operators have just been examined, herewe focus on the spatial part ofmany-
electron states, ψ(r1, . . . , rN ). We will omit the spin wavefunctions χ, but one must re-
member that the product of ψ and χ must be antisymmetric for electrons.

To be more definitive, we also consider a two-electron state ψ(1, 2) that consists of
two different normalized single-particle states, ϕa and ϕb, ⟨ϕi|ϕi⟩ = 1,

ψ(1, 2) = 1
√2
(ϕa(1)ϕb(2) ± ϕb(1)ϕa(2)) ≡

1
√2
(A ± B),

where A = ϕa(1)ϕb(2), B = ϕa(2)ϕb(1), and + and − denote the symmetric and antisym-
metric wavefunctions, respectively.

The expectation value of the single-electron operator Ô(1) for electron 1 is,

⟨ψ|Ô(1)|ψ⟩ = 1
2
∫
1

∫
2

(A∗ ± B∗)Ô(1)(A ± B)dr1dr2

=
1
2
(⟨A|Ô(1)|A⟩ + ⟨B|Ô(1)|B⟩ ± ⟨A|Ô(1)|B⟩ ± ⟨B|Ô(1)|A⟩), (10.4.1)

which contains four integrals over electron coordinates r1 and r2. We first compute the
diagonal terms with AA∗ and BB∗,
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⟨A|Ô(1)|A⟩ = ∫
1

∫
2

ϕ∗a (1)ϕ
∗
b (2)Ô(1)ϕa(1)ϕb(2)dr1dr2 = ∫

1

ϕ∗a (1)Ô(1)ϕa(1)dr1,

and

⟨B|Ô(1)|B⟩ = ∫
1

∫
2

ϕ∗b (1)ϕ
∗
a (2)Ô(1)ϕb(1)ϕa(2)dr1dr2 = ∫

1

ϕ∗b (1)Ô(1)ϕb(1)dr1,

where we have used the normalization condition ⟨ϕi|ϕi⟩ = 1. The crossing terms
⟨A|Ô(1)|B⟩ and ⟨B|Ô(1)|A⟩ are complicated since they depend on the overlap ⟨ϕa|ϕb⟩.

If ⟨ϕa|ϕb⟩ = 0, then the crossing terms are zero. ⟨ψ|Ô(1)|ψ⟩ is just the average value
of two states, ⟨ψ|Ô(1)|ψ⟩ = 1

2 (⟨A|Ô(1)|A⟩ + ⟨B|Ô(1)|B⟩). Take the position operator in
PIB as an example. Since ⟨ϕa(1)|x1|ϕa(1)⟩ =

a
2 and ⟨ϕb(1)|x1|ϕb(1)⟩ =

a
2 , the expecta-

tion value is ⟨ψ|x1|ψ⟩ =
a
2 . Whether ψ(1, 2) is symmetric or antisymmetric produces the

same ⟨ψ|Ô(1)|ψ⟩.
If ⟨ϕa|ϕb⟩ ̸= 0, then the crossing terms arenonzero, andwhetherψ(1, 2) is symmetric

or antisymmetric makes a big difference,

⟨ψ|Ô(1)|ψ⟩ = 1
2
(⟨ϕa|Ô(1)|ϕa⟩ + ⟨ϕb|Ô(1)|ϕb⟩)

±
1
2
(⟨ϕa|Ô(1)|ϕb⟩⟨ϕb|ϕa⟩ ± ⟨ϕb|Ô(1)|ϕa⟩⟨ϕa|ϕb⟩). (10.4.2)

For the single-electron operator Ô(2) for electron 2, we only need to change 1 to 2 in the
eq. (10.4.2).

In summary, a key feature of the expectation values of single-body operators for the
many-body wavefunctions is that, if the spatial wavefunction is a product of two single-
particle wavefunctions, their expectation values are formed by their expectation values
of the single-body wavefunction. In the following, we show two examples.

Example 4 (Single-particle probability in a many-body state). Two electrons are in two different single-
particle normalized functions ϕa and ϕb. Their total wavefunction is ψ(1, 2) =

1
√2
(ϕa(1)ϕb(2) − ϕa(2)ϕb(1)).

(a) Find the probability density ρ(1) to find electron 1. (b) Find the probability density ρ(2) to find electron 2.
(c) What can we conclude from (a) and (b)?

(a) There are twomethods to find the single-particle probability fromamany-particle state. One is to use
the single-particle operator, and the other is to integrate over coordinates of the rest of particles. Here, we
use the secondmethod. ρ(1) = ∫2 ψ

∗(1, 2)ψ∗(1, 2)dr2 =
1
2 (|ϕa(1)|

2+ |ϕb(1)|
2−ϕ∗a (1)ϕb(1)∫2 ϕ

∗
b (2)ϕa(2)dr2−

ϕ∗b (1)ϕa(1)∫2 ϕ
∗
a (2)ϕb(2)dr2).

(b) For electron 2, we only need to exchange 1 and 2, ρ(2) = ∫1 ψ
∗(1, 2)ψ∗(1, 2)dr1 =

1
2 (|ϕa(2)|

2 +

|ϕb(2)|
2 − ϕ∗a (2)ϕb(2)∫1 ϕ

∗
b (1)ϕa(1)dr1 − ϕ

∗
b (2)ϕa(2)∫1 ϕ

∗
a (1)ϕb(1)dr1).

(c) If we compare ρ(1) and ρ(2), we see they are exactly the same, ρ(1) = ρ(2). This means that they are
identical particles.
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Example 5 (Kinetic energy expectation in a many-body state). Suppose

ψ(1, 2) = 1
√2
(ϕa(1)ϕb(2) ± ϕb(1)ϕa(2)),

where ϕa and ϕb are normalized but not orthogonal. Find the total kinetic energy ⟨ψ(1, 2)|( ̂T1 + ̂T2)|ψ(1, 2)⟩,
where ̂T is the kinetic energy operator.

We can directly use eq. (10.4.2) to get ⟨ψ(1, 2)|( ̂T1 + ̂T2)|ψ(1, 2)⟩. Since the expression is too long, we
denote |ϕa⟩ by |a⟩ and ⟨ϕa|ϕb⟩ by ⟨a|b⟩. The rest is the same. ⟨ψ(1, 2)|( ̂T1 + ̂T2)|ψ(1, 2)⟩ is

1
2

2
∑
i=1
(⟨a| ̂Ti |a⟩ + ⟨b| ̂Ti |b⟩ ± ⟨a| ̂Ti |b⟩⟨b|a⟩ ± ⟨b| ̂Ti |a⟩⟨a|b⟩),

which shows that the kinetic energy is also additive.

Exercise 10.4.1.
17. Two electrons are in two single-particle wavefunctions sealed inside a line segment between x ∈
(−L/2, L/2), ϕa(x) = e

ikax/√L and ϕb(x) = e
ikbx/√L, where ka ̸= kb. (a) Write down a symmetric two-body

wavefunction and compute the expectation value of the position operator. (b) Write down an antisymmetric
two-body wavefunction and compute the expectation value of the position operator.
18. Two electrons are confined in x ∈ (− a2 ,

a
2 ). Suppose they are in a wavefunction ψ(1, 2) =

1
√2
(ϕa(1)ϕb(2) ± ϕb(1)ϕa(2)), where ϕa(x) = cos(

πx
a ) and ϕb = e−

|x|
a . (a) Normalize both ϕa and ϕb and

find ⟨ϕa|ϕb⟩. (b) Compute the expectation value of the total kinetic energy. (c) Find the difference in kinetic
energy between the symmetric and antisymmetric wavefunctions.

10.4.2 Coulomb and exchange correlation energies

A two-body operator Ô(1, 2) has the hallmark of many-body states. The Coulomb repul-
sion between two electrons is such an operator, where in 3D V (r12) =

e2
4πϵ0r12

. In CM, the
Coulomb repulsion is the only force between two electrons. But in QM, the many-body
state produces something extra.

Let’s assume again the symmetric (+) and antisymmetric (−) wavefunctionsψ(1, 2) =
1
√2
(A ± B), where A = ϕa(1)ϕb(2) and B = ϕb(1)ϕa(2). The expectation value of V (r12) is

⟨Ψ|V |Ψ⟩ = 1
2
(⟨A|V |A⟩ + ⟨B|V |B⟩ ± ⟨A|V |B⟩ ± ⟨B|V |A⟩). (10.4.3)

We examine the first two terms

⟨A|V |A⟩ = ⟨B|V |B⟩ = e2

4πϵ0
∫
1

∫
2

ϕ∗a (1)ϕ
∗
b (2)ϕa(1)ϕb(2)r

−1
12 dr1dr2

=
e2

4πϵ0
∫
1

∫
2

ρa(1)ρb(2)r
−1
12 dr1dr2,

(10.4.4)



308 � 10 Special topics: many-body systems, magnetism, and quantum information

which is the Coulomb repulsion between electrons, ρa(1) and ρb(2), called the Coulomb
integral. EC =

1
2 (⟨A|V |A⟩ + ⟨B|V |B⟩) = ⟨A|V |A⟩). Here, we have introduced the charge

density ρa = ϕ
∗
aϕa and ρb = ϕ

∗
bϕb, Because ρ > 0, EC > 0. Hund’s second rule (Sec-

tion 6.5.2.2) requires the sum of orbital angular-momentum quantum numbers to be the
largest to reduce EC . We provide one problem at the end to demonstrate this. But, the
last two terms in eq. (10.4.3) have no classical analogue,

EX = ⟨A|V |B⟩ =
e2

4πϵ0
∫
1

∫
2

ϕ∗a (1)ϕ
∗
b (2)ϕa(2)ϕb(1)r

−1
12 dr1dr2

=
e2

4πϵ0
∫
1

∫
2

ρex(1)ρex(2)r
−1
12 dr1dr2,

(10.4.5)

whereϕ∗a (1)ϕb(1) is not a regular density, sowewrite it as ρex = ϕ
∗
aϕb.We add a subscript

“ex” to ρ to denote an exchange between ϕa and ϕb. ⟨A|V |B⟩ is called the exchange inte-
gral, EX . It can be proven that EX is also positive [74] (see the following exercise). Then,
our total potential energy is

⟨Ψ|V |Ψ⟩ = EC ± EX , (10.4.6)

where +(−) is due to the symmetric (antisymmetric) wavefunction. Because EC and EX
are both positive, the symmetric spatial wavefunction (+) has a higher potential en-
ergy because the electrons in spin singlets tend to move closer to each other as seen
in Fig. 10.1. This is the origin of Hund’s first rule (Section 6.5.2.2), where we force the
electrons into a spin symmetric state. If the potential energy were the only determin-
ing factor of a system, the system would always be in an antisymmetric state (−), where
the spin wavefunction is symmetric with spins pointing in the same direction. In other
words, we would never have the H2 molecule.

The missing piece is the contribution of the kinetic energy. Following the second
example in the last section, we have

1
2

2
∑
i=1
(⟨a|T̂i|a⟩ + ⟨b|T̂i|b⟩ ± ⟨a|T̂i|b⟩⟨b|a⟩ ± ⟨b|T̂i|a⟩⟨a|b⟩).

If ⟨b|a⟩ and ⟨a|b⟩ are nonzero and ⟨a|T̂i|b⟩ and ⟨b|T̂i|a⟩ are negative, then the spatial
symmetric wavefunction (+) has a lower energy. Because the total wavefunction must
be antisymmetric, this means the spin wavefunction is antisymmetric in a singlet state.
This is the case for the H2 molecule, He, and other light elements in the first and second
rows of the period table. Caution must be taken since actual situations are much more
complicated, whenever electron correlation becomes strong [15].



10.5 Origin of magnetism and the Heisenberg model � 309

Exercise 10.4.2.
19. Based on eq. (10.4.6), under what conditions can we ignore the difference between symmetric and anti-
symmetric wavefunctions?
20. ψ(1, 2) = 1

√2
(A ± B), where A = ϕa(1)ϕb(2) and B = ϕb(1)ϕa(2). Show (a) ⟨A|V |A⟩ = ⟨B|V |B⟩, and (b)

⟨A|V |B⟩ = ⟨B|V |A⟩, where V is the potential.

21. The kinetic energy operator for a two-electron system is − ℏ
2∇21
2me
− ℏ

2∇22
2me

. Its wavefunction is ψ(1, 2) =
1
√2
[ϕa(1)ϕb(2) ± ϕa(2)ϕb(1)]. (a) Show, if ⟨ϕa|ϕb⟩ = 0, the expectation value of the kinetic energy is the

same for the symmetric and antisymmetric wavefunctions. (b) If ⟨ϕa|ϕb⟩ ̸= 0, show they are different.
22. Suppose ψ(1, 2) = 1

√2
(ϕa(1)ϕb(2) ± ϕb(1)ϕa(2)), where ϕa and ϕb are two eigenfunctions of PIB for

x ∈ (0, a), ϕa = √
2
a sin(

πx
a ), ϕb = √

2
a sin(

2πx
a ). Compute the expectation value of x1x2 for (a) the symmetric

two-body state and (b) the antisymmetric two-body state.
23. Prove both the Coulomb and exchange integrals are positive. Hint for the exchange integral: Choose
two arbitrary points A and B and then assume ρex at A is negative and at B is positive (both positive or
both negative always lead to a positive EX ). Then, compute ρex(1)ρex(2)r

−1
12 for four possible combinations

for two electrons: both at A or B, and one at A and the other at B. Then, write down four expressions such as
ρex(1A)ρex(2B)r

−1
12 . Since r

−1
12 is much larger when both electrons are at the same location than at two different

locations, the positive term is much larger than the negative term.

10.5 Origin of magnetism and the Heisenberg model

Modern information technology depends on magnetism. Big data centers house enor-
mous magnetic storage disks. Magnetism is quantum mechanical and is rooted in the
electron-exchange interaction. The exchange interaction consists of two contributions:
one is from the Coulomb interaction and the other is from the kinetic energy term. The
exchange integral in eq. (10.4.4) represents part of the exchange interaction. Whether
a system becomes magnetic depends on the competition between the kinetic energy
and exchange interaction. If the exchange interaction wins, then we have a magnetic
material. This stringent condition is difficult to meet in solids. We only have four ele-
ment ferromagnets, Fe, Co, Ni, and Gd at room temperature, and Dy at 85 K, and one
antiferromagnet Cr at 311 K. Most magnetic materials are alloys [75, 76]. More recently,
nitrogen-vacancy (NV) in diamond has been found to be magnetic.

The simplest model to describe magnetism is the Heisenberg spin model. It ignores
the kinetic energy term completely and retains the exchange term between two spins
(see Fig. 10.2(a)):

Ĥ = −∑
ij
JijŜi ⋅ Ŝj , (10.5.1)

where Jij is called the Heisenberg exchange constant between atoms i and j, and Ŝi has a
site index i because Jij depends on i. Jij is related to EX but contains other contributions,

2

2 This is because EX is always positive. To get a negative Jij , one has to include other terms.
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so it can be positive or negative. Jij is typically on the order of meV. If Jij is positive, we
have a ferromagnet, where spins at each atomic site point in the same direction. If Jij is
negative,we have an antiferromagnetic coupling,where spins at twoneighboring atoms
point in two opposite directions. If Jij is negative, and spins also point in two opposite
directions, but themagnitudes of the spins at twoneighboring atomsdiffer, thenwehave
a ferrimagnet. There aremore complicated spin configurations [76]. A direct calculation
of Jij is possible by using the Green function, or by the spin singlet and triplet energy
difference.

In the following, we show an example of two spins located at two atomic sites. This
identification of spin to a site is made possible because Jij is spatially dependent. Our
Hamiltonian is

Ĥ = −J12Ŝ1 ⋅ Ŝ2, (10.5.2)

where J12 is units of J/ℏ
2 since Ŝ is units of ℏ. There are four possible spin configurations

for two sites, denoted as |a⟩ = α(1)α(2), |b⟩ = β(1)β(2), |c⟩ = α(1)β(2), and |d⟩ = β(1)α(2).
From eq. (10.3.4), we recognize that |a⟩ is just χ1,1 and |b⟩ is χ1,−1. Indeed, because of the
decoupling between the spin and spatial dimensions, the knowledge frommultiple spins
can be directly used. This also applies to |c⟩ and |d⟩, but for the moment, they are not an
eigenstate of Ĥ . We can prove a linear combination of them can become an eigenstate.
Without relying on eq. (10.3.4), first, we rewrite Ĥ as

Ĥ = −J12[Ŝ1,zŜ2,z +
1
2
(Ŝ1,+Ŝ2,− + Ŝ1,−Ŝ2,+)]. (10.5.3)

If we apply Ĥ to |a⟩ and |b⟩, respectively, we get

Ĥ |a⟩ = −ℏ
2J12
4
|a⟩, Ĥ |b⟩ = −ℏ

2J12
4
|b⟩,

which shows that both |a⟩ and |b⟩ are the eigenstates of Ĥ , with eigenvalue − ℏ
2J
4 . But,

when we apply Ĥ to |c⟩ and |d⟩, we find

Ĥ |c⟩ = J12ℏ
2

4
|c⟩ − J12ℏ

2

2
|d⟩, Ĥ |d⟩ = J12ℏ

2

4
|d⟩ − J12ℏ

2

2
|c⟩, (10.5.4)

where neither |c⟩ nor |d⟩ is an eigenstate of Ĥ . Instead, we obtain the matrix

Ĥ = (
J12ℏ

2

4 − J12ℏ
2

2

− J12ℏ
2

2
J12ℏ

2

4

) . (10.5.5)

We can diagonalize it to find its eigenvalues and eigenvectors (see the following exer-
cise). These two eigenvectors are exactly χ1,0 and χ0,0, whose respective eigenvalues are
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Figure 10.2: (a) Top view of spin precession. Spins at atomic sites are exchange coupled to each other and
precess with time with a fixed phase difference between them. This forms a collective spin wave excitation,
whose quantum is a magnon. (b) Three-dimensional view of spin waves.

E1,0 = −
ℏ2J12
4 and E0,0 =

3ℏ2J12
4 . Now, the difference between the singlet and triplet is

ΔE = E0,0 − E1,0 = ℏ
2J12. This is how one can compute the exchange interaction J12. If

J12 > 0, three triplet states have a lower energy, so each site has spin pointing in the
same direction, an ferromagnetic phase. On the other hand, if J12 < 0, the singlet has a
lower energy, where the spins at different sites point in opposite directions. This is an
antiferromagnetic phase.

Just as the nuclear vibrations show a collective behavior, spins at different lattice
sites precess with a fixed phase with time. This is mediated by the exchange interaction.
Figure 10.2(a) is a top view of spin waves. These collective spin excitations, once quan-
tized, are calledmagnons.Magnons are bosons, like photons and phonons. Figure 10.2(b)
shows the three-dimensional picture, where atoms are on the y-axis.

Exercise 10.5.0.
24. Show that Ŝ1 ⋅ Ŝ2 can be written as ̂S1,z ̂S2,z +

1
2 (
̂S1,+ ̂S2,− + ̂S1,− ̂S2,+).

25. Prove Ĥ|a⟩ = − ℏ
2 J12
4 |a⟩, Ĥ|b⟩ = −

ℏ2 J12
4 |b⟩.

26. Prove eqs. (10.5.4).
27. Find the eigenvalues and eigenvectors of eq. (10.5.5).

10.6 Quantum information technology

Quantum information technology has two major branches: quantum computing and
quantum communication (quantum cryptography). Quantum computing employs the
state superposition of single-body and many-body states. Quantum communication is
based on the state entanglement in a correlated many-body state. For this reason, these
two simple QM concepts are accessible to those who have little background in QM and
are partly responsible for rapid dissemination of quantum technology into other fields.
We will limit ourselves to quantum computing. Quantum computers have advantages
over classical computers. For instance, the Shor factoring method is much faster, and
the Grover search scheme provides a square-root speedup. But not just any quantum
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systems are suitable for a quantum computer. In 2000, DiVincenzo [77] proposed five
criteria for quantum computation: (1) a scalable physical systemwithwell characterized
qubits; (2) the ability to initialize the state of the qubits to a simple fiducial state, such
as |000. . .⟩; (3) long relevant decoherence times, much longer than the gate operation
time; (4) a “universal” set of quantum gates; (5) a qubit-specificmeasurement capability;
and two additional ones for communication; (6) the ability to interconvert stationary
and flying qubits; (7) the ability faithfully to transmit flying qubits between specified
locations. The rest of the criteria are self-explanatory, but (3) needs some explanation.
Here, the decoherence refers to the loss of quantum coherence in quantum systems due
to the influence from the environment. Suppose we have a state of superposition of two
states e−iωat−γat|a⟩ + e−iωbt−γbt|b⟩, where 1

γa
and 1

γb
are the decoherence times for states

|a⟩ and |b⟩ and ωa and ωb are the frequencies. Our presentation follows [78].

10.6.1 Quantum bits or qubits

A classical computer relies on a binary bit, 0 or 1, to store, retrieve and transfer the
information. This is realized in a binary circuit with transistors. A single circuit can have
a high voltage or low voltage, thus, either 0 or 1.

Quantumcomputation is built upon an analogous concept, the quantumbit, or qubit
for short. These qubits are quantum states, not a circuit like a classical computer. Switch-
ing is between quantum states. For this reason, a qubit must contain two or more states.
A qubit that contains just one single state does not work, nor does a qubit that contains
too many states to be selective. To this end, a single qubit consists of two states, |0⟩ and
|1⟩. This is the first big difference between a classical bit, either 0 or 1 , and a qubit,
|0⟩ and |1⟩ . Because a qubit has both |0⟩ and |1⟩, according to the superposition prin-
ciple of a wavefunction (see Section 1.4.3), any possible combinations of |0⟩ and |1⟩ are
a good wavefunction, or a good qubit.

We can represent these qubits through a general wavefunction,

|ψ(t)⟩ = cos(θ(t)
2
)|0⟩ + eiφ(t) sin(θ(t)

2
)|1⟩, (10.6.1)

where θ(t) andφ(t) are polar and azimuthal angles on theunit three-dimensional sphere
as shown in Fig. 10.3. This sphere is often called the Bloch sphere. A qubit state is a
unit vector in a two-dimensional complex vector space. It provides a useful means of
visualizing the state of a single qubit and often serves as an excellent testbed for ideas
about quantum computation. Because there are an infinite number of points on the unit
sphere, in principle, it could store infinite information as far as we can operate on them.
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Figure 10.3: Bloch sphere representation of a qubit shows an infinitely possible number of qubits.

10.6.2 Single qubit and gates

A physical qubit is an atom, or a group of atoms. States can be nuclear, electronic, vibra-
tional, photonic, or other. Consider a single qubit A that is a two-level system, with two
computational basis states |0⟩ and |1⟩.3 The system is in state |ψ(t)⟩,

|ψ(t)⟩ = a(t)|0⟩ + b(t)|1⟩, (10.6.2)

where a(t) and b(t) are shorthand notations of coefficients in eq. (10.6.1). We carry out a
measurement by left multiplying either ⟨0| or ⟨1|; then, we find the probability is |a(t)|2

in |0⟩ and |b(t)|2 in |1⟩. Since the probability summust be one, we have |a(t)|2+|b(t)|2 = 1.
Suppose we have an operator U that is applied to |ψ(t)⟩. The resultant state is

|ψ′(t)⟩ = U |ψ(t)⟩.

Because any wavefunction must be normalized, this requires

⟨ψ′(t)|ψ′(t)⟩ = ⟨ψ(t)| U
†
U |ψ(t)⟩ = 1.

Since we do not impose any restriction on ψ and ψ′, this equation is generic and proves
that U

†
U = I and U must be a 2×2 unitarymatrix. I is a 2×2 identity matrix. This

is the rotation matrix for a special unitary transformation group for two-dimensional
vectors, SU(2) symmetry. Before we proceed, we highlight two cautions: (i) Here, the ro-
tation has nothing to do with rotation of a physical qubit by some angles. Rather, we
carry out a unitary transformation for basis states. Because it is easier for the reader
to see the effect of the transformation, one usually adopts a geometrical view of trans-
formation. (ii) Although one often invokes the similarity between a qubit and a spin,

3 The reason why we use the term “computational basis” is because |0⟩ and |1⟩ are the eigenstates of
the initial Ĥ . If Ĥ starts to change, |0⟩ and |1⟩ are only the basis functions of the eigenstates of the new
Ĥ . From the point of view of computational basis, the new eigenstates can be considered entangled.



314 � 10 Special topics: many-body systems, magnetism, and quantum information

we must ignore improper rotations, such as inversion and reflection, for qubits, except
qubits themselves are spins because spins are axial vectors (see the Appendix).

We first rotate the “object” along the z-axis by γ, then along the y-axis by β, and
finally along the z-axis by α, where α, β, and γ are the Eulerian angles. U is given by

U (α, β, γ) = (
e
−i(α+γ)

2 cos β
2 −e

−i(α−γ)
2 sin β

2

e
i(α−γ)
2 sin β

2 e
i(α+γ)

2 cos β
2

) . (10.6.3)

In principle, there is another common phase factor in U , but it does not matter for a
wavefunction since it is normalized anyway. Because α, β, γ are totally independent of
each other,we have infinite possible U and (a(t), b(t)). Onemay already recognize some
of them when we introduced the Pauli matrices (Section 6.1.2). In quantum computing,
one uses different notations and introduces some extra matrices:

I = (
1 0
0 1
) , X = (

0 1
1 0
) , Y = (

0 −i
i 0
) , Z = (

1 0
0 −1
) , (10.6.4)

H =
1
√2
(
1 1
1 −1
) , S = (

1 0
0 i
) , T = √ S = (

1 0
0 eiπ/4

) . (10.6.5)

Instead of naming them as a unitary matrix, in quantum computing, we call them gates.
For instance, H and S are called the Hadamard4 and phase gates, respectively. T

is called π/8 gates because one can pull out eiπ/8 and then two nonzero elements are
e±iπ/8. X , Y , Z are called Pauli-X, Pauli-Y, and Pauli-Z gates, where X, Y and Z do not
necessarily correspond to Cartesian coordinates x, y, z.

Take a classical bit as an example. If wewrite classical bits 0 and 1 as column vectors
( 10 ) and ( 01 ), respectively, then the very operation of X is

X (
1
0
) = (

0
1
) , X (

0
1
) = (

1
0
) . (10.6.6)

What it does is to change 0 to 1, and 1 to 0. This is the NOT gate. For a classical computer,
X is the only single-bit operation gate, and other gates need at least two bits.

As can be seen, for qubits, we have more gates even for a single qubit because a
qubit has a phase and consists of both computational basis states, simultaneously. If we
apply X to our qubit above, we find

X (
α(t)
β(t)
) = (

β(t)
α(t)
) , (10.6.7)

4 Named after the French mathematician Jacques Hadamard.
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which shows that X exchanges the coefficients for two qubits, but does not switch
qubits. This is the direct consequence of superposition. Naturally, one may ask whether
this is indeed useful. The answer is affirmative and is part of ongoing research.

Example 6 (Hadamard gate). Suppose a qubit is in the state |ψ⟩ = 1
√2
|0⟩ + 1

√2
|1⟩. (a) Find H |ψ⟩. (b) Find

the percentage in |0⟩ and |1⟩.
(a) We first rewrite ψ in a matrix form, 1

√2
( 11 ). Then, we apply H to it, H |ψ⟩ to find ( 10 ) = |0⟩. (b) We

have 100% in |0⟩. This demonstrates that even our initial state has a 50% chance in either |0⟩ and |1⟩, but
the Hadamard gate can force the system to a definite |0⟩. This provides the certainty needed for computing.

Exercise 10.6.2.
28. Suppose a qubit is in the state |ψ⟩ = 1

√2
|0⟩+ 1
√2
|1⟩. (a) Find T |ψ⟩. (b) Find the percentage in |0⟩ and |1⟩.

29. Suppose a qubit is in the state |ψ⟩ = |0⟩. (a) Find H |ψ⟩. (b) Find the percentage in |0⟩ and |1⟩.
30. Suppose a qubit is in the state |ψ⟩ = 1

√2
|0⟩+ 1
√2
|1⟩. (a) Apply X , H , and Y consecutively to ψ. (b) Find

the percentage in |0⟩ and |1⟩.

10.6.3 More than one qubit and entanglement

When we have more than one qubit, there are more gates. In fact, a classical computer
already has many gates because one can individually address each bit. Quantum adds
entanglement. To explain this clearly, let’s assume that we have two qubits, A and B. One
immediate question is: Are they indistinguishable just like identical particles? Yes and
no. Yes, if we want to entangle or correlate them. No, if we want to control them.

We start with two qubits A and B, isolated from each other, with zero overlap be-
tween their respective spatial (not spin) wavefunctions, i. e., ⟨ϕB|ϕA⟩ = 0, where ϕA
and ϕB are wavefunctions localized at A and B, respectively.5 Each can take |0⟩ and |1⟩
separately, so there are four possible eigenstates, |ψ0⟩n = |00⟩, |01⟩, |10⟩, |11⟩, where n
runs from 1 to 4. Here the first digit in |ij⟩ belongs to A and the second to B. Because
⟨ϕB|ϕA⟩ = 0, |ij⟩ can be written as |i⟩ ⊗ |j⟩, where ⊗means a direct product of two func-
tions such as ϕAϕB. These four states have no entanglement. If entangled, we remove the
subscript 0 in |ψ0⟩.

To entangle two qubits, their spatial wavefunctions must overlap, or there is a cou-
pling between them [79]. So, we move A and B closer until their wavefunctions overlap.
From the view of point of the isolated case, A and B are entangled. The stated four basis
states are no longer the eigenstate of the new composite system AB and instead serve

5 Even if ⟨ϕB|ϕA⟩ is zero at discrete single points in space, this is not considered as zero overlap. Zero
overlap means that ⟨ϕB|ϕA⟩ is zero on a finite line segment.
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as four computational basis states. The new wavefunction ψ(t) is a superposition of the
basis states,6

|ψ(t)⟩ = c00(t)|00⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
1
+ c01(t)|01⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

2
+ c10(t)|10⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

3
+ c11(t)|11⟩⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

4
. (10.6.8)

It is no longer possible to write |ψ⟩ as a product of two states, so |ψ⟩ is an entangled
state.7 In addition, even basis states |ij⟩ are also slightly different from those |ij⟩when A
and B are isolated, but this is often ignored for simplicity.

Next, we operate on |ψ⟩ using gates to generate different qubits. A single qubit gate
is a 2×2 matrix. A two-qubit gate is a 4×4matrix because the matrix size is 2n,8 where n
is the number of qubits. In eq. (10.6.8) we specifically label those terms from 1 to 4. Here,
a subtle physics problem, not a math problem, emerges which does not happen for a
classical computer. For instance, the classical control-NOT, or CNOT, chooses a specific
classical bit as the control and the other as the target bit to be controlled, without ambi-
guity. How do we know in advance which qubit is the target and which is the control in
an entangled state? For this reason, we have to make A and B distinguishable so we can
apply a gate. The only way we could do this is to move A and B slightly apart. Once we
are donewith gating, wemove them back. Many researchers are using different nomen-
clatures for this, but basically this is what one is doing. Monroe and coworkers [79] used
two different qubits: the hyperfine states of the Be ion as B, and the nuclear harmonic
oscillation of the Be ion as A. Doing so loses many possible configurations (qubits) of
ψ(t), but there is no way out. Once one understands this, there is nothing fancy about
two-qubit gates. The reliability of the CNOT-operation was measured to be on the order
of 90% in the beryllium ion trap in 1995 [79], and this is good enough for quantum com-
puting.

With the stated caveat, we assume A is the control bit and B is the target bit. CNOT
means that, if A is in |0⟩, B keeps its state; if A is in |1⟩, B flips its state, |0⟩ → |1⟩ or
|1⟩→ |0⟩. Here, A never changes its state.We nowdevelop amatrix for the CNOT gate. If
A is |0⟩, by the definition of CNOT , B should not change its state, sowe have CNOT |00⟩ =
|00⟩ and CNOT |01⟩ = |01⟩. To this end, we get two nonzero elements, CNOT (1, 1) = 1
and CNOT (2, 2) = 1, where 1 and 2 are indices of |00⟩ and |01⟩ in eq. (10.6.8). Next, we
apply CNOT to |10⟩, and we have CNOT |10⟩ = |11⟩, so CNOT (3, 4) = 1. This means that,
if we apply CNOT to the third state, we obtain the fourth state. Similarly, we can find
CNOT (4, 3) = 1. Only these four elements are nonzero, and the rest are zero. CNOT in

6 Provided the four basis states are complete and can represent ψ(t).
7 In many-body physics, an entangled state is called a correlated state; an uncorrelated one is called a
Hartree–Fock state.
8 For those who are familiar with tensors, cijk⋅⋅⋅ is in fact a tensor. When we represent a tensor by a
matrix, the matrix size grows as 2n . This already happens in many-body physics, such as the Gutzwiller–
Hubbard model, suitable for quantum computing.
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matrix form is

CNOT =(

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

) . (10.6.9)

Ifwe apply CNOT to |ψ(t)⟩ in eq. (10.6.8), we get |ψ′(t)⟩ = c00|00⟩+c01|01⟩+c11|10⟩+c10|11⟩.
Other gates can be developed through CNOT and single qubit gates [78].

Before we move on to the hardware, we wish to discuss the quantum information
flow. Two qubits are particularly simple to demonstrate if we follow the idea of the den-
sity matrix renormalization group (DMRG) [80, 81] by writing ψ(t) = ∑ij cij|ij⟩. Now,
suppose we are interested in qubit A. We define a density matrix (not to be confused
with charge densities) as

ρAi1,i2 =∑
j
c∗i1,jci2,j , (10.6.10)

where the summation is over j (over environment B in DMRG). In DMRG, one diagonal-
izes this matrix and uses the eigenvectors with the largest eigenvalues to form a new
operator for the next iteration. Here, the matrix is

ρA = ( |c00|
2 + |c01|

2 c∗00c10 + c
∗
01c11

c∗10c00 + c
∗
11c01 |c10|

2 + |c11|
2 ) . (10.6.11)

Taking one of the Bell states |ψ1⟩ =
1
√2
(|00⟩ + |11⟩) as an example, we find ρA only has

diagonal elements of 1/2 and qubit A has a 50% chance in the |0⟩ and |1⟩ states.

Exercise 10.6.3.
31. Where does the state entanglement come from?
32. Show that the trace of the density matrix in eq. (10.6.11) is 1.
33. Construct a controlled-Pauli-Z gate and find the matrix form for two qubits.

10.6.4 Hardware and quantum bits

A classical central processing unit (CPU) is based on a field transistor and a capacitor.
Figure 10.4(a) shows an example. Similarly, a quantum processing unit (QPU) also needs
hardware to operate [82], to store information, to correct errors, and to interface with
a classical computer to carry out the instruction. At the core of hardware is to design
and operate two quantum states. The recent quantum computing roadmap, currently
hosted at qist.lanl.gov, identifies the following physical protocols: (1) nuclear mag-
netic resonance; (2) ion trap (Ba+, Be+, Ca+, Cd+, In+, Mg+, Sr+, Yb+); (3) neutral atoms;
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Figure 10.4: (a) A classical bit consists of a field transistor and a capacitor. (b) Quantum bits based on the
Paul ion trap, where ions are trapped inside a harmonic potential well generated by four electrodes. Ions
(circles) form a line. Two qubits are optical qubits derived from a ground state and an excited state and
hyperfine qubits derived from the electronic ground state. (c) Josephson junction qubits. A resonator cou-
ples to the junction and reads out the state of qubits. Three types of qubits are phase qubit, flux qubit, and
charge qubit.

(4) cavity quantum electrodynamics (QED) (Ba, Ca+, Cs, Rb) (specifically, candidate sys-
tems includeRydberg atoms inmicrowave cavities, neutral atoms in optical cavities, and
trapped ion cavities QED); (5) optics using photons; (6) the solid state has four systems:
spins in confined structure, impurity spins, charged or excitonic systems, and mechani-
cal systems (example systems include nuclear spin of P donors in Si, high-spin magnetic
nanoparticles, shallow donors in Si, SiGe, or GaAs, paramagnetic ions in C60, nitrogen
vacancy (NV) diamond centers or rare-earth color centers, SiC, paramagnetic ions in
carbon nanotubes, and high-Q nanocantilevers); (7) superconducting Josephson tunnel-
ing junctions.

We discuss only a few of them. Figure 10.4(b) shows QPU based on trapped ions.
Radio-frequency electric and DC fields are employed to form a harmonic potential well
for ions, called the Paul trap, where ions and atoms are confined and suspended [83].
The third dimension allows ions stacking on the top of each other. Due to the coulombic
repulsion, ions are separated fromeach other. Qubits are twohyperfine electronic states.

Solid-state devices include superconducting Josephson tunneling junction
(Fig. 10.4(c)). The Josephson junction is built from a superconductor and a thin insulat-
ing layer. Current tunneling through the insulator barrier has an intrinsic aharmonicity,
where the ground and excited states are not evenly spaced and can be isolated from the
rest. A microwave resonator is coupled to the junction to read qubits.

A viable qubit has four common features. First, quantum states must retain its co-
herence as long as possible, so one can operate on them. For this reason, one has to
isolate qubits from the environment. Second, one has to be able to scale up multiple in-
teracting qubits. The third is tomanipulate qubits and interfacewith classical computers
as cleanly as possible. However, the third requirement poses a fundamental contradic-
tion to the first one. Fourth, qubits must have error correction.

It is probably the best to use an example to demonstrate what qubits look like. We
are going to take the two lowest states of PIB (Fig. 10.5(a)), ϕ1 and ϕ2. Because the quan-
tum number n in PIB cannot be zero, we will not use the quantum computing notation
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Figure 10.5: (a) Two eigenstates in an infinite quantum well of width a as a single qubit. The thin line de-
notes the perturbation or a gate, X . (b) Two finite quantum wells form two qubits, A and B.

for states. Recall ϕn = √
2
a sin(

nπx
a ) and En =

n2ℏ2π2
2ma2 . In the energy representation, the

Hamiltonian for these two levels is diagonal and can be converted to I and Z ,

Ĥ0 = (
E1 0
0 E2
)→ Ĥ0 =

(E1 + E2)
2

I +
E1 − E2

2
Z . (10.6.12)

Since Ĥ0 is time-independent, the state evolves as |ψ(t)⟩ = c1e
−iE1t/ℏ|ϕ1⟩ + c2e

−iE2t/ℏ|ϕ2⟩,
where ci is the coefficient and may depend on time t. |ψ(t)⟩ is our qubit.

Next,we turn onaperturbation (the thin line in Fig. 10.5(a)) ĤI = A(t)(
x
a−

1
2 ), where

1
2

is introduced to cancel the diagonal element ⟨ϕn|x|ϕn⟩, so only the off-diagonal elements
⟨ϕ1|x|ϕ2⟩ = −

16a
9π2 are retained (see the problems on Section 2.8). ĤI is

ĤI = −A(t)
16a
9π2
(
0 1
1 0
) = −A(t) 16a

9π2
X . (10.6.13)

If we apply ĤI to ψ(t) at time t, we get a new qubit |ψ′(t)⟩ as

|ψ′(t)⟩ = −A(t) 16a
9π2
(c1e
−iE1t/ℏ|ϕ2⟩ + c2e

−iE2t/ℏ|ϕ1⟩), (10.6.14)

where A(t) is a time-dependent amplitude. If A(t) is a constant, then we only have a
beating between these two states, no switching. If A(t) is time-dependent, it must act
during which coherence between these two states is active. In actual systems, excited
states decay with time, i. e., c2(t) ∝ e−Γt , where Γ is positive. |ψ′(t)⟩ in eq. (10.6.14) only
sets up the initial state for the system. How |ψ′(t)⟩ evolves with time must follow the
time-dependent Schrödinger equation,

iℏ𝜕|ψ(t)⟩
𝜕t
= (Ĥ0 + ĤI )|ψ(t)⟩. (10.6.15)

The application of X gate Ĥi(t) is just part of the story. Now, suppose thatwewant to
develop a CNOT gatewhich needs two qubits, A and B. PIB does not work, because there
is no coupling with other qubits. Figure 10.5(b) adopts two finite quantum wells, two
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qubits, A and B.9 Because the potential barrier is low, A and B interact with each other.
There are numerous challenges to make this model work as a CNOT gate. For instance,
how could one apply a perturbation ĤI on A (as the target qubit) without affecting B
(as the control)? We have to end here. The future of quantum information science and
technology belongs to those who are prepared to make it.

Exercise 10.6.4.
34. Starting from |ψ(t)⟩ = c1e

−iE1t/ℏ|ϕ1⟩ + c2e
−iE2t/ℏ|ϕ2⟩, find |ψ

′(t)⟩ if we apply H to it.
35. What happens if we use two Hadamard gates to operate on |ψ(t)⟩?

10.7 Berry phase

In general, phases in a wavefunction ψ are purely arbitrary and have been largely ig-
nored for a good reason. If we compute the density, we find immediately that the phase
drops out because of ψ∗ψ. However, as Berry pointed out [84], in some cases, the phase
cannot be dropped, andmore importantly, the phase can be detected. This section intro-
duces a different phase, the Berry phase. This all starts from an apparent problem in the
time-dependent Schrödinger equation where the time-derivative is a partial derivative.

10.7.1 Dynamical phase factor with time-independent Hamiltonian

We start from a time-independent Hamiltonian Ĥ(0). The eigenequation is,

Ĥ(0)|n(0)⟩ = En|n(0)⟩, (10.7.1)

where En is the eigenvalue of the eigenstate |n(0)⟩. At time t, the eigenstate evolves to

|n(t)⟩ = e−iEnt/ℏ|n(0)⟩, (10.7.2)

where |n(0)⟩ is the eigenfunction at t = 0, and the exponential is the familiar dynamical
phase factor. If we want to compute the expectation value of an operator Ô, this phase
factor does not change the result ⟨n(t)|Ô|n(t)⟩ = ⟨n(0)|Ô|n(0)⟩. Therefore, for a time-
independentHamiltonian, |n(t)⟩ is a stationary state. If the initial state is a superposition
of several eigenstates, then each state carries a separate dynamical phase factor.

9 This is an oversimplified model. In real experiments, as shown by Monroe and coworkers [79], their
two qubits consist of two hyperfine states and two vibrational harmonic states.



10.7 Berry phase � 321

10.7.2 Time-dependent Hamiltonian and transition between states

However, if the Hamiltonian is time-dependent, the situation is different. A state evolves
with time according to the time-dependent Schrödinger equation,

iℏ𝜕ψ
𝜕t
= Ĥ(t)ψ. (10.7.3)

As seen in Chapter 7, if Ĥ(t) changes with time rapidly, there will be transitions between
eigenstates of the unperturbed Hamiltonian. Treating the partial time-derivative as a
full-time derivative, we obtain eq. (7.3.1) as

C(1)l (t) =
erik ⋅ E0

iℏ
ei(ωl−ωk−ω)t − ei(ωl−ωk−ω)t0

i(ωl − ωk − ω)
.

We see the phase change depends onωl−ωk−ω. If there is a resonant transition between
states l and k, ωl − ωk − ω = 0, the phase changes slowly. Otherwise, it changes rapidly.

10.7.3 Adiabatic approximation

In physics and chemistry, an adiabatic process means that a system evolves with time
slowly, so slowly that there is no transition between eigenstates during the timepropaga-
tion. The time evolutionmay be due to parameters in the system, such as the coordinates
of a molecules and the direction of a magnetic field. We denote them as {R(t)}, so the en-
tire Hamiltonian is Ĥ(R(t)). Different from time-dependent perturbation theory, we do
not separate the Hamiltonian into one unperturbed and the other external perturbed
Hamiltonians. During the time evolution, an eigenstate, denoted as |n(R(t))⟩, remains
an instantaneous eigenstate of an instantaneous Hamiltonian Ĥ(R(t)),10

Ĥ(R(t))|n(R(t))⟩ = En(R(t))|n(R(t))⟩, (10.7.4)

where En(R(t)) is the instantaneous eigenvalue obtained by diagonalizing Ĥ . All the
eigenstates are orthonormalized, ⟨n(R(t))|m(R(t))⟩ = δnm, at the same time t, but not
at two different times t1 and t2 (see the following exercise).

In the meantime, regardless of whether we take an adiabatic approximation or not,
the state must evolve according to the time-dependent Schrödinger equation,

iℏ𝜕|n(R(t))⟩
𝜕t
= Ĥ(R(t))|n(R(t))⟩, (10.7.5)

From eqs. (10.7.4) and (10.7.5), we find

10 What we are doing here is to diagonalize the Hamiltonian at each time t.
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iℏ𝜕|n(R(t))⟩
𝜕t
= En(R(t))|n(R(t))⟩, (10.7.6)

which can be integrated to yield

|n(R(t))⟩ = exp[− i
ℏ

t

∫
0

dt′En(R(t
′))]|n(R(0))⟩. (10.7.7)

If we compare this expression with eq. (10.7.2), we see the dynamical phase factor is
changed to the integration because the eigenenergy changes with time. However, go-
ing from eq. (10.7.6) to (10.7.7) explicitly assumes that one can convert the partial time
derivative eq. (10.7.6) to a full time derivative, i. e., in essence, we have changed a partial
differential equation to an ordinary differential equation. This, in general, is not possi-
ble, and is valid only if there is no other parameter changing.

We can make this clearly by seeking a general solution |ψ(t)⟩ to the ordinary time-
derivative Schrödinger equation and by expanding |ψ(t)⟩ in |n(R(t))⟩, not |n(R(0))⟩,11

|ψ(t)⟩ =∑
n
|ψn(t)⟩ ≡∑

n
an(t)|n(R(t))⟩ exp[−

i
ℏ

t

∫
0

dt′En(R(t
′))], (10.7.8)

where |ψn(t)⟩ is defined through eq. (10.7.8) and an(t) is a coefficient to be determined.
We plug it into the ordinary time-differential Schrödinger equation,

iℏ|ψ̇(t)⟩ = Ĥ(R(t))|ψ(t)⟩, (10.7.9)

where the dot over |ψ⟩ denotes the ordinary time derivative ( ddt ), and then left multiply
⟨m(R(t))| and integrate the resultant equation to get (see the exercises)

ȧm(t) = −∑
n
an(t)⟨m(R(t))|ṅ(R(t))⟩ exp[−

i
ℏ

t

∫
0

dt′(En(R(t
′)) − Em(R(t

′)))], (10.7.10)

which shows that am depends on ⟨m(R(t))|ṅ(R(t))⟩. If ⟨m(R(t))|ṅ(R(t))⟩ = 0, then am is
simply a constant. This happens if |n(R(t))⟩ is real. But if it is a complex function, then
⟨m(R(t))|ṅ(R(t))⟩may differ from zero, and we can estimate how large it is.

For n ̸= m, from eq. (10.7.4) we can find

⟨m(R(t))|ṅ(R(t))⟩ = ⟨m(R(t))|
̇Ĥ |n(R(t))⟩

En(R(t)) − Em(R(t))
.

11 This is the key difference. If the Hamiltonian is time independent, we always use |n(R(0))⟩, but here
the Hamiltonian changes with time. The completeness is fulfilled only at each time t. In general, states
at different times are not even orthogonal.
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If En(R(t))−Em(R(t)) is large, while the change in Ĥ is small, then the ratio is small. This
is the condition for the adiabatic approximation. Then, we can ignore terms with n ̸= m
and only retain terms with n = m. Doing so simplifies eq. (10.7.10) to

ȧm(t) = −am(t)⟨m(R(t))|ṁ(R(t))⟩.

We integrate over time t to obtain

am(t) = am(0) exp[−
t

∫
0

⟨m(R(t′))|ṁ(R(t′))⟩dt′] ≡ am(0)e
iγm(t), (10.7.11)

where we have defined a phase γm through the exponential term. Equation (10.7.11) is
true only if crossing terms are ignored, i. e., no transitions between states, which is the
adiabatic approximation. From now on, we only focus on a single state. The key mes-
sage here is that the phase γm appears because, once we have a time-dependent R(t),
the physics goes beyond the partial time-differential Schrödinger equation. We need an
ordinary time-differential Schrödinger equation. Going from a partial differential equa-
tion to an ordinary differential equation admits more roots.

Exercise 10.7.3.
36. (a) Show at two different times t1 and t2 that two states are not orthogonal, i. e., ⟨n(R(t1))|m(R(t2))⟩ ̸= δnm.
(b) Find a condition under which they are orthogonal.
37. Prove eq. (10.7.7) satisfies eq. (10.7.6).
38. Show that, if |n(R(t))⟩ is real, ⟨m(R(t))|ṅ(R(t))⟩ = 0.
39. Starting from eq. (10.7.4), use the Hellmann–Feynman theorem to prove ⟨m(R(t))|ṅ(R(t))⟩ =
⟨m(R(t))| ̇Ĥ|n(R(t))⟩
En(R(t))−Em(R(t))

.

10.7.4 Geometric phase factor: a conceptual change

We pick up one state |ψn(t)⟩ from the summation of eq. (10.7.8) and substitute an(t) of
eq. (10.7.11) into |ψn(t)⟩ to find [84] (setting an(0) to 1 in eq. (10.7.11)),

|ψn(t)⟩ = e
iγn(t) exp[− i

ℏ

t

∫
0

dt′En(R(t
′))]|n(R(t))⟩. (10.7.12)

At t = 0, |ψn(0)⟩ = e
iγn(0)|n(R(0))⟩ corresponds to the initial state. The extra phase γn(t)

can be found by requiring |ψn⟩ to satisfy

iℏ𝜕|ψn(t)⟩
𝜕t
= Ĥ(t)|ψn(t)⟩. (10.7.13)
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Doing so, we find

𝜕γn(t)
𝜕t
= i⟨n(R(t))| 𝜕

𝜕t
|n(R(t))⟩. (10.7.14)

Before we move further, we pause to explain what we are doing. Equation (10.7.12)
replaces |n(R(0))⟩ in eq. (10.7.7) with eiγn(t)|n(R(t))⟩, so it goes beyond the dynamical
phase factor. We can show this explicitly. We change the time derivative on |n(R(t))⟩ to
the derivative on the parameters 𝜕𝜕t = ∇R ⋅

dR
dt (see the exercise). Because γn is a function

of only t, 𝜕𝜕t can be written as a full derivative,
d
dt , so eq. (10.7.14) becomes

dγn(t)
dt
= i⟨n(R)|∇R|n(R)⟩ ⋅

dR
dt
. (10.7.15)

Eliminating dt from both sides converts the time dependence to the parameter depen-
dence,

dγn(t) = i⟨n(R)|∇R|n(R)⟩ ⋅ dR,

and we integrate it along a path P in the parameter space (Fig. 10.6(a)).12

γn(Ri
P
→ Rf ) =

Rf

∫
Ri

i⟨n(R)|∇R|n(R)⟩ ⋅ dR. (10.7.16)

Different from the dynamical phase factor (eq. (10.7.2)), γn(t) only parametrically de-
pends on t, where the initial and final times ti and tf enter γn(t) through Ri and Rf ,
respectively, with the geometry at the center of γn(t), the geometrical phase factor.

13

Because γn(t) appears in e
iγn(t), it must be real; otherwise, it becomes unphysical. This

requires that ⟨n(R)|∇R|n(R)⟩must be imaginary. To simplify our notation, we define

An(R) = i⟨n(R)|∇R|n(R)⟩, (10.7.17)

where An(R) is called the Berry connection or Berry vector potential, already used in
eq. (9.4.19) on Section 9.4.2.2. In this way, eq. (10.7.16) has a simpler form as

γn(t) = ∫
P

dR ⋅ An(R). (10.7.18)

12 Because we have not specified what the parameters are, we can only choose a path. This is a path
integral. We cannot use γn(Rf ) − γn(Ri) because the integral depends on the path.
13 We do not call it a spatial phase factor because R does not necessarily represent space as it can rep-
resent a magnetic field or crystal momentum.
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Figure 10.6: (a) Geometrical phase factor γn. (b) The triple product dS ⋅ ⟨∇Rn(R)| × |∇Rn(R)⟩ represents a
“volume”.

Unfortunately, An(R) has an undesirable problem: It is not gauge invariant. Suppose
we multiply |n(R)⟩ by a phase factor eiζ (R), and we find An(R) changes as

|n(R)⟩→ eiζ (R)|n(R)⟩,
An(R)→ An(R) − ∇Rζ (R).

(10.7.19)

This causes the problem for the geometrical phase γn(t),

γn(t) = ∫
p

dR ⋅ An(R) − ∫
p

dR ⋅ ∇Rζ (R)

= ∫
p

dR ⋅ An(R) + ζ (R(0)) − ζ (R(t)),
(10.7.20)

where R(0) and R(t) are the initial and final parameters in the parameter space.

Example 7 (Berry connection for a two-dimensional planewave). A two-dimensional planewave has the
wavefunction ψ(x, y; kx , ky ) = e

ikx x+iky y/a normalized with a square a × a, where the parameters are kx and
ky . Find the Berry connection A.

We take the partial derivatives with respect to kx and ky to find 𝜕ψ𝜕kx = ixeikx x+iky y/a and 𝜕ψ𝜕ky =

iyeikx x+iky y/a. So,

Ax = i∬ dxdy e
−ikx x−iky y

a
ix e

ikx x+iky y

a
= −a/2,

Ay = i∬ dxdy e
−ikx x−iky y

a
iy e

ikx x+iky y

a
= −a/2.

Finally, A = − a2 ( ̂x + ̂y).

Exercise 10.7.4.
40. Prove eq. (10.7.14).
41. Show 𝜕𝜕t can be written as ∇R ⋅

dR
dt .

42. (a) Prove ⟨n(R)|∇R|n(R)⟩must be imaginary. (b) If |n(R)⟩ is a real wavefunction, show the Berry connection
must be zero.
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43. Take the wavevector k as the parameter R to compute the Berry connections for a (unnormalized)
planewave ψ(r) = eik⋅r in (a) a one-dimensional chain of length a and (b) a three-dimensional cube a3.

10.7.5 Berry phase

The only way we can get rid of the extra term in eq. (10.7.20) is to choose a closed path
C, so R(0) = R(t). For ζ in eq. (10.7.19), this means

eiζn(R(0)) = eiζn(R(t)) → ζ (R(0)) − ζ (R(t)) = 2π × n, (10.7.21)

where n = 1, 2, 3, . . . and γn can change by an integer multiple of 2π under the gauge
transformation from eq. (10.7.19). This was first discovered by Berry [84].

This treatment is tantamount to assuming that, after a period T , the system returns
to its original system, where Ĥ(T) = Ĥ(0) and R(0) = R(T). For a closed path C, γn is a
gauge-invariant physical quantity,

γn(C) = ∮
C

dR ⋅ An(R) = i∮
C

⟨n(R)|∇R|n(R)⟩ ⋅ dR, (10.7.22)

which is called Berry’s phase, a geometric phase in the parameter space. One may di-
rectly compute it with an eigenstate (see the exercise).Wewish tomake a few comments
on the structure of eq. (10.7.22). Whenever the Berry connection is zero, the Berry phase
is zero. Any real wavefunctions have a zero Berry phase. On the other hand, spinor
wavefunctions can have a nonzero Berry phase.

Second, this integral has two separate integrations. One is over the spatial coordi-
nate dr of thewavefunction |n(R, r)⟩, which is denoted by two angle brackets in theDirac
notation. The other is the integration over R. We must compute the derivative ∇R|n(R)⟩
first. If {R} is one dimensional, then the integrations over r and dR can be swapped, and
the entire integral is zero, or γn(C) = 0 (see the exercise).

Example 8 (Berry phase for a two-dimensional planewave). A two-dimensional planewave has the wave-
function ψ(x, y; kx , ky ) = e

ikx x+iky y/a normalized with a square a×a, where the parameters are kx and ky . Find
theBerry phase γn over a loop starting from (kx , ky ) = (0, 0)

2π
a → (1, 0)

2π
a → (1, 1)

2π
a → (0, 1)

2π
a → (0, 0)

2π
a .

We start from the Berry connection on Section 10.7.4: An = −
a
2 ( ̂x + ̂y). There are four segments. From

(0, 0) 2πa → (1, 0)
2π
a , ∫ dR ⋅ A = −

a
2 ∫ dkx = −π. For the next three segments, their geometrical phases are

−π, +π, and +π. So, we have the Berry phase γn(C) = −π − π + π + π = 0. The phases in each segment cancel
out.

Anotherway to calculate the Berry phase is to utilize Stokes’ theorem to convert the loop
integral in eq. (10.7.22) into a surface integral,
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γn(C) = −Im∬
C

dS ⋅ [∇R × ⟨n(R)|∇R|n(R)⟩] (10.7.23)

≡ −Im∬
C

dS ⋅ Vn(R) (10.7.24)

= −Im∬
C

dS ⋅ ⟨∇Rn(R)| × |∇Rn(R)⟩. (10.7.25)

In eq. (10.7.24)Vn(R) = ∇R×An(R) is called the Berry curvature, the curl of the Berry con-
nectionAn(R), and the integrand in eq. (10.7.25) is just like the enclosed volume by three
vectors (Fig. 10.6(b)). For this reason, to have a nonzero γn(C), |∇Rn(R)⟩ and ⟨∇Rn(R)|
must be two different vectors. Here is an example.

Example 9 (Berry phase for a two-dimensional planewave). A two-dimensional planewave has the wave-
function ψ(x, y; kx , ky ) = e

ikx x+iky y/a normalized with a square a×a, where the parameters are kx and ky . Find
the Berry phase γn over a loop using eq. (10.7.25).

We first compute ∇R|ψ⟩ = ie
ikx x+iky y (x ̂x + y ̂y)/a. Its conjugation is ⟨∇Rψ| = −ie

−ikx x−iky y (x ̂x + y ̂y)/a. It is
easy to see that these two vectors are parallel to each other. Therefore, eq. (10.7.25) yields γn(C) = 0.

In case the Hamiltonian Ĥ(R) of the system is given and its eigenstates |n(R)⟩ can be
computed, we can insert the completeness of the eigenstates into the cross-product in
eq. (10.7.25), ∑m ̸=n⟨∇Rn(R)|m(R)⟩ × ⟨m(R)|∇Rn(R)⟩, where we exclude m = n because
⟨∇Rn(R)|n(R)⟩ and ⟨n(R)|∇Rn(R)⟩ are the same vector and their cross-product is zero.
Starting from (10.7.4), we use the Hellmann–Feynman theorem (Section 5.7) to rewrite
the derivative as

⟨m(R)|∇Rn(R)⟩ = ⟨m(R)|∇RĤ |n(R)⟩/(En − Em), m ̸= n,

which translates the derivatives on thewavefunction to the Hamiltonian. Doing so leads
to a more manageable expression for the Berry phase

γn(C) = −Im∬
c

dS ⋅ Vn(R), (10.7.26)

where the Berry curvature Vn(R) is given by

Vn(R) = ∑
m ̸=n

⟨n(R)|∇RĤ(R)|m(R)⟩ × ⟨m(R)|∇RĤ(R)|n(R)⟩
(Em(R) − En(R))2

. (10.7.27)

We present these two examples, but their Berry phases are all zero because the
phase from one part of the closed path cancels that from the other part. Equation
(10.7.27) reveals some interesting features to us. If we have a degeneracy, Em = En with
m ̸= n, then V can be very large. Next, we introduce an example with degeneracy that
Berry used [84], and the problem at the end of this chapter uses a different method.
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Figure 10.7: (a) We rotate ̂σ to R first and then back. (b) The closed path C is around R, with the polar angle
of θ1.

Example 10 (Berry phase for a spin). Suppose we have a Hamiltonian, Ĥ(R) = 1
2 (

Z X−iY
X+iY −Z ), where X , Y , and

Z are the Cartesian coordinates of a vector R. Compute the Berry phase for the eigenstate with the largest
eigenvalue over a circle C over the solid angle Ω(C), where C subtends at the degeneracy. In Ω(C), θ starts
from 0 to θ0.

We first find the eigenvalues of Ĥ by diagonalizing the Hamiltonian, E1 =
1
2
√X2 + Y2 + Z2 = 1

2 R, and
E2 = −

1
2 R. The degeneracy occurs at R = 0. According to eq. (10.7.27), we need to find ∇RĤ. We note that the

Hamiltonian can be written as Ĥ = 1
2R ⋅ σ̂, where σ̂ is the Pauli matrix of the spin, so ∇RĤ =

1
2 σ̂. Because σ̂’s

quantization axis is not always along R, we temporally rotate the spin’s z-axis along R (see Fig. 10.7(a)), so the
eigenstates of Ĥ are simply |1⟩ = |α⟩ and |2⟩ = |β⟩. This eases the calculation of V in eq. (10.7.27),

V1(R) = ⟨1|∇RĤ|2⟩ × ⟨2|∇RĤ|1⟩/(E1 − E2)
2 = ⟨1| ̂σ|2⟩ × ⟨2| ̂σ|1⟩/(4R2),

which can be cast into the determinant

V1(R) =
1
4R2



̂x ̂y ̂z
⟨1|σ̂x |2⟩ ⟨1|σ̂y |2⟩ ⟨1|σ̂z |2⟩
⟨2|σ̂x |1⟩ ⟨2|σ̂y |1⟩ ⟨2|σ̂z |1⟩



.

Three components are given by

V1x =
1
4R2
(⟨1|σ̂y |2⟩⟨2|σ̂z |1⟩ − ⟨1|σ̂z |2⟩⟨2|σ̂y |1⟩),

V1y =
1
4R2
(⟨1|σ̂z |2⟩⟨2|σ̂x |1⟩ − ⟨1|σ̂x |2⟩⟨2|σ̂z |1⟩),

V1z =
1
4R2
(⟨1|σ̂x |2⟩⟨2|σ̂y |1⟩ − ⟨1|σ̂y |2⟩⟨2|σ̂x |1⟩).

Because both ⟨1|σ̂z |2⟩ and ⟨2|σ̂z |1⟩ are zero, V1x = V1y = 0, where |1⟩ and 2⟩ are just |α⟩ and |β⟩. However,
σ̂x |α(β)⟩ = |β(α)⟩ and σ̂y |α(β)⟩ = +(−)i|β(α)⟩, so V1z =

1
4R2
(⟨1|1⟩⟨2|i|2⟩ − ⟨2|2⟩⟨1|(−i)|1⟩) = i

2R2
. Next, we

rotate V1 back to the unrotated axis,

V1 =
i

2R2
R
R
=

iR
2R3
,

which is plugged into eq. (10.7.27) to get

γ1(C) = i∬V1 ⋅ dS = i ∫
iR
2R3
⋅ R̂R2 sin θdθdϕ = i∬ i

2
sin θdθdϕ = − 1

2
∬ dΩ.
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After integration, we have γ1(C) = −
Ω
2 , which shows the Berry phase is half the solid angle Ω that C subtends

at the degeneracy. The degeneracy is just the origin of R (Fig. 10.7(b)). We now choose a circle around R with
θ at θ1, so the Berry phase is γ1(C) = −(1 − cos θ1)π. We see that, if θ1 = 0, γ1(C) = 0. In this case, the
Hamiltonian is real. If θ1 ̸= 0, γ1(C) is nonzero. This means that the path encloses the degeneracy. It can be
shown that the other eigenvalue has γ2(C) = −γ1(C). They appear in pairs.

In the beginning of this book, we emphasized that one needs both the wavefunction and
operator to make ameasurement. But the Berry phase changes this viewpoint. Here, ev-
erything is based on thewavefunction itself. There is no operator. Both Berry connection
and curvature are the making of a wavefunction. Although most of the examples that
have been used here are related to the spin, the Berry phase has found many applica-
tions, such as polarization [59].

Exercise 10.7.5.
44. What is the relationship between the geometrical phase and the Berry phase?
45. According to eq. (10.7.4), what can we say about the total energy of the system?
46. Show ∇R × ⟨n(R)|∇R|n(R)⟩ = ⟨∇Rn(R)| × |∇Rn(R)⟩.
47. Show γn(C) = 0 if the parameter space is one dimensional.
48. Compute the Berry phase for a (unnormalized) planewave ψ(r) = eik⋅r in a three-dimensional cube a3

using a path (0, 0, 0)→ (1, 0, 0)→ (1, 1, 0)→ (0, 1, 0)→ (0, 0, 0) in the unit of 2πa .

10.8 Problems

1. Two electrons are confined in x ∈ (− a2 ,
a
2 ). Suppose they are in a wavefunction

ψ(1, 2) = 1
√2
(ϕa(1)ϕb(2) ± ϕb(1)ϕa(2)), where ϕa(x) = cos(

πx
a ) and ϕb = e

− |x|a . (a)
Normalize both ϕa and ϕb and find ⟨ϕa|ϕb⟩. (b) Find the expectation values of x1
and x2. (c) Find the expectation value of x1x2 for the symmetric and antisymmetric
wavefunctions and compare it with (b). What can you conclude?

2. Two identical quantum particles occupy two single-particle orbitals ψa and ψb.
It is known that the density ρ(1, 2) includes following two terms: ρa(1)ρb(2) and
ρab(1)ρba(2), where ρa(1) = |ψa(1)|

2, ρb(2) = |ψb(2)|
2, ρab(1) = ψ∗a (1)ψb(1) and

ρba(2) = ψ
∗
b (2)ψa(2), but the remaining terms are unknown. (a) Because exchanging

two identical particles should not change ρ(1, 2), write down all the possible expres-
sions for ρ(1, 2). (b) Prove that, if ψa = ψb and ρ(1, 2) = 0, these particles must be a
fermion. (c) Prove that, if ψa = ψb and ρ(1, 2) ̸= 0, these particles must be a boson.

3. Two electrons in an atom have two different configurations: (1) One electron is in
the 2px orbital and the other is in the 2pz orbital and (2) one electron is in the 2px
orbital and the other is in the 2py orbital. The spherical harmonics for 2px , 2py and
2pz are given in Table 4.1. (a) Use eq. (10.4.4) to compute the energies for (1) and (2).
Since the radial integrals for (1) and (2) are exactly the same, only the integral over
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the angle is needed. (b) According to the Hund second rule, (1) should have a lower
Coulomb energy than (2). What can you conclude from your results?

4. Two qubits are in the state |Ψ⟩ = 1
√2
(|00⟩+ |11⟩), where the first bit belongs to qubit

A and the second one belongs to B. (a) Suppose one applies the Hadamard gate on
qubit A and T on qubit B. What is the final state? (b) Find the percentages of qubit
A in |0⟩ and |1⟩.

5. Construct a controlled-Hadamard gate and find the matrix form for two qubits.
6. It is often customary that one writes four computational basis states as the Bell

bases, |ψ1⟩ =
1
√2
(|00⟩ + |11⟩), |ψ2⟩ =

1
√2
(|00⟩ − |11⟩), |ψ3⟩ =

1
√2
(|01⟩ + |10⟩), and

|ψ4⟩ =
1
√2
(|01⟩ − |10⟩). (a) Apply CNOT to each basis. (b) Set up the density matrices

and diagonalize their eigenvalues and eigenvectors.
7. Starting from eq. (10.7.8), prove eq. (10.7.10).
8. Start from Ĥ(R) = 1

2 (
Z X−iY

X+iY −Z ), where X , Y and Z are the Cartesian coordinates
of a vector R. (a) Diagonalize Ĥ to find the eigenvalues and eigenvectors. (b) Find
the Berry connection A for both eigenstates. (c) Compute the Berry phases for both
eigenstates directly from eq. (10.7.21), without using eq. (10.7.27), and then compare
the results on Section 10.7.5.

9. An electron is placed in a uniformmagnetic fieldwithB(t) = B[sin(θ(t)) cos(ϕ(t))x̂+
sin(θ(t)) sin(ϕ(t))ŷ + cos(θ(t))]ẑ, where B is the amplitude of the magnetic field and
ϕ and θ are the azimuthal and polar angles at time t. The Hamiltonian is Ĥ(t) =
− gμBℏ B(t)⋅Ŝ. (a) Find the eigenvalues and eigenvectors. (b) Find the Berry connection
A for both eigenstates. (c) Compute the Berry phases for both eigenstates. (d) If at t =
0 the system starts froma superposition state |ψ(0) = (|α⟩+|β⟩)/√2, and after timeT ,
Ĥ(t) returns to its initial form Ĥ(T) = Ĥ(0), find the wavefunction ψ(T) at t = T . (e)
Find the expectation values of ⟨ψ(T)|σ̂x |ψ(T)⟩, ⟨ψ(T)|σ̂y|ψ(T)⟩, and ⟨ψ(T)|σ̂z|ψ(T)⟩,
and compare their respective values at t = 0.

10. This problem is modeled on the Rabi Hamiltonian on Section 6.6.1. A system has
three magnetic fields, Bx , By, Bz, Ĥ = (

−Bz Bx+iBy
Bx−iBy Bz

), where Bx and By return to their
original values after T . (a) Find the eigenvalues and eigenstates. (b) Find the Berry
curvature. (c) Find the Berry phase. (d) If Bx and By are constant, but Bz returns to
its initial value after T , what is the Berry phase?

11. The Berry phase can be defined around a discrete path [59], called Pancharat-
nam phase, instead of continuous paths given above. Suppose we have N num-
ber of states {ϕi} which are not orthogonal to each other. We go from ϕ1 to ϕ2
all the way to ϕN and then back to ϕ1. The Berry phase γ(C) is defined as γ(C) =
−Im ln[⟨ϕ1|ϕ2⟩⟨ϕ2|ϕ3⟩ ⋅ ⋅ ⋅ ⟨ϕN−1|ϕN⟩]. Now supposewe start from the eigenfunctions
of Ŝz, the eigenfunctions of Ŝx , the eigenfunctions of Ŝy, back to the eigenfunctions
of Ŝz. Compute γ(C).

12. Show around a closed path C, the energy conservation is violated in general.
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13. Suppose ψk is a Bloch function (eq. (9.2.11)). Prove the lattice vector R can be calcu-
lated from the difference between two Berry connections

R = −i (⟨ψk(R + r)

𝜕ψk(R + r)
𝜕k
⟩ − ⟨ψk(r)


𝜕ψk(r)
𝜕k
⟩) .

This problem shows the connection between k and R, which is independent of r.



11 Appendix

11.1 Atomic units

Quantum mechanics uses atomic units since many quantities are extremely small in SI
units. While the most used atomic units are broadly accepted in the community, two
different energy units are used: Hartree and Rydberg units. They differ by a factor of 2.
In this book, we will explicitly state which units we are using. The following table lists
some of themost commonphysical quantities. The Planck constant is h = 6.626×10−34 J⋅s,
and the reduced one is ℏ = h/(2π). The Bohr radius is a0 = 0.529177210903 Å. The electron
mass isme = 9.11 × 10

−31 kg. The charge is e = 1.602 × 10−19 C.

Quantity Value

Time ℏ/Eh
Length a0
Mass me
Charge e
Energy (Hartree) Eh = ℏ

2/(mea
2
0)

Energy (Rydberg) Er = ℏ
2/(2mea

2
0)

Conductance G0 = e
2/h

Conductivity e2/(ℏa0)
Resistance R0 = ℏ/e

2

Resistivity ℏa0/e
2

Velocity a0Eh/ℏ
Angular momentum ℏ
Momentum ℏ/a0
Force Eh/a0 or Er/a0
Electric current eEh/ℏ
Electric field Eh/(ea0)
Electric dipole moment ea0
Spin moment (Bohr magneton) μB = eℏ/(2me)

11.2 Time-order operator

If we integrate Eq. (3.5.4) once, we have

Û(t, t0) = Û(t0, t0) + (iℏ)
−1

t

∫
t0

ĤSÛ(t
′, t0)dt

′, (11.1)

which means that Û at time t depends on Û at time t′. If we use the same equation
repeatedly, we end up with terms within the integral on the right side like
(iℏ)−n ∫tt0 ⋅ ⋅ ⋅∫

tn
t0
dt1 ⋅ ⋅ ⋅ dtn. This means that their coefficient is just (iℏ)−n.

https://doi.org/10.1515/9783110672152-011

https://doi.org/10.1515/9783110672152-011
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If we want to start from Eq. (3.5.8) and if ĤS depends on time, −iĤS(t− t0)/ℏmust be

changed to an integral, −i ∫tt0 ĤS(t
′)dt′/ℏ, so Û = e−i ∫

t
t0
Ĥs(t
′)dt′/ℏ. However, this expression

is different from Eq. (11.1). To see this clearly, we expand it to the second order,

e−i ∫
t
t0
Ĥs(t
′)dt′/ℏ = 1 + (−i t

∫
t0

Ĥs(t
′)dt′/ℏ) + 1

2!
(−i

t

∫
t0

Ĥs(t
′)dt′/ℏ)

2

+ ⋅ ⋅ ⋅ , (11.2)

where the second-order term has 1/2!, but (11.1) does not have. In addition, it has two
time-integrals. In general, operators at different times are not commutable, [ĤS(t

′),
ĤS(t
′′)] ̸= 0. Ignoring (−i/ℏ), we have

(
t

∫
t0

ĤS(t
′)dt′)

2

=
t

∫
t0

dt′
t

∫
t0

dt′′ĤS(t
′)ĤS(t

′′). (11.3)

So, we have to know the time order t′ and t′′, i. e., which one occurs earlier. Freeman
Dyson introduced the time order operator T̂ , so

T̂(
t

∫
t0

HS(t
′)dt′)

2

= 2!
t

∫
t0

dt′
t

∫
t0

dt′′ĤS(t
′)ĤS(t

′′), (11.4)

where t′′ < t′. This 2! cancels 1
2! in Eq. (11.2), so all the terms in the expansion have no

factorials in the denominator. T̂ allows us to write Û(t, t0)more easily as

Û(t, t0) = T̂ exp(−
i
ℏ

t

∫
t0

Ĥ(t′)dt′). (11.5)

11.3 Spin rotation

In physics, there are two types of vectors. One comprises the polar vectors, such as po-
sition and momentum, and the other the axial vectors, such as angular momentum and
spin. Their main difference is that, if we invert a polar vectorA, it changes fromA to −A,
but, if we invert an axial vector A, it does not change sign. We will explain the reason
behind this by first reviewing the rotation for a polar vector A in a three-dimensional
system.

11.3.1 Polar vectors

We denote R as a 3 × 3 rotation matrix. We first rotate the object along the z-axis by γ,
then along the y-axis by β, and finally along the z-axis by α. α, β, and γ are the Eulerian
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angles. These three rotations are called the proper rotations because they do not involve
inversion or mirror operations. Rz(α), Ry(β), and Rz(γ), respectively [27], are,

(
cos α − sin α 0
sin α cos α 0
0 0 1

) , (
cos β 0 sin β
0 1 0
− sin β 0 cos β

) , (
cos γ − sin γ 0
sin γ cos γ 0
0 0 1

) . (11.6)

One key feature of the proper rotation is that the determinant of these matrices is al-
ways 1. If we want to rotate a vector A, we can left multiply it by R, such as A′ = RA.

Improper rotations contain mirror operations and inversion. The following first
threematrices, denoted by Σxy, Σyz, and Σzx , represent themirror operationwith respect
to the xy-, yz- and zx-planes, respectively. The last one, ℐ , is the inversion matrix.

(
1 0 0
0 1 0
0 0 −1

) , (
−1 0 0
0 1 0
0 0 1

) , (
1 0 0
0 −1 0
0 0 1

) , (
−1 0 0
0 −1 0
0 0 −1

) , (11.7)

These rotations form a group known as the O(3) group.

11.3.2 Axial vectors: spin rotation and SU(2) rotation matrices

Axial vectors form a special group of vectors. If we apply an inversion ℐ to them, they
do not change signs. Take the angular momentum L̂ = r̂ × p̂ as an example: ℐr̂ = −r̂
and ℐp̂ = −p̂, but ℐL̂ = L̂, no sign changes. So, L̂ is an axial vector. This is a vector in
three-dimensional space, where each component is a scalar in CM and a scalar operator
in QM.

Spin is also an axial vector, but, different from L̂, each component of spin is a 2 × 2
matrix, which cannot be operated by a 3 × 3 rotation matrix R. Instead, we must first
find a rotation matrix that works in the two-dimension [24]. A set of these matrices
form a group, called the SU(2) group, a special unitary transformation group for two-
dimensional vectors. The respective rotation matrices about the z- and y-axes are [27],1

Uz(α) = (
e−iα/2 0
0 eiα/2

) , Uy(β) = (
cos(β/2) − sin(β/2)
sin(β/2) cos(β/2)

) .

1 Our matrices can be applied to spins directly and differ by a Hermite conjugation from those in [24].
The matrices given on page 105 of [24], pertain to the axis rotation, not the spin rotation, but the final
U(α, β, γ) on page 109 of [24], which includes this Hermite conjugation, is identical to ours and those in
[27].
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For the same three rotations with Eulerian angles, α, β, and γ, the 2 × 2 rotation
matrix is the product matrix U(α, β, γ) = Uz(α)Uy(β)Uz(γ),

U(α, β, γ) = (
e
−i(α+γ)

2 cos β
2 −e

−i(α−γ)
2 sin β

2

e
i(α−γ)

2 sin β
2 e

i(α+γ)
2 cos β

2

) .

Because Ŝx is a matrix, the matrix rotation is different from the vector rotation.
Suppose our rotation operator is U . To rotate Ŝx , we must proceed as

Ŝ′x = UŜxU
−1,

where Ŝx is given in Eq. (6.1.7). Caution must be taken: Only one component can be ma-
nipulated at one time, and it is not possible to rotate all three components at the same
time like L̂. To rotate Ŝy and Ŝz, we have to carry out two different rotations. After a
lengthy calculation, we find [27]

Ŝ′x = (cos α cos β cos γ − sin α sin γ)Ŝx + (cos α sin γ + sin α cos β cos γ)Ŝy
− sin β cos γŜz.

(11.8)

This method takes care only of proper rotations, leaving out improper rotations.

11.3.3 O(3) rotation matrices

A much simpler method was revealed to us by Rodriguez–Carvajal [85], Birss [86], and
Chen [87], and employed in our own research [88]. Here, we introduce thismuch simpler
procedure. To carry out the same three subsequent rotations of a spin Ŝ, R(α, β, γ) =
R1(α)R2(β)R3(γ), we need only

(

Ŝ′x
Ŝ′y
Ŝ′z

) = R(α, β, γ)Det(R)(
Ŝx
Ŝy
Ŝz

) = Det(R)(
R11 R12 R13
R21 R22 R23
R31 R32 R33

)(

Ŝx
Ŝy
Ŝz

) .

For instance Ŝ′x = (R11Ŝx + R12Ŝy + R13Ŝz)Det(R). In this way, we can finish the job for all
three spin components at once. The determinant Det(R) is the only difference between
the spin and a regular vector. For this reason, spin is called an axial vector. The regular
vector is renamed as a polar vector. When we apply an inversion ℐ to a regular vector
A, it produces ℐA = −A. But, if it applies to a spin Ŝ, Det(ℐ)ℐŜ = Ŝ, so it does not change
its direction. For a mirror operation, such as

ℳ =(
−1 0 0
0 1 0
0 0 1

) ,
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it represents a reflection with respect to the yz-plane. We can do the same. For Ŝx , we
have

(
−1 0 0
0 1 0
0 0 1

)Det(ℳ)(
Ŝx
0
0
) =(

Ŝx
0
0
) ,

which does not change the direction of Ŝx . But for Ŝy, the reflection does change:

(
−1 0 0
0 1 0
0 0 1

)Det(ℳ)(
0
Ŝy
0
) =(

0
−Ŝy
0
) .

At no point, should we use U to rotate spin vectors.

11.3.4 What about spin eigenfunctions?

However, thismethod does notwork for spin eigenfunctions because the spin eigenfunc-
tions are spinors and double-valued. We have to use U . Suppose a spin state η whose
rotated function is U(α, β, ν)η. Because U only has half-angles like α

2 ,
β
2 ,

γ
2 , a 2π-rotation,

e
i2π
2 = −1 produces a negative sign for the eigenfunction. For this reason, η are named

as spinors. The reader may consult the books [86, 24] for a more advanced discussion.

11.4 Spin matrices for photon and useful math formulas

One key difference between electron spin and photon spin is that the photon spin ma-
trices are 3 × 3 matrices, but the electron spin matrices are 2 × 2 matrices. They can be
found in the same way as the electron spin. They are

σ̂x =
1
√2
(
0 1 0
1 0 1
0 1 0

) , σ̂y =
i
√2
(
0 −1 0
1 0 −1
0 1 0

) , σ̂z =(
1 0 0
0 0 0
0 0 −1

) . (11.9)

The identity matrix I is a 3 × 3 matrix as well. Four Dirac matrices in Eq. (6.1.5) become

γ̂0 = (
I 0
0 −I
) , γ̂1 = (

0 σ̂x
−σ̂x 0

) , γ̂2 = (
0 σ̂y
−σ̂y 0

) , γ̂3 = (
0 σ̂z
−σ̂z 0

) , (11.10)

where σ̂x , σ̂y, σ̂z are replaced by those in Eq. (11.9). In contrast to Ref. [12] which uses τ,
we use σ̂ instead. Three components of α are αi = γ̂0γ̂i, where i runs from 1 to 3.
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Table 11.1: The following expansions have been used in the coulomb potential 1/r.

(1 ± x)−1/2 = 1 ∓ 1
2 x +

1
2
3
4 x

2 + ⋅ ⋅ ⋅ where x < 1.

Table 11.2: Gradient, Divergence, and curl. f is a scalar function.

Cartesian ∇ = 𝜕f𝜕x ̂x +
𝜕f
𝜕y ̂y +

𝜕f
𝜕z ̂z

Cylindrical ∇ = 𝜕f𝜕r ̂r +
1
r
𝜕f
𝜕ϕ ϕ̂ +

𝜕f
𝜕z ̂z

Spherical ∇ = 𝜕f𝜕r ̂r +
1
r
𝜕f
𝜕θ θ̂ +

1
r sin θ
𝜕f
𝜕ϕ ϕ̂

Table 11.3: Divergence. F is a vector function.

Cartesian ∇ ⋅ F = 𝜕Fx𝜕x +
𝜕Fy
𝜕y +
𝜕Fz
𝜕z

Cylindrical ∇ ⋅ F = 1
r
𝜕(rFr )
𝜕r +

1
r
𝜕Fϕ
𝜕ϕ +
𝜕Fz
𝜕z

Spherical ∇ ⋅ F = 1
r2
(r2Fr )
𝜕r +

1
r sin θ
(sin θFθ)
𝜕θ +

1
r sin θ

Fϕ
𝜕ϕ

Table 11.4: Curl. F is a vector function.

Cartesian ∇ × F = ( 𝜕Fz𝜕y −
𝜕Fy
𝜕z ) ̂x + (

𝜕Fx
𝜕z −
𝜕Fz
𝜕x ) ̂y + (

𝜕Fy
𝜕x −
𝜕Fx
𝜕y ) ̂z

Cylindrical ∇ × F = ( 1r
𝜕Fz
𝜕ϕ −
𝜕Fϕ
𝜕z ) ̂r + (

𝜕Fr
𝜕z −
𝜕Fz
𝜕r )ϕ̂ +

1
r (
𝜕(rFϕ)
𝜕r −

𝜕Fr
𝜕ϕ ) ̂z

Spherical ∇ × F = 1
r sin θ (

𝜕(Fϕ sin θ)
𝜕θ −

Fθ
𝜕ϕ ) ̂r +

1
r (

1
sin θ
𝜕Fr
𝜕ϕ −
𝜕(rFϕ)
𝜕r )θ̂ +

1
r (
𝜕(rFθ)
𝜕r −

𝜕Fr
𝜕θ )ϕ̂

Table 11.5: Laplacian. f is a scalar function.

Cartesian ∇2f = 𝜕
2 f
𝜕x2
+ 𝜕

2 f
𝜕y2
+ 𝜕

2 f
𝜕z2

Cylindrical ∇2f = 1
r
𝜕
𝜕r (r
𝜕f
𝜕r ) +

1
r2
𝜕2 f
𝜕ϕ2
+ 𝜕

2 f
𝜕z2

Spherical ∇2f = 1
r2
𝜕
𝜕r (r

2 𝜕f
𝜕r ) +

1
r2 sin θ

𝜕
𝜕θ (sin θ

𝜕f
𝜕θ ) +

1
r2 sin2 θ

𝜕2 f
𝜕ϕ2

Table 11.6: Conversion of Cartesian coordinates to the spherical coordinates. We use cos θ instead of θ
and tanϕ instead of ϕ because it is simpler. They are used to compute partial derivatives such as 𝜕r/𝜕x. To
compute 𝜕x/𝜕r, the second table should be used.

r = √x2 + y2 + z2

cos θ = z/√x2 + y2 + z2

tanϕ = y/x

x = r sin θ cosϕ
y = r sin θ sinϕ
z = cos θ
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Table 11.7: The first table: spherical unit vectors ( ̂r, θ̂, ϕ̂) expressed in Cartesian unit vectors ( ̂x, ̂y , ̂z). The
second table: Cartesian unit vectors ( ̂x, ̂y , ̂z) expressed in spherical unit vectors ( ̂r, θ̂, ϕ̂).

̂r = (sin θ cosϕ) ̂x + (sin θ sinϕ) ̂y + (cos θ) ̂z
θ̂ = (cos θ cosϕ) ̂x + (cos θ sinϕ) ̂y − (sin θ) ̂z
ϕ̂ = −(sinϕ) ̂x + (cosϕ) ̂y

̂x = (sin θ cosϕ) ̂r + (cos θ cosϕ)θ̂ − (sinϕ)ϕ̂
̂y = (sin θ sinϕ) ̂r + (cos θ sinϕ)θ̂ − (cosϕ)ϕ̂
̂z = (cos θ) ̂r − (sin θ)θ̂

Table 11.8: The first table: cylindrical unit vectors ( ̂r, θ̂, ϕ̂) expressed in Cartesian unit vectors ( ̂x, ̂y , ̂z). The
second table: Cartesian unit vectors ( ̂x, ̂y , ̂z) expressed in spherical unit vectors ( ̂r, θ̂, ϕ̂).

̂r = (sin θ cosϕ) ̂x + (sin θ sinϕ) ̂y + (cos θ) ̂z
θ̂ = (cos θ cosϕ) ̂x + (cos θ sinϕ) ̂y − (sin θ) ̂z
ϕ̂ = −(sinϕ) ̂x + (cosϕ) ̂y

̂x = (sin θ cosϕ) ̂r + (cos θ cosϕ)θ̂ − (sinϕ)ϕ̂
̂y = (sin θ sinϕ) ̂r + (cos θ sinϕ)θ̂ − (cosϕ)ϕ̂
̂z = (cos θ) ̂r − (sin θ)θ̂

Table 11.9: Trigonometry.

sin2(a) + cos2(a) = 1, cos2(a) − sin2(a) = cos(2a), 1 + tan2(a) = sec2(a), 1 + cot2(a) = csc2(a)
sin(a ± b) = sin(a) cos(b) ± cos(a) sin(b), cos(a ± b) = cos(a) cos(b) ∓ sin(a) sin(b)
sin(a) sin(b) = −12 [cos(a + b) − cos(a − b)], cos(a) cos(b) =

1
2 [cos(a + b) + cos(a − b)],

sin(a) cos(b) = 1
2 [sin(a + b) + sin(a − b)]

sin a + sin b = 2 sin( a+b2 ) cos(
a−b
2 ), sin a − sin b = 2 sin(

a−b
2 ) cos(

a+b
2 )

cos a + cos b = 2 cos( a+b2 ) cos(
a−b
2 ), cos a − cos b = −2 sin(

a+b
2 ) sin(

a−b
2 )

Table 11.10: Integration.

∫ x sin(ax)dx = − xa cos(ax) +
1
a2
sin(ax)

∫ x2 sin(ax)dx = 2x
a2
sin(ax) + 2−a2x2

a3
cos(ax)

∫ x cos(ax)dx = x
a sin(ax) +

1
a2
cos(ax)

∫ x2 cos(ax)dx = 2x
a2
cos(ax) + a2x2−2

a3
sin(ax)

∫ sin(ax) cos(bx)dx = − cos[(a−b)x]2(a−b) −
cos[(a+b)x]
2(a+b) |a| ̸= |b|

∫ x sin(ax) sin(bx)dx = 1
2 [

x
a−b sin[(a − b)x] +

1
(a−b)2

cos[(a − b)x]

− x
a+b sin[(a + b)x] −

1
(a+b)2

cos[(a + b)x]]
∫ 1

b+c exp(ax) =
x
b −

1
ab ln[b + c exp(ax)]

∫ exp(ax)xdx = ax−1
a2

exp(ax)

∫ exp(ax)x2dx = ( x
2

a −
2x
a2
+ 2

a3
) exp(ax)

∫
∞
−∞ exp(−ax

2 + bx)dx = √ π
a exp(

b2
4a ), ∫
∞
−∞ x exp(−ax2 + bx)dx = √πb

2a3/2 exp( b24a )
∫
∞
−∞ x2 exp(−ax2 + bx)dx = √π(2a+b

2)
4a5/2 exp( b

2

4a )
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11.5 Computer codes

Listing 11.1: Completeness.

! this code checks the completeness of eigenfunctions for PIB
implicit double precision (a-h,o-z)
pi=dacos(-1d0)
x=0.5465d0
a=10d0
open(1,file='completeness')
n=7
one=0d0
dx=1d-2*a
do ix=1,100

x=ix*dx
psi=dsqrt(2/a)*dsin(n*pi*x/a)
one=one+psi*psi

enddo
! write(*,*)one*dx
! stop

mesh=300
numberofstates=300
do ix=1,mesh

x=ix*a/mesh
one=0d0
do n=1,numberofstates

psi=dsqrt(2/a)*dsin(n*pi*x/a)
one=one+psi*psi

enddo
write(1,*)x,one/(numberofstates/a)

enddo
close(1)
end

Listing 11.2: Even roots of finite square well.

! This code computes the roots of
! Equation: eta = +/- omega cos(eta)
! written on Aug, 2021,
! revised on Sept. 27, 2021

! to Run: compile the code: ifort evenroot.f or gfortran evenroot.f
! then: ./a.out
! press enter if the code produces warnings.
! Results: Final results are stored in evenroot.eta-omegaxcoseta,
!

implicit double precision (a-h,o-z)
double precision root(100),m
integer debug
debug=0
open(10,file='evenroot.eta-omegaxcoseta')
write(10,927)'#Omega (pi),eta, eta,zero,zero, xi (positive root)'
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927 format(a)
open(20,file='evenroot.eta+omegaxcoseta')
write(20,927)'#Omega (pi),eta,eta,zero,zero, xi (negative root)'
pi=dacos(-1d0)

! this is tolerance of my solution
tol=1d-12

! this runs over omega. For each omega, I found a multiple roots for
! eta

do iw=1,80
w=0.1d0*iw*pi
d=0.1

! goto 123
icount=0
open(1,file='tmp')
do i=1,10000

q=i*d
write(1,*)q,fp(q,w)
if(fp(q,w)*fp(q+d,w).lt.0d0)then

icount=icount+1
root(icount)=q

endif
enddo
close(1)
gap=1d0 !must a small one
do i=1,icount

write(*,*)i,root(i),'positive possible root',w
if(i.ne.1)then

if(root(i)-root(i-1).lt.gap)then
gap=root(i)-root(i-1)

endif
endif

enddo
! read(*,*)

do i=1,icount
b=root(i)+gap/5d0
a=root(i)-gap/5d0
write(*,*)'initial a and b',a,b
do while((b-a)>tol)

m=a+(b-a)/2d0
if(fp(a,w)*fp(m,w).gt.0d0) then

a=m
else

b=m
endif
if(debug.eq.1) write(*,*)a,b

enddo
103 xi=a*dtan(a)

write(*,*)'w',w/pi,a/pi,b,fp(a,w),fp(b,w),xi
if(dabs(fp(a,w)).gt.5d-12)then
write(*,*)'positive root not accurate,increase gap,press..'

gap=2*gap
b=root(i)+gap/5d0
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a=root(i)-gap/5d0
write(*,*)'initial a and b',a,b
do while((b-a)>tol)

m=a+(b-a)/2d0
if(fp(a,w)*fp(m,w).gt.0d0) then

a=m
else

b=m
endif

if(debug.eq.1) write(*,*)a,b
enddo
read(*,*)
goto 103

endif
! read(*,*)

if(xi.gt.0d0)then
write(10,*)w/pi,a/pi,b/pi,fp(a,w),fp(b,w),xi/pi

endif
enddo

! second equation starts here eta = - w cos(eta)
123 icount=0

! ________________________________________________
! / the following is to get approximate roots. \

open(1,file='tmp')
do i=1,10000

q=i*d
write(1,*)q,fn(q,w)

! if two values of function fn at q and q+d change sign, this means
! it crosses a root.

if(fn(q,w)*fn(q+d,w).lt.0d0)then
! count how many roots are found

icount=icount+1
if(icount.gt.100)stop'increase dimension for root'

! root records the actual roots
root(icount)=q

endif
enddo
close(1)

! \_____end________________________________________/

! in order to avoid the code missing a root, I need to find the minimum
! gap that I can choose. The default is 1d0

gap=1d0
do i=1,icount

write(*,*)i,root(i),'negative possible root',w/pi
if(i.ne.1)then

if(root(i)-root(i-1).lt.gap)then
gap=root(i)-root(i-1)

endif
endif

enddo
if(debug.eq.1)read(*,*)
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! stop
tol=1d-12

!--accurate root finder----from Michael Heath's book: Middle point method.
do i=1,icount

b=root(i)+gap/5d0 !b is chosen slightly higher than root
!by gap/5

a=root(i)-gap/5d0 !a is chosen slightly lower than root by
!gap/5

if(debug.eq.1)then
write(*,*)'initial a b',a,b

endif
do while((b-a)>tol)

m=a+(b-a)/2d0
! this is from Michael Heath's book: Middle point method.

if(fn(a,w)*fn(m,w).gt.0d0) then
a=m

else
b=m

endif
enddo

! here a is the root for eta. From eta, we can find xi. xi=eta\tan(eta)
104 xi=a*dtan(a)

write(*,*)'w',w/pi,a/pi,b,fn(a,w),fn(b,w),xi
if(debug.eq.1)read(*,*)
if(dabs(fn(a,w)).gt.1d-12)then

write(*,*)'This root not accurate, increase gap, press..'
gap=2*gap
b=root(i)+gap/5d0
a=root(i)-gap/5d0
do while((b-a)>tol)

m=a+(b-a)/2d0
! this is from Michael Heath's book: Middle point method.

if(fn(a,w)*fn(m,w).gt.0d0) then
a=m

else
b=m

endif
enddo
read(*,*)
goto 104

endif
! we only accept roots with both xi and eta positive.

if(xi.gt.0d0)then
write(20,*)w/pi,a/pi,b/pi,fn(a,w),fn(b,w),xi/pi

endif
enddo

enddo
close(10)
close(20)
end

double precision function fp(q,w)
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implicit double precision (a-h,o-z)
fp=q/w-dcos(q) !positive root
end

double precision function fn(q,w)
implicit double precision (a-h,o-z)
fn=q/w+dcos(q) !negative root
end

Listing 11.3: Even wavefunction of finite square well

! This code computes finite.well.wavefunction.
! input: even.w.eta.used. This file is selectively copied from
! evenroot.eta-omegaxcoseta or evenroot.eta+omegaxcoseta, depending
! on whether you want to have both roots. In general, you do. If so,
! you need to copy the root for the same w into even.w.eta.used.
! Selectively means: you have to choose a w (in pi).

! Sept. 29, 2021 written.
! Sept. 30, I convert it to AI

program even_wavefunction
implicit double precision (a-h,o-z)
double precision norm1,norm2
w=1.0000000000000000
eta=0.73908513321475766
w=0.31415926535897931
eta=0.30011694986751536
pi=dacos(-1d0)

! Quantum well width
a=10d0

! Grid mesh size
dx=0.02d0
open(1,file='even.w.eta.used') !this includes a few root for one w

! file: w.eta.even is taken from the output file of
! evenroot.f. There are two files: root.eta-omegaxcoseta and
! root.eta+omegaxcoseta
!
! here is an example
! 5.0000000000000000 0.47003254934310262
! 5.0000000000000000 1.4090642703195637
! 5.0000000000000000 2.3446403463001162
! 5.0000000000000000 3.2594932830920658
! 5.0000000000000000 4.1843795598082147
10 read(1,*,end=1,err=1)w,eta

w=w*pi
eta=eta*pi

! find xi from eta and w
xi=dsqrt(w**2-eta**2)

! the following is from Eq. XXX
denom=a/2*(1d0+dcos(eta)**2/xi+dsin(2d0*eta)/(2d0*eta))
denom=dsqrt(denom)
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AII=1d0/denom
AI=dcos(eta)*dexp(xi)*AII
AIII=AI

! the following formula is from Eq. on page 14. AI=. Here BI and AI
! are the same thing. I want to check whether using AII or AI has
! any difference. Finding: There is no difference.

BI=2d0/a*dexp(xi*2)/(1d0/xi+(2d0*eta+dsin(2d0*eta))/(2d0*eta
c *dcos(eta)**2))
BI=dsqrt(BI)
write(*,*)AI,BI

! read(*,*)
write(*,*)'AI AII and AIII',AI,AII,AIII,'denom',denom
open(2,file='even.wavefunction',position='append')
open(20,file='even.eigenvalue',position='append')
write(20,*)eta**2/a**2
close(20)
do i=-100,100

x=dx*i*a
if(x.lt.-a/2)then !wavefunction from - infinity to -a/2

write(2,*)x,AI*dexp(xi*2d0*x/a)
else if(x.ge.-a/2.and.x.lt.a/2)then !wavefunction [-a/2, a/2]

write(2,*)x,AII*dcos(eta*2*x/a)
else if(x.ge.a/2)then

write(2,*)x,AIII*dexp(-xi*2d0*x/a) ![a/2,infinity]
endif

enddo
write(2,*)'&'
close(2)
norm1=a/2*AI**2*dexp(-2*xi)/xi
norm2=a/2*AII**2*(1d0+dsin(2d0*eta)/eta/2d0)
write(*,*)'Plotting wavefunction',w,eta,norm1,norm2,norm1+norm2
read(*,*)
goto 10

1 close(1)
end

Listing 11.4: Odd roots of Finite square well.

! This gives the odd root.
! This code computes the roots of Equation: eta = +/- omega sin(eta)
! written on Aug, 2021, revised on Sept. 27, 2021

! Oct. 1, 2021. I found a bug in eta = +/- omega sin(eta). Solution:
! eta must give a negative ctan(eta) to be accepted as a root since
! xi=-eta tan(eta) and xi and eta must be both positive.

implicit double precision (a-h,o-z)
double precision root(100),m
open(10,file='oddroot.eta-omegaxsineta')
write(10,927)'#Omega (pi),eta, eta,zero,zero, xi (positive root)'

927 format(a)
open(20,file='oddroot.eta+omegaxsineta')
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write(20,927)'#Omega (pi),eta,eta,zero,zero, xi (negative root)'
pi=dacos(-1d0)

! this is tolerance of my solution
tol=1d-12

! this runs over omega. For each omega, I found a multiple roots for
! eta

do iw=1,80
w=0.1d0*iw*pi
d=0.1

! goto 123
icount=0
open(1,file='tmp')
do i=1,10000

q=i*d
write(1,*)q,fp(q,w)
if(fp(q,w)*fp(q+d,w).lt.0d0)then

icount=icount+1
root(icount)=q

endif
enddo
close(1)
gap=1d0 !this is the initial gap
do i=1,icount

write(*,*)i,root(i),'positive part possible root'
if(i.ne.1)then

if(root(i)-root(i-1).lt.gap)then
gap=root(i)-root(i-1)

endif
endif

enddo
103 do i=1,icount

b=root(i)+gap/5d0
a=root(i)-gap/5d0
write(*,*)'my initial a and b',a,b
do while((b-a)>tol)

m=a+(b-a)/2d0
if(fp(a,w)*fp(m,w).gt.0d0) then

a=m
else

b=m
endif

! write(*,*)'a b',a,b
enddo
xi=-a/dtan(a) !this is xi=-eta ctan(a)
write(*,*)'w +',iw,w,a,b,fp(a,w),fp(b,w),xi
if(dabs(fp(a,w)).gt.1d-12)then
write(*,*)'This root is not accurate, increase gap, press..'

gap=5*gap
read(*,*)
goto 103

endif
! if(iw.le.10)read(*,*)
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if(xi.gt.1d-12)then !10.1.2021
write(10,*)w/pi,a/pi,b/pi,fp(a,w),fp(b,w),xi/pi

endif
enddo

! second equation starts here eta = - w sin(eta)
123 icount=0

write(*,*)'negative root iw',iw
! ________________________________________________
! / the following is to get approximate roots. \

open(1,file='tmp')
do i=1,10000

q=i*d
write(1,*)q,fn(q,w)

! if two values of function fn at q and q+d change sign, this means
! it crosses a root.

if(fn(q,w)*fn(q+d,w).lt.0d0)then
! count how many roots are found

icount=icount+1
if(icount.gt.100)stop'increase dimension for root'

! root records the actual roots
root(icount)=q

endif
enddo
close(1)

! \_____end________________________________________/

! in order to avoid the code misses a root, I need to find the minimum
! gap that I can choose. The default is 1d0. do not choose a big one.

gap=1d0
do i=1,icount

write(*,*)i,root(i),'possible root'
if(i.ne.1)then

if(root(i)-root(i-1).lt.gap)then
gap=root(i)-root(i-1)

endif
endif

enddo
! stop

tol=1d-12
!---------accurate root finder-----------------\
104 do i=1,icount

b=root(i)+gap/5d0 !b is chosen slightly higher than root
!by gap/5

a=root(i)-gap/5d0 !a is chosen slightly lower than root by
!gap/5

do while((b-a)>tol)
m=a+(b-a)/2d0

! this is from Michael Heath's book: Middle point method.
if(fn(a,w)*fn(m,w).gt.0d0) then

a=m
else

b=m
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endif
enddo

! here a is the root for eta. From eta, we can find xi. xi=eta\tan(eta)
xi=-a/dtan(a) !10.1.2021
write(*,*)'w -',iw, w,a,b,fn(a,w),fn(b,w),xi
if(dabs(fn(a,w)).gt.1d-12)then

write(*,*)'This root is not accurate, increase gap, press..'
gap=5*gap
read(*,*)
goto 104

endif

! read(*,*)
! if(iw.le.10)read(*,*)
! we only accept roots with both xi and eta positive.

if(xi.gt.1d-12)then
write(*,*)'success'
write(20,*)w/pi,a/pi,b/pi,fn(a,w),fn(b,w),xi/pi

endif
enddo

enddo
close(10)
close(20)
end

double precision function fp(q,w)
implicit double precision (a-h,o-z)
fp=q/w-dsin(q) !positive root
end

double precision function fn(q,w)
implicit double precision (a-h,o-z)
fn=q/w+dsin(q) !negative root
end

Listing 11.5: Odd wavefunction of finite square well

! Quantum Mechanics by Guo-ping Zhang, Mingsu Si, Thomas F. George.
! Finite.well.wavefunction.
! Sept. 29, 2021 written.
! Sept. 30, 2021. Revised to compute the odd wavefunction.

implicit double precision (a-h,o-z)
double precision norm1,norm2
pi=dacos(-1d0)

!
! Quantum well width

a=10d0
! Grid mesh size

dx=0.02d0
open(1,file='odd.w.eta.used') !this includes a few root for one w

10 read(1,*,end=1,err=1)w,eta
w=w*pi
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eta=eta*pi
! find xi from eta and w

xi=dsqrt(w**2-eta**2)
! from page 20

den=a/2*dexp(-xi*2d0)*(1d0/xi+(2*eta-dsin(2*eta))/
c (2*eta*dsin(eta)**2))
AI=1/dsqrt(den)
AIII=-AI !page 19
AII=-AI*dexp(-xi)/dsin(eta)
write(*,*)'AI AII and AIII',AI,AII,AIII,'denom',denom
open(2,file='odd.wavefunction',position='append')
open(20,file='odd.eigenenergy',position='append')
write(20,*)eta**2/a**2
close(20)
do i=-100,100

x=dx*i*a
if(x.lt.-a/2)then !wavefunction from - infinity to -a/2

write(2,*)x,AI*dexp(xi*2d0*x/a)
else if(x.ge.-a/2.and.x.lt.a/2)then !wavefunction [-a/2, a/2]

write(2,*)x,AII*dsin(eta*2*x/a)
else if(x.ge.a/2)then

write(2,*)x,AIII*dexp(-xi*2d0*x/a) ![a/2,infinity]
endif

enddo
write(2,*)'&'
close(2)
norm1=a/2*AI**2*dexp(-2*xi)/xi
norm2=a/2*AII**2*(1d0-dsin(2d0*eta)/eta/2d0)
write(*,*)'Plotting wavefunction',w,eta,norm1,norm2,norm1+norm2
read(*,*)
goto 10

1 close(1)
end

Listing 11.6: Transmission coefficient

! written in 2021.
! this code computes the transmission coefficient, reflection
! coefficient.

implicit double precision (a-h,o-z)
double precision me
echarge=1.602d-19
me=9.11d-31
h=6.626d-34
pi=dacos(-1d0)
hbar=h/(2*pi)

! potential energy barrier V0= 2eV
V0=2d0*echarge !eV

! barrier width[0,a] in units of angstrom.
a=3d-10
open(1,file='transmission.versus.E.with.a.is.3Angstrom')
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do ie=1,99
E=ie/50d0*echarge
qa=dsqrt(2*me*(V0-E))*a/hbar
T=((dsqrt((V0-E)/E)-dsqrt(E/(V0-E)))*dsinh(qa))**2/4
T=T+(dcosh(qa))**2
T=1/T
write(1,*)e/echarge,T!,ie,qa

enddo
close(1)
open(1,file='transmission.versus.a.E.is.1eV')
E=1d0*echarge
do ie=1,10

a=ie*1d-10
qa=dsqrt(2*me*(V0-E))*a/hbar
T=((dsqrt((V0-E)/E)-dsqrt(E/(V0-E)))*dsinh(qa))**2/4
T=T+(dcosh(qa))**2
T=1/T
write(1,*)a/1d-10,T!,ie,qa

enddo
close(1)
end

Listing 11.7: Tunneling wavefunction

! Fri Dec 17 09:36:39 EST 2021
! this code computes the scattering wavefunctions.

! E: energy for the incident electron, E=alpha*V0
! alpha: must be between 0 to 1. this is the ratio
! aa: the barrier width in Angstrom
! implicit double precision (a-h,o-z)

implicit none
double precision qa,ka,q,k,alpha,m
double complex t,r,a,b,i,dem,wave,cxp
double precision pi,hbar,aa,v0,x,step,echarge
i=dcmplx(0.d0,1d0)
pi=dacos(-1d0)
hbar=6.626d-34/(2d0*pi) !reduced planck constant
m=9.11d-31 !electron mass
echarge=1.602d-19 !electron charge
alpha=0.6d0 !ratio
aa=10d0 !barrier width
V0=1d0 !potential barrier height
k=dsqrt(2d0*m*alpha*V0*echarge)/hbar*1d-10
q=dsqrt(2d0*m*(1d0-alpha)*V0*echarge)/hbar*1d-10
ka=k*aa
qa=q*aa
write(*,*)'wavevectors k q ',k,q
dem=(1d0-ka**2/qa**2)*sinh(qa)-2*i*ka/qa*cosh(qa)
t=dcmplx(dcos(ka),-dsin(ka))*(-2*i*ka/qa)/dem
write(*,*)'Transmitted t',t,t*dconjg(t)
dem=sinh(qa)*(ka**2-qa**2)+2*i*ka*qa*cosh(qa)
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r=(ka**2+qa**2)*sinh(qa)/dem
write(*,*)'Reflected r',r,r*dconjg(r)
write(*,*)'T+R',t*dconjg(t)+r*dconjg(r)
a=0.5d0*((1d0+i*ka/qa)+r*(1-i*ka/qa)) !Coefficient A of wavefunction

!in Region II
b=0.5d0*((1d0-i*ka/qa)+r*(1+i*ka/qa)) !Coefficient B of

!wavefunction in Region II
write(*,*)'Coefficient A and B',a,b
step=0.01d0
open(1,file='tunnel.wave')
do x=-100d0,100d0,step

if(x.lt.0d0) then
wave=1d0*cxp(k*x)+1d0*r*cxp(-k*x)

endif
if(x.ge.aa) then

wave=t*cxp(k*x)
endif
if(x.ge.0d0.and.x.le.aa) then

wave=a*dexp(q*x)+b*dexp(-q*x)
endif
write(1,1)x,wave

enddo
1 format(d10.3,2(d20.10,1x))

close(1)
end
double precision function sinh(x)
double precision x
sinh=(dexp(x)-dexp(-x))/2d0
end
double precision function cosh(x)
double precision x
coshh=(dexp(x)+dexp(-x))/2d0
end
double complex function cxp(x)
double precision x
cxp=dcmplx(dcos(x),dsin(x))
end

Listing 11.8: Hermite function.

! this code generates Hermite polynomials and wavefunction for
! harmonic oscillator

implicit double precision (a-h,o-z)
character*40 wf
pi=dacos(-1d0)
do n=2,10

write(wf,'(a,I2.2)')'wavefunction',n
write(*,*)wf
open(n+50,file=wf)

enddo
do ieta=-100,100

eta=ieta*0.1d0
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h0=1d0
h1=2*eta
m=1
do n=2,10

! write(wf,'(a,I2.2)')'wavefunction',n
! write(*,*)wf
! read(*,*)

m=m*n
factor=dexp(-eta**2/2)/dsqrt(2d0**n*m)
h2=h(h0,h1,n,eta)
h0=h1
h1=h2
psi=h2*factor

! classical x0 (dimensionless). this is the classical maximum,
! i.e. amplitude of the pendulum. x0 is computed from
! E=(1/2)mw^2x0^2=(n+1/2)hbar w.

x0=dsqrt(2d0*n+1d0)
if(dabs(x0).gt.dabs(eta))then !if eta < x0, classical has value

p=1d0/(pi*dsqrt(x0**2-eta**2))
else

p=0d0
endif

! if(n.eq.10)write(*,*)eta,psi**2,p !*eta
50 format(f12.5,3x,3(e16.10,1x))

write(n+50,50)eta,psi,psi**2,p !*eta
!if(n.eq.2)write(*,*)eta,psi**2,p !*eta

enddo
enddo
do n=2,10

close(n+50)
enddo
end
double precision function h(h0,h1,n,eta)
implicit double precision (a-h,o-z)
double precision h0,h1
h=2d0*eta*h1-2*(n-1)*h0
end

Listing 11.9: Atomic orbitals.

! This code allows one to plot, s, p, d, f, g, h and m orbitals, one at a time
program legendre
implicit double precision (a-h,o-z)
double precision neutral,charged
pi=dacos(-1d0)
open(1,file='orbital')
do theta=0,2*pi,0.001*pi

u=dcos(theta)
func=1d0 !s orbital
func=dcos(theta) !p orbital
goto 1
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! move this line to your desired location. Currently, it is p orbital
func=0.5d0*(3*dcos(theta)**2-1d0) ! d orbital
func=0.5d0*(5*u**3-3*u) ! f orbital
func=(35*u**4-30*u**2+3)/8 ! g orbital
func=(63*u**5-70*u**3+15*u)/8! h orbital
func=(46189*u**10-109395*u**8+90090*u**6-30030*u**4+3465*u**2

c -63)/256 !m orbital
1 x=dabs(func )*dcos(theta)
! x= (dcos(theta))*dcos(theta)

y=dabs(func )*dsin(theta)
! y= (dcos(theta))*dsin(theta)

write(1,*)x,y
enddo
close(1)
end

Listing 11.10: Hydrogen wavefunction.

! Thu Mar 17 15:14:36 EDT 2022
c ab initio calculation for hydrogen atom, and other spherical
c potentials. Atomic units are used. The potential is defined in the
c potential subroutine.

implicit double precision (a-h,o-z)
! nm: dimension of the matrix. You want to be large enough
! dr: this is Delta r, your mesh grid size. Length in unit of bohr.

parameter(nm=400,dr=0.06d0)
! a: Hamiltonian matrix
! e: eigenvalues: to get the true value. we need to divide it by 2,
! but the equation has 2 in it.
! f: used internal for the diagonalization routine.
! z: wavefunction

dimension a(nm,nm),e(nm),f(nm),z(nm,nm),h_kin(nm,nm)
do i=1,nm

do j=1,nm
a(i,j)=0.d0

enddo
enddo
write(*,*)'Input angular quantum number'
read(*,*)l
do i=1,nm

r=i*dr
a(i,i)=v(r,l)+2/(dr**2)

enddo

do i=1,nm-1
a(i,i+1)=-1/dr**2
a(i+1,i)=-1/dr**2

enddo

CALL TRED2(nm,nm,a,E,F,Z)!diagonalization code
CALL TQL2(nm,nm,E,F,Z,IERR)!we obtain from the LAPACK
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open(1,file='eigenvalue')
do i=1,nm

write(1,*)i,e(i)
enddo
close(1)
open(1,file='transitionmatrix.incorrect')

!since the transition is forbidden
!for the same quantum number l
!that is why they are not correct here

!to calculate the s-->p, you need
!calculate at least twice, one for S
!wave, the other for P wave, then you
!can calculate the transition matrix
!elements.

do i=1,nm
do j=1,nm

tr=0.d0
do k=1,nm

dipole=k*dr
tr=tr+z(k,i)*z(k,j)*dipole

enddo
write(1,10)i,j,tr

enddo
enddo
close(1)

10 format(1x,2I5,1x,f10.3)
c kinetic energy operator is a matrix with off-diagonal elements
c equal to -1/dr**2, diagal equal +2/dr**2

open(1,file='kineticenergy')
do i=1,nm

do j=1,nm
H_kin(i,j)=0.d0

enddo
enddo
do i=1,nm

H_kin(i,i)=2.d0/dr**2! this is diagonal
enddo
do i=1,nm-1

H_kin(i+1,i)=-1.d0/dr**2 !off-diagonal
H_kin(i,i+1)=-1.d0/dr**2 !off-diagonal

enddo
do n=1,nm

e_kin=0.d0
do i=1,nm

do j=1,nm
e_kin=e_kin+z(i,n)*h_kin(i,j)*z(j,n)

enddo
enddo
write(1,11)n,e_kin

enddo
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close(1)
11 format(1x,I4,d16.8)
1 write(*,*)'input which state you want to view'

read(*,*)kk !choose main quantum number
open(2,file='wf')
do i=1,nm

c write(*,*)i,e(i)
write(2,*)i*dr,z(i,kk)! z is the wavefunction, i is mesh grid index

enddo
close(2)
goto 1
end

double precision function v(r,l)
implicit double precision (a-h,o-z)

! v=-2.d0 /r+(l+1)*l/r**2 !this is a hydrogen
v=-2.d0 /r+(l+1)*l/r**2 !this is a hydrogen

!this simulates the well potential, you can uncomment them, if you want to use.
!
! _____________V=5
! | |
! | |
! |________| V=-5
! r=0 r=2

c if(r.lt.2.d0)then
c v=-5.d0
c else
c v=5.d0
c endif

end

Listing 11.11:Molecular orbital.

implicit double precision (a-h,o-z)
c1=1d0/sqrt(2d0)

! c1=1d0/sqrt(3d0)
c2=-dsqrt(1d0-c1**2)
xA=-1d0
xB=1d0
a0=0.529d0
do ix=-50,50

x=ix*0.1d0
p1=dexp(-dabs(x-xA)/a0)
p2=dexp(-dabs(x-xB)/a0)
psi=c1*p1+c2*p2
rho=psi**2
write(*,*)x,rho

enddo
end
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Listing 11.12: Hermite function.

implicit double precision (a-h,o-z)
c1=1d0/sqrt(2d0)

! c1=1d0/sqrt(3d0)
c2=-dsqrt(1d0-c1**2)
xA=-1d0
xB=1d0
a0=0.529d0
do ix=-50,50

x=ix*0.1d0
p1=dexp(-dabs(x-xA)/a0)
p2=dexp(-dabs(x-xB)/a0)
psi=c1*p1+c2*p2
rho=psi**2
write(*,*)x,rho

enddo
end

Listing 11.13: flugge.f.

! this code plots, the energy as a function of distance R between two protons
! this code finds the energy minimum for several lambdas
! use the formula from our book, more accurate than Zeng's and Flugge's books.

implicit none
double precision dx,rho,L,S,D,X,energy,emin,rhomin,bohr
double precision K,E,Es
integer i,iL
dx=0.01d0
bohr=5.29177210903d-1
rhomin=0d0
open(1,file='flugge.energy.versus.rho')
open(2,file='flugge.lambda.energy')
open(3,file='flugge.energy.versus.R')
open(4,file='flugge.S.D.X.versus.R')
do iL=0,500

L=1d0+IL*dx*0.1d0 !this is lambda
emin=100d0
do i=1,1000

rho=dx*i
S=(1d0+rho+rho**2/3d0)*dexp(-rho) !overlap matrix
K=1/rho*(1d0-(1d0+rho)*dexp(-2*rho))
E=(1+rho)*dexp(-rho)
Es=-L**2/2d0+(L*(L-1d0)-L*K+L*(L-2)*E)/(1d0+S)
energy=Es+L/rho !the second term is proton-proton repulsion
write(1,*)rho,energy
if(dabs(L-1.238d0).lt.1d-6)then

write(3,*)rho/L*bohr,energy,Es,L/rho
write(4,*)rho/L*bohr,S,K,E

endif
if(energy.le.emin)then

emin=energy
rhomin=rho



356 � 11 Appendix

endif
enddo
write(1,*)'&',L
write(*,*)'Lambda',L,'E_min',emin,'  rho_min',rhomin/L!*bohr
write(2,*)L,emin,rhomin/L*bohr

enddo
close(1)
close(2)
close(3)
close(4)
end

Listing 11.14: Kronig-Penney model.

implicit double precision (a-h,o-z)
double precision root(100),m
double precision k
pi=dacos(-1d0)
tol=1d-12
A=10d0
R=0.2d0
open(1,file='F.versus.epsilon')
do i=0,300

e=0.01d0*i+1d-10
write(1,*)e,f0(A,R,E)

enddo
close(1)

! stop
delta=1d-2
Emax=5d0 !this is the maximum energy that I want
E=1d-5 !this is starting E
Ebandtop=E !I set the maximum energy for the last band
bandtop=E !this is to collect the band top
open(11,file='allowed.band')

2 do icoska=-100,100 !cos(ka) runs from -1 to 1.
! 2 do icoska=0,100 !This runs from -1 to 1.

coska=icoska*0.01d0
E=EBandtop+delta !this is starting E, I have to add

!a small amount to skip the top of
!the last band

sign=1d0
10 do while (sign>0d0) !test whether F-coska crosses zero. If

!so, sign must be negative.
sign=f(A,R,E,coska)*f(A,R,E+Delta,coska)
E=E+delta
write(*,*)'E',E,sign

! read(*,*)
if(E.gt.Emax) goto 1

enddo
if(sign>0)stop'wrong sign'

! start to search for the exact value of the root.
bb=E



11.5 Computer codes � 357

aa=E-delta
! write(*,*)'aa bb line 30',aa,bb,f(A,R,aa,coska),f(A,R,bb,coska)
! read(*,*)
! this method is from Michael T. Heath's Scientific Computing book, page 224.

do while((bb-aa)>tol)
m=aa+(bb-aa)/2d0

! write(*,*)'>------',ff(A,R,aa),ff(A,R,m)
if(f(A,R,aa,coska)*f(A,R,m,coska).gt.0d0) then

aa=m
else

bb=m
endif

enddo
write(*,*)'aa',aa,'  bb',bb,coska,dacos(coska)

! read(*,*)
write(*,*)f(A,R,aa,coska),f(A,R,bb,coska),aa,bb

!note that bands are plotted as Energy versus ka, not coska.
!If plotted versus coska, it is pretty much a straight line.

write(11,*)dacos(coska)/pi,aa
bandtop=max(bandtop,aa)
write(*,*)'bandtop',bandtop

enddo !icoska
Ebandtop=bandtop !I want to get ready for next band.
if(Ebandtop.gt.Emax) goto 1 !I am done
write(11,*)'&'
write(*,*)'Next band starts'

! read(*,*)
goto 2

1 continue
close(11)
stop
end
double precision function f0(A,R,E)!this is F function in the book.
implicit double precision (a-h,o-z)
if(E.lt.1d0)then

f0=(1d0-2d0*e)/(2d0*dsqrt(E*(1d0-E)))*dsinh(r*A*dsqrt(1d0-E))
f0=f0*dsin(A*dsqrt(E))
f0=f0+dcosh(r*A*dsqrt(1d0-E))*dcos(A*dsqrt(E))

else if (E.eq.1d0)then
f0=dcos(A)-R*A*dsin(A)/2d0

else if (E.gt.1d0)then
f0=(1d0-2d0*e)/(2d0*dsqrt(E*(-1d0+E)))*dsin(r*A*dsqrt(-1d0+E))
f0=f0*dsin(A*dsqrt(E))
f0=f0+dcos(r*A*dsqrt(-1d0+E))*dcos(A*dsqrt(E))

else
stop'wrong'

endif
end
double precision function f(A,R,E,coska)
implicit double precision (a-h,o-z)
f=0d0
if(E.lt.1d0)then
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f=(1d0-2d0*e)/(2d0*dsqrt(E*(1d0-E)))*dsinh(r*A*dsqrt(1d0-E))
f=f*dsin(A*dsqrt(E))
f=f+dcosh(r*A*dsqrt(1d0-E))*dcos(A*dsqrt(E))

else if (E.eq.1d0)then
f=dcos(A)-R*A*dsin(A)/2d0

else if (E.gt.1d0)then
f=(1d0-2d0*e)/(2d0*dsqrt(E*(-1d0+E)))*dsin(r*A*dsqrt(-1d0+E))
f=f*dsin(A*dsqrt(E))
f=f+dcos(r*A*dsqrt(-1d0+E))*dcos(A*dsqrt(E))

else
stop'wrong'

endif
f=f-coska
end

Listing 11.15: Fermi surface.

! this code computes the Fermi surface in two-dimensional system.
implicit none
integer N,i,ix,iy
double precision pi,dx,E,x,y
N=1000
pi=dacos(-1d0)
dx=0.001d0*pi
E=1.d0 !this the energy that I set
goto 1
do ix=-n,n

x=dx*ix
write(*,*)x,dcos(x)

enddo
stop

1 continue
do i=-n,0

x=i*dx
y=-E-dcos(x)
if(dabs(y).le.1d0)then

y=dacos(y)
write(*,*)x/pi,y/pi

endif
enddo
write(*,*)'&'
do i=1,n

x=i*dx
y=-E-dcos(x)
if(dabs(y).le.1d0)then

y=dacos(y)
write(*,*)x/pi,y/pi

endif
enddo

! stop
write(*,*)'&'
do i=n,0,-1
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x=i*dx
y=-E-dcos(x)
if(dabs(y).le.1d0)then

y=dacos(y)
write(*,*)x/pi,-y/pi

endif
enddo
write(*,*)'&'
do i=0,-n,-1

x=i*dx
y=-E-dcos(x)
if(dabs(y).le.1d0)then

y=dacos(y)
write(*,*)x/pi,-y/pi

endif
enddo
end

Listing 11.16: fermi200.f.

! this code computers the chemical potential as a function of kt for
! a fixed number of electrons.

implicit none
double precision a,b,fermi,m,tol,kt
integer ikt
tol=1d-14
open(3,file='chemical.versus.kt')
do ikt=1,18

kt=0.01d0*ikt
a=-10d0
b=10d0
do while ((b-a)>tol)

m=a+(b-a)/2d0
if(fermi(a,kt)*fermi(m,kt).gt.0d0) then

a=m
else

b=m
endif
write(*,*)a,b,'a,b'

enddo
write(*,*)'Fermi energy',a,b
write(3,*)kt,a

enddo
close(3)
end
double precision function fermi(ef,kt)
implicit none
integer ktot,ne, n,nk1,nk2,nk3,m,i
double precision ek,ef,sum,kt,f
double precision pi,lambda,h,e,emass,hbar,number
parameter(NE=40,Ktot=100)
double precision E0 !this is the site energy
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double precision t !hopping integral
double precision ka !the product k and a (lattice constant),

!starts from -pi to pi
double precision dk !k mesh
pi=dacos(-1d0)
E0=-2d0 !eV
t=1d0 !eV

! kt=0.12d0 !eV
number=0d0
dk=2*pi/ktot
open(1,file='out.fermi200')
open(2,file='out1.fermi200')
do i=-ktot/2,ktot/2 !ka from -pi to pi

ka=i*dk
ek=E0-t*dcos(ka)
f=dexp((ek-ef)/kt)+1d0
f=1d0/f
number=number+f
write(1,*)ek,f,number
write(2,*)ka/pi,ek

enddo
close(1)
close(2)

! write(*,*)'number',number/ktot,number
! goto 1

fermi=number-NE
write(*,*)'number',number

! read(*,*)
end
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