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The Mountain Pass Theorem

Variational methods are very powerful techniques in nonlinear analysis and are extensively
used in many disciplines of pure and applied mathematics (including ordinary and partial
differential equations, mathematical physics, gauge theory, and geometrical analysis).

This book presents min-max methods through a comprehensive study of the different
faces of the celebrated Mountain Pass Theorem (MPT) of Ambrosetti and Rabinowitz. The
reader is gently led from the most accessible results to the forefront of the theory, and at
each step in this walk between the hills, the author presents the extensions and variants of
the MPT in a complete and unified way. Coverage includes standard topics: the classical and
dual MPT; second-order information from (PS) sequences; symmetry and topological index
theory; perturbations from symmetry; convexity; and more. But it also covers other topics
covered nowhere else in book form: the nonsmooth MPT; the geometrically constrained
MPT; numerical approaches to the MPT; and even more exotic variants. Each chapter
has a section with supplementary comments and bibliographical notes, and there is a rich
bibliography and a detailed index to aid the reader. The book is suitable for researchers and
graduate students. Nevertheless, the style and the choice of the material make it accessible
to all newcomers to the field.
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Introduction

The methods we will take up here are all variations on a basic result known to
everyone who has done any walk in the hills: the mountain pass lemma.

L. Nirenberg, Variational and topological methods
in nonlinear problems, Bull. Am. Math. Soc., 4, 1981

Why a Book on the Mountain Pass Theorem?

The mountain pass theorem (henceforth abbreviated as MPT) is a “phenomenal result”
that marks the beginning of a new approach to critical point theory. It constitutes a partic-
ularly interesting model for the abstract minimax principle known since the pioneering
work of Ljusternik and Schnirelman in the 1940s. It is also the grandfather and the
prototype of all the “postmodern” critical point results from the linking family. As early
as it appeared, it attracted attention by raising up a lot of theoretical development and
serving to solve a very large number of problems in many areas of nonlinear analysis.

The MPT has been intensively investigated. Indeed, there is actually a huge amount
of references specifically devoted to its study or presenting one of its variants, general-
izations, or applications. Its influence can be measured by the fact that you will rarely
find a recent paper or book dealing with variational methods that do not cite it. Our
aim here is to provide an expanded publication fully devoted to present some of its
various forms and shed light on its numerous faces, comparing and classifying them
when possible.

Who Should Read It?

The monograph may be used as a complementary textbook in a course on variational
methods in nonlinear analysis. The reader is only supposed to be familiar with some
elementary notions of topology and analysis. The first part, especially destined for
beginners, aims to be a connection with the MPT starting from very simple notions of
analysis. It consists of a very accessible expository of the basic background and main
principles of critical point theory. We continue then gradually with more advanced

1
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2 Introduction

topics including many very recent references, connecting the reader this way with
up-to-date material not available anywhere in book literature.

More advanced readers working on critical point theory should also find it useful to
have the large amount of information on the MPT that is scattered in the literature col-
lected together and classified. They should appreciate as well the extended description
in the final notes and comments of the items appearing in the very large bibliography
on the MPT.

The Style and Format

In general, chapters begin with short abstracts, followed if necessary by the background
material needed within, with pointers to the main references. Then the main results and
their most important consequences and applications are given. We emphasize the basic
ideas and principles.

We premeditated to focus our attention on the abstract results rather than applications for
three reasons. First, applications are very well documented in many recent books. (See
a list following this discussion.) Second, the amount of details and technicalities they
involve may sometimes hide the simple abstract ideas on which they rely. And third, this
would have enlarged excessively the size of this book.

When judged to be too complicated or when requiring technical material not directly
connected to the subject, the proofs are omitted and the corresponding results are only
given in outline form for completeness. This is the case for the material involving
algebraic topology notions or Morse or Morse-Conley theories, for example.

Chapters end in a systematic way with many complementary remarks and additional
bibliographical references divided in blocks. There should be specific pointers (when
appropriate) to

• alternative ways that could be used to present the material discussed in each chapter.
This is an invitation to investigate the very rich existing literature.

• important “historical” contributions, so that the reader can trace the origin of these
notions.

• the most recent developments, to follow the directions they are actually taking
without having to go to other references.

This has been done with the intention to provide the reader with a comprehensive and
as complete a reference as possible.

The Approach

The diversity and very large quantity of references dealing with the MPT makes it hard
to find a pertinent and satisfactory classification that can serve as a plan. In particular,
from a pure pedagogical point of view, chronological order does not seem to be a good
choice because we noticed that ideas became easier to see with time and also that results
are less burdened nowadays by technical details that may be omitted in a first contact.
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The Approach 3

We remarked that the MPT was, for some reason, a fantastic testing tool used by
anyone who has a new idea about a possible development in critical point theory, and we
could not resist the temptation to try to present yet another look at minimax theorems
in critical point theory through a special study of the MPT.

Our approach there is the following. In the first chapters, we will get a close look at
the different ingredients involved in the elaboration of a critical point theorem, whereas
in the subsequent chapters, we will discover how they are actually pushed to the limits,
using each time some particular form of the MPT. This fantastic tool has grown so
much so that this is indeed possible and this program really works! We could even treat
some subjects that are not generally found in books on critical point theory.

The so-called “minimax methods” characterize a critical value c of a functional �

by

c = inf
K∈K

sup
u∈K

�(u).

The choice of the sets K must reflect some change in the topology of the (sub-)level
sets �α = {u; �(u) < α} for the values α near to c, as we will see in Chapter 4.

If we carefully analyze minimax theorems, we will notice that independently of the
level of smoothness (C1, Lipschitz continuity, etc.) of the functional they follow always
the same scheme:

1. We require some geometric conditions where a relation appears between the
values (levels) of the functional over sets that link.

2. Then, using either a (quantitative) deformation lemma or Ekeland’s variational
principle, we show that for some value c characterized by a minimax argument,
there exists a Palais-Smale sequence of level c, that is, a sequence such that
�(un) → c and �′(un) → 0.

3. Last, meaning some compactness condition of Palais-Smale type, we bring the
amount of compactness required to conclude that c is a critical value.

The following figure describes this process. You must think of it as a graph in three
dimensions, the third dimension (not represented) being the smoothness of �. This is
very important, because the form of these principles and the techniques available vary
dramatically according to the smoothness of �.

Geometric conditions
(Linking)

Ekeland's variational
principle

Compactness condition
of Φ (PS) 

Existence of
almost critical points

Deformation lemma

Existence of
critical points

How do we get critical point theorems?
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4 Introduction

As a constant in this book, we try always to go from the more elementary to the
more sophisticated, gradually adding new elements, our aim being to exhibit clearly the
exact role of each assumption and how it intervenes in the proof. In general, consecutive
results will seem to be natural and facile generalizations of each other. This will indeed
be visible in the first part. Chapters constitute different faces of the MPT. Although
there is some logical ordering, they are independent and must not necessarily be read
linearly. Nevertheless, Chapters 2, 3, and 4, relating respectively to (a first contact with)
the Palais-Smale condition and both Ekeland’s variational principle and the deformation
lemma, are of critical importance. They present basic features of critical point theory
and should be well known before any further reading.

Beginners should not linger, in a first reading, on the final comments and bibliographical
remarks of the first chapters because they are linked with more advanced topics discussed
in the chapters that follow. They should come back after mastering the new material.

How Is the Book Organized?

As we said before, the first part is initiative; it is intended to present the basics of critical
point theory. After Chapter 1, where we briefly expose a historical description of the
subject, we get a first and brief contact in Chapter 2, with a compactness condition on
functionals that plays a central role in critical point theory, known as the Palais-Smale
(PS) condition. It was introduced by R. Palais and S. Smale in the 1960s to allow the
calculus of variations in the large to deal with mappings on general Banach manifolds.
Chapters 3 and 4 recall two fundamental results in critical point theory. Chapter 3 is
on Ekeland’s variational principle while Chapter 4 is on the deformation lemma. They
are behind the scenes in the statements and proofs of all the abstract results that will
be covered in this monograph.

The second part begins with some “elementary” versions of the MPT appropriate
enough to introduce its different aspects. Chapter 5 describes a finite dimensional
ancestor of the MPT due to Courant (1950), very similar to the version of Ambrosetti-
Rabinowitz both in its statement and its proof. Then Chapter 6 presents, in a topological
adaptation of the concepts of Chapter 5, a purely topological version of the MPT. We
continue then in Chapter 7 with the Ambrosetti-Rabinowitz MPT, the result properly
known as the MPT in the literature. We also present two models of standard applications
of the MPT to variational problems for illustration. The final chapter in this part,
Chapter 8, contains some of the earliest variants of the MPT, including a dual form. It
also presents some details of one of the first extensions of the MPT to higher dimensions,
destined essentially to provide a more appropriate tool to treat some particular kinds
of semilinear elliptic equations.

In the third part, we should relate more deeply the topological consideration involved
in the MPT. Chapter 9 gives a detailed account of the results that accumulated gradually
during years concerning what should be the right geometry to answer in the affirmative
the question of the “limiting case” in the MPT. We will have the opportunity to see non-
linear analysts at work on an exciting example. Chapter 10 is a continuation of Chapter 2.
It focuses on the asymptotic behavior of functionals satisfying (PS) when some control
is imposed on the level sets and presents some second-order information on functionals
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How Is the Book Organized? 5

that satisfy the geometric conditions of the MPT. Chapter 11 discusses in detail the
symmetric MPT, a multiplicity result in which the functional is supposed to be invariant
under the action of a group of symmetries. It also discusses some extensions: the foun-
tain theorem and its dual form and a procedure that inductively uses the MPT to obtain
multiplicity results without passing by any Index theory. In Chapter 12, we describe the
structure of the critical set in the situation of the MPT without requiring any nondegener-
acy condition. In Chapter 13, we first present a minimax theorem that uses a “weighted”
form of the (PS) condition. Then, we recall a very interesting procedure, attributed to
Corvellec, for deducing new critical point theorems with weighted (PS) condition from
older ones with the standard (PS) condition just by performing a change of metric.

The fourth part is devoted to some versions of the MPT that can be described as
nonsmooth in many senses. They are motivated by applications to variational problems
for functionals lacking regularity. Chapter 14 is consecrated to a situation of functionals
� + � considered as semismooth, where � is a C1-functional and � is proper, lower
semicontinuous, and convex. In Chapter 15, we present a version of the MPT for locally
Lipschitz functionals on Banach spaces. Chapter 16 goes further in nonsmoothness.
We consider continuous functionals defined on metric spaces.

The fifth part is devoted to some speculations about the mountain pass geometry. In
Chapter 17, a special extension of critical point theory to smooth functionals defined
on convex sets is recalled briefly, and a corresponding version of the MPT with two
different proofs is then given. The first proof is based on an appropriate form of the
deformation lemma, while the second uses Ekeland’s variational principle. While in
Chapter 18, some variational methods in ordered Banach spaces are investigated. In
particular, a variant of the MPT in order intervals in the spirit of some pioneering work
by Hofer that exploited the natural ordering, intrinsic to semilinear elliptic problems, is
given. In Chapter 19, we review the notion of linking that proved to be very important
in critical point theory. This is a unified formulation of the geometric conditions that
appear, among other results, in the MPT. We will see various definitions of this notion
that led to many new results extending the MPT in different contexts: homotopical,
homological, local, isotopic, and so forth. Chapter 20 is devoted to the “intrinsic MPT”
and to one of its metric extensions. And in Chapter 21, we present some bounded
variants of the MPT where the minimaxing paths are confined in a bounded region.

In the sixth and last part (Technical Climbs), we take the risk to go a little farther
from the main road to discover the neighboring landscape. We investigate some topics
that require the user to have a more advanced level and broader interests. In Chapter 22,
we present three numerical implementations of the MPT. We present first a “mountain
pass algorithm” that begins to be widely used. Then, we describe a partially interactive
algorithm for computing unstable solutions of differential equations and a third algo-
rithm used in quantum chemistry. In Chapter 23, we expose two approaches relying on
the MPT to investigate the stability of the multiplicity results obtained by the symmetric
MPT when the symmetry is broken. While in Chapter 24, we indicate how the MPT
was used by Rabinowitz to treat some bifurcation problems. The last chapter in this
part, Chapter 25, contains a series of short descriptions of many interesting variants of
the MPT and some atypical or ingenious applications that did not find a place in the
text in its actual form. This may be done in forthcoming editions.
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6 Introduction

For the convenience of the reader, we include at the end an appendix where we recall
some definitions and basic properties of Sobolev spaces. We also investigate Nemystskii
operators. Mastering these two topics is essential to treat nonlinear differential problems
by critical point theorems in general and by the MPT in particular. Finally, we give a
large bibliography on the subject, whose size might be explained by the growing interest
stirred up by this specific area of analysis. The subject is so healthy that it is impossible
to be exhaustive and any attempt in this direction gives only a momentary snapshot that
may become obsolete in little time. An index is also given to help in navigating the book.

We would like to mention a certain number of very interesting and useful books on
variational methods and critical point theory focusing on some particular aspects that
appeared these past years, enhancing the existing bibliography and confirming that the
theory is passing through a new age. We cite, among others, the following excellent
references [43, 74, 197, 205, 315, 360, 411, 425, 517, 534, 623, 628, 654, 700, 748, 816,
882,957,982]. Of course standard books consecrated to nonlinear functional analysis,
to cite only a few of them [49,121,131,145,285,430,520,641,825,983,984,986], are
also an indispensable part of the bibliography to be consulted by any serious “critical
point theorist” and should certainly not be neglected.

Conventions and Notations

The typographical conventions used are standard. Theorems, lemmata, corollaries, and
propositions are numbered consecutively and the counter they use is reset each chapter.
For example, Theorem 5.3 refers to the third theorem in the fifth chapter. Equations are
also numbered according to their appearance in chapters; for example, (6.4) refers to
the fourth equation in the sixth chapter. The Notes at the end of the different chapters
are also numbered according to their order of appearance within each chapter with the
symbol ✸ before their number; for example ✸ 4.3. The sans serif font is used to report
quotation from the existing literature.

By the end of this mountaineering expedition, I hope sincerely that you will
feel all the beauty and elegance of the subject and all the pleasure experienced by
the mathematicians who discovered the different versions of the MPT during their
climbs.
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Retrospective

. . . it was Riemann who aroused great interest in them [problems of the calculus
of variations] by proving many interesting results in function theory by assuming
Dirichlet’s principle . . .

C.B. Morrey Jr., Multiple integrals in the calculus of variations,
Springer-Verlag, 1966.

Variational and topological methods have proved to be powerful tools in the resolution
of concrete nonlinear boundary value problems appearing in many disciplines where
classical methods may fail. This is the case in particular for critical point theory, which
became very successful these past years. Its success is due, in addition to its theoretical
interest, to the large number of problems it handles.

To understand how the interest arose in this discipline, let us recall some of the main
evolutions of its underlying principles in a series of historical events.

An Algorithm for Finding Extrema by Fermat

In a pure chronological order, the first variational treatments may be traced to the
Greeks, who were interested in isoperimetric problems. Hero of Alexandria discovered
in 125 .. that the light reflected by a mirror follows the shortest possible path. Fermat
proved in 1650 that the light follows the path that takes the least time to go from
one point to an other.

A little time before, in 1637, he published without proof in a small treatise entitled
Methodus ad Disquirendam Maximam et Minimam an algorithm for finding the extrema
of algebraic functions. It may be described as follows:

We want to find a maximum or a minimum of a function f whose variable is A. We
replace A with A + E in the expression of f (E plays the role of a little �x) and suppose
that f (A + E) ≈ f (A). Then, we divide each term by E and eliminate all terms where E
appears (i.e., we take E = 0). The values for which the result vanishes correspond then
to a minimum or a maximum.

This algorithm will certainly be more clear with an example. Let us consider a
rectangle R with sides A and B, and perimeter P = 2(A + B). The area of R is

7
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8 1 Retrospective

AB = A(P/2 − A). We want to find the lengths of A and B for which R has a
maximal area, for a fixed parameter P .
Set

f (A) = A

(
P

2
− A

)
.

Then, f (A + E) = (AP + E P)/2 − E2 − X2 − 2X E . When taking

f (A) = f (A + E),

we get

0 = E P

2
− E2 − 2X E .

Dividing then by E , we get

0 = P

2
− E − 2X.

Take E = 0. Then, X = P/4, i.e.,

X = Y.

So, R is the square of side P/4.

The procedure of Fermat turns out to be just evaluating

lim
E→0

f (A + E) − f (A)

E

and looking for the extrema of f at the points where the derivative of f vanishes.
Notice that at that time, nobody knew what a limit or a derivative was.

Appearance of Calculus

Calculus and derivatives were first discovered in connection with the study of the varia-
tion of functions (a concept which was also not yet well comprehended), simultaneously
and independently by two exceptional mathematicians: Newton and Leibnitz (see, for
example, [124, 467]).

The approach of Newton, in 1672, relied on kinematics. He imagined an auxiliary
moving point M following the curve describing the real function to study, like a car
moving on a road. He supposed that the “speed” of the projection of M on the X -axis
moves uniformly, and he noticed that, as a consequence, M should move forward slowly
when the curve is flat and quickly elsewhere. And instead of following the point M
in its trajectory on the curve, Newton discovered that he would learn as much while
following its projection on the Y -axis. The advantage was that he would have to work
on a line, which was the only type of curve that one could really treat in those times.
The speed with which one explores the X -coordinates does not have an absolute sense
and is used only to give some mental support.

The approach of Leibnitz does not rely on kinematics and is more abstract than that
of Newton. It is essentially the one we use nowadays. In 1684 he had a publication that
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Appearance of Calculus 9

appeared in Acta eriditorum, entitled Nova methodus proximamis et minimis, itemque
tangentibus, qua nec irrationales quantiates moratur (A new method for maxima and
minima, and also tangents, which can be used with fractional and irrational quantities
too), which gave some general rules of calculus for differentials using the symbol d.
He presented among other things, the formulas he had already obtained in 1677:

d(xy) = xdy + ydx, d(x/y) = (ydx − xdy)/y2, dxn = nxn−1.

As geometrical applications, he studied tangents, minima, and maxima. In particular,
he gave the conditions dν = 0 for a minimum or a maximum.

Nevertheless, these two founders of modern analysis did not convince the whole
mathematical community. The reason was that they did not get control of a concept
at the heart of this process: the limit. To be accepted by all, calculus had to wait until
1820, when Cauchy gave the final and unassailable definition of this notion.

Meanwhile, in 1743, Euler submitted “A method for finding curves possessing cer-
tain properties of maximum or minimum [376]”. And, in 1744, he published the first
book on the calculus of variations, in which he expressed his conviction that the nature
acts everywhere following some rule of maximum or minimum1:

. . . je suis convincu que partout la nature agit selon quelque principe d’un maxi-
mum ou minimum . . .

This book was a source of inspiration for the mathematicians who came later (according
to [882]).

Dirichlet Principle at the Roots of Modern Critical Point Theory

Critical point theory is concerned with variational problems. These are problems (P)
such that there exists a smooth functional � whose critical points are solutions of (P).

The abstract process followed in modern critical point theorems has its roots in the
Dirichlet principle. Dirichlet postulated at Göttingen that, given an open bounded set
� in the plane and a continuous function h : ∂� → R, the boundary value problem{−�u = 0 in �

u = h on ∂�
(1.1)

admits a smooth solution u that minimizes the functional2

�(u) =
∫

�

2∑
i=1

(Di h(x))2 dx (1.2)

in the set of smooth functions defined on � that are equal to h on ∂�. This principle
was called the Dirichlet principle by Riemann in his thesis in 1851. He used it as a basis
for his theory of analytic functions of a complex variable. “He studied the properties

1 Note also a similar quotation by Maupertuis in Chapter 25.
2 By functional we mean a function defined on a space whose elements are functions, and by smooth that

it is continuous on � and that its Laplacian exists in the usual sense using Fréchet derivatives, so that
u ∈ C2(�; R) ∩ C(�; R). This particular one is known as the Dirichlet integral.
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of analytic functions by investigating harmonic functions in the plane,” to quote
Brézis and Browder [150].

The Euler equation corresponding to (1.2) is the equation (1.1). This appellation
is due to the fact that Euler discovered the first general necessary condition f ′(u) = 0
which must be satisfied by a smooth functional f at an extremum u. The condition was
known to hold for polynomials since Fermat.

And any smooth minimizer of (1.2), such that u = h on ∂�, is a solution of (1.1).
This very important principle was already observed for the Laplace operator, some
time before Dirichlet did, by Green in 1833. The idea was defended by Gauss in 1839
(in his study of magnetism) and (the future Lord Kelvin) W. Thomson in 1847. (The
reference [642] is entirely dedicated to the history of Dirichlet principle.)

Weierstrass pointed out in 1870, that the existence of the minimum is not assured in
spite of the fact that the functional � may be bounded from below. The subtle difference
between minimum and infimum, not yet perceived in these early times, was made. He
proved that the functional

�(u) =
∫ 1

−1
(x .u′(x))2 dx

possesses an infimum but does not admit any minimum in the set

C = {
u ∈ C1[−1, 1]; u(−1) = 0, u(1) = 1

}
.

Indeed, if we consider the sequence

un = 1

2
+ arctan(x/n)

2 arctan(1/n)
, n = 1, 2, . . . ,

then, un ∈ C and �(un) → 0. If some u was a minimum, then xu′(x) = 0 on [−1, 1].
Therefore, u = constant, in contradiction with u(−1) = 0 and u(1) = 1.

Another nice counterexample to the Dirichlet principle, attributed to Courant [279], is
the following. Consider the (one-dimensional) integral

�(u) =
∫ 1

0

(
1 + (u′(x))2

)
dx,

for � =]0, 1[, where the admissible functions u are those in C1([0, 1]; R) with u(0) = 0
and u(1) = 1.

Stating correctly and justifying the Dirichlet principle became a challenge for the mathe-
maticians in the second half of the 19th century. After many partially successful tentative
attempts to solve the problem by many mathematicians, Arzela used his famous com-
pactness theorem in 1897 to treat the problem, under some conditions, and was not far
from succeeding. Only few times after, following Arzela’s ideas, the Dirichlet principle
was established rigorously in certain important cases by Hilbert [470], Lebesgue [556],
and others in what is considered the beginning of the direct methods of the calculus of
variations.

Tonelli is the author of the three volumes “Fondamenti di calcolo delle variazioni”
[923] in 1921–23, one of the main references used by the mathematicians of the 1930s.
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He used uniform convergence in the interior of domains and considered absolutely
continuous functions satisfying the given boundary conditions as admissible functions
(for one-dimensional problems). Then Morrey, who was interested in multidimensional
problems and also in regularity, tried to develop the theory to allow more general func-
tions than Tonelli’s as admissible functions and to allow a more general type of conver-
gence. He used Sobolev spaces and was able to obtain very general existence theorems.
However, the solutions obtained were known at that time to be only continuous. But in
fact, these were of class C2 when some growth condition was satisfied. The interested
reader may consult Morrey’s paper [646] for a simplified presentation of this work.

Modern Critical Point Theory

Major contributions to critical point theory were also made by pioneers like Lagrange,
Legendre, Jacobi, Hamilton, Poincaré, etc. Until the beginning of the 20th century,
mathematicians were looking only for absolute minimizers of functionals bounded
from below. The methods they found belong now to the heritage of the direct method
in the calculus of variations. (Many specific works were developed to review this part
of the theory; see, for example [284,442,922,960].) In 1905, Poincaré, since his thesis
where he developed some ideas of Hilbert on the Dirichlet principle, made a valuable
contribution to the calculus of variations [627]. He treated a variational problem whose
solution corresponded neither to a minimum nor to a maximum. This approach was re-
visited by Birkhoff in 1917 who succeeded to obtain a minimax principle where critical
points u are such that �(u) = infA∈A supx∈A �(x) and A is a family of particular sets.

An important evolution that occurred in the beginning of the 1930s is the intro-
duction of functional analysis by Volterra, which unified and clarified the intrinsic
principles behind the different results. Functional analysis was in a very mature state
by the late 1930s, thanks to the work of Banach and his school. A theory of minimax was
elaborated in the late 1920s and early 1930s independently by Morse and by Ljusternik
and Schnirelman. They extended minimax results to functionals that are not neces-
sarily quadratic, they studied C2-functionals on finite dimensional spaces. Inspired by
Birkhoff’s work, Morse used algebraic topology to study nondegenerate critical points.
Ljusternik and Schnirelman developed a more general theory without the nondegen-
eracy of critical points, but lost some additional information and obtained less precise
results. Their results all contain the basic ingredients of modern minimax theorems,
which embody a notion of compactness on the functional, introduced during the 1960s
by Palais, Smale, and Rothe to play the role of local compactness in infinite dimensional
spaces. It permitted the extension of Ljusternik and Schnirelman and Morse methods
to Banach and Hilbert spaces instead of working only in finite dimensional spaces or
on bounded regions [694,824]. These were too-severe restrictions that did not allow the
treatment of boundary value problems like those considered using the direct method.

These contributions allowed contemporary mathematicians to obtain important re-
sults that form a substantial part of modern critical point theory. They also served to
solve numerous nonlinear problems: elliptic problems, Hamiltonian systems, nonlinear
wave equations, and so forth.
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The Beginning of Postmodern Critical Point Theory

In this series of results, one became famous and influenced its “successors” so much
that it may be considered the beginning of a postmodern era in the theory. This is the
mountain pass theorem of Ambrosetti and Rabinowitz [50]. It is worth it, in these brief
historical notes, to say that this result has a less known finite dimensional ancestor, as
we will see later. The Ambrosetti-Rabinowitz’ theorem was revealed to be very useful
and was used as a model in other critical point theorems, due to Rabinowitz, in the late
1970s. They proved now, thanks to Benci and Rabinowitz [113], to be different faces
of one same principle, known as the linking principle. In this monograph, you will get
an idea of some very recent developments of critical point theory related to the MPT
beginning from the finite dimensional MPT until the up-to-date forms of the MPT that
appeared by the time of this writing.

So, what is this famous MPT and what are the ideas behind it? Stay tuned and
continue reading if you want to know.
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First Steps Toward the Mountains
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2

Palais-Smale Condition:
Definitions and Examples

(PS) is also crucial for the MPT. One can frequently, but not always, verify the
condition (PS) for nonlinear partial differential equations.

E. Zeidler, Nonlinear functional analysis, III,
Springer-Verlag, (p. 163)

This chapter is a first attempt to introduce a compactness condition on functionals. It permits
the extension of some interesting properties, proper to functionals, defined on finite dimensional
spaces and infinite dimensional ones. It will play a central role in subsequent chapters. More
elaborate aspects of this condition involving some material not yet presented are discussed in
two later chapters (Chapters 10 and 13).

The Palais-Smale condition is a condition that appears in all the chapters, so it
deserves this place at the beginning. The references [628, 683, 748, 882, 956] can be
consulted for some material on the Palais-Smale condition.

A detailed chapter on the subject could seem rather technical to people new to critical
point theory, so we decided to split it into three parts. This first one is very elementary,
the second one (Chapter 10) assumes the reader has some background in the theory,
while the third one (Chapter 13) is destined for more advanced readers.

2.1 Definitions

We begin by defining what is generally meant by the Palais-Smale condition. The
original condition that appears in the works of Palais and Smale [693, 694, 699, 848]
and that known in the literature, for historical reasons, as the condition (C), is the
following.

Definition 2.1. Let X be a Banach space and � : X → R be a C1-functional. Then �

is said to satisfy the condition (C), if for any subset S ⊂ X such that the restriction �|S

of � to S is bounded but the restriction of ||�′|| to S is not bounded away from 0, �

admits a critical point on the closure of S.

What actually passes for the (classical) Palais-Smale condition and is denoted by
(PS) is the following condition.

15
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16 2 Palais-Smale Condition: Definitions and Examples

Definition 2.2. Let X be a Banach space and � : X → R a C1-functional. We say that
� satisfies the Palais-Smale condition, denoted (PS), if any sequence (un)n in X such
that

(�(un))n is bounded and �′(un) → 0, (2.1)

admits a convergent subsequence.
Any sequence satisfying (2.1) is called a Palais-Smale sequence.

When dealing with abstract critical point theorems, we need in general a weaker
condition, introduced by Brézis, Coron and Nirenberg in [155].

Definition 2.3. Let X and � be as in the former definition, and c ∈ R. The functional
� is said to satisfy the (local) Palais-Smale condition at the level c, denoted by (PS)c,
if any sequence (un)n in X such that

�(un) → c and �′(un) → 0 (2.2)

admits a convergent subsequence.

Remark 2.1. The condition (PS) is stronger than (C), which we can check immediately.
But for the converse, it suffices to consider � ≡ 0 to see that � satisfies (C) but not (PS).

Denoting by K the set of all critical points of � in X , we have that

the condition (PS) implies that any set of critical points B ⊂ K such that �|B is uniformly
bounded is relatively compact.

And this property, if required together with the condition (C), will give us a new
condition that is equivalent to (PS) [882, p. 78].

Remark 2.2. The following two properties are easy consequences of the definitions.

• When (PS) is satisfied, we can check immediately that (PS)c holds for all c ∈ R,
while the converse is not true in general.

• If a functional � satisfies (PS)c for all c, then this does not imply that the critical
set K of � is bounded.

Nowadays, more and more authors take the following as an alternative definition of
(PS):

The functional � is said to satisfy (PS) if and only if it satisfies (PS)c for all c ∈ R.

Remark 2.3. The condition (PS)c is a compactness condition on the functional �, in
the sense that the set Kc of critical points of � at the level c,

Kc = {
u ∈ X ; �(u) = c and �′(u) = 0

}
,

is compact.
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2.2 Examples

To develop some intuition about this compactness notion, we recall some illustrative
examples from [956] stressing the fact that the (PS) condition does not have any influ-
ence on the size of the critical set of a given functional that can be either empty, finite,
or infinite.

1. The identity functional on X = R satisfies (PS), while the critical set K = ∅.
2. The functional � ≡ 0 on X = R satisfies neither (PS)0 nor (PS), and the set K

is the whole space.
3. The functional �(u) = sin(u) on X = R satisfies (PS)c for all c ∈ R − {−1, 1}

and K is an infinite unbounded set.

As a more interesting and less obvious example, consider the functional L : D(L) ⊂
L2(�) → L2(�) where � is a bounded open domain of R

N and Lu = −�u for u ∈
D(L) where

D(L) = {
u ∈ H1

0 (�); �u ∈ L2(�)
}
.

Denote by

0 < λ1 < λ2 ≤ λ3 ≤ · · ·
the sequence of eigenvalues of L that will be denoted by σ (L).

Identifying L2(�) with its dual, we have H1
0 (�) ↪→ L2(�) ↪→ H−1(�). Fix a num-

ber λ ∈ R and a functional f ∈ H−1(�), and set

�λ(u) = 1

2

∫
�

[
|∇u(x)|2 − λu2(x)

]
dx − 〈 f, u〉.

Then, the values c where (PS)c holds for �λ are intimately related to the spectrum of L .

1. If λ �∈ σ (L), that is, λ �= λk for all k ∈ N, then �λ satisfies (PS) in H1
0 (�).

2. If λ is in the spectrum of L , that is, λ = λk for some k ∈ N and f = 0, then �λ

does not satisfy (PS).

For the first point, let us denote by L̃ the extension of L to the whole H1
0 (�) such that

L̃(u) = −�u, whose existence follows easily by the Lax-Milgram theorem (cf. Brézis
book [145], for example).

We have that �′
λ(u) = L̃ − λu − f while L̃ − λId is a homeomorphism of H1

0 (�)
onto H−1(�). Hence if (un)n ⊂ H1

0 (�) is a Palais-Smale sequence for the level c, that
is, {

�λ(un) → c, and

�′
λ(un) = L̃un − λun − f → 0 in H−1(�),

then

un = (
L̃ − λId

)−1 [
f + (

L̃un − λun − f
)] → u = (

L̃ − λId
)−1

f ∈ H1
0 (�).
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18 2 Palais-Smale Condition: Definitions and Examples

And for the second point, consider an eigenfunction ϕk �≡ 0 associated to the eigen-
value λk . Then, the sequence (un)n = (nϕk)n does not contain any converging subse-
quence, while

{
�λ(nϕk) = 0, and

�′
λ(nϕk) = 0.

�
The different nonlinear differential problems treated in the sequel constitute other
interesting examples.

When the existence of bounded Palais-Smale sequences is guaranteed, we can con-
sider a weaker condition that has been introduced in [628].

Definition 2.4. Let X, �, and c be as above. The functional � is said to satisfy the
weak Palais-Smale condition (WPS) if any bounded sequence (un)n in X such that

(
�(un)

)
n is bounded and �′(un) → 0 (2.3)

admits a convergent subsequence.
The condition (WPS)c is defined by analogy to (PS)c.

Remark 2.4. Pay attention that in the definition of the (local) “weak” Palais-Smale
condition (WPS)c, the sequences (�(un))n and (�′(un))n are supposed to converge for
the topology induced by the norm (strongly, not weakly!).

In all these cases, the limit of the convergent subsequence is a critical point of �,
because � is supposed to be of class C1.

When using a critical point theorem involving the local Palais-Smale condition (PS)c

for some value c, in general it is not known explicitly. Thus we have to verify (PS)c for
all (possible) values c or more generally we have to check that (PS) holds. To check
the former condition, some practical criteria have been developed as we will see in the
next section.

To describe the relations between different types of conditions, we can use some of
the examples seen earlier. In particular, it is obvious that (PS) implies (PS)c, (WPS),
and (WPS)c, while (WPS) implies (WPS)c, and (PS)c implies (WPS)c. By the third
example shown (�(u) = sin(u) on R), we see that a functional may satisfy (WPS) and
(WPS)c for all values c and fail to satisfy (PS)c for some values c (there, it fails to
satisfy (PS)c for c = ±1) and, hence, (PS).

In general, it is not very difficult to check if a functional satisfies (PS), but in some
cases this is not so easy, and we have to do a lot of calculations. But, as remarked
by Mawhin and Willem [628, Remark 6.3], “it is in general easier to verify (PS)
than to find a priori bounds for all possible solutions of �′(u) since in (PS) the
sequence (�(un))n has to be bounded.”



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c02-04 CB577/Jabri-v1.cls June 27, 2003 19:32

2.3 Some Criteria for Checking (PS) 19

2.3 Some Criteria for Checking (PS)

Checking (PS) using its definition is not always the best way to proceed. We present
some prototypes of functionals that satisfy (PS).

When the dimension of the space X is finite, say, X = R
N , one has the following

result.

Proposition 2.1. Let � ∈ C1(RN ; R) where X is a Banach space. If the function

|�| + ‖�′‖ : R
N → R

is coercive, that is, it tends to +∞ as ‖x‖ goes to +∞, then � satisfies (PS).

Proof. Since X is finite dimensional, it is locally compact. So, if we suppose that
|�| + ‖�′‖ is coercive, then any Palais-Smale sequence is bounded and hence contains
a convergent subsequence. �

In particular if � is coercive, it satisfies (PS). This fact has a connection with the
statement of the finite dimensional MPT (Theorem 5.2) as we will see in Chapter 5.

When X is a general Banach space, the former criterion does not apply. Nevertheless,
in such cases, a result that has proved to be very useful in applications is the following.

Proposition 2.2. Let � ∈ C1(X ; R). Suppose that

�′(u) = Lu + K (u),

where L is an invertible linear operator and K is compact. And suppose that any
Palais-Smale sequence for � in X is bounded. Then, � satisfies the (PS) condition.

Remark 2.5. Recall that a compact functional from X to Y is a continuous functional
that maps bounded sets of X into relatively compact sets of Y .

Proof. Consider a Palais-Smale sequence (un)n ⊂ X , that is,{
(�(un))n is bounded, and

�′(un) = Lun + K (un) → 0 as n → ∞.

Then, un + L−1 K (un) tends to 0. But by assumption, (un)n is bounded. Hence, since
K is compact, the sequence

(
L−1 K (un)

)
n is relatively compact, that is, it admits a

convergent subsequence and then (un)n also. �

Remark 2.6. If X is a Hilbert space, it can be identified with its dual X∗, so we can
choose L to be the identity Id . This gives to �′, the derivative of �, the form of compact
perturbation of the identity

�′ = Id + K ,

a well-known form that allows the use of the Leray-Schauder topological degree theory.

Remark 2.7. In Chapter 10, a complement is given to what was presented here. It
assumes the reader is acquainted with a part of the material of forthcoming chapters.
We will discuss in particular the relation between the (PS) condition for a functional,
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its level sets and coercivity, and see a critical point theorem of functionals � defined
on a Hilbert space H such that Id + �′ maps a closed convex subset C of H into itself.
We will discuss also the role that is played by (PS) in the MPT, the duality between
“geometry and compactness,” and give a qualitative description of (PS) as a natural
condition rather than being a purely mathematical artifice.

Comments and Additional Notes

� 2.I Qualitative Meaning of (PS)

We close this chapter by reporting the following remark of Struwe concerning a quali-
tative meaning of the (PS) condition [882, p. 169]:

Condition (PS) may seem rather restrictive. Actually, as Hildebrandt [471, p. 324]
records, for quite a while many mathematicians felt convinced that in spite of its
success in dealing with one-dimensional variational problems like geodesics (see
Birkhoff’s Theorem I.4.4, for example, or Palais’ [695] work on closed geodesics),
the Palais-Smale condition could never play a role in the solution of “interesting”
variational problems in higher dimensions.

Recent advances in the Calculus of Variations have changed this view and it has
become apparent that the methods of Palais and Smale apply to many problems
of physical and/or geometric interest and – in particular – that the Palais-Smale
condition will in general hold true for such problems in a broad range of energies.
Moreover, the failure of (PS) at certain levels reflects highly interesting phenomena
related to internal symmetries of the systems under study, which geometrically
can be described as “separation of spheres”, or mathematically as “singularities”,
respectively as “change in topology”. Again speaking in physical terms, we might
observe “phase transitions” or “particle creation” at the energy levels where (PS)
fails.

� 2.II The Morse and Sard Theorems

We saw that although (PS) implies the compactness of the set of critical points Kc for
some level c, it has no influence on the size of critical points. Nevertheless, we should
point out the following facts about the size of critical values for smooth mappings.

a. In finite dimensional spaces

Theorem (Morse Theorem). If � : U → R
N is of class CN on the open set U

of R
N , then the set of critical values of � has measure zero.

Theorem (Sard Theorem). If � : U ⊂ R
N → R

M is of class Cr on the open
set U of R

N , then the set of critical values of � has measure zero provided
r ≥ N − M + 1.

b. In infinite dimensional spaces

Theorem. If � : X → R is analytic on the Banach space X and �′ is Fredholm,
then the set of critical values of � is at most countable.
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The interested reader may also consult the following stronger form of Sard theorem
(e.g., cf. Schwartz [825, p. 55])

Theorem. Let � : U ⊂ R
N → R

N be of class C1 and let J (x) be the Jacobian deter-
minant of � at x. Then, for any measurable set D ⊂ U, the set �(D) is measurable
and

meas (�(D)) ≤
∫

D
|J (x)| dx .

This theorem is useful in particular when defining the topological degree, in the sense
of Brouwer, of continuous mappings (e.g., cf. [412, 825])

For more notes and comments on the (PS) condition, look at the section with the
same name in Chapters 10 and 13.
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3

Obtaining “Almost Critical
Points” – Variational Principle

Measuring instruments always have limited resolution. For this reason, in real
world applications of mathematics, approximate solutions are often as good as,
and frequently indistinguishable from, true solutions. Since mathematical laws
governing real world situations are often in variational form, it is natural to develop
a theory of “almost critical points”, and the paper under review can be regarded
as an interesting and successful step in that direction.

From a Review of [I. Ekeland, On the variational principle.
J. Math. Anal. Appl., 47, 324–353 (1974)] by R.S. Palais.

In a substantial part of modern analysis characterized by the tendency to avoid
differentiability assumptions, this principle will likely play at least the same role as,
say, the contraction mapping principle plays in “smooth” analysis. The elegance
of the proofs and the natural way the principle appears in them lend much support
to this belief.

From a Review of [I. Ekeland, Nonconvex minimization problems.
Bull. Am. Math. Soc., 1, 443–474 (1979)] by A.D. Ioffe.

This principle discovered in 1972 has found a multitude of applications in different
fields of Analysis. It has also served to provide simple and elegant proofs of known
results. And as we see, it is a tool that unifies many results where the underlying
idea is some sort of approximation.

D.G. de Figueiredo, Lectures on the Ekeland variational principle
with applications and detours, Springer-Verlag, 1981.

Critical point theorems that suppose the compactness condition (PS) introduced in the previous
chapter generally follow the scheme that consists of finding “almost critical points” via Ekeland’s
variational principle or via a deformation lemma. And then, by (PS), one concludes that the
functional under study indeed possesses a critical point. In this chapter, we will see in detail the
first one these two indispensable approximation tools.

All minimax results belonging to the family of linking theorems, including the MPT,
suppose some geometric conditions that for some “inf max” value c ∈ R, there exists
a (PS)c sequence, that is, a sequence of almost critical points converging to c.

22
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The program from the geometric conditions to the almost critical point theorems
is realized using either Ekeland’s variational principle, known also as the ε-principle
(or Phelps-Bishop-Ekeland principle in some old references), or some quantitative
deformation lemma.

3.1 Ekeland’s Variational Principle

The best references for Ekeland’s variational principle seem to be the papers [353,355]
by Ekeland himself and his book with Aubin [74]. The reader may also consult the
references [296, 425, 623, 628].

The variational principle was established in 1972 by Ekeland [353]. It is an extra-
ordinary result, like the MPT, that has proved to be a powerful tool in many areas of
analysis. It was used, among other things, to give simpler and elegant proofs1 to
some known results.

When a functional � defined on a Banach space X is bounded from below, it
is interesting to get sufficient conditions for its infimum to be attained. Recall that
the minimum of a regular functional is a critical point. But without supplementary
conditions on � or on X , a priori, nothing can be said.

In the direct method of the calculus of variations that looks for absolute minima of a
functional � bounded from below through some manipulation of minimizing se-
quences, the functional to minimize � is in general supposed to be weakly lower
semicontinuous (w.l.s.c.) and defined on a reflexive Banach space. When these condi-
tions are met, some standard and well-known results of minimization (see [284], for
example) can be used.

Nevertheless, this procedure can no longer be applied if we are working in a non-
reflexive Banach space or if the functional is not w.l.s.c. Such situations occur often
when dealing with applications.

Ekeland’s result tells us that when � is only l.s.c. and bounded from below in
a complete metric space, it possesses a minimizing sequence satisfying an interesting
property that reduces, when the space admits a norm and � is of class C1, to the fact that
this minimizing sequence is also “almost critical.” In other words, it is a Palais-Smale
sequence for the level “infimum of �.” The exact statement is the following.

Theorem 3.1 (Ekeland’s variational principle). Let X be a complete metric space
and � : X → R ∪ {+∞} a l.s.c. functional, bounded from below, and not identically
equal to +∞ (� �≡ +∞).

Let ε > 0 and x ∈ X such that

�(x) ≤ inf
u∈X

�(u) + ε.

Then, for all δ > 0 there exists y = y(ε) ∈ X such that

a. �(y) ≤ �(x),

1 To quote de Figueiredo [296].
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X

inf

y

x

inf

yx

Figure 3.1. Ekeland’s variational principle. The cone delimited by �̃(y) = �(y) − ε
δ

dist (y, z)
touches the graph of � from below at y.

b. dist (x, y) ≤ δ, and

c. �(y) < �(u) + ε

δ
dist (u, y) for all u in X such that u �= y.

So, we can find a better approximation of the infimum of � as near as we want to
our initial point with the supplementary property of minimizing the perturbation that
appears in c. (See Figure 3.1.)

Proof. Consider the relation defined in X by

u ≺ v ⇐⇒ �(u) ≤ �(v) − ε

δ
dist (u, v),

where ≺ defines a partial ordering in X depending on δ. The reflexivity and antisym-
metry are obvious. For the transitivity, suppose that both u ≺ v and v ≺ u hold. Since
dist (u, u) ≤ dist (u, v) + dist (v, u), we conclude immediately that u ≺ u.

We will define by induction a decreasing sequence of closed sets (Sn)n in X using
the ordering ≺, such that the intersection⋂

n

Sn = {
y
} = {

y(δ)
}
.

The sets defined by

Iv = {
u ∈ X ; u ≺ v

}
are nonempty (v ∈ Iv) and closed because of the l.s.c. of �. Indeed, let (un)n ⊂ Iv such
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that un → u as n → ∞; then

�(uk) + ε

δ
dist (uk, v) ≤ �(v) for all k ∈ N.

Therefore,

�(v) ≥ lim inf
k→∞

[
�(uk) + ε

δ
dist (uk, v)

]

≥ lim inf
k→∞

�(uk) + ε

δ
dist (u, v)

≥ �(u) + ε

δ
dist (u, v).

Start with z1 = x (the x appearing in the statement of the principle) and set

S1 = {
u ∈ X ; u ≺ z1

}
.

Then, take z2 ∈ S1 such that

�(z2) ≤ inf
S1

� + ε

2
.

By induction, define

Sn = {
u ∈ X ; u ≺ zn

}
and pick a point zn+1 ∈ Sn satisfying

�(zn+1) ≤ inf
Sn

� + ε

n + 1
.

Since zn+1 ∈ Sn , that is, zn+1 ≺ zn , for all n, we have

S1 ⊃ S2 ⊃ · · · ⊃ Sn ⊃ Sn+1 ⊃ · · · .

We claim that diam Sn → 0.
Indeed, for u ∈ Sn+1, we have u ≺ zn+1 and u ∈ Sn . So,

�(u) + ε

δ
dist (u, zn+1) ≤ �(zn+1) ≤ �(u) + 1

n + 1
.

Therefore,

dist (u, zn+1) ≤ δ

ε · (n + 1)
,

which means that

diam Sn+1 ≤ 2δ

ε · (n + 1)
.

Hence, diam Sn → 0 as n → ∞.
Since the metric space X is complete and (Sn)n is a decreasing sequence of closed

sets such that diam Sn → 0, we conclude that their intersection reduces to a single
point: ⋂

n

Sn = {y}.
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We will verify that the point y satisfies the properties a, b, and c.

• Since y ∈ S1, we have that y ≺ x . Then property a holds.
• For b, we have

ε

δ
dist (y, x) ≤ �(x) − �(y),

≤ inf
u∈X

�(u) + ε − �(y),

≤ ε.

• For the property c, if for some u ∈ X , we had u ≺ y, then we would have u ≺ zn

for all n. And then u ∈ ⋂
n

Sn , that is, u = y.

�

Remark 3.1. Notice that the closer the point y to x the larger its derivative may be.
And conversely, the smaller is its derivative, more imprecise is its position since it has
to be in a larger ball of center x . Naturally, we cannot get the two together without
requiring additional assumptions – yet another uncertainty principle.

When X is normed, the notion of derivative makes sense. The last relation c in
Ekeland’s principle implies that

‖�′(y)‖X∗ ≤ ε

δ
.

More precisely, we get, as a consequence, the useful result.

Theorem 3.2. Let X be a Banach space and � : X → R a l.s.c. functional, bounded
from below and Gâteaux differentiable. Then, for all ε > 0 and any u ∈ X such that

�(u) ≤ inf
x∈X

�(x) + ε,

there exists a point v in X satisfying

a′. �(v) ≤ �(u),
b′. ‖v − u‖ ≤ √

ε and
c′. ‖�′(v)‖ ≤ √

ε.

Proof. The relations a′ and b′ are obviously the a and b in Ekeland’s principle for
δ = √

ε, while for c’, from the relation c one has that, for all w ∈ X and any t > 0,

�(v) − �(v + tw)

t
≤ √

ε ‖w‖.

Passing to the limit as t tends to 0, we get that for each w in X

−〈�′(v), w〉 ≤ √
ε ‖w‖.

This holds also for −w, so ∣∣〈�′(v), w〉∣∣ ≤ √
ε ‖w‖,
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and then

‖�′(v)‖ ≤ sup
‖w‖=1

∣∣〈�′(v), w〉∣∣ ≤ √
ε.

�

Remark 3.2. We would like to point out that in general the Gâteaux differentiability
of a functional does not guarantee its l.s.c.:

The relations a′ and c′ mean that we obtained an “almost minimizer” of �, which is also
an “almost critical point.”

Corollary 3.3. Let X be a Banach space and � : X → R a l.s.c. functional, bounded
from below and Gâteaux differentiable. Then, there exists a minimizing sequence (un)n

of almost critical points of � in the sense

�(un) → inf
x∈X

�(x) and �′(un) → 0. (3.1)

When we add some compactness, even when the space is not reflexive and the functional
is only l.s.c., the variational principle implies the following direct consequence.

Corollary 3.4. Let X be a Banach space and � : X → R a C1-functional that is
bounded from below and satisfies (PS)infX �. Then, there exists u ∈ X such that

�(u) = inf
x∈X

�(x) and �′(u) = 0.

Proof. By Corollary 3.3, � possesses a minimizing sequence of almost critical points
(un)n , which by (PS)infX � admits a converging subsequence. �

Comments and Additional Notes

� 3.I The Original Proof of Ekeland’s Principle

A famous result of Bishop and Phelps [130] says that

the set of continuous linear functionals on a Banach space E which attain their maximum
on a given closed convex bounded set C ⊂ E is dense for the topology induced by the
norm in E∗. Such spaces were known as “subreflexive” spaces.

The name is due to Phelps [720] who conjectured in this paper that every Banach space
is subreflexive.

In the proof of this result appears a certain convex cone in E , associated with a partial
ordering, to which a transfinite argument is applied (Zorn’s lemma). This argument was
adapted to l.s.c. functionals by Ekeland in the original proof of his variational principle.
More precisely, for s ∈ R, consider the closed convex cone with nonempty interior,

C(s) = {
(u, a) ∈ X × R; a + s‖u‖ ≤ 0

}
.
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The associated ordering in X × R is defined by

(u, a)  (v, b) ⇐⇒ (v − u, b − a) ∈ C(s).

Using Zorn’s lemma, we show that any closed subset S of X × R, such that

inf
{
s; (u, s) ∈ S

}
,

has a maximal element.
The variational principle follows by taking the closed set S = epi � for the ordering

relation induced by ε/λ (see [354, 370] for details).
Later, as reported by Ekeland in [355], Lasry pointed out that the transfinite induction

is in fact not needed, as we could see earlier.

� 3.II Smooth Extensions of Ekeland’s Principle

The perturbation that appears in Ekeland’s variational principle is Lipschitz but is
not differentiable. Borwein and Preiss stated in [136] a smooth version where the
perturbation is quadratic, and when the space X is a Banach space that admits a
differentiable norm (away from the origin of course) it is differentiable everywhere.
This principle has been used to study differentiability properties on Banach spaces.
There are still other generalizations in this direction, including [325] and [571]. The
version in [571] has been published recently.

Theorem 3.5 (Variational Principle, Li and Shi). Let (X, dist ) be a complete metric
space and � : X → R ∪ {+∞} be a l.s.c. function bounded from below. Suppose that
ρ : X × X → R+ ∪ {+∞} is a function satisfying

i. ∀x ∈ X ρ(x, x) = 0

ii. ∀{xn, yn} ∈ X × X ρ(yn, zn) → 0 ⇒ dist (yn, zn) → 0

iii. ∀z ∈ X y "→ ρ(y, z) is l.s.c.

(3.2)

and that δ0 > 0, δn ≥ 0, n = 1, 2, . . . is a nonnegative number sequence. Then, for
every x0 ∈ X and ε > 0 with

�(x0) ≤ inf
X

� + ε, (3.3)

there exists a sequence (xn)n ⊂ X which converges to some xε ∈ X such that

ρ(xε, xn) ≤ ε/2nδ0. (3.4)

When for infinitely many n, δn > 0,

�(xε) +
∞∑

n=0

δn ≤ �(xε) ≤ inf
X

� + ε, (3.5)

∀x �= xε, �(x) +
∞∑

n=0

δnρ(x, xn) > �(xε) +
∞∑

n=0

δnρ(xε, xn). (�)
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And when δk > 0 and for all j > k ≥ 0, δ = 0, (�) is replaced by

∀x �= xε, ∃m ≥ k,

�(x) +
k−1∑
i=0

δiρ(x, xi ) + δkρ(x, xm) > �(xε) +
∞∑

i=0

δk−1δiρ(xε, xi ) + δkρ(xε, xm).

(3.6)

The proof is similar to that of Ekeland’s principle and provides a new and simpler
one for the Borwein-Preiss principle. It contains both the Ekeland and Borwein-Preiss
variational principles. The function ρ that appears in (3.2) is gauge type. For example,
it may be f (dist (x, y)) where f : R

+ → R
+ is strictly increasing, continuous, and

f (0) = 0. For ρ(x, y) = (ε/λ) dist (x, y), δ0 = 1 and δn = 0 for all n > 0, the theorem
of Shi and Li (in this case (3.6) does not exist) recaptures Ekeland’s principle with some
improvement.

The book by Ghoussoub [425] contains various variational principles: Ekeland’s
principle, Borwein and Preiss’s principle, and also the mountain pass principle (see
Chapter 9), which is presented as a “multidimensional extension” of Ekeland’s varia-
tional principle.

� 3.III A Nice Generalization of Ekeland’s Principle

A very simple and elegant generalization of Ekeland’s principle to a general form on
ordered sets was given by Brezis and Browder [149] that enables us to use other ordering
relations instead of the one that appears in Ekeland’s principle. It was applied by its
authors to nonlinear semigroups and to derive diverse results from nonlinear analysis,
including the variational principle and one of its equivalent forms, the Bishop-Phelps
theorem. We recall here its first corollary [149, Corollary 1]; the interested reader is
invited to look at the basic result in [149].

Theorem 3.6 (General Variational Principle on Ordered Sets, Brézis and Browder).
Suppose that X is an ordered set such that
(i) any increasing sequence in X has an upper bound:

(un  un+1 for any n ∈ N) implies that (there exists v ∈ X such that un  v,

for any n ∈ N).

(ii) The functional � : X → R ∪ {−∞} is bounded from above and increasing, that is,

u  v implies that �(u) ≤ �(v).

Then there exists u in X such that for any v ∈ X

u  v implies �(u) ≤ �(v).

It is easy to check that this result implies Ekeland’s principle. It suffices to consider
the order

u  v if and only if �(u) − dist (u, v) = �(v).
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Proof. The proof is similar to that of Ekeland’s principle. Indeed, choose an arbitrary
element u0 ∈ X and inductively construct an increasing sequence (un)n . Suppose un

to be known and set Mn = {u ∈ X ; un  u} and cn = supMn
�. If the conclusion of

the theorem holds for un , we are done. Otherwise, we have cn > �(un) and we can
choose un+1 ∈ X such that

cn − �(un+1) ≤ cn − �(un)

2
. (3.7)

We get in this way an increasing sequence (un) that has by (i) an upper bound u, that is,
un  u for all n. This element u is the desired solution. Otherwise, there would exist
some v ∈ X such that u  v and �(u) < �(v). Since (�(un))n is monotone increasing
and bounded above, by (ii), it is convergent. Then, by the monotonicity of �, we have
that limn �(un) ≤ �(u). And since vn ∈ Mn for all n, we have by (3.7) that

�(un+1) − �(un) ≥ cn ≥ �(v) for all n.

As n tends to infinity, we obtain the contradiction �(v) ≤ �(u). �

A Physical Interpretation – An Abstract Entropy Principle

A physical interpretation of this theorem with a connection with the second law of
thermodynamics is given in Zeidler’s monumental work [982]. “For each closed system,
the entropy is a monotone increasing function of the time tending to a maximum.”

The values taken by � correspond to the values of the entropy at different states of the
system. The relation u  v means that the system can pass from the state u to the state v at
a later time. And the relation (ii) means that the entropy is a monotone increasing function
of the time. And the states of maximal entropy correspond to stable equilibrium states of
the system. So, the preceding theorem yields the existence of a stable equilibrium of the
system at which the entropy can increase no more.

� 3.IV Other Forms of Ekeland’s Principle

Many equivalent results to Ekeland’s principle were discovered independently. The first
of all these Ekeland-type theorems seems to have been formulated by Phelps in 1963
in Haussdorff locally convex vector spaces [721, Lemma 1].

Theorem 3.7 (Formulation of Phelps Lemma in Banach Spaces). Let X be a Banach
space. Let A ⊂ X be a nonempty closed set and B ⊂ X be a nonempty closed bounded
and convex set such that 0 �∈ B. Let K be the cone K = R+ B = {α · b; α ≥ 0, b ∈ B}.
Then, for each x0 ∈ A such that A ∩ (x0 + K ) is bounded and nonempty, there exists
x∗ ∈ X such that

x∗ ∈ A ∩ (x0 + K ) and {x∗} = A ∩ (x∗ + K ).

Ekeland’s principle is also equivalent to the maximal point version of Phelps’ lemma
([722, Lemma 1.2]), to the Krasnosel’skii-Zabreiko theorem on normal solvability of
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operator equations [978], to the equilibrium point theorem of Oettli and Théra [690],
and to the Takahashi minimization principle [896]:

Theorem 3.8 (Minimization Principle of Takahashi). Let � be a l.s.c. function
bounded from below on a complete metric space (X, dist ). Given x ∈ X with �(x) >

inf �(X ), let dist (x, y) ≤ �(x) − �(y) for some y �= x. Then, �(z) = inf �(X ) for
some z ∈ X.

It is also equivalent to the drop theorem of Daneš related to the theory of normal
solvability of nonlinear equations [293], to the flower petal theorem of Penot [712], and
to the Caristi fixed point theorem, also called the Kirk-Caristi fixed point theorem [182].

Theorem 3.9 (The Drop Theorem, Daneš). Given two closed nonempty sets A, B in
a Banach space, with B bounded and convex and dist (A, B) > 0, there exists a point
a in A such that there is no other point between a and B, that is, D(a, B) ∩ A = {a},
where D(x, B) = clco[{x} ∪ B], and where clco refers to the closure of the convex hull;
this set is called a “drop” because of its geometry.

Theorem 3.10 (The Flower Petal Theorem of Penot). If X is a complete subset of a
metric space (E, dist ), x0 ∈ X, b �∈ X, r ≤ dist (b, X ), s = dist (b, x0), then for each
γ > 0 there exists a ∈ X ∩ P(x0, b) such that P(a, b) ∩ X = {a} where P(u, v) =
{x ∈ E ; γ dist (x, u) + dist (x, v) ≤ dist (u, v)}.
Theorem 3.11 (Caristi Fixed Point Theorem). Let X be a complete metric space and
� : X → {+∞} a l.s.c. functional that is bounded from below. Let T : X → 2X be a
multivalued mapping such that

�(y) ≤ �(x) − dist (x, y), ∀x ∈ X, ∀y ∈ T x . (3.8)

Then, there exists x ∈ X such that x ∈ T x.

For illustration of the strength and elegance of these results, we give the short proofs
of the equivalence of Caristi’s fixed point theorem with Ekeland’s principle.

Proof of Caristi’s fixed point theorem using Ekeland’s principle. For ε = δ, we get that
x is the minimal point that appears in c, that is

�(x) < �(x) + dist (x, x), ∀x �= x .

Otherwise, all y ∈ T x satisfy y �= x . So, by the preceding relation and by (3.8), we get
the contradiction

�(y) ≤ �(x) − dist (x, y) and �(x) < �(y) + dist (x, y).

�

Proof of Ekeland’s principle using Caristi’s fixed point theorem. Suppose by contradic-
tion that no point in X satisfies c. Then, for each x ∈ X , the set T x = {

y ∈ X ; �(x) ≥
�(y) + (ε/δ) dist (x, y), y �= x

}
is not empty. We have that (ε/δ) dist is an equivalent

distance to dist , for which (3.8) is satisfied, so there must exist some point x ∈ X
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such that x ∈ T x : a contradiction with the definition of T x which was not supposed to
contain x . �

The latter fixed point theorem implies the existence part in the statement of the
contraction mapping principle in complete metric spaces, which ensures the existence
of fixed points for k-contraction mappings T (for 0 ≤ k < 1). It suffices to consider
�(x) = dist (x, T x)/(1 − k).

� 3.V A Weighted Variational Principle

We want to cite the paper [999], wherein the authors give a form of the variational
principle closely related to some form of the deformation lemma we will see in the
Notes of the next chapter. Its proof is similar to that of the classical principle.

Theorem 3.12 (Weighted Variational Principle, Zhong and Zhao). If � is a
Gâteaux-differentiable functional bounded from below, then, for every ε > 0, there
exists some point zε such that

‖�′(zε)‖ ≤ ε

1 + h(‖zε‖)
,

where h : [0, ∞) → [0, ∞) is a continuous function such that
∫ ∞

0
1

1+h(r ) dr = ∞.

This may be used in critical point theorems with a weighted (PS) condition à la Cerami.
In [999], Zhong and Zhao apply it to prove the existence of minimal points for some
functionals that satisfy a weak (PS) condition and to some surjective mappings. Zhong
used it also

• in [996,998] to analyze the link between this compactness condition and the notion
of coercivity (as in Chapter 10); and

• in [997] (on Ekeland’s variational principle and a minimax theorem) to prove a
minimax theorem with a (weighted) form of the (PS) condition (see Chapter 13).



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c02-04 CB577/Jabri-v1.cls June 27, 2003 19:32

4

Obtaining “Almost Critical Points”
– The Deformation Lemma

Locating critical values for a smooth functional I on a manifold X essentially
reduces to capturing the changes in the topology of the sublevel sets I a =
{x ∈ X; I (x) < a} as a varies in R.

I. Ekeland and N. Ghoussoub, New aspects of the calculus of variations in
the large. Bull. Am. Math. Soc., 39, no. 2, 207–265 (2001)

This chapter is a continuation of the previous one. The “deformation lemma” we will study is
very important because, as we will see later, an important part of the inherent topological aspects
of critical point theorems is always expressed in terms of deformations.

Another important tool, older than Ekeland’s principle and widely used (in his
quantitative form) to get “almost critical points,” is the deformation lemma. Its form
used nowadays seems to be due to Clark [242] following some ideas of Rabinowitz
[734]. But the idea of deforming level sets near regular values to cross these values
following the steepest descent direction of the function was already known before and
is a basic tool in Morse theory. We will see it in action even in the original proof of the
finite dimensional mountain pass theorem (MPT) of Courant that goes back to 1950.
(See the notes of the next chapter.)

4.1 Regularity and Topology of Level Sets

Deformation lemmata may be found in many references relating minimax methods in
critical point theory. You can consult in particular the paper by Ambrosetti-Rabinowitz
[50], the monograph by Rabinowitz [748], and also the survey paper by Willem [956]
where an interesting quantitative form that does not require the Palais-Smale condition
is given. We adopted here the beautiful statement that appears in the latter reference.

All the different forms of deformation lemmata exploit and express the fact that
near a regular value c ∈ R and for ε > 0 sufficiently small, the level sets

�c−ε = {
u ∈ X ; �(u) < c − ε

}

33
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34 4 Obtaining “Almost Critical Points” – The Deformation Lemma

Figure 4.1. Crossing irregular values breaks level sets topology (I).

and

�c+ε = {
u ∈ X ; �(u) < c + ε

}
are topologically the same, in the sense that we can find a continuous deformation, a
homeomorphism when � is smooth enough, that transforms �c+ε into �c−ε (or �c−ε

into �c+ε). While, when c is critical, this is no longer true, there must be some change
in the topological nature of these level sets.

Example 4.1. Consider the function �(x, y) = x2 − y2 on R
2. Then, �′(x, y) = 0 if

and only if (x, y) = (0, 0). For ε > 0 small enough, as we may see in Figure 4.1,

• the level set �ε is connected
• while the set �−ε has two components.

Example 4.2. Now consider the function �(x, y) = (x2 + y2)2 − 2(x2 + y2) on R
2.

The only critical levels of � are −1 and 0 (see Figure 4.2).

• If a < −1, then �a is empty.
• If −1 < a < 0, then �a is a ring r2 < x2 + y2 < R2.
• If 0 < a, then �a is a ball B(0, R).

In the first of these two illustrative examples borrowed from [517], we have a change
in the number of components of the level sets �a near the critical value, while in the
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Figure 4.2. Crossing irregular values breaks level sets topology (II).

second one, it is more discrete; the number of components of �a did not change, and
it is always equal to 1. But in one situation the level set is simply connected whereas in
the other it is not.

4.2 A Technical Tool

The deformation that appears in the deformation lemma is obtained as a solution of the
differential equation

η̇(t, u) = d

dt
η(t, u) = −α(u(t)).∇�(η(u, t)) where (α ≥ 0),

for the case of a Hilbert space X when � is of class C1 and ∇� is locally Lipschitz
continuous. This method is called the steepest descent method (la méthode de descente
la plus rapide). It was introduced by Cauchy [188], as reported by Willem [956]. This
is impossible when � is C2, and we may take α(t) the constant mapping 1. In that case,
the gradient vector field −∇� gives the steepest descent direction for �. Indeed,

d

dt
�(η(t, u)) = 〈�′(η(t, u)), η̇(t, u)〉

= −(∇�(η(t, u)), ∇�(η(t, u)))
= −‖∇�(η(t, u))‖2.
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Figure 4.3. The steepest descent direction in our two examples.

Heuristically, you may imagine the graph of the functional to be materialized by some
solid material, iron, for example. To find the steepest direction at some point, put a drop
of some viscous liquid like honey on the corresponding point on the graph and follow
its movement. For the examples of the two functions seen earlier, these directions look
like the depictions in Figure 4.3. The length of the arrows represents the “speed” of the
descent. Notice the very important fact that it is not possible to deform the functional
on critical points.

When X is a Banach space, the notion of gradient does not exist. A notion of
pseudo-gradient vector field was introduced by Palais [696] especially to handle this
case. Moreover, it requires the functional � to be only of class C1.

Denote the set of regular points of � in X by

X̃ = {
u ∈ X ; �′(x) �= 0

}
,

where � : X → R is supposed to be a C1-functional.

Definition 4.1. A pseudo-gradient vector v0 ∈ X for � at u ∈ X̃ is a vector that
satisfies

1. ‖v0‖ < 2‖�′(u)‖,
2. 〈v0, �

′(u)〉 ≥ ‖�′(u)‖2.

And a pseudo-gradient vector field for � is a locally Lipschitz continuous functional

v : X̃ → X

such that for all u ∈ X̃ , v(u) is a pseudo-gradient vector of � at u.

Remark 4.1. Notice that

1. Any convex combination of pseudo-gradient vectors (resp. of pseudo-gradient
vector fields) is a pseudo-gradient vector (resp. a pseudo-gradient vector field).
Hence, such a functional may exist but is not necessarily unique.

2. Since we require v to be locally Lipschitz continuous, even in a Hilbert space
the gradient ∇� of a functional � is not necessarily a pseudo-gradient vector
field for �. But if � is C2, then ∇� is a pseudo-gradient vector field for �.
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This last point makes the following result due to Palais, which is true in general for
Banach spaces, very interesting even in the case of a Hilbert space.

Lemma 4.1. Let � ∈ C1(X ; R). Then, � admits a pseudo-gradient vector field on X̃ .

Proof. Take ũ in X̃ , then there exists w ∈ X such that

‖w‖ = 1 and 〈�′(ũ), w〉 >
2

3
‖�′(ũ)‖.

Set v = 3

2
‖�′(ũ)‖ · w, then

{ ‖v‖ < 2‖�′(ũ)‖,
〈�′(ũ), v〉 > ‖�′(ũ)‖2.

By the continuity of �′, there exists an open neighborhood N (ũ) of ũ where the relations{ ‖v‖ < 2‖�′(u)‖
〈�′(u), v〉 > ‖�′(u)‖2 (4.1)

hold for all u in N (ũ). The family {N (u)}u∈X̃ is obviously an open cover of X̃ . Since
X̃ is a metric space and hence paracompact, there exists an open cover {Ni }i∈I that is
locally finite and is a refinement of {N (u)}u∈X̃ . For all i , there exists ũ ∈ X̃ such that
Ni ⊂ N (ũ) and then (4.1) holds for some u = ui in each Ni .

Set for all u in X̃

ρi (u) = dist (u, X \ Ni )

and

v(u) =
∑
i∈I

ρi (u)∑
j∈I

ρ j (u)
ui .

Since the cover {Ni }i∈I is locally finite, the sum makes sense.
The functions (ρi )i are Lipschitz continuous with support in Ni and are such that

0 ≤ ρi (u) ≤ 1 and
∑

i∈I ρi ≡ 1 on X̃ . Then, at each ũ ∈ X̃ , the vector v(ũ) is a convex
combination of pseudo-gradient vectors for � at u. Moreover, the functional v is locally
Lipschitz continuous. �

Remark 4.2. When� is even, that is,�(u) = �(−u), it admits an odd pseudo-gradient
vector field ṽ(−u) = −ṽ(u). It suffices to set

ṽ(u) = v(u) − v(−u)

2
,

where v is any pseudo-gradient vector field for � on X̃ .

More generally, if there is an action of a compact topological group G on X , that is, there
is a continuous function from G × X to X denoted by

(g, u) "→ g.u
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and satisfying

g(h.u) = (g.h).u for all g, h ∈ G and all u ∈ X,

and

e.x = x for all x ∈ X

where e is the unity of G. If � is G-invariant,

�(g.u) = �(u) for all (g, u) ∈ G × X̃ ,

then, the pseudo-gradient vector field ṽ may be constructed G-equivariant, that is,

ṽ(g.u) = g.ṽ(u) for all (g, u) ∈ G × X̃ .

Indeed, if dg is a normalized Haar’s measure on G, it suffices to set

ṽ(u) =
∫

G
g−1.v(g.u) dg,

the average of any pseudo-gradient vector field v for � on X̃ .

4.3 Deformation Lemma

Many versions of the deformation lemma exist in the literature. We will see a quan-
titative one proved by Willem in 1983 [952], whose advantage is that no a priori
compactness condition, understand (PS), is needed.

Consider a set S ⊂ X and δ > 0, which we denote by Sδ = {
u ∈ X ; dist (u, S) ≤ δ

}
its δ-neighborhood, by S its closure, and by �S = X \ S its complementary in X .

Theorem 4.2 (Quantitative Deformation Lemma, Willem). Let X be a Banach
space and � : X → R a C1-functional. Let S ⊂ X, c ∈ R, ε > 0, and δ > 0 be such
that for all u ∈ �−1 ([c − 2ε, c + 2ε]) ∩ S2δ we have

‖�′(u)‖ ≥ 4ε

δ
. (4.2)

Then, there exists a continuous deformation η ∈ C([0, 1] × X ; X ) such that

i. η(0, u) = u for all u in X,
ii. η(t, u) = u for all u �∈ {

�−1 ([c − 2ε, c + 2ε]) ∩ S2δ

}
and all t ∈ [0, 1],

iii. η(1, �c+ε ∩ S) ⊂ �c−ε ∩ Sδ , and
iv. η(t, .) is a homeomorphism for every t ∈ [0, 1].

Proof. Using Lemma 4.1, the functional � admits a pseudo-gradient vector field v on
X̃ , while by (4.2), the set

A2 = �−1 ([c − 2ε, c + 2ε]) ∩ S2δ

is in X̃ .
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Consider a locally Lipschitz function ψ : X → R such that 0 ≤ ψ(u) ≤ 1 for all u in
X and that satisfies

ψ(u) =



1 on A1 = �−1 ([c − 2ε, c + 2ε]) ∩ Sδ,

0 on X \ A2.

Then, the vector field f : X → X defined by

ϕ(u) =



− ψ(u)

‖v(u)‖ .v(u) on A2

0 on X \ A2

is locally Lipschitz and bounded. Hence, for every u ∈ X , the Cauchy problem{
ẇ(t) = ϕ(w(t)) t ≥ 0
w(0) = u

possesses a solution w(., u) defined on [0, ∞[ .
Define η : [0, 1] × X → X by

η(t, u) = w(δt, u).

That way i and ii are trivially satisfied since ϕ ≡ 0 in X \ A2, and also iv holds true.
For iii,

w(δ, �c+ε ∩ S) ⊂ �c−ε ∩ Sδ.

When t > 0, we have

‖w(t, u) − u‖ =
∥∥∥∥
∫ t

0
ϕ(w(s, u)) ds

∥∥∥∥
≤

∫ t

0
‖ϕ(w(s, u))‖ ds

≤ t.

Then w(t, S) ⊂ Sδ for any t ∈ [0, δ].
Using the definition of ϕ, we get that

d

dt
�(w(t, u)) = 〈

�′(w(t, u)), ẇ(t, u)
〉

= 〈
�′(w(t, u)), ϕ(w(t, u))

〉
≤ 0

Thus, �(w(., u)) is decreasing.
Let u ∈ �c+ε ∩ S. If there is some t ∈ [0, δ[ such that �(w(t, u)) < c − ε, then

�(w(δ, u)) < c − ε and w(δ, u) ∈ �c−ε ∩ Sδ . Otherwise, for all t ∈ [0, δ],

c − ε ≤ �(w(t, u)) ≤ �(w(0, u)) = �(u) ≤ c + ε.

And then w(t, u) ∈ A1 for all t ∈ [0, δ [.
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But then, by (4.2) and the definitions of ϕ and v, we deduce that

�(w(δ, u)) = �(u) +
∫ δ

0

d

dt
�(w(t, u)) dt

= �(u) +
∫ δ

0

〈
�′(w(t, u)), ϕ(w(t, u))

〉
dt

= �(u) +
∫ δ

0

〈
�′(w(t, u)), v(w(t, u))/‖v(w(t, u))‖〉 dt

≤ c + ε −
∫ δ

0
‖�′(w(t, u))‖2/‖v(w(t, u))‖ dt

≤ c + ε − 1

2

∫ δ

0
‖�′(w(t, u))‖ dt

≤ c + ε − δ

2

4ε

δ
= c − ε.

Thus, w(δ, u) ∈ �c−ε ∩ Sδ . �

It is remarkable that we obtain as a corollary a form of Theorem 3.2 proved before
using Ekeland’s principle.

Corollary 4.3. Let � ∈ C1(X ; R) be a functional bounded from below. Let ε > 0, and
u ∈ X such that

�(u) ≤ inf
x∈X

�(x) + ε.

Then, for every δ > 0, there exists v in X such that

i. �(v) ≤ infx∈X �(x) + 2ε,
ii. ‖v − u‖ ≤ 2δ,

iii. ‖�′(v)‖ ≤ 4ε/δ.

Proof. It suffices to apply the quantitative deformation lemma (Theorem 4.2) with
S = {u} and c = infx∈X �(x), if by contradiction, for all u ∈ �−1 ([c, c + 2ε]) ∩ S2δ ,
we had

‖�′(v)‖ ≥ 4ε

δ
.

Then, η(1, v) would be in �c−ε ∩ Sδ , which is impossible since �c−ε = ∅. �

Thus, also by using the deformation lemma we can conclude that a C1-functional
bounded from below admits a “minimizing sequence” of “almost critical points.”

When combining the quantitative deformation lemma with the compactness condi-
tion (PS)c, we obtain the useful result known widely in literature as the deformation
lemma.

Theorem 4.4 (Standard Deformation Lemma). Let c ∈ R and consider � : X → R

a C1-functional satisfying (PS)c. If c is a regular value of �, then for every ε sufficiently
small there exists η ∈ C([0, 1] × X ; X ) such that
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i. η(0, u) = u for all u in X,
ii. η(t, u) = u for all u �∈ �−1 ([c − 2ε, c + 2ε]) and all t ∈ [0, 1],

iii. η(1, �c+ε) ⊂ �c−ε,
iv. η(t, .) is a homeomorphism for every t ∈ [0, 1].

Proof. Since c is a regular value and � satisfies (PS)c, there exist ε > 0 and δ > 0 such
that for all u ∈ �−1

(
[c − 2ε, c + 2ε]

)
we have

‖�′(u)‖ ≥ δ.

Because otherwise, there would exist (un)n ⊂ X such that{
c − 1

n ≤ �(un) ≤ c + 1
n

‖�′(u)‖ ≤ 1
n

and hence by (PS)c, c would be a critical value of �.
So, we can use Theorem 4.2 for ε ∈ ]0, ε[, S = X and δ = 4ε/δ to conclude. �

Comments and Additional Notes

� 4.I Quantitative Deformation Lemma of Brezis and Nirenberg

Willem seems to be the first one who tried to remove the (PS) condition and brought
up an interesting result. The others focused in general on trying to obtain particular
versions to handle situations that lack regularity (for example, Chang [202], Duc [349],
Szulkin [891], Ding [333]).

Another recent work where a similar task has been successfully carried out is the
seminal paper by Brezis and Nirenberg [153] where a linking result is proved twice, first
using Ekeland variational principle and the second time using a specific deformation
lemma not requiring the (PS) condition. We will describe it here.

Consider a C1-functional � defined on a Banach space X .

Theorem 4.5 (Quantitative Deformation Lemma, Brézis and Nirenberg). Let c ∈
R. For any given δ < 1/8, there exists a continuous deformation η : [0, 1] × X → X
such that

i. η(0, u) = u, for all u ∈ X;
ii. η(t, .) is a homemorphism of X onto X, for all t ∈ [0, 1];

iii. η(0, u) = u, for all t ∈ [0, 1], if u ∈ X \ �c+2δ
c−2δ , or if ‖�′(u)‖ ≤ √

δ;
iv. 0 ≤ �(u) − �(η(t, u)) ≤ 4δ, for all u ∈ X and all t ∈ [0, 1];
v. ‖η(t, u) − u‖ ≤ 16

√
δ, for all u ∈ X and all t ∈ [0, 1].

vi. If u ∈ �c+δ , then the following alternative holds. Either
a. η(1, u) ∈ �c−δ , or
b. for some t1 ∈ [0, 1], we have

‖�′(η(t1, u))‖ < 2
√

δ.

vii. More generally, let τ ∈ [0, 1] and assume that for all t ∈ [0, τ ],

η(t, u) ∈ Ñ = {
v ∈ �(v)c+δ

c−δ; ‖�′(v)‖ ≥ 2
√

δ
}
.
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Then, �(η(t, u)) ≤ �(u) − τ/4.

As an immediate corollary, we get the following result.

Corollary 4.6. Suppose that � also satisfies (PS)c.

i. Given ε > 0, there exists δ < ε and a deformation η as shown earlier that also
satisfies

if u ∈ �c+δ and �(η(1, u)) > c − δ, then ‖�′(η(t, u))‖ ≤ ε, ∀t ∈ [0, 1].

(4.3)

ii. Given ε > 0, and a neighborhoodO of Kc, there exists δ < ε and a deformation
η as in Theorem 4.5 such that, in addition,

if u ∈ �c+δ \ O, the alternative vi. a holds. (4.4)

Proof. As in the proof of the deformation lemma of Willem we saw earlier, the idea is
to follow the negative gradient flow. Since � is only C1, we use a pseudo-gradient on
the set of regular points X \ K.

Consider the set

N = {
u ∈ �c+δ

c−δ; ‖�′(u)| >
√

δ
}
.

Since Ñ and X \ N are disjoint closed sets, the function

g(u) = dist (u, X \ N )

dist (u, X \ N ) + dist (u, Ñ )

is a locally Lipschitz function 0 ≤ g ≤ 1 satisfying{
1 on Ñ ,

0 outside N ,

Consider the vector field

V (u) =



−g(u)
v(u)

‖v(u)‖2
on Ñ ,

0 outside N ,

where v is a pseudo-gradient vector field. Then, V is locally Lipschitz on X and
‖V (u)‖ ≤ 1/

√
δ for all u ∈ X . The deformation η(t, u) is defined as the solution η(t)

of 


dη

dt
= V (η),

η(0) = u.

Then, η is defined for t ∈ [0, 1] and satisfies i, ii, iii, iv, v, and vi. �

� 4.II The Deformation Lemma of Shafrir

In the note [828], Shafrir presented an interesting form of the deformation lemma
(suggested by Brézis) with very general conditions. The deformation is only required
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to strictly decrease the functional at the noncritical points and not near some regular
value as usual.

Theorem 4.7 (Deformation Lemma, Shafrir). Let � be a C1-functional defined on
a Banach space X and let A ⊂ X be a closed set (possibly empty). Then, there exists
a continuous deformation η(t, u) : [0, 1] × X → X satisfying

i. η(0, u) = u for all u ∈ X,
ii. η(t, u) = u for all t ∈ [0, 1] if u ∈ A or if �′(u) = 0,

iii. �(η(t, u)) ≤ �(u) for all t ∈ [0, 1] and all u ∈ X,
iv. �(η(t, u)) < �(u) for all t ∈ (0, 1] if u �∈ A and �′(u) �= 0.

This result is used to get some additional information in the MPT when the inf max
value c is attained by some the maximum of some competing path γ ∈ �. (See
Theorem 7.10 in the Notes of Chapter 7.)

� 4.III A Quantitative Deformation Lemma with Weight

Chen and Li [221] give the following quantitative deformation lemma. (Compare to
the the extension of Ekeland’s variational principle by Zhong and Zhao (Theorem 3.12)
in the previous chapter.)

Theorem 4.8 (Quantitative Deformation Lemma, Chen and Li). Let h be a nonnega-

tive continuous function satisfying

∫ +∞

0
dr/(1 + h(r )) = +∞, � ∈ C1(X ; R), where

X is a Banach space. Let c ∈]a, b[⊂ R, ε0, δ > 0 such that [c − ε0, c + ε0] ⊂]a, b[,
ε ≤ min]ε0, δ

2/4[, and Nδ ⊂ X be bounded. If there exists R > 0 such that

1. ‖�′(x)‖(1 + h(‖x‖)) ≥ δ for |�(x) − c| ≤ ε, ‖x‖ ≥ R and
2. ‖�′(x)‖ ≥ δ for |�(x) − c| ≤ ε, d(x, X/Nδ) ≤ δ/2 and ‖x‖ ≤ R,

then for all ε, 0 < ε < ε/2, there exists η ∈ C(X ; X ) such that

i. η(x) = x for x �∈ �c+ε
c−ε, and

ii. η(�c+ε \ Nδ) ⊂ �c−ε.

They also use this result to prove an MPT and apply it to solve a semilinear elliptic
equation at resonance.

Many forms of the deformation lemma will be seen in the following chapters. We
will notice that they all share the same spirit but in general do not follow the same
scheme.

� 4.IV Extensions of Deformation Techniques to Nonsmooth Theories

1. For Continuous Functionals. As we will see in Chapter 16, in the recent results
[257,261,310], Corvellec, Degiovanni, and Marzocchi rely on the notion of weak slope
of a continuous functional defined on a metric space (see Chapter 16) and corresponding
notions of regular and critical points to prove various deformation lemmata.
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44 4 Obtaining “Almost Critical Points” – The Deformation Lemma

For other close approaches, the reader is referred to the papers by Ioffe and
Schwartzman [494, 495] and by Ribarska et al. [770] where some quantitative defor-
mation lemmata are proved and some nonsmooth variants of the MPT are presented.

2. For Locally Lipschitz Functionals. In the papers [202, 530, 668], for example,
Chang, Kourogenis and Papageorgiou, and Motreanu and Varga extend the deformation
lemma to a locally Lipschitz setting in view of its application to a nonsmooth critical
point theory for locally Lipschitz functionals (see Chapter 15). The paper by Chang
[202] being one of the first references in the subject.

The paper by Ribarska et al. [767] contains a deformation lemma for locally Lipschitz
continuous functions � on a complete Finsler manifold M of class C1 (already an-
nounced in [766]). This lemma is applied to extend some critical point theorems,
including an MPT for M and � as indicated, whereas in [765], they extend the quan-
titative deformation lemma of Willem to locally Lipschitz functions and give a simple
proof of an extension of the general mountain pass principle of Ghoussoub and Preiss
(Theorem 9.6) for locally Lipschitz functions.

� 4.V Deformation Lemma for Set-Valued Mappings

To use variational methods with elliptic equations with discontinuous nonlinearities
in Hilbert spaces, Pascali [704] considers critical points of generalized subdifferential
functionals. The treatment is based on a deformation lemma for set-valued mappings
with a suitable version of the (PS) condition. The interested reader may also consult also
the papers [233, 409, 540, 541, 768] by Choulli, Deville, and Rhandi; Frigon; Ribarska
et al.; and Kristaly and Varga (see also Chapter 25).

� 4.VI Uniqueness of the Steepest Descent Direction

In general the steepest descent direction is not unique (it depends on the choice of the
norm), but Boleslaw [133] shows that in super-reflexive spaces there exists a unique
steepest descent direction of a locally Lipschitz functional at any noncritical point. He
uses properties of �-uniformly convex functionals.
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5

The Finite Dimensional MPT

We suspect that results such as Theorem 2.1 (The MPT) and Theorem 2.4 below
exist in the literature although probably not in the generality below.

A. Ambrosetti and P.H. Rabinowitz, Dual variational methods in
critical point theory and applications,
J. Funct. Anal., 14, 349–381 (1973)

In this chapter, we present perhaps the first MPT. It is a finite dimensional version of the MPT
due to Courant (1950) [279, pp. 223–226]. It contains all the ingredients of the MPT in a finite
dimensional setting. That way, we hope to avoid technicalities and make it easy to understand
the basic ideas in a first contact.

As we will discover through the different chapters, critical point theorems of the
MPT type generally require both geometric and compactness conditions. We can see
this clearly in the theorem of Rolle.1

Rolle of Theorem. Let x1 and x2 be two distinct real numbers and f ∈ C1([x1, x2]; R).
If f (x1) = f (x2), then there exists x3 ∈ ]x1, x2[ such that

f ′(x3) = 0.

The compactness lies in the fact that [x1, x2] is compact and f is continuous, hence
it achieves both its maximum and minimum in [x1, x2] by a well-known result of
Weierstrass.

The geometric condition

f (x1) = f (x2)

insures that, when f is not constant in [x1, x2], in which case the conclusion holds
trivially, at least one of the extrema of f is attained at some interior point x3 of [x1, x2].
That is, x3 is a critical point of f .

1 The idea to use the theorem of Rolle to see the duality “compactness-geometric conditions” may be found
for example in [623, 628, 982].

47
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x1 x1
x3 x2

Figure 5.1. The disposition of x∗
1 , x1, x2, and x3.

We do not recall the theorem of Rolle only to exhibit the duality geometry-
compactness that exists also in the MPT. In fact, it has some links with the MPT.
Indeed, consider the intermediate proposition.

Proposition 5.1. Let x1 < x3 < x2 be distinct real numbers and f ∈ C1(R; R). If

max{ f (x1), f (x2)} < f (x3), (5.1)

then there is a critical point ζ of f in ]x1, x2[ characterized by

f (ζ ) = max
[x1,x2]

f = inf
[a,b]∈�

max
x∈[a,b]

f (x), (5.2)

where

� = {
[a, b]; such that a ≤ x1 < x2 ≤ b

}
.

This is an MPT in the real line without the (PS) condition, and it is a consequence
of the theorem of Rolle. This will be made clearer in the sequel when the reader would
be familiarized with the statement of the MPT. Indeed, we can suppose without loss of
generality that f (x1) ≤ f (x2). Then, by the mean value theorem,

there is some point x∗
1 ∈ [x1, x3[ such that f (x∗

1 ) = f (x2). (5.3)

Let us denote by x∗
1 the smallest point with this property (see Figure 5.1). Then, it

suffices to apply the same idea as in the proof of the theorem of Rolle to get a maximum
in [x∗

1 , x2]. The fact that the maximum is attained is guaranteed by (5.1) and by our
choice of x∗

1 . Indeed, by (5.1),

max
[x1,x2]

f ≥ max
[x∗

1 ,x2]
f ≥ f (x3) > max{ f (x1), f (x2)}

and because [x1, x2] ∈ �, we have that

max
[x1,x2]

f = inf
[a,b]∈�

max
x∈[a,b]

f (x);

that is, this maximum also satisfies (5.2). �
We can easily check that the set � can be written also as

� = {
� ⊂ R; � compact and connected and x1, x2 ∈ �

}
.
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This will help us to understand the generalization that constitutes the principal result
of this chapter: the finite dimensional MPT.

In condition (5.1), we must see x3 as a “set” that separates topologically the points
x1 and x2 in the sense that any connected set that contains both x1 and x2 intersects the
“set” {x3}.

Now, we can extend the last result to higher dimensions, that is, to real functions
defined on the Euclidean space R

N with N ≥ 1 arbitrary.
Since in higher dimensions we cannot affirm that the value

inf
�∈�

max
�

f

is actually a maximum, we cannot say that this value is critical. And in fact it is not,
unless we require the additional compactness condition (PS) seen in the former chapter,
as it was shown by some counterexamples by Brézis and Nirenberg. (See Section 10.2
consecrated to the geometry of the MPT.)

5.1 Finite Dimensional MPT

A finite dimensional version of the MPT was discovered by Courant before 1950, with
even some additional information on the topological nature of the critical point obtained
by this minimax procedure – a quite impressive thing. In fact, according to Courant,
this result was stated before, simultaneously by Morse and Tompkins and by Shiffman
in the 1940s as a general result of critical point theory in functional spaces, and that is
really 

Theorem 5.2 (Finite Dimensional MPT, Courant). Suppose that a continuous func-
tion 	 ∈ C1(RN ; R) is coercive and possesses two distinct strict relative minima x1

and x2. Then 	 possesses a third critical point x3 distinct from x1 and x2, character-
ized by

	(x3) = inf
�∈�

max
x∈�

	(x),

where

� = {
� ⊂ R

N ; � is compact and connected and x1, x2 ∈ �
}
.

Moreover, x3 is not a relative minimizer; that is, in every neighborhood of x3, there
exists a point x such that 	(x) < 	(x3).

Remark 5.1. In fact, Courant proves that

	(x3) > max{	(x1), 	(x2)}
as we will see in the following. Hence, x3 is different from both x1 and x2.

Notice also that, by Theorem 2.1 and since we are in a finite dimensional space, the
coercivity of 	 implies that 	 satisfies (PS).

In [279], the original theorem is also stated for a domain O ⊂ R
N and instead of

the coercivity of 	, Courant supposes in that case that 	 becomes infinite on ∂O, the
boundary of O.
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Proof. Let us denote by d� the value 	(x�) of a point x� in � where the maximum
of 	 is attained. Note that since x1 and x2 are strict relative minimizers, we have

d� > max{	(x1), 	(x2)}.
Denote by

d = inf
�∈�

max
�

	 = inf
�∈�

d�

the greatest lower bound of all possible maximum values d� , and consider a minimizing
sequence of such connected compact sets (�n)n , that is,

d�n → d as n → ∞.

Obviously, d ≥ max{	(x1), 	(x2)}. In fact, we will see that the inequality is strict
because the infimum d is attained for some � ∈ �. 2 Indeed, consider the set of all
accumulation points of (�n)n defined by

� =
⋂

m∈N

⋃
i≥m

�i .

This set � is compact and connected because it is the intersection of a decreasing
sequence of compact connected sets. Moreover, � contains both x1 and x2, because
these are in �i for each i . Therefore, � belongs to �. A suitable sequence of points
(x�n )n has then a limit point

lim
n→∞ x�n = x� ∈ �,

where 	(x�) = d� .
By continuity, we deduce that

	(x�) ≤ lim sup 	(x�n )

≤ lim sup d�n

≤ d

while max� 	 ≥ d because � ∈ �. Thus, d� = d.
Courant calls � a minimizing connecting set joining x1 and x2. So, we have found

a set � in � where the infimum of 	 over � is achieved.
Write

M = {
x ∈ �; 	(x) = d� = max

�
	 = d

}
.

The set M is compact because of the continuity of 	 and the fact that � is compact.
We shall show that there exists a point x3 ∈ M for which 	′(x3) = 0. The proof

uses the following deformation (See [279, p. 224], we quote Courant):

2 This is something very strong and not true in general in the (classical) MPT as we will see. But here, the
situation is favorable.
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Transform the minimizing set � into a set �′ by deforming P ∈ � into P′ ∈ �′
such that

	(P′) < 	(P)

except for the images of arbitrary small neighborhoods of stationary points, along
the direction of the gradient of 	. Hence, if M did not contain a stationary point.
We could replace � by an other connecting set �′ for which d�′ < d, contrary to
the minimizing character of �.

More precisely, if there were no critical points in the compact set M, then there would
exist a positive constant α such that, for all x ∈ M,

|∇	(x)| > α.

By continuity, there exists ε > 0 such that

Mε = {
x ∈ R

N ; ∃y ∈ M such that |x − y| < ε
}

is a neighborhood of M where |∇	| >
α

2
. Of course x1 and x2 are not in Mε because

they are relative minimizers and, hence, critical points.
Consider now a cutoff function ρ that satisfies the following:


0 ≤ ρ ≤ 1,

supp ρ ⊂ Mε,

ρ ≡ 1 in M.

The deformation 3 η : R
N × R → R

N is defined by

η(x, t) = x − t.ρ(x).∇	(x).

Then η is continuously differentiable and

d

dt
	(η(x, t))|t=0 = −ρ(x).|∇	(x)|2.

Moreover, we have |∇	(x)|2 ≥ α2

4
> 0 on supp ρ ⊂ Mε.

By continuity, there exists T > 0 such that for all t ∈ [0, T ], the following inequality
holds:

d

dt
	(η(x, t))|t=0 ≤ −ρ(x)

2
|∇	(x)|2.

Thus, if we set

�T = η(�, T ) = {
η(x, T ); x ∈ �

}
,

3 Under this form, η is taken from [882]. We preferred this one to that of Courant because we care at this
stage to present a result as elementary, clear, and elegant as possible. The original one is given later, in the
final notes on page 54.
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for any point η(x, T ) ∈ �T we have

	(η(x, T )) = 	(x) + ∫ T
0

d
dt 	(η(x, t)) dt

≤ 	(x) − T
2 ρ(x)|∇	(x)|2.

Therefore, either 	(x) < d if x �∈ M or d − T
2 α2 if x ∈ M. Hence,

max
x∈�T

	(x) < d.

But, by the continuity of η, the set �T is compact and connected while xi = η(xi , T ) ∈
�T for i = 1, 2 by the choice of Mε and ρ. Hence, �T is in � – a contradiction with
the definition of d as a minimum on �, thus � contains a critical point. �

Lemma 5.3. In any neighborhood N of x3, there exists a point x for which the strict
inequality

	(x) < 	(x3)

holds.

Proof. Let K be the set of stationary points contained in M(⊂ �). Let y be a point
lying both in the neighborhood N of x3 and �\K ; then 	(x3) = d ≥ 	(y). If 	(y)
was equal to d , using the deformation defined earlier, there would be another point x
in a neighborhood of y contained in N , for which 	(x) < 	(y) = d since y is not a
stationary point. �

5.2 Application

As a very simple application of the finite dimensional MPT, we report a proof of a
global homeomorphism theorem by the finite dimensional MPT, by Katriel [516]. A
functional f ∈ C1(X ; Y ) where X and Y are Banach spaces such that f ′(x) is invertible
is a local homeomorphism from a neighborhood of x into its image by the local inversion
theorem. But it is not in general a global homeomorphism. Think of the real valued
function arctan in the real line as an example.

Some global homeomorphism theorems are well known like the Lax-Milgram the-
orem and Hadamard theorem. (See the Notes for more.) The following version of the
Hadamard theorem is an easy consequence of the finite dimensional MPT.

Theorem 5.4. Let X and Y be finite dimensional Euclidean spaces, and let 	 : X → Y
be a C1-function that satisfies

i. 	′(x) is invertible for all x ∈ X,
ii. ‖	(x)‖ → ∞ as ‖x‖ → ∞.

Then 	 is a diffeomorphism of X onto Y .

Proof. By i and the inverse function theorem, 	 is an open mapping, then the range of 	

is open in Y . Using ii and the fact that a bounded closed set in a finite dimensional space
is compact, we verify easily that 	(X ) is closed. Indeed, let (	(xn))n be a convergent
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sequence in Y . Then it is bounded in Y and hence (xn)n is bounded in X . Thus, it admits
a subsequence converging to some x ∈ X and 	(xn) → 	(x). It remains then to show
that 	 is one-to-one, to show that 	 is a diffeomorphism. By contradiction, suppose
that 	(x1) = 	(x2) = y for two points x1 and x2 in X , and consider the C1-function
f : X → R defined by

f (x) = 1

2
‖	(x) − y‖2.

By ii, f (x) → ∞ as ‖x‖ → ∞. It is easy to see that x1 and x2 are global minima
of f by the inverse function theorem 	(x) �= 	(xi ) in a neighborhood of xi (for
i = 1, 2), which implies that x1 and x2 are strict local minima. Therefore, by the
finite dimensional MPT, there exists a third critical point x3 for f with f (x3) > 0. So
‖	(x3) − y‖ > 0, and thus 	(x3) �= y. But the fact that x3 is a critical point of f means
that 	

′∗(x3)(	(x3) − y) = 0, which contradicts the invertiblity of 	′(x3) expressed in i.
�

This proof is due to Katriel [516], who used it as a preamble to motivate his topo-
logical version of the MPT, the subject of our next chapter.

Comments and Additional Notes

1. As reported in [50], Ambrosetti and Rabinowitz imagined the possibility of the
existence of a result similar to the finite dimensional MPT in the literature.
(See the quotation of Ambrosetti and Rabinowitz at the beginning of the chap-
ter.) Of course, their version is much stronger and their paper contains, among
other results, both a dual form and a symmetric version of the MPT as well as
applications to semilinear partial differential equations.

2. The existence of a connected compact set for which the inf max is attained may
also be proved using the fact that the space of compact connected subsets of a
compact metric space is compact when endowed with the Haussdorff distance:

hX (A, B) = sup{sup
a∈A

dist (a, B), sup
b∈B

dist (b, A)},

as in [122, Theorem 2.25, p. 59].

� 5.I On Rolle’s Theorem and the MPT

The approach consisting of going from the theorem of Rolle to an MPT in dimension
one and finally to the finite dimensional version of the MPT was adopted to make a
transition and to exhibit some continuation in the ideas carried by these results.

Recently, Silva and Teixeira [846] proved a version of Rolle’s theorem that implies
the classical form of the MPT (of Ambrosetti and Rabinowitz).

Let E be a real Banach space and f : E → R a C1-mapping. Denote by � the set of
nonincreasing, locally Lipschitz continuous functions φ : (0, ∞) → (0, ∞) such that∫ ∞

0 φ(t) dt = ∞. Then, f is said to satisfy the generalized (PS) condition with respect
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to φ ∈ � at c ∈ R if every sequence (um)m of points in E satisfying f (um) → c and
‖ f ′(um)‖/φ(‖um‖) → 0 (m → ∞) has a convergent subsequence. The value c ∈ R is
an admissible level for f if c is a regular value of f or c is an isolated critical value
with discrete critical points over f −1(c).

The main theorem in [846] implies that, for an admissible critical level c, f −1(c) is
arcwise connected or f has a critical point with different critical value from c. It also
implies the classical MPT.

� 5.II The Deformation that Appears in the Original Proof of Courant

The proof of the finite dimensional MPT is taken from Courant [279], except for the
expression of the deformation η, which appears under this form in [882]. In the original
work of Courant it was defined (with few changes in the notations but with almost the
same words), as follows.

The deformation is effected by moving P into P ′ along the gradient of the function
	. Let U = (u1, . . . , uN ) be a point in C (in our case R

N ) and V = (v1, . . . , vN )
an arbitrary vector at the point U . The first derivatives of 	(U ) were supposed to be
continuous in the domain C . Consequently, for any fixed closed subdomain C∗ of C
and arbitrarily small δ, we can find a positive constant εδ so small that, for all points U
in C∗,

	(U − εV ) = 	(U ) − ε(V · ∇	(U )) + ετ (ε) (*)

with |τ (ε)| < δ, whenever |ε| < εδ . We choose C∗ so that it contains M. (The set M

is defined on page 50.)
Assume that for some positive constant α, everywhere in the closed set M

|∇	(u)| ≥ α.

Then we can choose a constant a < 1 so small that

|∇	(u)| < 2α

holds in the larger domain M∗ = {U ∈ R
N ; dist (U, M) < a}. We may assume that

x1 and x2 do not belong to M∗, and that C∗ ⊃ M∗. We apply (*) for V = ∇	(U ) to
the points of M∗ and obtain

	(U − εV ) = 	(U ) − 4εα2 + εδ, 0 < ε < εδ;

if we choose δ = α2 and εδ accordingly small, we get

	(U − εV ) = 	(U ) − 3εα2.

Denote by P0 a fixed point in M, and by r its distance from P0. Consider all points U
in M∗ whose distance from P0 does not exceed a. In this sphere r ≤ a we replace each
point U by U ′ according to

U ′ = U − η∇U,



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c05-08 CB577/Jabri-v1.cls June 27, 2003 19:49

Comments and Additional Notes 55

with η = εδ(a − r ). Then, in the interior of the sphere

	(U ′) < 	(U ) < d,

while outside the sphere we set U ′ = U and have 	(U ′) = 	(U ).
By a finite number of such spheres we can cover M. Performing a succession of

corresponding transformations U �→ U ′ we arrive at a transformation of C into itself
in which all points outside M∗ remain unchanged. The set � is transformed into a
compact connected set �′ containing x1 and x2, and 	(U ) < d everywhere in �′ –
a contradiction with the assumption that � is a minimizing set. Hence the hypothesis
α > 0 in M is absurd and � contains a stationary point of 	.

� 5.III Ancestors of the Finite Dimensional MPT

The finite dimensional MPT was established to investigate the existence of unstable
solutions to minima surface problems. Courant quotes in his book [279] the existence
of an anterior version of the MPT for abstract functional spaces, first obtained simul-
taneously by Shiffman [837–839] and by Morse and Tompkins [664, 666]:

In general, one might expect that the existence of two relative minima in Plateau’s
problem would guarantee the existence of another minimal surface of unstable
character, just as the existence of two distinct relative minima of a differentiable
function of a finite number of variables implies the existence of a stationary “mini-
maximum.” Theorems about the existence of such unstable minimal surfaces were
first proved by M. Shiffman and at the same time by M. Morse and C. Tompkins.
In addition, these papers propose classification of unstable minimal surfaces by
considering the individual features of the problem from within the framework of
an abstract theory of critical points in function spaces. The discussions are based
on Douglas’ explicit expressions from the Dirichlet integral of Harmonic vectors in
terms of their boundary values. A different approach due to the author [Courant],
using the method of Dirichlet’s principle, proceeds by reduction of the problem
to that of a finite number of independent variables, provided that the boundary
contour is polygonal. This theory was essentially extended by Shiffman. He ob-
served that a passage to the limit from polygons to more general (rectifiable)
closed curves is possible on the basis of the continuity theorem of Morse and
Tompkins.

Shiffman reports in [837] that his methods were mainly inspired by the work of Courant.
We even found in the recent review of the paper [925], for example, a reference to what
the reviewer calls the mountain-pass lemma of Morse-Tompkins and in that of [927]
that the author obtains as an application a strong version of the theorem of Morse-
Shiffman-Tompkins [660, 664] on the existence of a “third” unstable minimal
surface if there are two minima being isolated in some strong topology.

� 5.IV Hadamard Global Inversion Theorem

The following global version of the inverse mapping theorem, also called monodromy
theorem, is due to Hadamard (1906) in the finite dimensional case. (See, for example
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[121, Theorem 5.1.5, p. 222].) Forms for general Banach spaces are due to Cacciopoli
[163] and Levy [561].

Theorem 5.5 (Hadamard Theorem). Let X and Y be two Banach spaces and	 : X →
Y a C1-functional. Suppose that 	′ : X → R is an isomorphism. Denote for each R > 0

�(R) = sup
B(0,R)

‖ (
	′(x)

)−1 ‖.

Assume that ∫ ∞

0

dr

�(r )
= ∞.

Then, 	 is a diffeomorphism of X onto Y .

In particular, this is the case if, for some K > 0,

‖ (
	′(x)

)−1 ‖ ≤ K for all x ∈ X.

Chapter 3 in Ambrosetti and Prodi’s book [49] is devoted to global inversion theorems.
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The Topological MPT

It is with the help of the methods of topology, that we shall seek answers to the fun-
damental question connected with the study of nonlinear equations. However, this
last assertion does not imply a negative role for other methods of investigations.
In fact, topological methods become powerful only by virtue of their combination
with other approaches.

M.A Krasnosel’skii, Topological methods in the theory of
nonlinear integral equations, Pergamon Press, 1964.

This chapter is devoted to a pure topological version of the MPT due to Katriel [516]. It constitutes
a natural “upgrade” of the finite dimensional MPT presented in the former chapter to locally
compact topological spaces. It will also help us to clarify more our vision of the situation and
will make us see the MPT under another angle. In fact, the topological considerations constitute
an inherent part of the different faces of the MPT as will be clarified later. This is the case for
all variational analysis results.

The MPT we will see is topological, in the sense that no differential structure on X
is needed or used. So, we do not get critical points since this notion does not (yet) make
any sense in such spaces. But we get some particular points from a pure topological
point of view that should be critical in the presence of a differential structure. The
theorem can be interpreted as a translation in a “topological language” of the finite
dimensional MPT. It seems inspired by the early work of Hofer [480] and Pucci and
Serrin [728] on the structure of the critical set in the MPT (see Chapter 12).

This version of the MPT has a great similitude with the finite dimensional MPT.
This appears both in the assumptions and in the proof. Both results form an appropriate
prelude to the standard MPT.

6.1 Some Preliminaries

First of all, we introduce some notions to adapt the ideas used earlier to this new context
and legitimate the fact that we adopt a similar language. All the topological spaces used
in this chapter are supposed to be regular.

57
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Definition 6.1. A topological space X is said to be compactly connected if for each
x1, x2 in X there exists a compact connected set containing both x1 and x2.

We can check immediately that any separated topological space (in particular any
normed vector space) is compactly (arcwise) connected.

Definition 6.2. Let X be a topological space and f : X → R be a functional. A point
x ∈ X is called a mountain pass point (in the sense of Katriel) if for every neighborhood
N of x , the set defined by

N ∩ {
y ∈ X ; f (y) < f (x)

}
is disconnected.

This definition was given first by Hofer 1 in [481]. The idea to distinguish the different
critical points by the topological nature of level sets near the values they take is the
essence of both Ljusternik-Schnirelman and Morse approaches to critical point theory.

Now, we introduce a topological coercivity condition playing the role of the coer-
civity that appears in the finite dimensional MPT.

Definition 6.3. Let X be a topological space. A functional f : X → R is said to be
increasing at infinity if for all x ∈ X , there is a compact subset K ⊂ X such that

f (z) > f (x), for all z �∈ K .

Remark 6.1.
1. It is easy to check from the definition that a continuous function increasing at

infinity is bounded from below.
2. It is also easy to see that a topological space that admits a continuous increasing

function at infinity f is locally compact. Indeed, the family of sets({
x ∈ X ; f (x) < c

})
c
,

where c is such that

inf
x∈X

f (x) ≤ c < sup
x∈X

f (x),

forms an open covering of X of precompact sets.
3. A function increasing at infinity defined on a normed vector space, even finite

dimensional, is not necessarily coercive (see Example 6.1). Whereas a coercive
functional in a finite dimensional vector space is increasing at infinity.

4. More important is the fact that a function increasing at infinity defined on a
normed vector space does not necessarily satisfy the (PS) condition as we see
in the same example.

1 In fact, Hofer supposes that the intersection is neither empty nor path-connected. See Chapter 12 on the
structure of the critical set of the MPT for more details.
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Figure 6.1. The aspect of the function increasing at infinity ψ̃ .

Example 6.1. Let X be the real plane R
2, fix δ > 0 and define

ψ(x, y) =
{

0 if (x, y) is in the ball B(0, 1 − δ),

1 − 1

2n
if (x, y) is in the annulus A(n + δ, n + 1 − δ), n ≥ 1.

Consider a C1-extension ψ̃ of ψ such that, on each annulus of the form A(n − δ, n + δ),

1 − 1

2n+1
≤ ψ̃(x, y) ≤ 1 − 1

2n
.

Then we can easily see that ψ̃ is increasing at infinity (see Figure 6.1). Moreover, in
this example, we can also see that ψ̃ does not verify (PS)1.

In connection with the second point of the former remark, notice that 1 does not
belong to ψ̃(X ). Otherwise, the level set

{
x ∈ X ; ψ̃(x) < 1

}
would be relatively com-

pact and hence (PS)1 would hold. The value 1 in our example is the supremum of ψ̃

and is not attained.
Always, by the second point in the remark above, we can check that a function

increasing at infinity f satisfies (PS)c for all c < supx∈X f (x), while we can say nothing
about its supremum. This depends essentially on the topology of the underlying space X .
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6.2 Topological MPT

We will need the following technical result in the sequel.

Lemma 6.1. Let X be compactly connected, locally connected, and locally compact,
and let C be an open and connected subset of X. Then, C is compactly connected.

Proof. Let x0 ∈ C and

B = {
K ⊂ C ; K compact connected containing x0}.

We will show that B = C . Hence, any two points x and y contained in C will be
contained into two compact connected sets containing x0 whose union forms a compact
connected set containing both x and y and therefore is in C . Since C is connected, it
suffices to show that B is open and closed in C .

1. The set B is open. Indeed, for x ∈ B, let N0 be a compact neighborhood of x
(recall X is locally compact). Let O1 and O2 be nonintersecting open sets containing x
and X \ C , respectively. (Here we use the regularity of X .) Set N1 = N0 ∩ O1. Then,
N1 is a compact neighborhood of x contained in C . By the local connectedness of
X , there is a connected neighborhood N of x contained in N1. So, N is a compact
connected neighborhood of x in C . Since x ∈ B, by definition of B there is a compact
connected set K ⊂ C containing x0 that also contains x . And since K ∪ N is compact,
connected, and contained in C , we see that N ⊂ B; so B is open.

2. The set B is closed in C . Indeed, consider a point x ∈ B ∩ C = B ∩ C = B. (C
is connected, so C = C and also B ⊂ C , so B ⊂ C .) As before, let N be a compact
connected neighborhood of x contained in C . Since x ∈ B, there is some y in B ∩ N .
Let K ⊂ C be a compact connected set containing both x0 and y. Then K ∪ N is
compact, connected, contains x0, and is x and is contained in C , so x ∈ B; hence, B is
closed in C . �

Now we can state the main result in this chapter.

Theorem 6.2 (Topological MPT, Katriel). Let X be a topological space locally con-
nected, compactly connected and admitting a continuous function 	 that is increasing
at infinity. Let S ⊂ X be a set that separates x1 and x2; that is, x1 and x2 lie in different
(connected) components of X \ S, and suppose that

max
{
	(x1), 	(x2)

}
< inf

x∈S
	(x) = p. (6.1)

Then, there is a third point x3 which is either a local minimum or a mountain pass point
of 	 with 	(x3) = c ≥ p > max{	(x1), 	(x2)}. Moreover, the value c is characterized
by the minimax argument

c = inf
γ∈�

max
x∈γ

	(x),

where � is, as in the previous chapter, the set of all connected compact subsets of X
containing both x1 and x2.
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Proof. Since X is compactly connected, the set � is nonempty. Let � : � → R be the
functional defined by

�(γ ) = max
γ∈�

	(x).

It is clear that since S separates x1 and x2, every set γ ∈ � intersects S, so c ≥ p.

Claim 6.1. The infimum c of � is attained; that is, �(B) = c for some B ∈ �.

Indeed, consider a minimizing sequence (An)n for � in �, such that{
�(A1) ≥ �(A2) ≥ �(A3) ≥ · · ·
�(An) → c.

Since 	 is increasing at infinity, there is a compact set K such that

	(z) > max
x∈A1

	(x) ≥ �(An),

for all n and all z �∈ K .
Then, An ⊂ K for all n. This implies that the sets

Bk =
⋃
n≥k

An

are contained in K for all positive integers k. They are also connected since each An is
connected and x0 ∈ A for all n. Hence, (Bk)k forms a descending sequence of closed
connected subsets all contained in a same compact set. The set

B =
⋂
k≥1

Bk =
⋂
k≥1

⋃
n≥k

An

is compact and connected2, and contains both x1 and x2. So B ∈ �, and we can easily
see that �(B) = c. Indeed, since B ∈ �, we have that �(B) ≥ c. But B = ⋂

k≥1 Bk ,
so we have also that

�(B) ≤ �(Bk), for any k,

and

�(Bk) = sup
{
	(x); x ∈ ⋃

n≥k
An

}
= sup

{
	(x); x ∈ ⋃

n≥k
An

}
= sup

{
	(x); x ∈ Ak

}
= �(Ak).

Then, since the sequence (An)n is minimizing for �, we get that �(B) ≤ c. So, �(B) =
c.

Now, we will show that 	−1(c) contains either a local minimum or a mountain pass
point of 	.

2 The same process was used in the proof of the finite dimensional MPT.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c05-08 CB577/Jabri-v1.cls June 27, 2003 19:49

62 6 The Topological MPT

By contradiction, suppose that this is not true. Let C be the (connected) component
of X\	−1(c) containing x1. Then C is open because X is locally connected.

Claim 6.2.

C ⊂ C ∪ 	−1(c). (6.2)

Suppose that x ∈ C and x �∈ 	−1(c). Since the set C ∪ {x} is connected, because it
lies between C and C , and C is a connected component, we shall have C ∪ {x} ⊂ C ,
that is, x ∈ C . This proves Claim 6.2.

Claim 6.3.

B ⊂ C . (6.3)

Assuming Claim 6.3 holds true, Claim 6.2 implies that

B ⊂ C ∪ 	−1(c).

But using (6.1) and the fact that c ≥ p we get that x2 �∈ 	−1(c); thus, x2 ∈ C .
So, we have proved that C is open and connected in X , which is compactly con-

nected. The space X is also locally compact because it admits a function increasing at
infinity. Then, by Lemma 6.1, C is compactly connected. Therefore, there is a compact
connected set K ⊂ C containing both x1 and x2. And since 	(x) < c for all x ∈ C ,
we get that

�(K ) < c,

which is a contradiction with the definition of c.
So, to complete the proof of the topological MPT, we have only to show that Claim 6.3

is true.
To prove that B ⊂ C , it is enough to prove that B ∩ C = B. Clearly, B ∩ C is

relatively closed in B. And since B is connected, it suffices to show that B ∩ C is
relatively open in B. So, consider x ∈ B ∩ C . It suffices to construct a neighborhood
N of x such that

N ∩ B ⊂ B ∩ C .

If x ∈ C , we can take N = C , because C is open. Otherwise, by (6.2) we have x ∈
	−1(c).

Since x is not a mountain pass point, there is a neighborhood N of x such that the
set

M = {
y ∈ X ; 	(y) < c

} ∩ N

is connected. And since x ∈ C (recall that x ∈ B ∩ C), there exists a point u ∈ C ∩ N .
Thus 	(u) < c and then u ∈ M . Hence, the two connected sets C and M intersect, but
since C is a maximal connected set in X \ 	−1(c), we must have

M ⊂ C. (6.4)
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Take now w ∈ 	−1(c) ∩ N . By assumption, w is not a local minimum of 	. So, any
neighborhood of w intersects M . Thus w ∈ M and

	−1(c) ∩ N ⊂ M . (6.5)

By (6.4) and (6.5), we have

N ∩ B ⊂ N ∩ {
y ∈ X ; 	(y) ≤ c

}
= (

N ∩ {
y ∈ X ; 	(y) < c

}) ∪ (
N ∩ {

y ∈ X ; 	(y) = c
})

⊂ C ∪ M

⊂ C

So

N ∩ B ⊂ B ∩ C .

This proves Claim 6.3. �

In the real line R, if x1 < x3 < x2, the set {x3} separates x1 and x2 as in the statement
of the result described as an MPT in one dimension in the earlier chapter. In higher
dimensions, as an easy consequence of the topological MPT, we have the following
result.

Corollary 6.3. Let X be a locally connected and compactly connected topological
space and let 	 : X → R be continuous and increasing at infinity. If x1 and x2 are strict
local minima of 	, then there exists a point x3 ∈ X different from x1 and x2 such that it is
either a local minimum or a mountain pass point of 	 and 	(x3) > max{	(x1), 	(x2)}.
Proof. Without loss of generality, we can assume that 	(x1) ≥ 	(x2). Since X admits a
function increasing at infinity, it is locally compact. Let N be a compact neighborhood
of x1 such that

	(x) > 	(x1) for all x ∈ N \ {x1}.
This is possible because x1 is a strict local minimum.

Let p = min∂N 	, then p > 	(x1) ≥ 	(x2); thus, x2 �∈ ∂N . Hence, taking S =
∂N , we have that S separates x1 and x2 and we can apply Theorem 6.2 to get x3. �

As we remarked before, a coercive function on a finite dimensional vector space is
increasing at infinity, since a mountain pass point for a smooth3 function is a critical
point.

The finite dimensional MPT (Theorem 5.2) is a consequence of Corollary 6.3.

Remark 6.2. The two cases wherein x3 is a mountain pass point and x3 is a local
minimum occur as we can see easily on simple examples of coercive functionals with
two strict minima x1 and x2 defined on the real line R. The reader is referred to

3 There, smooth means smooth enough that the notion of critical point makes sense, otherwise a function
will be said to be nonsmooth.
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Chapter 12, which is devoted to the study of the critical set in the situation of the MPT,
for more details.

Remark 6.3. The topological MPT was used by Katriel to study some criteria permit-
ting affirmation that a local homeomorphism is a global one. These will not be given
here. The interested reader can consult [516].

Comments and Additional Notes

1. Topology is a very important ingredient in variational methods. The terminology
“variational methods,” methods based on critical point theorems and variations,
is used in general in opposition to “topological methods,” the methods that
use some kind of topological degree or index. But in fact, these methods are
also topological methods. The topological MPT is unique in the sense that no
kind of nonsmooth analysis is used, but rather topology, and as a result, the
local minimum or the mountain pass point obtained are critical any time this
makes sense. We think that the assumptions required are somewhat severe, in
particular the local compactness condition, and we believe they can be weakened
by reformulating the definition of a function increasing at infinity.

2. As in the finite dimensional MPT, the inf max value c is also attained by the
maximum value of some path in �. See a result by Shafrir and another one by
Taubes in the final Notes of Chapter 7.

3. We saw in the earlier chapter that Katriel applied the finite dimensional MPT of
Courant to prove a global homeomorphism theorem. He also used his topological
variant to prove some new global homeomorphism theorems. He is able to
deal with continuous functions between topological spaces. These are purely
topological problems with no apparent relation to nonlinear boundary value
problems which constitute the classical field of application of different kinds of
critical point theorems, including the different versions of the MPT.
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The mountain pass lemma of Ambrosetti and Rabinowitz is a result of great intu-
itive appeal as well as practical importance in the determination of critical points of
functionals, particularly those which occur in the theory of ordinary and differential
equations.

P. Pucci and J. Serrin, Extensions of the mountain pass theorem,
J. Funct. Anal., 59, 185–210 (1984)

One would expect that it is virtually impossible to find critical points which are not
extrema. The first to show that this is not the case are Ambrosetti and Rabinowitz.

M. Schechter, Linking methods in critical point theory, Birkhäuser, 1999

This chapter is devoted to the MPT, the source of inspiration for all the results that constitute
the material of this monograph. We will also see two of its direct applications to boundary value
problems: a superlinear Dirichlet problem and a problem of Ambrosetti-Prodi type.

A very interesting situation that occurs when treating nonlinear problems by vari-
ational methods is the following. The “energy” associated with the problem, whose
critical points are the weak solutions, is indefinite, in the sense that it is bounded nei-
ther from above nor from below. In such cases, there are of course no absolute extrema,
and the direct method of the calculus of variations that looks for absolute minimiz-
ers fails to apply. It may also happen that, in addition to being indefinite, the energy
functional does not possess any local maxima or minima; therefore, some of its critical
points with some different nature1 than minima and maxima should be found.

7.1 The Name of the Game

The MPT is one of the most popular theorems in critical point theory that do not
seek local extrema but characterize a critical value of the functional by a minimax
argument. (Such results are known in the literature as minimax theorems.) This

1 Mountain pass points; for example, see Chapter 6 devoted to the topological MPT.

65
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Figure 7.1. The MPT landscape.

theorem is known as the mountain pass theorem, (also called, in some references, the
mountain pass lemma). It owes this name to its geometric interpretation: (see Figure 7.1)

Consider two valleys A and B such that A is surrounded by a mountain ridge that
separates it from B. To go from A to B, we must cross the mountain chain. If we
want to climb as little as possible, we would have to consider the maximal elevation
of each path. The path with the minimal one (of these maximal elevations) will
cross a mountain pass.

7.2 The MPT

In fact the preceding statement is not correct. We have to require an additional com-
pactness assumption.

Theorem 7.1 (The Classical MPT, Ambrosetti and Rabinowitz). Let X be a Banach
space and 	 : X → R a C1-functional satisfying (PS). Suppose that there is e ∈ X,
‖e‖ > r > 0 and

α = max{γ (0), γ (e)} < inf
u∈S(0,ρ)

	(u) = β. (7.1)

Then, 	 possesses a critical value c ≥ β characterized by

c = inf
γ∈�

max
u∈γ ([0,1])

	(u), (7.2)

where

� = {
γ ∈ C([0, 1]; X ); γ (0) = 0 and γ (1) = e

}
.

Remark 7.1. The set � of compact connected sets containing 0 and e used in the two
preceding chapters is different from the set � that appears there. Nevertheless, we will
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see below that it is still possible to use the former set � and that both of them yield
exactly the same critical value!

A first proof using the deformation lemma. It is obvious that c < ∞. For all paths
γ ∈ �, γ ([0, 1]) is connected, γ (0) = 0 and γ (1) = e, so

γ ([0, 1]) ∩ S(0, ρ) �= ∅.

Hence,

max
u∈γ ([0,1])

	(u) ≥ inf
v∈S(0,ρ)

	(v) ≥ β,

and therefore c ≥ β.
Suppose now by contradiction that c is a regular value; that is, Kc = ∅. Then, by

Lemma iv there exist ε ∈ ]0, (β − α)/2[ and a deformation η such that

η(1, 	c+ε) ⊂ 	c−ε. (7.3)

By definition of c, there is some γ ∈ � such that

max
u∈γ ([0,1])

	(u) ≤ c + ε. (7.4)

The function γ ∗(t) = η(1, γ (t)) clearly belongs to C([0, 1]; X ). Moreover, γ ∗(0) =
η(1, 0) = 0 and γ ∗(1) = η(1, e) = e by (7.3) and also because max{γ (0), γ (e)} = α <

c − 2ε; then, γ ∗ belongs to �, whereas, by (7.4), the set γ ([0, 1]) ⊂ 	c+ε; So that,
by (7.3) we get

γ ∗([0, 1]) = η(1, γ
(
[0, 1])

) ⊂ 	c−ε;

that is,

max
u∈γ ∗([0,1])

	(u) ≤ c − ε, (7.5)

Which is a contradiction because γ ∗ ∈ �. �

Remark 7.2. The aforementioned form of the MPT and its proof contain the in-
gredients used in the bulk of minimax theorems that use the compactness condi-
tion (PS). Their proofs are very similar to this one, as can be checked, for example,
from [628, 748, 882] and the references appearing therein. The MPT is their (young)
grandfather to all.

Remark 7.3. Notice that only the condition (PS)c is needed as it was pointed out
by Brézis, Coron, and Nirenberg in [155], the paper where the condition (PS)c was
introduced for the first time. The former proof is the original one; it is attributed to
Ambrosetti and Rabinowitz.

Now we will give another nice proof which, instead of using the deformation lemma,
uses Ekeland’s variational principle.
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A second proof with Ekeland’s variational principle. Consider the set �, defined earlier,
as a normed space for the uniform topology generated by the norm

‖γ ‖� = max
t∈[0,1]

|γ (t)| for γ ∈ �.

It is known (we can easily check) that (�, ‖.‖�) is a Banach space. Consider the func-
tional � : � → R defined by

�(γ ) = max
t∈[0,1]

	(γ (t)).

Then, � is lower semicontinuous (l.s.c.) as the upper bound of a family of (lower semi-)
continuous functions.

We have that

c = inf
�

� ≥ max
{
	(0), 	(e)

}
.

Thus, 	 is bounded below. So, we are in the context of the variational principle. Then,
for every ε > 0, there exists a path γε ∈ � such that{

�(γε) ≤ c + ε, and

�(γ ) ≥ �(γε) − ε‖γ − γε‖� for all γ ∈ �.
(7.6)

Set

M(ε) =
{

t ∈ [0, 1]; 	(γε(t)) = max
s∈[0,1]

	(γε(s))

}
.

Using (7.6), we can deduce that there exists tε ∈ M(ε) such that

‖	′(γε(tε))‖ ≤ ε.

It suffices then to consider the (PS) sequence xn = γ1/n(t1/n) and to use the (PS)c

condition to conclude. �

Remark 7.4. So, without assuming the compactness condition of (PS)c, we were able
to prove the existence of a (PS) sequence.

The geometric condition (7.1) suffices to get a sequence of almost critical points as close
to c as we want.

This is also the case when using the elegant quantitative form of the deformation lemma
of Willem seen in Chapter 4. Nevertheless, it is important to note that the geometric
condition (7.1) does not suffice to guarantee that c is a critical value of 	, even when
X is finite dimensional, as we can see in two examples attributed, respectively, to
Nirenberg [683] and to Brézis and Nirenberg [153] given in Chapter 10.

Using Ekeland’s approach, we can even get additional information.

Proposition 7.2 (Taubes [359]). For any neighborhood N of Kc and any ε > 0, there
exists ε0 ∈]0, ε[ and γ ∈ � such that

	(γ (t)) > d − ε0 implies that γ (t) ∈ N .
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As 	′ is small in N , we can interpret the proposition as follows.

When 	(γ (t)) is close to c, 	 is flat.

In the next chapter, we will present, among other results, some of the immediate con-
sequences and variants of the MPT.

We present now two typical applications of the MPT to partial differential equations.
These show clearly the way it is used in the treatment of the numerous applications to
boundary value problems you may find in the literature.

7.3 A Superlinear Problem

The reader who is not familiarized with applications of variational methods to boundary
value problems is strongly encouraged to get a look at Appendix A for the necessary
material on Nemytskii operators, Sobolev spaces, and so forth.

Consider the semilinear elliptic Dirichlet problem2:

(P)

{−�u(x) = f (x, u(x)) in �,

u(x) = 0 on ∂�,

where � is a bounded smooth domain of R
N . The function f : R → R is supposed to

be a Carathéodory function satisfying the growth condition

| f (x, s)| ≤ a(x) + b|s|p−1, (7.7)

where a(x) ∈ L p′
(�) with 1

p + 1
p′ = 1 and 1 ≤ p ≤ 2N

N−2 if N ≥ 3, and 1 ≤ p < ∞
if N = 2.

So the energy functional 	 associated to (P), defined by

	(u) = 1

2

∫
�

|∇u(x)|2 dx −
∫

�

F(x, u(x)) dx,

is well defined on H1
0 (�), is of class C1, and its critical points are weak solutions of (P)

(cf. Appendix A).
Applications based on the MPT require conditions on the behavior of f at 0 and

|s| = ∞.

Theorem 7.3 (Ambrosetti-Rabinowitz). Suppose that f satisfies:

f 1. f (x, s) = o(|s|) at s = 0 uniformly in x ∈ �.
f 2. There are constants µ > 2 and r > 0 such that for |s| ≥ r ,

0 < µF(x, s) ≤ s. f (x, s).

Then, (P) possesses a nontrivial solution.

Remark 7.5.
1. Notice that, by f 1, u ≡ 0 is a trivial solution of (P).

2 The operator −� in (P) can be replaced by a more general second-order uniformly elliptic operator. The
choice of −� has been made for simplicity.
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2. After integrating f 2, we get constants a, b > 0 such that

F(x, s) ≥ a|s|µ − b (7.8)

for almost every x ∈ � and all s ∈ R. Hence, since µ > 2, the potential F(x, s)
has a superquadratic growth rate in s and f (x, s) has a superlinear growth in s.

Proof. The proof will be done in two steps. We first show that 	 has the right geometry
and then that it satisfies the (PS) condition.

1. The Geometry of the MPT

Clearly 	(0) = 0. And by (7.8), for all u ∈ H1
0 (�) we have∫

�

F(x, u(x)) dx ≥ a

∫
�

|u(x)|µ dx − b · meas (�). (7.9)

Then, for u non-null, equation (7.9) gives that

	(tu) = t2

2

∫
�

|∇u|2 dx −
∫

�

F(x, tu(x)) dx,

≤ t2

2
‖u(x)‖2

H1
0 (�)

− tµa

∫
�

|u(x)|µ dx + b · meas (�).

Hence,

	(tu) → −∞ as t → ∞.

To complete the proof of the geometric condition, it suffices to prove that 0 is a local
minimum of 	.

By f 1, for any ε > 0 there exists δ > 0 such that for almost every x ∈ �,

|F(x, s)| ≤ 1

2
ε|s|2 for all s ∈ B(0, δ).

And by the growth condition, there is a constant A = A(δ) > 0 such that for almost
every x ∈ �

|F(x, s)| ≤ A|s|p for each s ∈ R
N \ B(0, δ).

Then, combining these two estimates, we have for almost every x ∈ �,

|F(x, s)| ≤ 1

2
ε|s|2 + A|s|p for every s ∈ R.

Using the Poincaré inequality and the Sobolev embedding theorem, it follows that∣∣∣∣
∫

�

F(x, u(x)) dx

∣∣∣∣ ≤
∫

�

|F(x, u(x))| dx,

≤ ε

2

∫
�

|u(x)|2 dx + A

∫
�

|u(x)|p dx,

≤ C.

(
ε

2
+ A‖u‖p−2

H1
0 (�)

)
‖u‖2

H1
0 (�)

.
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Thus, for ‖u‖H1
0 (�) = ρ sufficiently small,

	(u) ≥ ‖u‖2
H1

0 (�)
− Cε‖u‖2

H1
0 (�)

.

Then, the fact that ε > 0 was taken arbitrary implies that

	(u) ≥ α > 0. (7.10)

This proves that 0 is a local minimum of 	.

2. The Palais-Smale Condition

Proving that (PS) holds in our case is made by proving that any (PS) sequence is
bounded. Indeed, by the growth condition the functional u(x) �→ g(x, u(x)) takes
bounded sets of L p(�) into L p′

(�) ⊂ H−1(�). By the Rellich-Kondrachov theorem,
since p < 2N

N−2 , H1
0 (�) embeds compactly into L p(�).

Then the functional

K : H1
0(�) → L p(�) → L p′

(�) → H−1(�)

u(x) �→ u(x) �→ f (.,u(.)) �→ f(.,u(.))

is compact.
And since 	′(u(x)) = −�u(x) − f (x, u(x)), we get by Proposition 2.2 that it is

enough to show that any (PS) sequence of 	 is bounded in H1
0 (�) to conclude that

(PS) holds for 	.
Let (un)n be a (PS) sequence; that is,

{
|	(un)| ≤ M,

	′(un) → 0 as n → ∞.

Then, it follows that

µ	(un) − 〈	′(un), un〉 ≤ Mµ + ‖un‖H1
0 (�). (7.11)

But, if we denote Tn = f (x, un(x))un(x) − µF(x, un(x)), we have that

µ	(un) − 〈	′(un), un〉
= µ − 2

2
‖un‖H1

0 (�) +
∫

�

Tn dx ≥ µ − 2

2
‖un‖H1

0 (�)

+
∫

{x∈�; |un (x)|<r}
Tn dx

︸ ︷︷ ︸
Term 1

+
∫

{x∈�; |un (x)|≥r}
Tn dx

︸ ︷︷ ︸
Term 2

where Term 2 is positive and Term 1 is bounded by a constant not depending on n.
Then, by (7.11) and the fact that µ > 2, the sequence (un)n is bounded in H1

0 (�).
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As remarked before, 0 is a critical point of 	 and 	(0) = 0, while for the critical
point u obtained with the MPT, we have by (7.10) that

	(u) ≥ α > 0.

Thus, u is a nontrivial weak solution of 	. �

Remark 7.6. The condition f 2 was used to get (PS), whereas only the condition

F(x, s) ≥ C |s|µ + C ′

is needed to obtain the geometry of the MPT.
If instead of requiring f : � × R → R to be a Carathéodory function, we imposed

that f is locally Lipschitz continuous in � × R and satisfies the standard growth
condition (7.7). Then, by the regularity theory, any weak solution of (P) would also
have been a classical solution.3 See [5] for more details. Moreover, it has been proved
using the maximum principle that (P) has both a positive and a negative classical
solution. In fact, a third sign-changing solution also exists [96, 187, 949]. When f is
odd in u, (P) possesses infinitely many solutions.

7.4 A Problem of Ambrosetti-Prodi Type

Consider the semilinear elliptic Dirichlet problem

(PAP )

{
−�u = f (u(x)) + g(x) in �

u = 0 on ∂�

where � is some bounded smooth domain in R
N , g is a given function in C0,α(�) and

f : R → R is a function of class C2 such that

i. f (0) = 0,
ii. f ′′(t) > 0 for all t , and

lim
t−∞ f ′(t) < λ1 < lim

t+∞ f ′(t).

In 1972, Ambrosetti and Prodi [48] proved that there is a connected C1-manifold M
in C0,α(�) that disconnects C0,α(�) into exactly two open connected sets O1 and O2

such that

• if g ∈ O1, then (PAP ) has no solution,
• if g ∈ M , then (PAP ) has a unique solution, and
• if g ∈ O2, then (PAP ) has exactly two solutions.

Ambrosetti and Prodi were looking for (and obtained) their solutions in C2,α
0 (�), the

set of C2,α-functions vanishing on the boundary of �. This is natural in view of the
regularity imposed on f , g and �.

3 This holds also for the solutions that can be obtained by the direct method of the calculus of variations.
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Consider the normalized eigenfunction ϕ1 associated to the first eigenvalue λ1

of −� with Dirichlet boundary data in H1
0 (�) with positive sign everywhere:

ϕ1 > 0 and
∫

�

ϕ2
1(x) dx = 1.

Then, any function g ∈ C0,α(�) can be written uniquely as g = t.ϕ1 + h, where t ∈ R

and h ∈ ϕ⊥
1 = {u ∈ C0,α(�);

∫
�

uϕ = 0}.
Consider now the parameterized family of Dirichlet problems

(Pt )

{
−�u(x) = f (x, u(x)) + tϕ1 + h in �,

u = 0 on ∂�.

where f is locally Lipschitz continuous in � × R.
Suppose that

lim sup
s→−∞

f (x, s)

s
< λ1 < lim inf

s→+∞
f (x, s)

s
. (7.12)

As far as only existence is concerned, the conditions on f are somewhat stringent.
What matters seems to be the crossing of the first eigenvalue λ1, as expressed in (7.12).

Indeed, we can prove the following result using the MPT.

Theorem 7.4. If (7.12) holds true, the functional f satisfies the classical growth con-
dition (7.7) and

0 < µ.F(x, s) ≤ s. f (x, s), ∀x ∈ �, ∀s ∈ R. (7.13)

Then, there exists t0 ∈ R such that, for all t ≤ t0, the problem (Pt ) has at least two
solutions in C2,α(�).

First, let us prove the following technical result.

Lemma 7.5. Assume that (7.12), (7.13), and the growth condition (7.7) hold. Then,
the functional

	t (u) = 1

2

∫
�

∇u(x)2 dx −
∫

�

F(x, u(x)) dx −
∫

�

(tϕ1(x) + h(x)).u(x) dx

satisfies the (PS) condition.

Proof. Fix t0 ∈ R and write 	 for 	t0 for simplicity.
Let (un)n be a (PS) sequence in H1

0 (�); then there is some constant C such that for
all n,

|	(un)| =
∣∣∣∣1

2

∫
�

∇u2
n dx −

∫
�

F(x, un) dx −
∫

�

(tϕ1 + h).un dx

∣∣∣∣ ≤ C. (7.14)

And for all N ∈ N, there exists p(N ) ∈ N such that if n ≥ p(N ), we have for all
v ∈ H1

0 (�)

|〈	′(un), v〉| ≤ 1

N
||v||, (7.15)
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where

|〈	′(un), v〉| =
∣∣∣∣
∫

�

∇un .∇v dx −
∫

�

f (x, un).v dx −
∫

�

(tϕ1 + h).v dx

∣∣∣∣ .
Since 	′ has the particular form Id − K ′ where K is compact, it suffices, by Theo-
rem 2.2, to show that (un)n is bounded to prove that 	 satisfies (PS).

Consider a (PS) sequence (un)n in H1
0 (�). Notice first that v ∈ W k,p implies that its

positive and negative parts v+, v− are also in W k,p. We will prove that both ‖u−
n ‖H1

0
and ‖u+

n ‖H1
0

are bounded and, hence, ‖un‖H1
0 (�) is bounded.

Using the first inequality in (7.12), we can show easily that there exists 0 < µ < λ1

and a constant C such that

f (x, s) > µs − C for s ≤ 0. (7.16)

Replacing v by u−
n in (7.15), we obtain that∫

�

|∇u−
n |2 ≤ −

∫
�

f (x, un).u−
n + εn‖u−

n ‖H1
0 (�).

Then, by (7.16), we have∫
�

|∇u−
n |2 ≤ µ

∫
�

(u−
n )2 dx +

∫
�

u−
n dx + εn‖u−

n ‖H1
0 (�).

And by Poincaré and Schwarz inequalities,

‖u−
n ‖H1

0 (�) ≤ M for some constant M > 0, (7.17)

to prove that ‖u+
n ‖H1

0 (�) is bounded. By the first inequality in (7.12), there are constants
0 < µ < λ1 and C > 0 such that for x ∈ �, we have

F(x, s) ≤ µ

2
s2 − C.s for s ≤ 0.

Then, ∫
�

F(x, −u−
n ) ≤ µ

2

∫
�

(u−
n )2 −

∫
�

u−
n ≤ constant.

So, from (7.14), we obtain that

1

2

∫
�

|∇u+
n |2 −

∫
�

F(x, u+
n ) ≤ constant. (7.18)

From the equation (7.15) with v = v+
n , we get that∣∣∣∣1

2

∫
�

|∇u+
n |2 −

∫
�

F(x, u+
n )

∣∣∣∣ ≤ εn .‖u+
n ‖H1

0
. (7.19)

Multiplying (7.18) by µ and subtracting (7.19), we get
(µ

2
− 1

) 1

2

∫
�

|∇u+
n |2 ≤ ∫

�

[
µF(x, u+

n ) − f (x, u+
n )u+

n

]
dx

+ εn .‖u+
n ‖H1

0 (�) + constant.
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Finally, we conclude using (7.13). �

The proof of the theorem consists in showing that, assuming (7.12),

1. For each t ∈ R, the problem (Pt ) has a classical subsolution ut such that, for
any classical supersolution ut of (Pt ),

ut < ut , ∀x ∈ �,

and

∂ut (x)

∂ν
>

∂ut (x)

∂ν
, ∀x ∈ ∂�.

2. There exists t0 ∈ R such that, for all t ≤ t0, (Pt ) has a classical supersolution
ut .

3. Set C = {
u ∈ H1

0 ; ut ≤ u ≤ ut
}
. Then, C is a closed convex subset of H1

0 , and
the rest of the proof is carried in three steps related to the set C .
a. The functional 	 restricted to C has a minimum u0 in C that is a critical

point of 	.
b. The local minimum u0 of 	 in C is indeed a local minimum of 	 in H1

0 .
c. And of course the last step is to obtain a second solution using the MPT.

By a classical subsolution u, we mean a C2,α(�)-functional that satisfies

−�u − f (x, u) ≤ tϕ1 + h in �, u = 0 on ∂�.

A supersolution is defined in a similar way.
Using the MPT, we can also prove the following result concerning the Ambrosetti-

Prodi problem.

Theorem 7.6. If (7.12) holds and f has a linear growth,

| f (x, s)| ≤ a|s| + b, ∀x ∈ �, ∀s ∈ R, (7.20)

where a, b > 0, then there exists t0 ∈ R such that for all t ≤ t0 the problem (Pt ) has
at least two solutions in C2,α(�).

Indeed, we can prove that under the assumptions (7.12) and (7.20), the functional

	t (u) = 1

2

∫
�

∇u(x)2 dx −
∫

�

F(x, u(x)) dx −
∫

�

(tϕ1(x) + h(x)).u(x) dx

satisfies the (PS) condition.
The proof of the fact that 	 satisfies (PS) is left to the reader. The proof of the theorem

follows the same scheme just described. The results presented here are attributed to
De Figueiredo and Solimini [302].

The difference between the proofs of the superlinear problem and the Ambrosetti-
Prodi problem is mainly that no obvious local minimum, that is, 0, is available and we
have to find one. The Ambrosetti-Prodi problem is famous and has been investigated
by many authors.
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The last two sections were given with some details to show the way the MPT can be
applied to solve semilinear elliptic problems.

Many spectacular applications of the MPT exist in the literature. They are behind the
mere existence of this book. Prospect the bibliography and you will not be deceived!

Comments and Additional Notes

The (classical) MPT, if we exclude the finite dimensional MPT, is the first of all the
results exposed here. The first papers all used Clark’s version of the deformation lemma
(modulo some changes occasionally) that require (PS). Ekeland’s principle permitted,
however, to give more elegant proofs and the strongest results requiring less regularity
on the functional and without supposing the (PS) condition a priori. Of course, what
we get then is only a (PS) sequence (of almost critical points) as near as we want to
c = inf max 	. The same is now possible using the quantitative deformation lemma.

� 7.I A Third Proof of the MPT

Recently, J.P. Aubin and I. Ekeland have found a very elegant proof of the Mountain
Pass lemma.

Haı̈m Brézis, [147, p. 182].

We report a third nice proof of the MPT from de Figueiredo [296], who cites
Brézis [146]. The critical point theorem is stated in a general form that will be met
many times in the sequel. The proof uses some elements of convex analysis and measure
theory.

Let X be a Banach space and 	 : X → R a C1-functional. Let K be a compact
metric space and K0 ⊂ K a closed subset. Consider the space E = C(K ; R) endowed
with the norm of the uniform convergence, that is, the supremum norm

‖ f ‖∞ = max
{

f (s); s ∈ K
}
.

By the Riesz representation theorem, the dual E∗ of E is isometric isomorphic to the
Banach space M(K ) of all regular countably additive real-valued functions, called
Radon measures, defined in the σ -algebra of all Borel sets in K , endowed with the
norm of the total variation:

‖µ‖ = sup

{
k∑

i=1

|µ(Ei )|; ∪k
i=1 Ei ⊂ E, Ei ∩ E j = ∅, k = 1, 2, . . .

}

Lemma 7.7. We have that ‖ · ‖∞ is continuous and convex and the subdifferential

∂‖ f ‖∞ =
{
µ ∈ M(K ); µ ≥ 0,

∫
K

dµ = 1, supp (µ) ⊂ {t ; f (t) = ‖ f ‖∞}
}

the set of positive Radon measures with mass one and support in {t ; f (t) = ‖ f ‖∞}.
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The support is defined as follows. The measure vanishes in an open set U if∫
U f dµ = 0 for any f ∈ E with compact support in U . Using the partition of the

unity, we can prove that if µ vanishes in a collection of open sets, it vanishes on their
union. So, there exists a largest open set Ũ where µ vanishes. The support of µ is
supp (µ) = K \ Ũ .

Lemma 7.8. Let 	 : X → R be convex and continuous. Then, for each x, y ∈ X,

lim
t↘0

	(x + t y) − 	(x)

t
= max

µ∈∂	(x)
〈µ, y〉.

For the proof, see [296], for example.
Denote by

� = {
γ ∈ C(K ; X ); γ = γ0 on K0

}
where γ0 : K0 → X is a given continuous functional. Then, � is a complete metric
space for the distance of the uniform convergence dist (γ1, γ2) = ‖γ1 − γ2‖∞.

Theorem 7.9. Suppose that

c = inf
γ∈�

max
s∈K

	(γ (s)) > max
γ0(K0)

	 = b. (∗)

Then, for all ε > 0 and all γ ∈ � such that maxs∈K 	(γ (s)) ≤ c + ε, there exists
uε ∈ X such that

c − ε ≤ 	(uε) ≤ max
s∈K

	(γ (s)),

dist (uε, γ (K )) ≤ √
ε,

‖	′(uε)‖ ≤ √
ε.

Proof. Define the functional � : � → R by �(γ ′) = maxs∈K 	(γ ′(s)). The assump-
tion (∗) means that c = infγ ′∈� 	(γ ′(s)) > b. Moreover, � is l.s.c. as the supremum
of a family of (lower semi-) continuous functions. Assume that 0 < ε < c − b and
consider γ ∈ � such that

max
s∈K

	(γ (s)) ≤ c + ε.

By Ekeland’s principle, there exists γε ∈ � such that:

i. �(γε) ≤ �(γ ) ≤ c + ε,
ii. �(γ ) ≥ �(γε) − √

ε‖γ − γε‖∞, ∀γ ∈ �,
iii. ‖γ − γε‖∞ ≤ √

ε.

Consider ϕ : K → X such that ϕ(s) = 0 for all s ∈ K0. For any r > 0, we conclude by
ii that

�(γε + rϕ) − �(γε)

|r | ≥ −√
ε‖γ ‖∞.
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By definition of �,

�(γε + rϕ) − �(γε) = max
K

�(γε + rϕ) − max
K

�(ϕε)

= max
s∈K

{
�(γε(s)) + r〈�′(γε(s)), ϕ(s)〉 + o(r )

} − max
K

�(ϕε).

So, by Lemma 7.8, as r tends to 0, we get

−√
ε‖ϕ‖∞ ≤ limr↘0

�(γε + rϕ) − �(γε)

r
≤ max

{ ∫
K 〈�′(γε(s)), ϕ(s)〉 dµ; µ ∈ ∂‖�(γε)‖∞

}
,

and

min

{∫
K
〈�′(γε(s)), ϕ(s)〉 dµ; µ ∈ ∂‖�(γε)‖∞

}
≤ √

ε.

Denote

�0 = {
k ∈ C(K ; X ); k ≡ 0 on K0, ‖k‖∞ ≤ 1

}
.

Divide by ‖�(γε)‖∞ and take inf on �0:

sup
k∈�0

min

{∫
K
〈�′(γε(s)), k(s)〉 dµ; µ ∈ ∂‖�(γε)‖∞

}
≤ √

ε. (7.21)

By Von Neumann min-max theorem [101] applied to G : M(R) × C(K ; X ) → R,
(M(R) is endowed with the weak-∗ topology) defined by G(µ, k) = ∫

K 〈�′(γε(s)),
k(s)〉 dµ, we can interchange sup and min in the preceding equation. The function
G is continuous and linear in each variable separately and the sets {t ∈ K ; k(t) =
maxt∈K �(k(t))} and {k ∈ C(K ; X ); ‖k‖ ≤ 1} are convex, the former one being weak-
∗ compact.

Denote K1 = {t ∈ K ; �(γε(t)) = ‖�(γε)‖∞}. Then, K1 is a compact set disjoint
from K0. So, there is ϕ : K → R such that ϕ(t) = 1 if t ∈ K1, ϕ(t) = 0 if t ∈ K0, and
0 ≤ ϕ(t) ≤ 1 for all t ∈ K . Then, given k ∈ C(K ; X ) with ‖k‖ ≤ 1, k1 = ϕ · k ∈ �0,
‖k1‖ ≤ 1 and ∫

K
〈�′(γε(s)), k(s)〉 dµ =

∫
K
〈�′(γε(s)), k1(s)〉 dµ

because supp µ ⊂ K1. So,

sup
k∈�0

∫
K
〈�′(γε(s)), k(s)〉 dµ = sup

k∈C(K ;X )
‖k‖≤1

∫
K
〈�′(γε(s)), k(s)〉 dµ.

We have

sup
k∈C(K ;X )

‖k‖≤1

∫
K

〈
�′(γε(s)), k(s)

〉
dµ ≤

∫
K

〈 sup
k∈C(K ;X )

‖k‖≤1

�′(γε(s)), k(s)〉 dµ = ‖�′(γε)‖X ′ .

The first inequality is true since it is taken on a uniformly bounded family of functions
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in C(K ; X ) and µ > 0. So, (7.21) with sup and min interchanged gives

min
µ∈∂‖	′(γε)‖∞

∫
K

‖	′(γε)‖ dµ ≤ √
ε.

Let µ ∈ ∂‖	′(γε)‖∞ that realizes the minimum. Since it has mass one and is supported
in K1 by Lemma 7.7, there exists s ∈ K1 such that

‖	′(γε)‖ dµ ≤ √
ε.

Set uε = γε(s), then by i and iii,

a. c ≤ 	(uε) = maxs∈K 	(γε(s)) = �(γε) ≤ inf� � + √
ε = c + √

ε,
b. ‖	′(uε)‖ ≤ √

ε,
c. dist (uε, γ (K )) ≤ √

ε.

�

A homological proof (that relies on a homological approach theory) of the MPT may
be consulted in Chang’s book [205] (see Chapter 25).

� 7.II The Situation of a Path γ ∈ Γ Achieving the inf max

For c being the inf max value in the MPT statement, we saw that by Ekeland’s variational
principle, for all ε > 0, there exists γ = γε ∈ � and t ∈ [0, 1] such that{

d ≤ 	(γ (t)) = maxs 	(γ (s)) ≤ d + ε,

‖	′(γ (t))‖ ≤ ε.

An ideal situation would be to have some γ ∈ � achieving the inf max as in the finite
dimensional and the topological versions of the MPT; that is,

max
t∈[0,1]

	(γ (t)) = c.

This is in “general hopeless,” to quote Ekeland [359] (counterexamples exist). So, the
following natural question comes to mind. Do we get any supplementary information
in such situations?

As expected, the answer is yes. Indeed, we have the following additional information.

Theorem 7.10 (Shafrir [828]). Assume that

c = inf
γ∈�

max
t∈[0,1]

	(γ (t)) > max
{
γ (x0), γ (x1)

}

and that the infimum is attained. Then, there exists γ1 ∈ � such that{
maxt∈[0,1] 	(γ1(t)) = c and

	(γ1(t)) = c implies that 	′(γ1(t)) = 0.

This result was obtained by Shafrir [828] using his deformation lemma (Theorem iv in
the Notes of Chapter 4). Compare to Proposition 7.2 of Taubes.
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� 7.III Some Surveys on the MPT

Many surveys on the MPT and its symmetric variants have been written during the past
years in the framework of a treatment of minimax methods. We cite in particular the
following ones by Ambrosetti, Rabinowitz, and Chang.

[744] by Rabinowitz. Detailed treatment of the MPT, index theory, and the sym-
metric MPT (see Chapter 11); the use of the MPT in bifurcation problems.

[748] by Rabinowitz. Monograph, one of the oldest surveys on modern minimax
methods in critical point theory, discusses the MPT, linking in the sense of Benci-
Rabinowitz (see Chapter 19), index theories, symmetric MPT (see Chapter 11),
perturbation from symmetry, and the MPT in bifurcation problems (see Chap-
ter 24).

[749] by Rabinowitz. Considers the MPT, symmetric versions (Z2 and S1 symme-
tries), and perturbation.

[753] by Rabinowitz. Surveys the developments of critical point theory and its
applications to differential equations in the past 20–25 years. The main results
are stated, discussed, and related bibliographic references are also given.

[43] by Ambrosetti. Monograph, discusses Ljusternik-Schnirelman theory, the
MPT, and the linking theorem. Many applications to differential equations (par-
tial and ordinary) are also given. Particular attention is devoted to discontinuous
nonlinearities.

[44] by Ambrosetti. Gives a short account of the Ljusternik-Schnirelman theory,
reviews the MPT, its symmetric version and gives some applications.

[209] by Chang. A homological approach to minimax theorems is used to give a
homological proof of the MPT with some information on the critical groups,
which describes the local behavior near critical point. (See Chang’s book [205]
for more details.)

� 7.IV On Applications

The applications we considered are simple enough. They have been given for illustra-
tion. Practically, discussing the different applications of the MPT is a huge work that
would have enlarged this book considerably. A specific survey about this subject is in
preparation [497].
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The Multidimensional MPT

Fortunately, there are existence results for saddle taylor-made for applications.
These are the famous (infinite-dimensional) mountain pass lemma and its vari-
ants, due to Ambrosetti and Rabinowitz.

M. Struwe, Variational methods, applications to nonlinear partial differential
equations and Hamiltonian systems, Springer-Verlag, 1990

In this chapter, we present some of the earliest variants of the MPT. We will focus our attention
on a generalization by Rabinowitz [737], with a more general geometric condition that involves a
splitting of the underlying space into two topologically supplementary spaces, one of them being
finite dimensional. This extension of the MPT to higher dimensions was essentially destined
to provide a more adapted tool than the MPT to treat particular kinds of semilinear elliptic
equations.

The multidimensional MPT of Rabinowitz [737], which is the main result in this
chapter, dates from 1978 and constitutes in some sense the beginning of the fame for
the MPT. It allows us to treat semilinear elliptic partial differential equations where the
nonlinearity contains a linear part at 0, as we will see later in Section 8.2, in contrast
with the superlinear problem seen in Chapter 7 where the nonlinearity had the form
f (s) = o(|s|) in a neighborhood of 0.

Some early variants that contributed, with the multidimensional MPT, to give to the
(classical) MPT a special status in the family of main results of nonlinear analysis are
recalled briefly in the Notes and final comments at the end of the chapter.

8.1 The Multidimensional MPT

The novelty in this extension of the MPT, attributed to Rabinowitz [737], is a more
general geometric condition with a splitting of the underlying space into two topolog-
ically supplementary spaces. One of them is finite dimensional, technically because
of the use of the topological degree that is defined for general functions only in finite
dimensions. The passage to a splitting involving infinite dimensional spaces requires
that we restrict ourselves to functionals that are compact perturbations of the identity.

We begin first by stating the abstract result.

81
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Theorem 8.1 (Multidimensional MPT, Rabinowitz). Let X be a real Banach space
with X = X1 ⊕ X2, where X1 is finite dimensional. Suppose that	 ∈ C1(X ; R) satisfies
(PS) and

i. there are constants ρ, α > 0 such that 	|∂ Bρ∩X2 ≥ α and that
ii. there is e ∈ ∂ B1 ∩ X2 and R > ρ such that 	|∂ Q ≤ 0, where

Q = (
BR ∩ X1

) ⊕ {
re; 0 < r < R

}
.

Then, 	 possesses a critical value c ≥ α characterized by

c = inf
γ∈�

max
u∈Q

	(γ (u)),

where

� = {
γ ∈ C1(Q; X ); γ = Id on ∂ Q

}
.

Remark 8.1.
i. The set ∂ Q refers to the boundary of Q relative to X1 ⊕ span {e}; span {e} refers

to the space spanned by e.
ii. When X1 = {0}, the space X = X1 and if 	(0) = 0 we get the standard MPT

(Theorem 7.1).

Proof. The proof is done in two steps. Suppose the following claim to be true.

Claim 8.1.

c ≥ α. (8.1)

Then, by contradiction, if c was not a critical value, by the deformation lemma, for
ε = α/2, there would be some ε ∈ ]0, ε [ and a deformation η ∈ C([0, 1] × X ; X ) such
that

η(1, 	c+ε) ⊂ 	c−ε. (8.2)

Choose γ ∈ � such that

max
u∈Q

	(γ (u)) ≤ c + ε. (8.3)

Since 	(u) ≤ 0 on the boundary ∂ Q and by our choice of ε, we have that η(1, γ (u)) =
u for all u ∈ ∂ Q, which means that the mapping u �→ η(1, γ (u)) is in �. But (8.3) and
the definition of c imply that

c ≤ max
u∈Q

	(η(1, γ (u))) ≤ c − ε,

a contradiction.
We have to prove (8.1). To do so, it suffices to establish the following linking

property.

Claim 8.2. For any path γ ∈ �, we have

γ (Q) ∩ ∂ Bρ ∩ X2 �= ∅.
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Supposing that Claim 8.2 is true. For γ ∈ � and w ∈ γ (Q) ∩ ∂ Bρ ∩ X2, we have by i
that

max
u∈Q

	(γ (u)) ≥ 	(w) ≥ inf
v∈∂ Bρ∩X

	(v) ≥ α, (8.4)

which, once combined with the definition of c, implies (8.1).
Therefore, we have only to verify Claim 8.2. This will be done using some arguments

from the degree theory (see, for example, [402, 748]).
Denoting by P the projector of X onto X1, the affirmation of the claim is equivalent

to

{
Pγ (u) = 0,

‖(Id − P)γ (u)‖ = ρ,
(8.5)

for some u ∈ Q (depending on γ ). Write u ∈ Q as u = v + re, where v ∈ BR ∩ X1

and 0 ≤ r ≤ R, and

	(r, v) = (‖(Id − P)γ (v + re)‖, Pγ (v + re)
)
.

Then, 	 ∈ C(R × X1; R × X1). Since γ |∂ Q = Id , when u ∈ ∂ Q we get

	(r, v) = (‖re‖, v) = (r, v).

This means that 	 ≡ Id on ∂ Q. In particular, 	(r, v) �= (ρ, 0) for u ∈ ∂ Q, because by
ii we have that (ρ, 0) ∈ Q. So, identifying R × X with R

n for some n, we get that the
Brouwer degree d(	, Q, (ρ, 0)) is well defined. And then, by the homotopy property
of the degree,

d(	, Q, (ρ, 0)) = d(Id , Q, (ρ, 0)) = 1.

So, by the existence property, there exists u ∈ Q such that 	(u) = (ρ, 0),
i.e., (8.5). �

Remark 8.2.
• Claim 8.2 expresses the fact that ∂ Q, the boundary of Q relative to X1 ⊕ span {e},

and the sphere SR = S(R; X2) of X2 with center 0 and radius R link in the sense
that any hypersurface modeled on ∂ Q intersects SR .

• In applications, when the classical MPT is used (as we saw in Chapter 7), we have to
show that the origin 0 is a local minimum; then we get another critical point different
from the origin, while for the multidimensional MPT, it may be that the origin is a
local minimum for 	|X2 , the restriction of 	 to X2, without being a local minimum
of 	 (with respect to the whole space X ).

This will be more clear in the next section.
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8.2 Application

Consider the following semilinear problem:

(P)

{
−�u(x) = λa(x)u + f (x, u(x)) in �,

u(x) = 0 on ∂�,

where � is a bounded smooth domain of R
N . The function f : R → R is supposed to

be a Carathéodory function that satisfies the growth condition

| f (x, s)| ≤ a(x) + b|s|p−1, (8.6)

where a(x) ∈ L p′
(�), 1

p + 1
p′ = 1, and 1 ≤ p ≤ 2N

N−2 if N ≥ 3 and 1 ≤ p < ∞ if
N = 2.

So, the energy functional associated to (P),

	(u) =
∫

�

[
1

2
|∇u(x)|2 − λ

2
a(x)u2(x) − F(x, u(x))

]
dx,

is well defined on H1
0 (�), is of class C1, and its critical points are weak solutions of (P).

Suppose also that f satisfies the following:

f 1. f (x, s) = o(|s|) at s = 0 uniformly in x ∈ �.
f 2. There are constants µ > 2 and r > 0 such that for |s| ≥ r

0 < µF(x, s) ≤ s. f (x, s).

The situation here differs from the case treated by the classical MPT by the presence
of a linear term.

If λ < λ1 where λ1 is the first eigenvalue of the problem

(EP)

{
−�u(x) = λa(x).u in �,

u(x) = 0 on ∂�,

then the functional [∫
�

(
|∇u|2 − λau2

)
dx

]1/2

can be taken as a norm on the space X = H1
0 (�), and the energy 	 associated to the

problem has the right geometry of the (classical) MPT.
Notice that if a is assumed to be positive and Lipschitz continuous in �, (EP)

possesses a sequence of eigenvalues (λ j ) j such that

0 < λ1 < λ2 ≤ λ3 ≤ · · · ≤ λ j ≤ · · · → ∞ as j → ∞.

However, if λ > λ1, this is no longer the case and we can no longer apply the MPT.
Nevertheless, we can use the multidimensional MPT.

So, for any λ, the following result holds.
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Theorem 8.2. Suppose that f satisfies the above assumptions f 1, f 2 and also

f 3. s f (x, s) > 0 for all s ∈ R.

Then, for any λ ∈ R, the problem (P) admits a nontrivial weak solution.

Proof. If λ < λ1, the result follows by applying the (classical) MPT as explained above.
So, suppose that λ > λ1, say λ ∈ [

λk, λk+1
]
. As remarked before, the functional

	 is of class C1. Set X1 = span {v1, . . . , vk} where v j is the j th eigenvalue of (EP)
associated to λ j and set X2 = (X1)⊥.

For u ∈ X2, we have∫
�

(|∇u(x)|2 − λau2) dx ≥
(

1 − λ

λk+1

)
||u(x)||2.

As in the treatment of the superlinear semilinear problem by the classical MPT, by
f 1, it holds that ∫

�

F(x, u) dx = o(||u(x)||2) as u → 0.

Hence, condition i of Theorem 8.1 is satisfied. To verify ii, it suffices to show that

a. the restriction 	|X1 ≤ 0 and that
b. there is some e ∈ ∂ B1 ∩ X2 and R > ρ such that 	(u) ≤ 0 for u ∈ X1 ⊕

span {e} and ||u(x)|| ≥ R.

The assumption a follows from f 3, and the assumption b follows by setting e = vk+1

and noting that the argument used to show that 	(tu) → −∞ as t → ∞ in the part
(geometry of the MPT) in the proof of Theorem 7.3 holds uniformly for finite dimen-
sional subspaces of X .

It remains only to show that 	 satisfies (PS) by proving that any (PS) sequence is
bounded to prove that. This follows using f 2 in the standard way seen in the proof of
Theorem 7.3. �

The multidimensional MPT was improved by Benci and Rabinowitz in [113] where
the geometric condition was sharpened and the finite dimension condition removed for
Hilbert spaces. This latter result was also behind some more general minimax principles
that unified the approach of a great number of minimax theorems requiring the (PS)
condition extending the MPT (see Chapter 19).

Comments and Additional Notes

� 8.I Some Extensions of the Multidimensional MPT

The multidimensional MPT is important for two reasons. It permits the treatment of
more applications and it makes the existence of some linking more clear in the geometric
conditions. This was exploited by Benci and Rabinowitz, who formulated explicitly a
notion of linking that permits use of the same language to describe the geometric
conditions of the (classical) MPT, the multidimensional MPT, and the saddle point
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theorem of Rabinowitz. In [113], the finite dimension assumption that appears in the
statement of the classical MPT is not required. This is discussed in detail in Chapter 19.
Going a little further, Ding showed in [333], using a modified version of the deformation
lemma, that the limiting case also holds true for the theorem of Benci and Rabinowitz.
(We will see in the next chapter what the limiting case means.)

� 8.II Different Minimaxing Sets

We will consider other sets that proved to be appropriate candidates to play the role of
the minimaxing set � in the MPT.

The set � of continuous paths joining 0 and e, appearing in the MPT, has a particular
interest but is by no means privileged. Indeed, as remarked by Rabinowitz in [748], we
could minimax 	 over the sets

�0 = {
K = γ ([0, 1]); γ ∈ C([0, 1]; X ), γ is one-to-one, γ (0) = 0 and γ (1) = e

}
,

(8.7)

or as for the finite dimensional and topological versions of the MPT seen before, on

�1 = {
K ⊂ X ; K is compact, connected, and 0, e ∈ K

}
,

or even on

�2 = {
K ⊂ X ; K is closed, connected, and 0, e ∈ K

}
.

Set, for i = 0, 1, and 2,

ci = inf
K∈�i

sup
u∈K

	(u). (8.8)

Since the following inclusions hold,

�0 ⊂ {
γ ([0, 1]); γ ∈ �

} ⊂ �1 ⊂ �2,

we conclude that, for the ci ’s appearing in (8.8), the inequality

c2 ≤ c1 ≤ c ≤ c0

holds. And using the fact that η(1, .) is a homeomorphism of X onto X , where η is
the deformation that appears in the deformation lemma, we see that the proof of the
standard MPT (Theorem 7.1) can also be used to show that the ci ’s for i = 0, 1, 2 are
also critical values of 	.

In fact, c1 = c = c0 because, if K ∈ �1, for all ε > 0 there is γ ([0, 1]) in �0 such
that K is a uniform ε-neighborhood of γ ([0, 1]).

The first equality shows us the similitude with the finite dimensional and topological
versions seen before. But as reported by Rabinowitz [748, p. 19], “we do not know if
c2 can differ from this common value.”



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c05-08 CB577/Jabri-v1.cls June 27, 2003 19:49

Comments and Additional Notes 87

� 8.III The Dual MPT

We will now see a version of the MPT where c is not a “inf sup” value but it is
rather a “sup inf” value. We expose what was done on dual families by Ambrosetti and
Rabinowitz in [50]. Fang and Ghoussoub arrived to formulate a consistent critical point
theory only from a study of duality and perturbation principles. A detailed approach to
the duality theory and the MPT can be found in the book by Ghoussoub [425].

The critical values of 	 were obtained in the results seen until now as

inf
K∈�

sup
u∈K

	(u)

over some set �. But in the situation of the MPT, critical values can also be characterized
in a dual sense to those already seen. Let

W = {
B ⊂ X ; B is open , 0 ∈ B and e �∈ B

}
.

The “duality” meant there is expressed by the fact that

B ∩ K �= ∅ for all K ∈ �0, �1 and all B ∈ W.

Setting

W1 = {
h(S(0, ρ));

h : X → X is a homeomorphism and h(0) = 0, h(1) = e
}
, (8.9)

and

W2 = {
K ∈ X ; K ∩ γ ([0, 1]) �= ∅ for all γ ∈ �

}
,

we have the relation

W2 ⊃ {
∂ B; B ∈ W

} ⊃ W1.

Then, for



bi = sup
K∈Wi

inf
u∈K

	(u) i = 1, 2,

b = sup
K∈W

inf
u∈K

	(u),

we have

c ≥ b2 ≥ b ≥ b1.

There too, it is not difficult to show that b, b1, and b2 are critical values using the
following more appropriate form of the deformation lemma (the interested reader may
consult [748] for the details).

Theorem 8.3 (“Ascending Deformation” Lemma). Let c ∈ R and consider 	 : X →
R a C1-functional satisfying (PS)c. If c is a regular value of 	, then for every ε
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sufficiently small, there exists η ∈ C([0, 1] × X ; X ) such that

i. η(0, u) = u for all u in X,
ii. η(t, u) = u for all u �∈ 	−1 ([c − 2ε, c + 2ε]) and all t ∈ [0, 1],

iii. η(t, .) is a homeomorphism of X onto X for every t ∈ [0, 1],
iv. 	(η(t, x)) ≤ 	(x) for all x ∈ X, t ∈ [0, 1], and
v. η(1, 	c−ε) ⊂ 	c+ε.

There too, we have the equality

c = b2,

because for any γ ∈ �, the maximum of 	 over γ ([0, 1]) is attained at some point
ζ = ζ (γ ) ∈ X . Then, setting

K =
⋃
γ∈�

ζ
(
γ
)
,

we have that

K ∩ γ ([0, 1]) �= ∅, for any γ ∈ �.

Thus, K ∈ W2 and c = inf
u∈K

	(u).

A strong form of the dual MPT established by Rabinowitz is treated in the next
chapter consecrated to the limiting case of the MPT.

� 8.IV On a More General Minimax Principle

For the history, we report a little paragraph from a text by Ljusternik [591], whose
translation to English goes back to 1966.

Let B be a family of nonempty subsets of X , 	 : X → R be a functional and η : X ×
[0, 1] → X such that η(., 1) maps elements of B into B. Suppose also that for all c ∈ R

and any ε > 0 small enough,

if 	(u) ≤ d + ε, then 	(η(n, 1)) ≤ d − ε.

Set

c = inf
A∈B

sup
u∈A

	(u).

Then, if c is finite, it is a critical value of 	.

Proof. Suppose by contradiction that c is regular. For ε > 0 small enough, there exists
A ∈ B such that

c ≤ sup
v∈A

≤ c + ε.

But then B = η(A, 1) ∈ B satisfies 	|B ≤ c − ε which is absurd. �
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This general principle is very simple but a pertinent choice of B in practice is not
obvious. In general, we use some topological invariants (genus, homotopy classes, ho-
mology and cohomology classes) that can guarantee some stability by η when crossing
regular values (in the sense A ∈ B implies that η(A, 1) ∈ B). Finding η requires the
use of some form of the (PS) condition. And linking theorems are now the most general
form of usable theorems belonging to this category.
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A Deeper Insight in Mountains Topology
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9

The Limiting Case in the MPT

Even as the finite encloses an infinite series
And in the unlimited limits appear,
So the soul of immensity dwells in minutia
And in the narrowest limits no limit in here.
What joy to discern the minute in infinity!
The vast to perceive in the small, what divinity!

Jacob Bernoulli, Ars Conjectandi

Only those who risk going too far
can possibly find out how far they can go.

Anonymous

In this chapter we give a detailed account of the results from studying what is known as the
limiting case of the MPT from the very beginning until a complete treatment was given. We
focus on the development of the ideas about what should be the right geometry to enable such an
extension.

The Situation

In the statement of the MPT, the strict inequality in the geometric condition

inf
S(0,ρ)

� > max{�(0), �(e)}, (9.1)

meaning that the mountain ridge (S(0, ρ)) separating the two valleys (0 and e) has an
altitude strictly higher than that of both 0 and e, plays an essential role in the proof.
This condition is a topological separation property in the sense that the set

{
x ∈ X ; �(x) ≥ c

}
separates 0 and e in the following sense.

Definition 9.1. A subset S ⊂ X of a topological space X is said to separate two points
u and v of X if u and v belong to two disjoint components of X \ S.

93
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Early, Rabinowitz wondered whether the conclusion of the MPT remains true in the
case of zero altitude, that is, when the aforementioned strict inequality becomes large.
This situation is known as the limiting case.

We will use ideas and papers by Rabinowitz [748], Pucci and Serrin [727],
Willem [952], and Ghoussoub and Preiss [427], who have all contributed to shed
the light on this problem.

9.1 Limiting Case

So what happens when we have equality in (9.1)? There were many attempts to an-
swer this question. The first ones brought only partial answers but contributed to the
comprehension of the whole situation.

9.1.1 Some Tentatives

First, Pucci and Serrin [727] proved that the MPT still holds true with the zero altitude
assumptions provided that the mountain ridge has a nonzero thickness. Moreover, in
the case of equality, the pass occurs precisely on the mountain ridge.

Theorem 9.1 (Limiting Case, Pucci and Serrin). Let � ∈ C1(X ; R) satisfying the
(PS) condition, and let c and � be as in Theorem 7.1.

Suppose that there are numbers a, r , and R such that 0 < r < R < ‖e‖ and

inf
r<‖u‖<R

�(u) ≥ a = max{γ (0), γ (e)}.

Then, the value c ≥ a, defined by

c = inf
γ∈�

max
t∈[0,1]

�(γ (t)),

where � is the set of all continuous paths γ joining 0 and e, is a critical value for �.
Moreover, if c = a, then there is a critical point in the open ring

{
u ∈ X ; r < ‖u‖ < R

}
.

Remark 9.1. Notice that when c = a, Theorem 9.1 implies in fact the existence of an
infinite number of critical points in the ring

{
u ∈ X ; r < ‖u‖ < R

}
, since the preceding

arguments apply in any of its “subrings.”

We will not report Pucci and Serrin’s proof here, because we will see next “another
version” of this result due to Willem, whose proof is very simple.

Indeed, practically the same result was proved under the unusual but acceptable
requirement that

� satisfies both (PS)c and (WPS)

by Willem [952] to treat a forced pendulum equation. Note that requiring two conditions
of (PS) type is not necessary to reach the final form of the limiting case in the MPT.
The exact statement of the result of Willem is the following.
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Theorem 9.2 (Limiting Case, Willem). Let � ∈ C1(X ; R), the minimaxing set �, the
point e, and the inf max value c as above. If

1. � satisfies (PS)c and (WPS), and
2. there is 0 < r < R < ||e|| such that

r ≤ ||u|| ≤ R implies that �(u) ≥ a = max{�(0), �(e)},
then c ≥ a is a critical value of �. Moreover, if c = a, there is a critical point w such
that �(w) = a and ||w|| = (R + r )/2.

We will report here the original proof of Willem. It is based on his quantitative
deformation lemma seen in Chapter 3.

Proof. If c > a, it suffices to follow the proof of the classical MPT. Indeed, even if
the assumptions are different, only the fact that c > a is used. Hence, the same proof
applies.

Let us assume that c = a. Let n ∈ N
∗ such that 1/

√
n ≤ (R − r )/2. By the definition

of c(= a), there is some γ ∈ � such that

max
0≤t≤1

�(γ (t)) ≤ a + 1

n
.

For some t ∈ [0, 1], we have that ||γ (t)|| = (R + r )/2. Let us write un = γ (t). Then
�(un) ≤ a + 1/n and ||un|| = (R + r )/2. Using the quantitative deformation lemma
with S = {un}, c = a, ε = 1/n, and δ = 1/

√
n, we get that if for every u ∈ �−1([c −

2/n, c + 2/n]) ∩ S2/
√

n , ||�′(u)|| ≥ 4/
√

n, then

vn = η(1, un) ∈ �c−1/n ∩ S1/
√

n .

We obtain then that

||vn|| ≤ ||vn − un|| + ||un|| ≤ R − r

2
+ R + r

2
= R,

and

�(vn) ≤ a − 1

n
.

This contradicts condition 2. Hence, there is some wn such that c − 2/n ≤ �(wn) ≤
c + 2/n, ||un − wn|| ≤ 2/

√
n, and ||�′(wn)|| < 4/

√
n.

By condition 1, (wn)n contains a subsequence converging to some w. Clearly,
�(w) = c, ||w|| = (R + r )/2, and �′(w) = 0. �

Remark 9.2. When c = a, Theorem 9.2 implies the existence of a critical point on
every sphere with center 0 and radius ρ ∈]r, R[.

Answering the question, “Is Theorem 9.1 still valid without assuming that the moun-
tain ridge has a nonzero thickness, i.e., when passing from a ring to a sphere (r = R)?”
would give a complete generalization of the MPT containing the limiting case.
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9.1.2 The Finite Dimensional Case

The answer was known to be yes in finite dimensions since the work of Pucci and
Serrin [727] who indeed located a critical point of level c on the sphere S(0, R). Pucci
and Serrin proved the existence of a critical point in the closure of an open ring A
around S(0, R) such that the distance from the boundary of A to S(0, R) can be taken
arbitrarily small. Then by the fact that the dimension of X is finite and using a standard
compactness argument, they showed that there is a critical point x0 ∈ S(0, R) with
�(x0) = a.

9.1.3 The Infinite Dimensional Case

In [746], Rabinowitz proved a stronger form of the dual MPT that includes the limit-
ing case providing, in some sense, an improvement of the result of Pucci and Serrin
(Theorem 9.1).

Theorem 9.3 (Limiting Case, Rabinowitz). Let � ∈ C1(X ; R) satisfying the (PS)
condition. Suppose that �(0) = 0 and that

�1. there is an open neighborhood B, of 0 such that

�|∂ B ≥ 0,

�2. and there is e �∈ B such that

�(e) ≤ 0.

Then there exists a critical value b of � at the level characterized by

b = sup
B∈W

inf
u∈∂ B

�(u),

where

W = {
B ⊂ X ; B is open, 0 ∈ B and e �∈ B

}
.

Moreover, if b = 0 there is a critical point of � on ∂ B.

Proof. If b > 0, the proof of Theorem 7.1 carries over this situation as remarked in
Chapter 8. So, we have to treat only the situation b = 0. Since 0 ∈ B and e �∈ B, we
can assume without loss of generality that

min(dist(e, B), dist(0, ∂ B)) > 1. (9.2)

Suppose by contradiction that � has no critical point on ∂ B. Since � satisfies (PS),
the intersection � ∩ ∂ B = ∅ where � is a neighborhood of K0, the set of critical points
of level 0 of �, which is compact. By the ascending deformation lemma (Theorem 8.3
on page 88), for ε > 0 sufficiently small, there is a deformation η ∈ C([0, 1] × X ; X )
such that

η(1, �−ε \ �) ⊂ �ε. (9.3)
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Then, by �1, we have that ∂ B ⊂ �−ε \ �. Therefore, by (9.3),

η(1, ∂ B) = ∂(η(1, B)) ⊂ �ε.

And then,

inf
η(1,∂ B)

� ≥ ε > 0. (9.4)

But since η is a homeomorphism, there is a point x ∈ X such that η(1, x) = 0. And
because

‖
0︷ ︸︸ ︷

η(1, x) −x‖ = ‖x‖ ≤ 1,

by (9.2), we get that x ∈ B; that is, η(1, B) is a neighborhood of 0. Also, e �∈ η(1, B).
Indeed, because η is a homeomorphism, η(1, y) = e for some y ∈ X and ‖η(1, y) −
y‖ = ‖e − y‖ ≤ 1. Hence, by the inequality (9.2), y �∈ B. So, we have proved that
η(1, B) is an open neighborhood of 0 such that e �∈ η(1, B). In other words, it is in W .
But then, (9.4) would contradict the assumption b = 0. �

But, is it possible to still get the same conclusion using the set � and the inf sup
argument as in the classical MPT?

The answer is yes again. Indeed, This has been done by many authors recently,
beginning with Ghoussoub and Preiss [427].

But before that and without passing by the dual sets, it is worth noticing that
de Figueiredo and Solimini gave a proof of the MPT in [302], also including the
limiting case arguing by contradiction. Their proof uses only properties of local min-
ima of a functional satisfying the (PS) condition and Ekeland’s variational principle.
But the corresponding critical value is not characterized by a minimax argument. The
proof relies on the following property.

Lemma 9.4. Let � ∈ C(X ; R) be a functional satisfying (PS). Suppose that u0 is a
local minimum of �, that is, there is some ε > 0 such that

�(u0) ≤ �(u) for all u ∈ B(u0, ε).

Then, for some 0 < ε0 ≤ ε, the following alternative holds. Either

i. there exists α, with 0 < α < ε0 such that

inf
S(u0,α)

�(u) > �(u0),

or
ii. for each α, with 0 < α < ε0, � admits a local minimum uα ∈ S(u0, α) such that

�(u0) = �(uα).

Proof. Take ε0 with 0 < ε0 ≤ ε and suppose that condition i does not hold. Then, for
any fixed α with 0 < α < ε0,

inf
S(u0,α)

�(u) = �(u0). (9.5)
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Let δ be a positive real number such that 0 < α − δ < α + δ < ε0 and consider the
restriction of � to the ring

R = {
u ∈ X ; α − δ ≤ ‖u − u0‖ ≤ α + δ

}
.

By (9.5), there is un such that

un ∈ S(u0, α) and �(un) ≤ �(u0) + 1

n
.

By Ekeland’s variational principle, there exists a vn ∈ R such that

�(vn) ≤ �(un), ‖un − vn‖ ≤ 1

n
, (9.6)

and

�(vn) ≤ �(u) + 1

n
||u − vn|| for any u ∈ R. (9.7)

Then, vn belongs to the interior of R for large n. Take u = vn + tw in (9.7),
where w ∈ X has norm 1 and t is sufficiently small. Tending t to 0, we get that
‖�′(vn)‖ ≤ 1/n. Using the first assertion in (9.6) and (PS) we conclude that there exists
a subsequence of (vn)n converging to some vα . So that �(vα) = �(u0), �′(vα) = 0,
and ‖vα − u0‖ = α. �

The exact statement of the version of the MPT attributed to De Figueiredo and
Solimini is the following.

Theorem 9.5 (Limiting Case, De Figueiredo and Solimini). Let � ∈ C1(X ; R) sat-
isfying the (PS) condition. Suppose that

inf
u∈S(0,R)

�(u) ≥ max{�(0), �(e)}, (9.8)

where 0 < r < ||e||. Then, � has a critical point u0 �= 0.

Proof. When the inequality (9.8) is strict, we just apply the classical MPT. Therefore,
let us assume equality in (9.8). If e is not a local minimum, we may assume that there
exists a point e′ near e with �(e′) < �(e). Therefore, by replacing e with e′, one of the
following two possibilities occurs.

• Either we gain strict inequality in (9.8) and again the classical MPT applies and we
are done,

• or equality persists and we have

inf
u∈S(0,r )

�(u) = �(0) > �(e).

We may also assume that

inf
u∈B(0,r )

�(u) = �(0) > �(e), (9.9)

because otherwise, the classical MPT would apply again. But (9.9) means that 0 is a
local minimum. So, we can apply the former lemma (Lemma 9.4) to conclude. �
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9.2 Mountain Pass Principle

The MPT proved to be a special case of a more general principle due to Ghoussoub and
Preiss [427], which also includes the limiting case and carries some information on the
location of the (PS) sequence found by the MPT. You may think of it as the counterpart
of Ekeland’s variational principle in the one-dimensional minimax setting. It was also
used, as we will see in Chapter 12, to derive some results that can help in understanding
the structure of the critical set in the situation of the MPT if appropriately exploited.

For this result, we need the following weaker form of the (PS) condition.

Definition 9.2. We will say that a C1-functional � satisfies the (PS) condition around
a set F at the level c if

(PS)F,c

{
every sequence (un)n in X that satisfies conditions i, ii, and iii,

has a convergent subsequence.

Theorem 9.6 (General Mountain Pass Principle, Ghoussoub and Preiss). Let � ∈
C1(X ; R). Consider the number

c = inf
γ∈�

max
t∈[0,1]

�(γ (t)),

where � is the set of all continuous paths joining two points u and v in X. Suppose that
F is a closed subset of X such that

F ∩ {u ∈ X ; �(u) ≥ c}
separates u and v. Then, there is a sequence (un)n in X such that

i. lim
n

dist (un, F) = 0,

ii. lim
n

�(un) = c, and

iii. lim
n

‖�′(un)‖ = 0.

If we suppose, moreover, that � satisfies (PS)F,c, then � has a critical point of level c
on F.

The proof uses Ekeland’s variational principle. We will sketch it here following
Ekeland [358, p. 13].

Proof. Instead of �, we will consider the perturbation �η defined by


�η(u) = �(u) if dist (u, F) ≥ 2η,

�η(u) ≤ �(u) + η2 for all u ∈ X,

�η(u) = �(u) + η2 if dist (u, F) ≤ η,

‖�′(u) − �′
η(u)‖ ≤ η.

Then,

inf
γ∈�

max
t∈[0,1]

�η(γ (t)) = c + η2.
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Thus, for γε ∈ � such that

max
t∈[0,1]

�(γε(t)) ≤ c + ε,

we have

max
t∈[0,1]

�η(γε(t)) ≤ c + ε + η2.

Moreover, if t is such that �η(γε( t )) = max
t∈[0,1]

�η(γε(t)), we have

�′(γε(t )) ≤ ε

and

dist ((γε(t )), F) ≤ 2η,

provided that ε < η2. �

In the standard MPT (Theorem 7.1), the geometric condition (7.1) means that {u ∈
X ; �(u) ≥ c} separates 0 and e. So, Theorem 9.6 applies with F = X .

The limiting case corresponds to the situation where u and v are separated by a
sphere on which � is larger or equal to c. Thus there, with

F = S = S ∩ {u ∈ X ; �(u) ≥ c},
one can apply Theorem 9.6 and find a critical point of � of level c on the sphere S.

Brézis and Nirenberg [153] also proved an MPT that includes the limiting case.
They used Ekeland’s variational principle and a perturbation different from that of
Ghoussoub and Preiss. We describe it in the Notes that follow.

Comments and Additional Notes

1. There; the question is closed and we got a happy ending. This is the reason for
the historical approach adopted. There are two things that must be kept in mind
after having read this chapter. First, in the case of a zero-altitude situation, not
only do we get a critical point corresponding to the “inf sup” value but we have
additional information on its location. (We know it is on S.) Second, we could
clearly see a beginning of distinction between the situations of the finite and
infinite dimensions. This will prove to be essential in the study of the critical set
in the situation of the MPT.

2. In the original statement of the mountain pass principle by Ghoussoub and Preiss,
the functional � was supposed to be continuous and Gâteaux differentiable on a
Banach space X such that �′ : X → X∗ is continuous from the norm topology
of X to the weak-∗ topology of X∗. By particular choices of F , this principle
was used to extend and simplify some results of Hofer [481] and Pucci and
Serrin [726, 727] concerning the structure of the critical set in the MPT (see
Chapter 12).
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� 9.I The Perturbation of Brézis and Nirenberg

In [153], Brézis and Nirenberg also proved a form of the MPT that includes the limiting
case (in a more general form), once using a quantitative deformation lemma (Theo-
rem 4.5 seen in Chapter 4) and a second time using Ekeland’s variational principle and
a perturbation argument different from that of Ghoussoub and Preiss. We describe here
the second approach to let the reader make the comparison.

Sketch of the proof of Brézis and Nirenberg [153] adapted to the case of the MPT.
For t ∈ [0, 1], set

ρ(t) = min{dist (t, {0, 1}), 1} = min{1 − t, t}
and consider, for any fixed ε > 0 and γ ∈ �, the perturbation

G(γ, t) = �(γ (t)) + ερ(t).

Set

�ε(γ ) = max
t∈[0,1]

G(γ, t),

cε = inf
γ∈�

�ε(γ ).

The functional γ �→ �ε(γ ) is continuous on �, and by Ekeland’s principle, there is a
γ ∈ � and there exists t0 ∈ {

t ∈ K ; G(γ, t) = �ε(γ )
}

such that

c ≤ cε ≤ c + ε

and

‖�′(γ (t0))‖ ≤ 2ε.

�

From the general mountain pass principle, we also obtain the following result that
already appears in an earlier paper [726] by Pucci and Serrin. It was used later to solve
some semilinear problems in a search of unstable solutions.

Corollary 9.7. Let � ∈ C1(X ; R) be a functional satisfying (PS). If � has a pair of
local minima (or maxima), then � possesses a third critical point.

Proof. Let u1, u2 be the two critical points and suppose that �(u1) ≥ �(u2). We may
suppose u1 = 0 and �(u1) = 0. Then, with e = u2, and B a small neighborhood of 0,
we conclude that � possesses a critical value c ≥ �(u1). Moreover, when c = �(u1),
� has a critical value on ∂ B. �

� 9.II Higher Dimensional Links and the Limiting Case

In [423,424], Ghoussoub considers the more general setting of the higher dimensional
links and the limiting case using Ekeland’s variational principle.
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Theorem 9.8 (MPT with Higher Dimensional Links and Limiting Case, Ghous-
soub). Let � be a C1-functional on a complete connected C1-Finsler manifold X, B
be a closed subset of X, and F be a class of compact subsets of X such that

a. every set in F contains B and
b. for any set A in F and any η ∈ C([0, 1] × X ; X ) satisfying η(t, x) = x for all

(t, x) ∈ ({0} × X ) ∪ ([0, 1] × B), one has η({1} × A) ∈ F.

Define c = infA∈F supx∈A �(x) and suppose there exists a closed subset F of X
such that A ∩ F ⊃ B �= ∅ for every A ∈ F and inf �(F) ≥ c. Then, for any sequence
of sets (An)n in F with lim supn �(An) = c, there exists a sequence (xn)n in X such
that

i. limn �(xn) = c,
ii. limn ‖d�(xn)‖ = 0,

iii. limn dist (xn, F) = 0, and
iv. limn dist (xn, An) = 0.

� 9.III Other MPT Versions with the Limiting Case

In the first part of [460], Guo et al. proved, in 1988, the following form of the MPT.

Theorem 9.9 (Guo et al.). If � : E → R is a C1-functional that satisfies the (PS)
condition on a real Banach space E, x0, x1 ∈ E and D is an open neighborhood of x0

such that x1 �∈ D,

inf �(∂D) ≥ max{�(x0), �(x1)}.
Then,

c = inf
γ∈�

max
t∈[0,1]

�(γ (t))

where

� = {
γ ∈ C([0, 1]; E), γ (0) = x0, γ (1) = x1

}
is a critical value of �. Moreover, if c = inf �(∂D), then ∂D ∩ Kc \ {x0, x1}) �= ∅.

The paper [730] (1987) by Qi is earlier than Ghoussoub and Preiss’s paper, and Qi
also proved an MPT for a continuously differentiable functional (satisfying the (PS)
condition) with the limiting case using a deformation lemma. See also [153, 333, 347,
348, 407].
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Palais-Smale Condition versus
Asymptotic Behavior

One of the most influential ideas in the modern era of variational calculus is
probably the new belief that the failure of the Palais-Smale condition is not al-
ways the final word and that a finer analysis of the behavior of non-convergent
(PS) sequences may require new variational methods that would prevent such an
eventuality.

I. Ekeland and N. Ghoussoub, New aspects of the calculus of variations in
the large. Bull. Am. Math. Soc., 39, no. 2, 207–265 (2001)

This chapter is a continuation of Chapter 2 wherein some introductory material on the Palais-
Smale condition was given. In particular, we will see that (PS) implies a particular asymptotic
behavior on the functional when some control is imposed on its level sets. We will also see some
examples of functionals where the functional has the geometry of the MPT but does not satisfy
(PS) and the inf max value is not critical. In the particular situation of the MPT, the geometric
conditions give some second-order information on (PS) sequences.

The Palais-Smale condition is considered by many authors to be quite stringent. For
example, Schechter gave a considerable effort trying to weaken or avoid its use in the
particular situation of the MPT and got many interesting results in many directions. We
will try to get an idea of its influence through the study of particular situations where
we have some information of the asymptotic behavior on the functional.

10.1 (PS), Level Sets, and Coercivity

We recall first that a real-valued functional � defined on a Banach space X is coercive
if �(u) → +∞ as ||u|| → ∞. As one can check immediately, � is coercive if and
only if for any real number d ∈ R, the set

�d = {
u ∈ X ; �(u) ≤ d

}
is bounded.

In [565], S. Li used a deformation lemma to prove the coercivity of functionals that
satisfy (PS) and are bounded from below.

103
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Proposition 10.1. If a C1-functional � : X → R is bounded from below and satisfies
(PS)c for all c ∈ R, then � is coercive.

Later, the same result was proved independently by Willem using his quantitative
deformation lemma, and again by Caklovic, Li, and Willem [164] using Ekeland’s
variational principle.

It was proved again another time by Costa and Silva [265] as a part of their study of
some aspects relating the (PS) condition, level sets, and coercivity.

We report the two nice and short proofs of this Proposition by Willem [954, Appen-
dix] and by Caklovic et al. [164].

Proof of Proposition 10.1 by Willem. By contradiction, if � was not coercive, then the
value

c = sup
{
d ∈ R; �d is bounded

}
would be finite. Let U be an open neighborhood of the compact set Kc, ε ∈ ]0, 1[, and
η be given by the quantitative deformation lemma. It follows from the definition of c
that the set (�c+ε \ U) is unbounded and that �c−ε is bounded. On the other hand,
η(1, �c+ε \ U) ⊂ �c−ε and η(1, .) : X → X maps unbounded sets into unbounded
sets; thus, we get a contradiction. �

The second proof from [164] is obtained as an immediate consequence of Ekeland’s
principle.

Proof of Proposition 10.1 by Caklovic et al. By contradiction, suppose that

c = lim inf
||u||→∞

�(u) ∈ R.

Therefore, for every n ∈ N \ {0}, there would exist un ∈ X such that

�(un) ≤ c + 1

n
and ||u|| ≥ 2n.

Ekeland’s principle with ε = c + (1/n) − infX � and λ = 1/n implies then the exis-
tence of vn ∈ X such that

�(vn) ≤ �(un) ≤ c + 1
n ,

||vn|| ≥ ||un|| − ||un − vn|| ≥ ||un|| − n ≥ n, and

||�′(vn)|| ≤ 1
n (c + 1

n − infX �).

Since ||vn|| → ∞, it follows that �(vn) → c. But �′(vn) → 0, which is a contradiction
with the (PS) condition. �

Remark 10.1. Note that the converse (coercivity implying (PS)) is valid in finite di-
mension only, as we saw in Proposition 2.1.

In [164], even the case of a functional � not bounded below is treated.

Proposition 10.2. Let X be a Banach space and let � : X → R be a C1-functional
satisfying (PS). If there is some d ∈ R such that �−1(d) is bounded, then |�| is coercive.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c09-13 CB577/Jabri-v1.cls June 27, 2003 19:52

10.1 (PS), Level Sets, and Coercivity 105

Proof. Without loss of generality, we can assume that d = 0. By the assumption
�−1(d)(= �−1(0)) is bounded, there is n0 such that �(u) �= 0 when ||u|| ≥ n0.

Suppose that

c = lim inf
||u||→∞

|�(u)| ∈ R.

For every n > n0, there exists un ∈ X such that |�(un)| ≤ c + 1/n and ||un|| ≥ 2n. By
Ekeland’s principle, with ε = c + (1/n) − infX |�| and λ = 1/n, there exists vn ∈ X
such that

|�(vn)| ≤ |�(un)| ≤ c + 1

n
,

||vn|| ≥ ||un|| − ||un − vn|| ≥ ||un|| − n ≥ n > n0, and

||�′(vn)|| ≤ 1
n (c + 1

n − infX |�|).
(The fact that �(w) �= 0 in a neighborhood of vn is used.) As shown earlier, ||vn|| → ∞,
�(vn) → c, and �′(vn) → 0 and we again get a contradiction with the (PS) condition.

�

The approach of Costa and Silva in [265] is somewhat different and relies on the
properties of the level sets. It is illustrated by the following result.

Proposition 10.3. Let � ∈ C1(X ; R) be bounded from below and set a = infX �. If �

satisfies (PS)a, then the set �a+α is bounded for some α > 0.

Proof. By contradiction, suppose that �a+α is unbounded for all α > 0. Then, there
would exist (vn)n ⊂ X such that

a ≤ �(vn) ≤ a + 1

n
and ||vn|| ≥ n.

Ekeland’s variational principle (with ε = 1
n and δ = 1/

√
n) implies then that there

exists a sequence (un)n ⊂ X satisfying

a ≤ �(un) ≤ �(vn) ≤ a + 1

n
,

�(un) ≤ �(u) + 1√
n
||u − un|| for all u ∈ X, and

||un − vn|| ≤ 1√
n
,

(10.1)

which implies that

�(un) → a, ||�′(un)|| ≤ 1√
n

→ 0,

and

||un|| ≥ n − 1√
n

→ +∞.

That is a contradiction with (PS)a . �

They also prove the slightly more general result.
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Proposition 10.4. Let � ∈ C1(X ; R) and c ∈ R such that{
�d is unbounded for d > c, and

�d is bounded for d < c.

Then, (PS)c does not hold. Precisely, there exists (un)n ⊂ X such that


i. �(un) → c,

ii. ||�′(un)|| → 0, and

iii. ||un|| → ∞.

(10.2)

Proof. By our assumptions, for any n ∈ N, there exists Rn ≥ n such that

�c−(1/n) ⊂ B(0, Rn). (10.3)

Consider the set Mn = X \ B(0, Rn) and set �n = �|Mn : Mn → R.

By (10.3), the following inequality holds:

cn ≡ inf
Mn

�n ≥ cn − 1

n
. (10.4)

Since �c+(1/n) is unbounded, there is v ∈ X such that

�(vn) ≤ c − 1

n
, (10.5)

and
||vn|| ≥ Rn + 1 + 1√

n
. (10.6)

So that vn ∈ Mn , and from inequalities (10.4) and (10.5), we get that

�(vn) ≤ c + 1

n
≤ cn + 2

n
. (10.7)

By Ekeland’s principle again (for ε = 2/n and δ = 1/
√

n), there exists un ∈ Mn such
that 



i. c − 1
n ≤ cn ≤ �(un) ≤ �(vn) ≤ c + 1

n ≤ cn + 2
n ,

ii. �(un) ≤ �(u) + 2√
n
||u − un|| for all u ∈ Mn, and

iii. ||un − vn|| ≤ 1√
n
.

(10.8)

By the relations (10.6) and (10.8iii), we have that

||un|| ≥ Rn + 1. (10.9)

So, un is in the interior of Mn . But (10.8ii) implies that

||�′(un)|| ≤ 2√
n
. (10.10)

Hence (10.8i), (10.10), and (10.9) yield, respectively, (10.2i), (ii), and (iii). �
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As a consequence, we get the following property for the level sets of a functional
satisfying (PS)c.

Corollary 10.5. Let � ∈ C1(X ; R) satisfying (PS)c. If �d is bounded for every d < c
then �c+γ is also bounded for some γ > 0.

Remark 10.2. We also have the following consequences.

1. The level set �c is bounded.
2. The conclusion of Corollary 10.5 holds whenever �c is bounded.
3. Proposition 10.3 is a consequence of Proposition 10.4 since it is generalized by

Corollary 10.5.
4. It is clear from Proposition 10.4 that this corollary holds true for a functional

satisfying a weaker condition than (PS)c. Namely,

any sequence (un)n ⊂ X such that{
�(un) → c,

�′(un) → 0,

must have a bounded subsequence.

This condition is different from (WPS)c seen in Chapter 2. Another consequence of
Proposition 10.4 is the following result.

Theorem 10.6. Let � ∈ C1(X ; R) be bounded from below. If � is not coercive, then it
does not satisfy (PS)c0 , where

c0 = sup
{
d ∈ R; �d is bounded

}
.

Proof. Set

C = {
d ∈ R; �d is bounded

}
.

Since � is bounded from below, we have C ⊃ ] − ∞, a] where a ≡ infX �. Hence, the
set C is nonempty. So, c0 = sup C is finite because �d is unbounded for all d > c0.

We conclude using Proposition 10.4. �

Remark 10.3. Proposition 10.1 is a direct and obvious consequence of the preceding
theorem.

In fact, we have that

c0 = sup C = inf
{
d ∈ R; �d is unbounded

}
.

For a discussion on the nature and interrelations between the sets

C = {
d ∈ R; �d is bounded

}
and

D = {
d ∈ R; � satisfies (PS)d

}
,

the interested reader is referred to [265].



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c09-13 CB577/Jabri-v1.cls June 27, 2003 19:52

108 10 Palais-Smale Condition versus Asymptotic Behavior

10.2 On the Geometry of the MPT and (PS)

We know that by using Ekeland’s principle and supposing only that a functional satisfies
the geometric conditions of the MPT, we can affirm that there exists a sequence of almost
critical points (un)n ⊂ X such that

�(un) → c = inf
γ∈�

max
t∈[0,1]

�(γ (t)),

where � is the set of all continuous paths joining 0 and e.
Without supposing (PS)c, the sequence (un)n may fail to have an accumulation point

and we cannot affirm that c is a critical value because � may lack compactness at that
level. Indeed, counterexamples were given by Nirenberg and Brézis.

Example 10.1. Consider the functional � : R
2 → R (see Figure 10.1) defined by

�(x, y) = | exp(x + iy) − 1|2

where i is an imaginary number such that i2 = −1. Then it can be checked easily that
F achieves its minimum 0 at (0, 0) and (0, 2π ), and that for r > 0 small enough

�(x, y) ≥ c0 > 0 for x2 + y2 = r.

On the other hand, 0 is the only critical value of �.

Example 10.2. In R
2, consider the function (see Figure 10.2)

�(x, y) = x2 − y2(x − 1)3.

Choose R in a way that

�(x, y) > 0 for 0 < x2 + y2 < R2

and

�(x0, y0) ≤ 0 for some (x0, y0) with x2
0 + y2

0 > R2.
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Figure 10.1. A mountain paysage lacking compactness (I)
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Figure 10.2. A mountain paysage lacking compactness (II).

There too, one checks easily that (0, 0) is the only critical point of �, while the real
number c given by the “inf sup” argument (7.2) in this case, in both examples, is positive
and then cannot be a critical value.

In the case of a finite dimensional space X , we saw that coercivity implies (PS)
while, even when X is infinite dimensional, there is still a close relation between the
asymptotic behavior of a functional � and the fact that it satisfies the (PS) condition
or not.

So, exploiting the fact that the geometric condition that appears in the MPT (in
the preceding examples in particular) are local, occurring in some ball B(0, R), and
modifying � outside B(0, R) for some R′ > R is crucial for the behavior of (PS) and
can raise up critical points of level c = inf max �.

10.3 Second-Order Information on (PS) Sequences in the MPT

Let � : H → R be a functional defined on a Hilbert space H .
We saw in Chapter 3 that when � is bounded from below, Ekeland’s principle yields

the existence of a minimizing sequence tending to the infimum of �,{
xn → infH �,

�(xn) → 0.
(10.11)

When � is of class C2, Borwein and Preiss proved the existence of a sequence (xn)n

which, in addition to satisfying (10.11), also satisfies

lim inf
n

〈�′′(xn)w, w〉 ≥ 0 for all w ∈ H.

When the functional � satisfies the geometric conditions of the MPT, Fang and Ghous-
soub [392] proved the existence of a sequence (xn)n in H which, in addition to being
a (PS) sequence, has an additional property involving the Hessian of �, which implies
that when this one is nondegenerate, any cluster point for (xn)n is a critical point of
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Morse index of at most one. This additional information in both results (minimization
and MPT) proves to be of primordial importance in applications (see [275, 583], for
example). The main result in [392] is the following.

Theorem 10.7. Let � : H → R be a C2-functional and let u, v ∈ H be such that the
value

c = inf
γ∈�

max
t∈[0,1]

�(γ (t))

is finite, where, as usual, � = {
γ ∈ C([0, 1]; H ); γ (0) = u and γ (1) = v

}
.

Suppose that �′ and �′′ are Hölder continuous in a neighborhood of
{
� = c

}
and

let F be a closed subset of �c that separates u and v.
Then, for any minimaxing sequence (γn)n ⊂ �, there exists a sequence (xn)n in H

such that

i. limn �(xn) = c;
ii. limn �′(xn) = 0;

iii. limn dist (xn, γn([0, 1])) = 0;
iv. limn dist (xn, F) = 0;
v. for each n, if 〈�′′(xn)u, u〉 < − 1

n ‖u‖2 for all u in a subspace E of H, then
dim(E) ≤ 1.

And in the case where F = �c, we obtain the following result in the situation of the
MPT.

Corollary 10.8. Let � : H → R be a C2-functional and let u, v ∈ H be such that

max
{
�(u), �(v)

}
< c = inf

γ∈�
max

t∈[0,1]
�(γ (t)).

Suppose that �′ and �′′ are Hölder continuous in a neighborhood of
{
� = c

}
. Then,

there exists a sequence (xn)n in H such that

i. limn �(xn) = c;
ii. limn �′(xn) = 0;

iii. for each n, if 〈�′′(xn)u, u〉 < − 1
n ‖u‖2 for all u in a subspace E of H, then

dim(E) ≤ 1.

In the situation of the finite dimensional MPT, we get as a corollary the more precise
result.

Corollary 10.9. Suppose that the situation of Corollary 10.8 holds with H = R
m (2 ≤

m < ∞). Let F be a closed subset of
{
� = c

}
that separates u and v. Then, there exists

a sequence (xn)n in H such that

i. limn �(xn) = c;
ii. limn �′(xn) = 0;

iii. limn dist (xn, F) = 0;
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iv. for each n, there exists at least m − 1 eigenvalues of λ1
n, . . . , λm−1

n of �′′(xn)
such that

lim inf
n

λi
n ≥ 0 for all i = 1, . . . , m − 1.

Comments and Additional Notes

Schechter [793] noticed that the (PS) condition at a level c has the drawback that it
requires sets of the form |G(u) − c| < ε, ||G ′(u)|| < ε, to be bounded for ε > 0
sufficiently small.

The condition (PS)c requires (PS) sequences of level c to be bounded. (In fact, this is
true for perturbations of the identity whose derivatives are compact, as we have seen.)
So, some substitutes must be proposed. We will see in Chapter 13 some that have been
formulated by Bartolo, Benci, and Fortunato, Cerami, Amrouss and Moussaoui, and
some other strategies proposed by Schechter. There is a large and valuable work by
Schechter on the subject.

Brézis [148] gives a brief summary of the current state of the treatment of varia-
tional problems that lack compactness using critical point theory, with an extensive
bibliography, arranged by topic. He focuses in particular on Dirichlet problems for
second-order elliptic problems with critical exponents and on the Yamabe problem. He
also discusses weaker versions of the (PS) conditions and results on the best constants
in the Sobolev inequalities.

� 10.I The Concentration Compactness Principle

In some situations, there is a lack of compactness, in the sense that (PS)c fails at certain
levels and, hence, not all (PS) sequences contain some convergent subsequence, but
it may still be possible to say when the problem possesses solutions. This happens,
for example, with the loss of compactness of the Sobolev embedding in unbounded
domains. Some tools used include special functions spaces where the compactness is
preserved or use of weighted Sobolev spaces. Another interesting technique developed
for this aim, proved to be useful in a certain number of situations to find solutions
when they exist by performing a careful study of the behavior of (PS) sequences, is the
concentration compactness principle of Lions [579–582]. It was used for minimization
problems and it was also combined with the MPT to study a certain number of problems
as in [65, 76, 102, 174, 193, 197, 200, 237, 251, 263, 395, 416, 443, 564, 595, 643, 762,
819, 854, 855, 890, 961, 1000, 1005]. The concentration-compactness principle is also
treated in some textbooks on variational methods, for example in [544, Chapter 3],
where the MPT together with the concentration compactness method are applied to
noncoercive elliptic problems on R

N , as well as in [517, 882].
In [192], Chabrowski formulated a concentration compactness principle at infinity,

which he used instead of the principle of Lions to treat some nonlinear elliptic equations.
More recently, Schindler and Tintarev [821] proved a more abstract formulation of the
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original form of Lions’ principle, which is stated for specific functional spaces. Their
result is expressed in terms of a noncompact group of bounded operators on a Banach
space.

� 10.II Hartree-Fock Equations for Coulomb Systems

Consider the Hartree-Fock equations

− �ϕi + V ϕi +
(

ρ ∗ 1

|x |
)

ϕi −
∫

R3
ρ(x, y)

1

|x − y|ϕi (y) dy

+ εiϕi = 0, for 1 ≤ i ≤ N ,

where V (x) = − ∑m
j=1 z j |x − x j |−1, m ≥ 1, z j > 0, x j ∈ R

3 are fixed,

(ϕ1, . . . , ϕN ) ∈ H1(R3)N ,
∫

R3 ϕiϕ
∗
j dx = δi j for 1 ≤ i, j ≤ N . Write Z = ∑m

j=1 z j

for the total charge of the nuclei.
The solutions of this problem are the critical points of the functional

E(ϕ1, . . . , ϕN ) =
N∑

i=1

∫
R3

|∇ϕi |2 + V |ϕi |2 dx

+ 1

2

∫∫
R2×R3

ρ(x)
1

|x − y|ρ(y) dxdy − 1

2

∫
R3×R3

1

|x − y| |ρ(x, y)|2 dxdy

on the manifold

F = {
(ϕ1, . . . , ϕN ) ∈ H1(R3)N ;

∫
R3

ϕiϕ
∗
j dx = δi j for 1 ≤ i, j ≤ N }

where z∗ is the conjugate of the complex number z, ρ(x) = ∑n
i=1 |ϕi |2(x) is the density,

and ρ(x, y) = ∑N
i=1 ϕi (x)ϕ∗

j (y) dxdy is the density matrix associated to (ϕ1, . . . , ϕn).
In [583], Lions showed that the functional E restricted to F does not verify the (PS)

condition. However, if Z > N , then E satisfies the following form of the (PS) condition:

Any sequence (xn)n ⊂ H such that

E(xn) → c, E ′(xn) → 0

and dim(E) ≤ k whenever E is a subspace of H such that 〈E ′′(xn)u, u〉 < − 1

n
‖u‖2 for

every u ∈ E admits a convergent subsequence

for every c ∈ R and any k ∈ N. This allows him to prove that the Hartree-Fock equations
have an infinite number of solutions. He approximates E with the functionals that are
associated with the same problem but restricted to a suitable approximating bounded
domain and obtains (PS) sequences with approximate second-order information using
Morse theory.
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� 10.III Coercivity versus (PS) and Nonsmooth Critical Point Theory

In [256] (a note on coercivity of lower semicontinuous functions and nonsmooth critical
point theory), Corvellec uses the notion of the weak slope of a lower semicontinuous
function defined on a metric space (see Chapter 16) to extend the result of coercivity
of a functional that satisfies (PS) and is bounded from below to a very general version
in this paper, such that almost all known results in this direction are included as special
cases. A kind of “uniform �-convergence” and the notion of F bounded from below
are introduced in the statement.

Using Ekeland’s principle, Chang and Shi proved the following result [215].

Theorem 10.10. Suppose that E is a closed convex set of a Banach space. Assume
that � : E → R is l.s.c., bounded from below, and satisfies the following form of the
(PS) condition:

Any sequence {xn} ⊂ E, along which �(xn) → α ∈ R and

inf
h∈E−xn

lim inf
t→0

[�(xn + th) − �(xn)]/t‖h‖ → β ≥ 0,

possesses a convergent subsequence,

Then, �(x) → ∞ as ‖x‖ → ∞.
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Symmetry and the MPT

In the present section, we shall develop methods, employing ideas contained in
some of L.A. Lyusternik’s work, which allow us to establish the existence of a
denumerable number of stable critical values of an even functional – they do not
disappear under small perturbations by odd functionals.

M.A. Krasnosel’skii, Topological methods in the theory nonlinear
integral equations, 1956.

This chapter is devoted to the study of the symmetric MPT and its subsequent extensions. It is
a multiplicity result asserting the existence of multiple critical points, when the functional is
invariant under the action of a group of symmetries. It has been stated in the same time as the
classical MPT by Ambrosetti and Rabinowitz [50]. This theorem can be seen as an extension of
older multiplicity results of Ljusternik Schnirelman type. We will also review two other ways
of obtaining multiplicity results; a procedure that inductively uses the (classical) MPT and does
not pass by any Index theory, and a generalization of the symmetric MPT, the fountain theorem
of Bartsch and its dual form by Bartsch and Willem.

Some basic references for the material presented here include [93, 734, 748, 882]
and of course [50]. The lecture notes [93] by Bartsch discuss very nicely and exhaus-
tively the role of symmetry in variational methods.

When a functional is invariant under a group of symmetries, we expect the existence
of infinitely many solutions. This was remarked on by Ljusternik and Schnirelman
in 1930. The symmetric MPT constitutes a twofold extension of the Ljusternik-
Schnirelman theorem. It deals with unbounded functionals on Banach spaces.

11.1 Ljusternik-Schnirelman Theory

In the early 1930s, Ljusternik and Schnirelman developed a critical point theory for
differentiable functions on finite dimensional Hilbert manifolds. They adopted the same
technique as in Morse theory; that is, the critical points are obtained by deforming the
manifold along gradientlines.

114
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We begin by stating the finite dimensional result of Ljusternik and
Schnirelman [592]. It is probably the earliest multiplicity result for symmetric func-
tionals.

Theorem 11.1 (Ljusternik-Schnirelman). Let � ∈ C1(RN ; R) be an even function.
Then, the restriction of � to the unit sphere SN−1 of R

N possesses at least N distinct
pairs of critical points.

This result has many infinite dimensional parents that naturally require some ad-
ditional compactness. As usual, this is the (PS) condition. In a chronological order,
the first extensions are due to Krasnoselskii [534] and Schwartz [824] who considered
C2-functionals on C2 Hilbert manifolds. Then, Palais [694] and Browder [156] con-
sidered C1-functionals on C2 Finsler manifolds. More recently, Szulkin removed the
condition on the space in [891] where he supposes only that the functional is of class C1.
He also proved a yet more recent extension to functions of the form I = � + ψ , where
� ∈ C1(X, R) and ψ : X → (−∞, +∞] is convex and lower semicontinuous. (See the
final Notes at the end of this chapter.) We present here the following infinite dimensional
extension of the Ljusternik-Schnirelman theorem.

Theorem 11.2 (Rabinowitz). Let X be an infinite dimensional Hilbert space, and
consider an even functional � ∈ C1(X ; R). If �|∂ Br satisfies (PS) and is bounded
below for some r > 0, then � possesses infinitely many pairs of critical points.

Remark 11.1. Theorem 11.2 is also valid with the (PS) condition replaced by (PS)c j

for each 1 ≤ j ≤ N where the c j ’s will be defined in the proof. This is more convenient
for the treatment of applications in which requiring (PS) may be stringent.

Theorem 11.2 has some interesting applications (see, for example, Rabi-
nowitz [748]). We will prove these two results as a direct consequence in application
of the index theory (as formulated by Rabinowitz [744]).

11.1.1 Index Theory

Suppose that X is a Banach space with a compact group action G. Let

S = {
A ⊂ X ; A is closed and g(A) = A for all g ∈ G}

be the set of G-invariant subsets of X . Consider also the class of all G-equivariant
mappings of X :

� = {
γ ∈ C(X ; X ); γ (g(x)) = g(γ (x)) for all g ∈ G and all x ∈ X

}
.

If G �= {e}, denote the set of fixed points of G by

Fix G = {
x ∈ X ; gx = x for all g ∈ G

}
.

The definition of the general concept of index is the following.
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Definition 11.1. An index for the triple (G,S, �) is a mapping Ind : S → N ∪ {∞}
such that for all A, B ∈ S and γ ∈ �, the following properties hold:

1. Definiteness: Ind (A) = 0 ⇐⇒ A = ∅.
2. Monotonicity: A ⊂ B ⇒ Ind (A) ≤ Ind (B).
3. Subadditivity: Ind (A ∪ B) ≤ Ind (A) + Ind (B).
4. Supervariance: Ind (A) ≤ Ind

(
γ (A)

)
.

5. Continuity: If A is compact and A ∩ Fix G = ∅, then Ind (A) < ∞ and there is
a G-invariant neighborhood N of A such that Ind (N ) = Ind (A).

6. Normalization: If u �∈ Fix G, then Ind
( ⋃

g∈G gu
) = 1.

Property 4 is also known as the mapping property.

The Krasnoselskii Genus

The Krasnoselskii genus is a particular index that will be used to prove the symmetric
MPT. The notion of index will not be needed in all its generality. This simple example
of index notion is a tool that measures the “size” of symmetric sets, to quote
Rabinowitz [748].

It is defined for the symmetric group G = Z2 = {Id , −Id},
S = {

A ⊂ X ; A closed and A = −A
}
,

the set of closed symmetric subsets of X , and Fix G being the singleton {0}.
This particular index is called the (Krasnoselskii) genus and is denoted by γ .

Definition 11.2. Let A ∈ S. We denote γ (A) = N and say that A has genus N if N is
the smallest integer such that there is an odd continuous function f ∈ C(A; R

N \ {0}).
Otherwise, γ (A) is set to ∞.

We can easily check that γ satisfies the properties of an index. We also have the
following useful information that exhibits some similarity between the notion of genus
and that of dimension of a linear space.

Proposition 11.3. Let A be a symmetric bounded neighborhood of 0 in R
N . Then,

∂ A ∈ S and γ (A) = N.

The fact that γ (A) ≤ N is trivial. And if we suppose that the inequality is strict, we get a
contradiction with the Borsuk-Ulam theorem. (The details may be found, for example,
in the book [315] by Deimling.)

This result has also a converse.

Proposition 11.4. Suppose that X is a Hilbert space, A ⊂ X is compact, symmetric,
and γ (A) = m < ∞. Then A contains at least m mutually orthogonal vectors

(
uk

)m
k=1,

i.e., (uk, ul ) = δkl where δkl = 1 if k = l and δkl = 0 if not (Kronecker index).

Proof. Let
{
u1, . . . , u�

}
be a maximal set of the mutually orthogonal vectors in A,

and denote W = span
{
u1, . . . , u�

}  R
�. The orthogonal projection π : X → W is
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an odd continuous mapping and π |A : A → R
� \ {0}. Since by assumption γ (A) = m,

we conclude that � ≥ m. �

Remark 11.2. If A = {
u1, . . . , uk, −u1, . . . , −uk

}
is finite, symmetric, and 0 �∈

A, then γ (A) = 1. More generally, if B ⊂ X is closed and B ∩ −B = ∅, then
γ (B ∪ (−B)) = 1. It suffices to consider the odd function ϕ ∈ C1(B ∪ (−B); R \ {0})
defined by ϕ(x) = 1 if x ∈ B and ϕ(x) = −1 if x ∈ (−B).

Now, we can prove Ljusternik-Schnirelman theorem (Theorem 11.1).

Proof of Theorem 11.1. The idea of the proof consists of minimaxing � over N families
of sets � j , 1 ≤ j ≤ N , to obtain N critical points. Consider

� j = {
K ∈ SN−1; γ (K ) ≥ j

}
, 1 ≤ j ≤ N .

Using the properties of the index, we easily obtain the following relations.

The set � j �= ∅, for all 1 ≤ j ≤ n.
Monotonicity: � j+1 ⊂ � j .
Excision: If B ∈ � j and A ∈ S with γ (A) ≤ s < j , then B \ A ∈ � j−s .
Invariance: If f ∈ C(SN−1; SN−1) is odd, then f (� j ) ⊂ � j .

Then set

c j = inf
B∈� j

max
x∈B

�(x), for 1 ≤ j ≤ n. (11.1)

We will show that the c j ’s are critical values of �|SN−1 for 1 ≤ j ≤ N , but this is not
sufficient to prove our theorem, because some of the c j ’s may coincide and then we
would not be able to certify that there are n pairs of critical points of �|SN−1 . So, we
must prove the following. If we denote

Kc =
{

x ∈ SN−1; �(x) = c and
(
�|SN−1

)′
(x) = 0

}
,

then we have the property that
(
c j = . . . = c j+k−1 ≡ c

)
implies that γ (Kc) ≥ k. (11.2)

Notice that by the former remark, if k > 1 in (11.2), Kc contains infinitely many critical
points.

To prove (11.2), suppose by contradiction that γ (Kc) < k. By the continuity prop-
erty, there is a δ > 0 such that γ (Nδ(Kc)) = γ (Kc). Notice that Nδ(Kc) �⊂ SN−1. So,
denoting by

O = Nδ(Kc) ∩ SN−1,

we get that

Kc ⊂ O ⊂ Nδ(Kc).

Hence, by monotonicity, γ (O) < k.
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Now, by the deformation lemma and for ε small enough, there is some continuous
deformation η ∈ C([0, 1] × SN−1; SN−1) such that

η(1, �c+ε \ O) ⊂ �c−ε.

Choose B ∈ � j+k−1 such that B ⊂ �c+ε; that is,

max
x∈B

�(x) ≤ c + ε.

Then,

max
x∈η(1,B\O)

�(x) ≤ c − ε. (11.3)

But by the excision property, B \ O ∈ � j , and by invariance, η(1, B \ O) ∈ � j . Then,
the definition of c = c j implies that

max
x∈η(1,B\O)

�(x) ≥ c

and contradicts (11.3). �

Historical Remark – First Index

A variety of indices have been introduced for locally compact Lie groups
[104,385,386] to characterize critical points of functionals with some particular sym-
metries. The Ljusternik-Schnirelman category [592] is the first known example of index;
it was introduced in 1934.

Let X be a topological space and consider a closed subset A ⊂ X . A is said to have
category k relative to X , which is denoted

cat
X

A = k

if A is covered by k closed contractible sets in X and k is minimal with this property.
We recall that a subset C ⊂ X is contractible in X if it can be mapped continuously in
X into a single point of X .

The notions of genus, category, Morse-Conley index, and so forth are all easily and
clearly defined but are difficult to compute in practice except when the group acting on
X is S1 or Z/pZ for some prime number p (cf. [93]).

11.2 Symmetric MPT

The symmetric MPT may be considered an extension of the Ljusternik-Schnirelman
theorem to Banach spaces and unbounded (from below or from above) functionals. Its
exact statement is the following.
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Theorem 11.5 (Symmetric MPT, Ambrosetti-Rabinowitz). Let X be a real infi-
nite dimensional Banach space and � ∈ C1(X ; R) a functional satisfying (PS). If �

satisfies

i. �(0) = 0 and there are constants ρ, α > 0 such that

�|∂ Bρ ≥ α,

ii. � is even, and
iii. for all finite dimensional subspaces X̃ ⊂ X, there exists R = R(X̃ ) > 0 such

that

�(u) ≤ 0 for u ∈ X̃ \ BR(X̃ ),

then � possesses an unbounded sequence of critical values (as usual) characterized
by a minimax argument.

Condition iii is the natural generalization to our new context of the condition

�(e) < max
u∈S(0,R)

�(u), ‖e‖ > R.

Proof. We begin with an intermediate result.

Lemma 11.6. There is a sequence (� j ) j satisfying the following properties:

Each set � j �= ∅, for all 1 ≤ j ≤ n.
Monotonicity: � j+1 ⊂ � j .
Excision: If B ∈ � j and A ∈ S with γ (A) ≤ s < j , then B \ A ∈ � j−s .
The following modified version of the invariance property:

If f ∈ C(SN−1; SN−1) is odd, then f (� j ) ⊂ � j .

Moreover, the reals (c j ) j defined in (11.1) are critical values of � for each j ∈ N and
are unbounded.

We begin by choosing a sequence of unit vectors (em)m such that em+1 �∈
span {e1, . . . , em} ≡ Xm . Set Rm = R(Xm), Dm ≡ BRm ∩ Xm , and

Gm = {
h ∈ C(Dm ; X ); h is odd and h = Id on ∂ BRm ∩ Xm

}
.

Since Id ∈ Gm , the set Gm is nonempty.
Set

� j = {
h(Dm \ Y ); m ≥ j, h ∈ Gm, Y ⊂ X and γ (Y ) ≤ m − j

}
.

The sets � j are nonempty for all j ∈ N. Likewise, the monotonicity of (� j ) j , the
excision property, and the fact that

if ψ ∈ C(X ; X ) is odd and ψ = Id on ∂ BRm ∩ Xm for all m ∈ N, then ψ maps � j into � j

for each j ∈ N

follow easily.
Now, let c j as in (11.1) for each j ∈ N. Since each B ∈ � j is compact, c j < ∞.
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Claim 11.1.

c1 ≥ α > 0. (11.4)

Assume that (11.4) holds true. It follows that c j is a critical value for each j ∈ N. The
multiplicity assumption

(
c j = . . . = c j+k−1 ≡ c

)
implies that γ (Kc) ≥ k (11.5)

also holds. Indeed, notice first that c = c j ≥ c1 ≥ α by the monotonicity and (11.1).
Therefore, 0 �∈ Kc since �(0) = 0. Hence, Kc ∈ S. Using (PS) and the fact that the
genus of a compact set is finite, γ (Kc) < ∞. Now, if γ (Kc) < k, by the continuity
property there is a δ > 0 such that γ (Nδ(Kc)) < k. By the deformation lemma, there
is a deformation η ∈ C([0, 1] × X ; X ) for ε ≤ α/2 such that

η(1, �c+ε \ {Nδ(Kc)}) ⊂ �c−ε. (11.6)

Choose B ∈ � j+k−1 such that

max
B

� ≤ c + ε. (11.7)

By (11.6),

max
{
� ◦ η(1, B \ {Nδ(Kc)})} ≤ c − ε. (11.8)

But, by excision B \ {Nδ(Kc)} ∈ � j and by the choice of ε, the mapping property:

if A, B ∈ S and ψ ∈ C(A, B) is odd, then γ (A) ≤ γ (B), and if ψ ∈ C(A; X ) is an odd
homeomorphism, γ (ψ(A)) = γ (A),

we have that η(1, .) ∈ Gm for all m ∈ N. Hence, by the modified version of the in-
variance property defined earlier, η(1, B \ {Nδ(Kc)}) ∈ � j . The definition of c j then
gives

max
{
η(1, B \ {Nδ(Kc)})} ≥ c, (11.9)

which is a contradiction with (11.8). So, (11.5) is true.
We now have to verify (11.4). Let B ∈ � j , B = h(Dm \ Y ) where Y ∈ S and

γ (Y ) ≤ m − 1. Since � ≥ α on ∂ Bρ by condition i and �(u) ≤ 0 outside Dm in Xm

by condition iii, we have that ρ < Rm . Let

�̂ = {
x ∈ Dm ; h(x) ∈ Bρ

}
and let � denote the component of �̂ containing 0. Since h is odd and h = Id on
∂ BRm ∩ Xm , the set � is a symmetric bounded open neighborhood of 0 in Xm . So,
identifying Xm with R

m we get γ (∂�) = m.
Moreover, if x ∈ ∂�, h(x) ∈ ∂ Bρ . Denote

W = {
x ∈ Dm ; h(x) ∈ ∂ Bρ

}
.

We have that γ (W ) ≥ γ (∂�) = m because if γ (B) < ∞, γ (A \ B) ≥ γ (A) − γ (B).
So, ∂� ⊂ W and γ (W \ Y ) ≥ m − (m − 1) = 1. Thus W \ Y �= ∅ and there exists
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ζ ∈ W such that h(ζ ) ∈ B ∩ ∂ Bρ . Accordingly, by condition i,

max
B

� ≥ �(h(ζ )) ≥ inf
∂ Bρ

� ≥ α. (11.10)

And since this is true for any set B in �1, we have that c1 ≥ α.
To complete the proof, we must show that c j → ∞ as j → ∞. Suppose by con-
tradiction that this is not the case. Since by monotonicity (c j ) j is a monotone non-
decreasing sequence, there is c < ∞ such that c j → c as j → ∞. In fact, c > c j for
all j . Otherwise, by (11.5) we would have γ (Kc) = ∞. However, the set Kc ∈ S and
is compact, so γ (Kc) < ∞. Set

H = {
u ∈ X ; c1 ≤ �(u) ≤ c and �′(u) = 0

} =
⋃

c1≤c≤c

Kc.

By (PS), H is compact and by condition ii and (11.10), H ∈ S. Again, the continuity
property and the fact that the genus of a compact set is finite, there is a δ > 0 such that
γ (Nδ(H)) = γ (H) < ∞. Suppose now that γ (H) = n. By the deformation lemma, for
c = c there is some ε < c − c1 and a deformation η ∈ C([0, 1] × X ; X ) with η(1, u)
odd such that

η
(

1, �c+ε \ Nδ(H)
)

⊂ �c−ε. (11.11)

Choose the smallest m such that

cm > c − ε. (11.12)

We have that m > 1 because c − ε > c − (c − c1) = c1. Take B ∈ �m+n such that

max
B

� ≤ c + ε. (11.13)

Then η(1, u) = u is in ∂ BRn ∩ Xk for all k ∈ N. Hence, by excision and by the modified
version of the invariance property, both B \ Nδ(H) and η(1, B \ Nδ(H)) belong to �m .
But then, by (11.11)–(11.13) we have that

cm ≤ max
{
η

(
1, B \ Nδ(H)

) } ≤ c − ε < cm,

which is absurd. �

Courant-Fischer Minimax Principle

It is interesting to compare the symmetric MPT, which is only a particular case of a
more general minimax principle for invariant functionals under the action of a group
of symmetries, to the Courant-Fischer minimax principle in the linear spectral theory.
Let L : R

N → R be a symmetric linear mapping, then the �th eigenvalue of L is given
by the formula

λ� = min
X�⊂R

N

dim X�=�

max
u∈X�||u||=1

(Lu, u).

Using a language proper to critical point theory, this problem of determining the
eigenvalues of L can be transformed into the following. Consider the functional
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�(u) = (Lu, u) on the unit sphere SN−1 of R
N and compute c� as described in the

minimax principle (11.1). We can easily check that � satisfies (PS) and that the critical
value c� = λ�.

Notice also the analogy between the facts that

• when λ� = · · · = λ�+m−1 = λ coincide, then L has an m-dimensional eigenspace
of eigenvectors associated to λ and

• when c�+1 = · · · = c�+m−1 = c, then γ (Kc) ≥ m.

The assumptions of Theorem 11.5 can be weakened a little. But we don’t get this for
free and the price to pay, to quote Rabinowitz [748] once again, is that the c j ’s as
defined in (11.1) will no longer be critical values of � unless j is sufficiently large.

Theorem 11.7. Suppose that X is a real Banach space and � ∈ C1(X ; R) satisfies
(PS). Denote by X⊥

j a supplementary subspace to X j , i.e., X = X j ⊕ X⊥
j . If � satisfies

assumptions ii and iii of Theorem 11.5 and

i.′ There are constants ρ, α > 0 and n ∈ N such that

�|∂ Bρ∩Xn ≥ α,

then � possesses an unbounded sequence of critical values.

Proof. Define c j as in the proof of Theorem 11.5 and argue exactly the same way.
Notice only that there, there is a small difference. We can no longer show that c1 ≥ α,
but merely that cm+1 ≥ α. �

11.3 A Superlinear Problem with Odd Nonlinearity

The symmetric MPT is an efficient tool for obtaining multiplicity results in a semilinear
Dirichlet problem with odd nonlinearities. Indeed, consider the problem

(P)

{−�u(x) = f (x, u(x)) in �

u(x) = 0 on ∂�,

where � is a bounded domain of R
N with smooth boundary, where N ≥ 3, and f : R →

R is supposed to be a Carathéodory function with potential F(x, t) = ∫ t
0 f (x, s) ds.

Then, we have the result.

Theorem 11.8. Suppose that f satisfies the following:

f 1. f is odd in u, i.e., f (x, −u) = − f (x, u).
f 2. There exists p ≤ 2∗ = 2N

N−2 such that f satisfies the growth condition

| f (x, s)| ≤ C(1 + |s|p−1)

almost everywhere.
f 3. There are constants µ > 2 and r > 0 such that for almost every x ∈ � and all

|s| ≥ r

0 < µF(x, s) ≤ s. f (x, s).

Then (P) admits an unbounded sequence of solutions.
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Proof. The problem (P) corresponds to the Euler-Lagrange equation of the functional

�(u) = 1

2

∫
�

|∇u(x)|2 dx −
∫

�

F(x, u(x)) dx

on H1
0 (�).

Notice that because f is odd, � is even and �(0) = 0. That is why no condition on the
nonlinearity controlling the behavior of � near 0 was required.

As seen before in application of the (classical) MPT to the superlinear problem, the
growth condition f 2 implies that � is of class C1 and that its critical points are weak
solutions of (P).

The functional � satisfies (PS) also. Indeed, by f 2, the map u �→ f (., u) takes
bounded sets of L p(�) into bounded sets of L p/(p−1)(�) ⊂ H−1(�). But by Rel-
lich’s theorem, the embedding H1

0 (�)
↪→
↪→ L2(�) is compact. Therefore, the map

K : H1
0 (�) → H−1(�) where K (u) = f (., u) is compact. And since �′(u) = −�u −

f (., u), it suffices, by Proposition 2.2, to show that any (PS) sequence (un)n is bounded
in H1

0 (�). Using f 2 and f 3, this fact follows exactly as in the application of the MPT
to the superlinear problem.

Denote by 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · the eigenvalues of −� on H1
0 (�) and by ϕ j the

eigenvalue corresponding to λ j .

Claim 11.2. For k0 sufficiently large, there exist ρ > 0 and α > 0 such that for any
u ∈ X+ = span {ϕk ; k ≥ k0} with ||u||H1

0 (�) = ρ,

�(u) ≥ α.

Indeed, by f 2, the embedding H1
0 (�) ↪→ L2∗

(�), and Hölder’s inequality, we have for
u ∈ V +,

�(u) ≥ 1

2

∫
�

|∇u(x)|2 dx − C

∫
�

|u(x)|p dx − C

≥ 1

2
||u||2

H1
0 (�)

− C ||u||r
L2 ||u||p−r

L2∗ − C

≥
(

1

2
− C1λ

−r/2
k0

||u||p−2
H1

0 (�)

)
||u||2

H1
0 (�)

− C2,

where r/2 + (p − r )/2∗ = 1. In particular, r = N (1 − ρ/2∗) > 0 and we may take
ρ = 2

√
(C2 + 1) and choose k0 ∈ N such that

C1λ
−r/2
k0

ρ p−2 ≤ 1

4

to achieve the relation

�(u) ≥ 1 = α for all u ∈ V + with ||u||H1
0 (�) = ρ.

Now, take X− = span
{
ϕ j ; j < k0

} = (X+)⊥.
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As in the proof of Theorem 7.3, condition f 3 yields that on any finite dimensional
subspace W ⊂ H1

0 (�), there is a Ci = Ci (W ) > 0 such that

sup
u∈∂ BR (0;W )

�(u) ≤ C1 R2 − C2 Rµ + C3 → −∞ as R → ∞.

Apply then the symmetric MPT to get an unbounded sequence of critical values
of �. �

11.4 Inductive Symmetric MPTs

We present now some variants and generalizations of the symmetric MPT.
In [737, 786], Ruf showed that the critical values obtained via index theories, in some
semilinear problems, may also be obtained by using the MPT in an inductive procedure.

Indeed, consider the variational principle for finding the eigenvalues of the Laplacian
by the Courant principle (seen earlier). Let � ⊂ R

N be a bounded domain and consider{−�u = λu in �,

u = 0 on ∂�.
(11.14)

The associated functional is �(u) = ∫
�

|∇u|2 dx on H1
0 (�) and the kth eigenvalue is

given by

λk = inf
Ek∈Ek

sup
u∈Ek∩SL2

�(u),

where SL2 denotes the unit L2-sphere in H1
0 (�) and Ek is the set of all k-dimensional

linear subspaces Ek of H1
0 (�).

Consider now the nonlinear eigenvalue problem{−�u + g(x, u) = λu in �,

u = 0 on ∂�,
(11.15)

where g : � × R → R is continuous, odd, and satisfies a suitable growth condition.
Setting, for ρ > 0,

Bk(ρ) = {
B ⊂ ρSL2 ⊂ H1

0 (�); γ (B) ≥ k
}
,

where γ is the genus, one finds the eigenvalues of (11.15) by

µk(ρ) = inf
B∈Bk

sup
u∈B

�(u),

where �(u) = 1
2

∫
�

|∇u|2 + ∫
�

G(x, u).

Remark 11.3. Similar constructions can be done for other compact groups provided a
Borsuk-Ulam–type theorem is available. For example, an S1-action developed in [118]
is used in [786] following this procedure to study the Fučik spectrum associated to the

operator − d2

dt2
.
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Generalized MPTs [737] are obtained as follows. Let

�k = {
σ : Dk → E continuous; σ |∂ Dk = Id

}
,

where Dk denotes a k-dimensional closed ball in E . Then,

c = inf
σ∈�

max
u∈σ (Dk )

�(u)

is a critical value provided that for every σ ∈ �k one has

max
σ (Dk )

≥ max
∂ Dk

�(u) + δ for some δ > 0.

The way Ruf inductively used MPTs to get the values that were obtained earlier using
the index theory is the following. Consider, for example, the nonlinear eigenvalue
problem (11.15).

1. First, we have λ1(ρ) = infρSL2 �(u). Denote by ±v1 ∈ ρSL2 the corresponding
eigenfunctions. Then, define

�2 = {
γ2 : [−1, 1] → ρSL2 ⊂ H1

0 (�) continuous; γ2(±1) = ±v
}
,

and set

c2(ρ) = inf
�2

sup
γ2∈�2

�(u).

The mountain pass procedure can be applied to �2 provided that, for some δ > 0,

sup
γ2

�(u) ≥ λ1 + δ for every γ2 ∈ �2,

in which case one obtains that c2(ρ) = λ2(ρ), the second (variational) eigenvalue
of (11.15), is a critical value.

2. To proceed to the next step, choose for a given ε > 0 a path γ2,ε ∈ �2 such that
supγ2,ε

�(u) ≤ c2 + ε. Think of this path as defined on the semi-circle S1+ =
{(x1, x2) ∈ R

2; x2
1 + x2

2 = 1 and x2 ≥ 0} and extend it to the full circle S1 ⊂ R
2

by oddness, that is, set γ̃2,ε : S1 → SL2 , γ̃2,ε = −γ2,ε on S1− = −S1+. Then, set

�3 = {γ3 : D2 ⊂ R
2 → SL2 continuous ; γ3|∂ D2 = γ̃2,ε},

where D2 is the unit disk in R
2. This family depends on ε. If now

c3(ρ, ε) = inf
�3

sup
γ3∈�3

�(u) > c2(ρ),

then c3(ρ, ε) is a critical value that does not depend on ε; that is, c3(ρ, ε) =
λ3(ρ).

3. To continue, choose again γ3,ε ∈ � such that supγ3,ε
� ≤ c3 + ε. Then, think-

ing of this mapping as defined on the hemisphere S2+ = {
(x1, x2, x3) ∈ R

3;∑3
i=1 x2

i = 1 and x3 ≥ 0
}
, extend it again by oddness to γ̃3,ε : S2 → ρSL2 .

Defining the family

�4 = {
γ4 : D3 ⊂ R

3 → ρSL2 continuous; γ4|∂ D3 = γ̃3,ε

}
,
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one sets

c4(ρ, ε) = inf
�4

sup
γ4∈�4

�(u),

and so on.
4. In general,

ck(ρ, ε) = inf
�k

sup
γk∈�k

�(u). (11.16)

The same approach works also for the S1-symmetry and the Fučik spectrum
problem as evoked earlier.

An advantage of the inductive symmetric mountain pass theorem is that it also works
for functionals with perturbed symmetry. Indeed, consider the problem{−�u + g(x, u) = λu + f in �,

u = 0 on ∂�,
(11.17)

where the forcing term f ∈ L2(�) and g : � × R → R is continuous, odd, and its
associated potential satisfies 1

t2 G(x, t) → 1
2β(x) as |t | → +∞ where β ∈ C(�).

The corresponding action � f is clearly not symmetric, but is considered a pertur-
bation of the eigenvalue problem (11.15). Keeping the notation ck(ρ, ε) for the values
given by (11.16), set

ak(ε) = lim
ρ→∞

1

ρ2
ck(ρ, ε)

and

bk+1 = lim
ρ→∞

1

ρ2
ck+1(ρ, ε).

Then, we get the following result.

Theorem 11.9 (Ruf). Assume that for some k ∈ N and ε > 0, we have ak(ε) < λ <

bk+1(ε) and assume that the action � f associated to the perturbed problem satisfies
(PS). Then (11.17) has a solution for every f ∈ L2(�) obtained via an inf sup argument.

11.5 The Fountain Theorem

We shall now see a generalization of the symmetric MPT due Bartsch [91] known as
the fountain theorem. It is presented nicely by Willem in [957] using his quantitative
deformation lemma. Bartsch and Willem are the authors of a dual version of the fountain
theorem (see [957]).

First, we state an equivariant version of the quantitative deformation lemma of
Willem (Lemma 4.2).

Lemma 11.10. Assume that a compact group G acts isometrically on the Banach
space X. Let � ∈ C(X ; R) be equivariant and S ⊂ X be invariant. Assume that c ∈ R,
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ε, δ > 0 satisfy (4.2). Then, there exists η ∈ C([0, 1] × X ; X ) satisfying properties
i.–vi. of Lemma 4.2 and
v. η(t, .) is equivariant for every t ∈ [0, 1].

The fountain theorem depends on the notion of admissible action, which is a form
of Borsuk-Ulam–type condition.

Definition 11.3. Assume that the compact group G acts diagonally on V k where V is
a finite dimensional space:

g(v1, . . . , vk) = (gv1, . . . , gvk).

Then, the action of G is admissible if every continuous equivariant map ∂U → V k−1

has a zero, where U is an open bounded invariant neighborhood of 0 in V k , k ≥ 2.

In other words, there does not exist an equivariant map ∂U → V k−1 \ {0}. It is then
clear that an admissible action has a trivial fixed point set reduced to {0} and that the
antipodal action of G = Z/2 on V = R is admissible by the Borsuk-Ulam theorem. In
fact, it suffices to restrict U to the unit ball in V k (cf. Bartsch [93]).

Consider the following situation:
A1. The compact group G acts isometrically on the Banach space X = ⊕

j∈N
X j ,

the spaces X j are invariant, and there exists a finite dimensional space V such that for
every j ∈ N, X j ≡ V and the action of G on V is admissible.

Denote

Yk = ⊕k
j=0 X j ,

Zk = ⊕∞
j=k X j ,

Bk = {
u ∈ Yk ; ||u|| ≤ ρk

}
,

Nk = {
u ∈ Zk ; ||u|| = rk

}
,

where ρk > r > 0.
Then the following intersection (linking) property holds.

Proposition 11.11. Under condition A1, if γ ∈ C(Bk ; X ) is equivariant and if γ |∂ Bk =
Id , we have the intersection result γ (Bk) ∩ Nk �= ∅.

Theorem 11.12. Under assumption A1, let � ∈ C1(X ; R) be an invariant functional.
Define, for k ≥ 2,

ck = infh∈�k maxu∈Bk �(h(u)),

�k = {
γ ∈ C(Bk ; X ); γ is equivariant and γ |∂bk = Id

}
.

If

bk = inf
u∈Zk||u||=rk

�(u) > ak = max
u∈Yk||u||=ρk

�(u),
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then ck ≥ bk, and for every ε ∈]0, (ck − ak)/2[, δ > 0 and γ ∈ γk such that

max
Bk

� ◦ h ≤ ck + ε, (11.18)

there exists u ∈ X such that

a. ck − 2ε ≤ �(u) ≤ ck + 2ε,
b. dist (u, γ (Bk)) ≤ 2δ,
c. ||�′(u)|| ≤ 8ε/δ.

Proof. By the aforementioned intersection property, ck ≥ bk . Supposing the thesis was
false, and applying Lemma 11.10 with S = h(Bk), the hypotheses imply that

ck − 2ε > ak (11.19)

h(Bk) ⊂ �ck+ε. (11.20)

We define β(u) = η(1, h(u)) where η is given by Lemma 11.10. For every u ∈ ∂ Bk ,
we obtain from (11.19) that

β(u) = η(1, γ (u)) = η(1, u) = u.

Since by condition v, β is equivariant, it follows that β ∈ �k . We obtain from (11.20)

max
u∈Bk

�(β(u)) = max
u∈Bk

�(η(1, γ (u))) ≤ ck − ε,

contradicting the definition of ck . �

Theorem 11.13 (The Fountain Theorem, Bartsch). Let � ∈ C1(X ; R) be an invariant
functional and suppose A1. If for every k ∈ N there exists ρk > rk > 0 such that

A2. ak = max u∈Yk ,||u||=ρk

�(u) ≤ 0,

A3. bk = inf u∈Zk||u||=rk

�(u) → ∞ as k → ∞, and

A4. � satisfies (PS)c for every c > 0,

then � has an unbounded sequence of critical values.

Proof. For k large enough, bk > 0. The former quantitative theorem implies the exis-
tence of a sequence (un)n ⊂ X satisfying

�(un) → c, and �′(un) → 0.

It follows from A4 that ck is a critical value of �, since ck ≥ bk and bk → ∞ as k → ∞.
�

In this case V = R with the antipodal action of G = Z/2, which is admissible by the
classical Borsuk-Ulam theorem, the fountain theorem contains the symmetric MPT.

Comments and Additional Notes

The Ljusternik-Schnirelman theorem is a subject widely covered in the literature. Here
will make some complementary remarks.
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� 11.I Dual Ljusternik-Schnirelman Theorem

Coming back to Theorem 11.1, there is another way to obtain critical points of �|SN−1 .
Define

bk = sup
A∈�k

min
u∈A

�(u), 1 ≤ k ≤ N .

Clearly b1 ≥ b2 ≥ · · · ≥ bN and we can show, as for Theorem 11.1, that the bk’s are
critical values of �|SN−1 .

Notice that c1 = minSN−1 because if x ∈ SN−1, then {x} ∪ {−x} ∈ �1. Moreover,
c1 = bN . To see this, it suffices to remark that �N = {SN−1}. Otherwise, we can get a
contradiction.

Indeed, if not, there is some A �= SN−1 ∈ �N , then there would exist y ∈ SN−1 \ A.
Without loss of generality we can suppose that y = (0, . . . , 0︸ ︷︷ ︸

N−1

, 1).

The projection P(u) = (u1, . . . , uN−1, 0) ∈ C(A; R
N−1 \ {0}) and is odd. There-

fore, γ (A) ≤ N − 1, a contradiction. This is reported in [748].
Similarly cN = b1 = maxSN−1 �. And always, as noticed by Rabinowitz, it is not

known whether c j = bN− j+1 if j �∈ {1, N }. However, by using the cohomological index
of Fadell and Rabinowitz [385] instead of the genus, the corresponding minimax values
c∗

j and b∗
j verify c∗

j = b∗
N− j+1.

� 11.II Relation between Ljusternik-Schnirelman Category
and Krasnoselskii Genus

Rabinowitz [733] always proved the following relation between Ljusternik-Schnirelman
category and Krasnoselskii genus.

Proposition. Suppose A ⊂ R
N \ {0} is compact and symmetric and let Ã = A/Z2

with antipodal points identified. Then, γ (A) = catRN \{0}/Z2
( Ã).

Krasnoselskii already remarks [534, footnote on p. 358] that “the genus of a set on
a sphere coincides with the category of the image of the set in the projective space
obtained by identifying points of a sphere which are symmetric with respect to the
center.”

� 11.III Instability under Perturbation in the
Ljusternik-Schnirelman Theorem

In Theorem 11.2, if we add a noneven perturbation (arbitrarily small) to the original
even function, then we will not necessarily get infinitely many critical points as shown
in the following example by Krasnoselskii [534, p. 379].

Consider the weakly continuous quadratic functional

�(x) =
∞∑

n=1

1

n2
(x, en)2
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on the unit ball of a separable Hilbert space H spanned by an orthonormal system (ei )i .
The numbers 1/n2 are critical values of the functional �. For any δ > 0, there is a
k > 0 such that the functional

�(x) = −
∞∑

n=k+1

1

n2
(x, en)2

has norm less than δ. The perturbed functional

�(x) + �(x) =
k∑

n=1

1

n2
(x, en)2

is a degenerate quadratic functional and has only a finite number of critical points.

� 11.IV An Equivariant Ljusternik-Schnirelman Theory
for Noneven Functionals

In [361], Ekeland and Ghoussoub develop an equivariant Ljusternik-Schnirelman the-
ory for noneven functionals. They observe that the equivariant Ljusternik-Schnirelman
min-max levels for the original functional � and for the even functional ψ(x) =
max{�(x), �(−x)} are the same. This is used to show that the equivariant min-max
procedure, if applied to a nonsymmetric functional �, gives either the usual crit-
ical points or points x such that �(x) = �(−x) and �′(x) = λ�′(−x), for some
λ > 0.

For a detailed discussion, see the notes of Chapter 23. Now we give some specific
notes on the symmetric MPT.

� 11.V A Ljusternik-Schnirelmann Theorem without
the Palais-Smale condition

The theorem of Lusternik and Schnirelmann, as reformulated by Palais [694] or
Schwartz [824], gives a lower bound, in terms of the Ljusternik-Schnirelmann cat-
egory, for the number of critical points of C1 real-valued functions on a complete
Riemannian manifold. The functions are required to be bounded below (or above) and
to incorporate the (PS) condition. Without the (PS) condition, for example, for the
exponential function of a single real variable, the result is no longer true. Indeed the
exponential has no critical points, although it is bounded from below and the real line
has category one.

In [503], James introduces a variant of the Ljusternik-Schnirelmann theorem that is
valid without the (PS) condition. It reduces to the classical theorem when the manifold
is compact and the condition is satisfied. In the noncompact case, when the condition
is not satisfied it provides new information.
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� 11.VI Further Developments of the Symmetric MPT

Most of the following papers were developed with the though in mind of allowing the
use of a general Lie group instead of Zp, S1, passing by the torus and the p-torus. They
are in majority due to Bartsch, Clapp, and Puppe.

1. In [95] (critical point theory for indefinite functionals with symmetries), Bartsch
and Clapp consider strongly indefinite functionals � that are invariant under a
compact Lie group action. A linking theorem and two generalizations of the
symmetric MPT are presented.

2. Let X be a Hilbert space and G a compact Lie group acting orthogonally on X .
Let � ∈ C1(X, R) be a strongly indefinite functional, invariant with respect to
the action of G. In [95], Bartsch and Clapp introduce an equivariant version of
the limit relative category of Fournier et al. [408] to find critical points of �.
This category is employed in order to obtain generalizations of the symmetric
MPT and the symmetric linking theorem.

3. Let G be a compact Lie group acting linearly on a real Banach space E of
infinite dimension. Let � : E → R be a G-invariant function. Bartsch et al.
prove in [100] a generalized version of the MPT for actions of any compact
Lie group, extending the symmetric MPT and a recent result of Clapp and
Puppe [240] concerning torus and p-torus actions.

4. In [240], Clapp and Puppe extend the classical critical point theory of Ljusternik
and Schnirelman to actions of a compact Lie group in such a way that also cases
of nonfree group actions can be theated successfully. They use a relative version
of the Ljusternik-Schnirelman category.

5. In [241], Clapp and Puppe develop a version of equivariant critical point theory
particularly adapted to finding closed geodesics by variational methods and use
it to improve the known lower bounds for the number of “short” closed geodesics
on some closed Riemannian manifolds.

6. In [240], Clapp and Puppe develop a method to study the critical set of a func-
tional f : M → R possessing some symmetry where M is a G-equivariant ab-
solute neighborhood retract. The method works for any compact Lie group.

7. In [100], Bartsch et al. prove a generalized version of the MPT, namely for
actions of any compact Lie group. This result extends classical ones [50, 386]
concerning Z/2 and S1 actions, and a recent result [240] concerning torus and
p-torus actions.

8. In [94], the authors prove a generalized MPT and a bifurcation theorem for
symmetric potential operators for a compact Lie group G acting orthogonally
on a Hilbert space E .

Concerning the fountain theorem:

1. Admissible representations can be classified completely using an algebraic cri-
terion [93, Theorem 3.7]. From [93], the admissible representations are precisely
those that have the “dimension property” used by Benci [105].
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2. The MPT version of Bartsch et al. [100] allows the summands X j to be differ-
ent representations of G, depending on j . (They are not necessarily isomorphic
to V .) On the other hand, their version does not allow all admissible representa-
tions. Examples are given in [93, Chapter 3].

Some Nonsmooth Symmetric MPT Versions. A series of nonsmooth extensions of
the Ljusternik-Schnirelman theory and the MPT exist in the literature. The first one in
the case of locally Lipschitz functionals was given by Chang [202]. In [894, Section 6],
Szulkin gave an extension of the Ljusternik-Schnirelman theory to functions of the
form I = � + ψ , where � ∈ C1(X, R) and ψ : X → (−∞, +∞] is convex and lower
semicontinuous (see Chapter 14) and applied it to variational inequalities and to bound-
ary value problems, whereas he considered the symmetric MPT in [891]. The case of
continuous functionals has also been treated in some papers beginning with Degiovanni
and Marzocchi [310]. See also [306, 308, 640].

Morse Indices at Critical Points Related to the Symmetric MPT. In [898] (Morse
indices at critical points related to the symmetric mountain pass theorem and applica-
tions), Tanaka considers an even functional I and its min-max critical levels bn obtained
using the symmetric MPT. He proved the existence, for each n > 0, of a critical point un

at level bn whose Morse index is less than or equal to n and of a critical point vn at
a level smaller than or equal to bn whose Morse index plus nullity is greater than or
equal to n.

These results are analogous to those known for nonsymmetric functionals already
obtained by Hofer [481] and by Lazer and Solimini [555].

� 11.VII Some Applications

For some applications of the symmetric MPT and related results to study multiplicity
of nonlinear problems, the reader may consult [110, 197, 269, 461, 464, 485, 639, 760,
963, 964].

� 11.VIII The Problem of Stability under Perturbation

A question that was treated from the beginning by Krasnoselskii when studying the
effects of symmetry is the problem of stability under perturbation.

In the present section, we shall develop methods, employing ideas contained in
some of L.A. Ljusternik’s work, which allow us to establish the existence of a
denumerable number of stable critical values of an even functional – they do not
disappear under small perturbations by odd functionals.

Krasnosel’skii [534].

Indeed, it is important to try to know whether this is really the symmetry that permitted
obtaining these multiplicity results. In this spirit, it is interesting to study the stability
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under small perturbations. This question, in connection with the symmetric MPT, was
treated by Rabinowitz in [745]. This will be detailed in Chapter 23, where some of the
contributions made by Bahri and Berestycki [83], Struwe [868] and more recently by
Ekeland et al. [371], Bolle [134], and Bolle et al. [135] will be given.

The assumption restricting the growth of the potential G associated to the nonlin-
earity in the study of the perturbed problem, in the result of Ruf, has been removed in
the case of periodic solutions of Sturm-Liouville equations in [301].

� 11.IX Reviews and Survey Papers

Many such papers have been written by Rabinowitz. We cite, for example, [749],
where he provides an excellent review of minimax methods and their use in variational
problems. He focuses especially on the case of symmetric functionals, concentrating
on Z2 and S1-symmetries. As an example of an index theory the notion of genus
is introduced and its main properties are proved. Then it is shown how, using these
index theories and some variants of the deformation theorem, one obtains multiplicity
results for the solutions of symmetric variational problems. Some applications to elliptic
problems and to Hamiltonian systems with a superquadratic Hamiltonian are given. And
the problem of perturbation from symmetry is also discussed.

We also cite the very interesting monograph [93] by Bartsch where he extends some
classical topological methods in critical point theory (category, cup length, and the
Conley Index) to obtain multiplicity results. He gives a detailed account of many of his
contributions on the subject.
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The Structure of the Critical Set in the MPT

Our principal result shows that the “typical” critical point obtained from the Moun-
tain Pass Theorem is a saddle point of mountain-pass type as one would expect
from the nature of the construction.

P. Pucci and J. Serrin, The structure of the critical set in the mountain pass
theorem. Trans. Am. Math. Soc., 91, no. 1 (1987)

In this chapter, we are concerned with the structure of the critical set Kc in the situation of the
MPT. Research on this topic was first motivated by the investigation of the question: “does Kc

really contain a saddle point as it would be expected from its construction?” without requiring
nondegeneracy conditions.

We will see first a local description of the behavior of a functional near a critical point given
by the MPT. Then, we will review in detail some results concerning the structure and the nature
of the points in this critical set.

The main references on the subject are the papers by Hofer [481,483], Pucci and Serrin
[726–728], Ambrosetti [40], Ghoussoub and Preiss [427], the book by Ghoussoub
[423], and Fang [387, 388].

We saw in Chapter 7 the interpretation of the geometric conditions in the MPT, to
which it owes its name. From this geometry and the minimax characterization of the
critical value, it is expected that the critical points obtained are saddle points (according
to Definition 12.1 to follow). Such conjecture seems to be natural. Indeed, in [733],
Rabinowitz wondered whether Kc must be necessarily be made of saddle points, even
though he noticed that this need not be the case when X is finite dimensional if the
“mountain ridge” surrounding 0 everywhere has the same height, because a critical
point would be a local maximum rather than a saddle point. Nevertheless, we will see
among other results that indeed the critical set contains always a saddle point when the
underlying space is infinite dimensional.

Besides the interest in the structure of the critical set in the MPT for its own, authors
are nowadays exploiting the nature of the critical points in applications rather than their
mere existence. We cite for example, a famous paper by Ekeland and Hofer [363]. The

134
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nature of this critical set makes the MPT the best choice when looking for unstable
solutions.

12.1 Definitions and Terminology

We begin by fixing the notations and terminology we will use in the sequel. As always,
by � we mean a real C1-functional defined on a Banach space X . We suppose also that
� satisfies (PS)c for all real values c unless the contrary is explicitly expressed.

Definition 12.1. A point z ∈ X is said to be a local minimum if there is a neighborhood
N of z such that

�(z) ≤ �(x), for all x ∈ N .

The set of local minima corresponding to the level c will be denoted by Mc.
A local maximum for � is a local minimum for −�. We will not adopt any particular

notation for the set of local maxima of �.
A point z is a saddle point if it is a critical point that is neither a local maximum nor

a local minimum. That is, for each neighborhood N of z, there exist x, y ∈ N such that

�(x) < �(z) < �(y).

The set of saddle points of level c is denoted Sc.
The point z is a proper local maximum if it is a local maximum and

z ∈ �c, the adherence of �c.

The set of such points will be denoted by Pc.

We have the following immediate properties on the critical set Kc.

1. The case of a local minimum and local maximum are not mutually exclusive,
for it suffices to consider a functional � that is constant in a neighborhood of z.

2. The case of a local minimum and a proper local maximum are mutually exclusive.
This explains the terminology of proper local maximum.

Indeed, suppose by contradiction that z ∈ Mc ∩ Pc. Then, there would exist
two neighborhoods N1 and N2 of z such that

�(x) ≥ �(z) for all x ∈ N1, (12.1)

�(x) ≤ �(z) for all x ∈ N2, (12.2)

and

z ∈ �c. (12.3)

Hence, by (12.1) and (12.2), � ≡ �(z) = c on the neighborhood N1 ∩ N2 of z.
But, by the relation (12.3), there is a sequence (zn)n ⊂ �c such that zn → z.
Therefore, zn ∈ N1 ∩ N2 for n greater than some n0, which is a contradiction.

�
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3. So, any point in Kc is either
• a local minimum,
• a proper local maximum, or
• a saddle point
according to the preceding definition.

So, we have

Kc = Mc ∪ Pc ∪ Sc,

where these three sets are mutually disjoint. Indeed by property 3, a point z ∈ Kc is
either in Sc, in Mc, or z is a local maximum. Suppose that z �∈ Sc ∪ Mc and let us
show that z is indeed in Pc. By contradiction, if z �∈ �c, there exists a neighborhood N
of z such that N ∩ �c = ∅. Hence, the restriction of � to N is greater than or equal
to c and then z would be a local minimum. �

We already know that by (PS)c, the critical set Kc in the MPT is compact. So, Sc

and Pc ∪ Sc are also compact. Moreover, we have that the intersection

Pc ∩ Sc ⊂ �c.

Mountain Pass Points

The notion of a saddle point as defined here is not necessarily the same as what is
known in general for convex-concave functions of the type �(x, y) = x2 − y2 on the
real plane. Simple examples show that the critical set Kc in the MPT need not include
any point having this form. Nevertheless, there is a kind of “specific” points in Kc,
in the particular situation when it is made of isolated critical points, for example, as
shown by Hofer [481].

Definition 12.2. Let z ∈ X with �(z) = c. It is said to be of mountain pass type (Hofer)
if any of its neighborhoods N satisfies

N ∩ �c is nonempty and not path-connected.

Heuristically, a mountain pass point in the landscape of the MPT is in general a point that
is crossed going from one set of lower points to another and at the moment of the crossing
one may still see higher points.

Consider the following definitions.

Definition 12.3. Let A and B be two subsets of X . We say that A is a subcomponent
of B if A is a subset of some component of B.

Remark 12.1. Suppose that x and y are two points in a subcomponent A of an open
set B. Then, there exists a continuous path γ : [0, 1] → B joining x and y (i.e., γ (0) = x
and γ (1) = y). A slightly modified version of the definition of a mountain pass point
due to Pucci and Serrin is the following.
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Definition 12.4. Consider a point z ∈ X such that �(z) = c. Then, z is of mountain
pass type (Pucci-Serrin) if, for any neighborhood N of z, the set

N ∩ �c is not a subcomponent of �c.

Notice that

a mountain pass point (MPP) in the sense of Pucci and Serrin is also an MPP according to
the definition of Hofer. Hence, if z is not an MPP according to Hofer, then for all suitably
small neighborhoods N of x , the set N ∩ �c must be a subcomponent of �c.

When X = R, it is obvious that an isolated critical point u0 of mountain pass type
is a strict maximum, whereas when dim X ≥ 2, it is necessarily a saddle point. In-
deed, suppose by contradiction that u0 is not a saddle point. Then, there exists some
neighborhood N of u0 such that

�(u) ≤ �(u0) = c, for all u ∈ N .

Since u0 is also an isolated critical point, it follows that there is an open ball B centered
at u0 such that

�(u) ≤ c, �′(u) �= 0, for all u ∈ B \ {u0}.
This implies that B \ {u0} ⊂ �c (any point u ∈ B \ {u0} such that �(u) = c would
have been a local maximum and hence a critical point), so that

B ∩ �c = B \ {u0}
is a nonempty path-connected set. A contradiction with the fact that any neighborhood
of u0 is not path-connected. �

The preceding proof is due to Pucci and Serrin, but as we can see in the upper right
figure of the examples (Figure 12.1) of MPPs (for �(x, y) = −(|x | − |y|)2), an MPP
that is not isolated needs not be a saddle point even when dim X ≥ 2. In fact, in the
situation of the MPT, when dim X ≥ 2 we have a very interesting result concerning the
structure of the critical set (cf. Corollary 12.13 by Fang).

12.2 On the Nature of Kc

We will begin our discussion of the nature of the critical set Kc with some results by
Pucci and Serrin [726,728] and by Hofer [483]. They can be derived from the general
principle of Ghoussoub and Preiss and also constitute particular cases of the subsequent
work of Fang on the subject. The approach of Ghoussoub and Preiss and that of Fang
will be described here. So, their proofs are omitted. The results of Fang [387] are also
presented in Ghoussoub’s book [423], so only the proof of his main result will be given
there for the convenience of the reader. For the detailed proofs of Fang’s results, the
reader is referred to [423].

Without supposing the geometry of the MPT on �, but still requiring (PS), the
following result holds.
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Figure 12.1. Some examples of mountain pass points.

Theorem 12.1 (Pucci-Serrin [726]). Let 0 be a local minimum of �. Then, the fol-
lowing alternative holds:

• Either there exists a second critical point that is not a local minimum,
• or 0 is an absolute minimum and the set of absolute minima is connected

when we are in the specific situation of the MPT; that is, � satisfies (PS)c and there
are e ∈ X , a ∈ R, and R ∈ R

+ such that

�|S(0,R) ≥ a > max
{
�(0), �(e)

}
, where ||e|| > R.

Also, let c be the critical value defined by minimaxing the class of all continuous
paths joining 0 and e. What happens is the following. The first result (chronologically
speaking) in this direction is due to Hofer.

Theorem 12.2. The critical Kc contains

• either a mountain pass point (in the sense of Hofer)
• or a local minimum.

and if Kc is made of isolated points, it contains a mountain pass point.

Remark 12.2.
1. When X = R, an MPP is a local maximum. This remark will be more suggestive

later.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c09-13 CB577/Jabri-v1.cls June 27, 2003 19:52

12.2 On the Nature of Kc 139

2. The two situations of Theorem 12.2 indeed occur as we can see on simple
examples in the real plane.

Pucci and Serrin [726] proved the following results the same year.

Theorem 12.3. Let Kc be the set of critical points in the MPT. Then,

a. If Kc does not separate 0 and e, then Kc contains a saddle point.
b. If ∂Kc is connected and contains a point that is not a local maximum, then Kc

contains a saddle point.

As a consequence of condition a, we get the second part of the result of Hofer
(Theorem 12.2). Moreover:

1. If there exists a path γ0 ∈ � such that γ0([0, 1]) contains no critical point of �

or maxt∈[0,1] �(γ0(t)) < c, then Kc must possess a saddle point.
2. Suppose that X is an infinite dimensional Banach space. Since, by (PS)c, the

critical set Kc is compact, and in infinite dimensional spaces a compact set
cannot separate two points in its complement, Kc contains at least one saddle
point. This point shows that the conjecture of Rabinowitz is indeed true.

The results of [726] are proved using a very interesting result to be compared to two
other results by Taubes (Proposition 7.2) and Shafrir (Theorem 7.10).

Theorem 12.4. Let Kc be the set of critical points in the MPT and let U be an arbitrary
neighborhood of Kc. Then, there exists ε = ε(U) > 0 such that

max
t∈[0,1]

�(γ (t)) < c + ε implies that γ ([0, 1]) ∩ U �= ∅.

Then, in the next paper of Pucci and Serrin [728], it became very clear that whether
the dimension of the space X is finite or not plays a crucial role in the nature of the
critical set Kc. The two situations differ because the set Kc is compact by (PS)c, and a
compact set cannot separate two points in an infinite dimensional space, whereas this
is possible in finite dimension.

Roughly speaking,

The Infinite Dimensional Case

The main result in the infinite dimensional case is the following.
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Theorem 12.5. Let X be an infinite dimensional Banach space. Then,

• either Kc contains a saddle point of mountain pass type
• or Mc intersects at least two components of Sc.

The Finite Dimensional Case

While in the finite dimensional case, we have to distinguish between two cases.

A. Kc Possibly Separate 0 and e. This case is more general and more subtle.

Theorem 12.6. Let X be a finite dimensional Banach space. Then,

• either Kc contains a saddle point of mountain pass type,
• or Mc �= ∅ and Mc intersects at least two components of (Sc ∪ Pc).

In the finite dimensional case, an MPP need not be a saddle point, as we remarked
earlier.

B. Kc Does Not Separate 0 and e. We have then exactly the statement of the situation
of the infinite dimensional case.

Theorem 12.7. Let X be a finite dimensional Banach space and assume moreover that
Kc does not separate 0 and e. Then,

• either Kc contains a saddle point of mountain pass type,
• or Mc intersects at least two components of Sc.

12.2.1 Fang’s Refinements

With the general mountain pass principle of Ghoussoub and Preiss (Theorem 9.6), the
study of Kc becomes easier. Indeed, Ghoussoub and Preiss [427] proved the following.

Theorem 12.8 (Ghoussoub-Preiss, [427, Theorem (1.ter) (a)]). Let � ∈ C1(X ; R).
Consider the inf max value,

c = inf
γ∈�

max
t∈[0,1]

�(γ (t)),

where � is the set of all continuous paths joining two points u and v in X. Suppose that
F is a closed subset of X such that

H = F ∩ {u ∈ X ; �(u) ≥ c}
separates u and v. Assume that � satisfies (PS)F,c.

If F ∩ Pc contains no compact set that separates u and v, then the following alter-
native holds:

a. either F ∩ Mc �= ∅,
b. or F ∩ Kc contains a saddle point.
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This is always the case in infinite dimensional Banach spaces. We will need in the proof
the following technical lemma (see Kuratowski [543, Sections 57 and 49]).

Lemma 12.9. Assume F is a closed subset of X separating two points u and v. Then,
there exists a closed connected subset F̃ of F separating u and v such that F̃ = ∂U =
∂V where U , V are components of X \ F̃ containing u and v, respectively.

Proof of Theorem 12.8. Suppose that F ∩ Mc = ∅ = F ∩ Sc. Let F̃ = F ∩ {� ≥ c}.
By Lemma 12.9, there is a closed connected subset F̂ ⊂ F̃ that separates u and v, too.
Note that F̂ ∩ Kc = F̂ ∩ Pc. Since F̂ ∩ Pc is open in F̂ , F̂ ∩ Pc is a compact set
closed and open in F̂ . And since F̂ is connected, either F̂ ∩ Pc = ∅ or F̂ ∩ Pc = F̂ .
The first case is impossible since F̂ ∩ Pc = F̂ ∩ Kc �= ∅ according to an earlier result
by Ghoussoub and Preiss [427, Theorem (1.ter) (a)]. Hence, F̂ ⊂ Pc and the corollary is
proved. So, F ∩ Pc will contain the compact set F ∩ P which will contain the compact
set F̂ ∩ Pc = F̂ which separates u and v. �

An easy consequence that will be useful to prove Fang’s result on the structure of
the critical set is the following.

Corollary 12.10. Take �, X, {u, v}, c, and F as above. Assume that � satisfies
(PS)Nε(F∪Kc),c and that u, v �∈ Mc. If Pc does not contain a compact subset that
separates u and v, then Sc �= ∅.

Proof. By (PS)Nε(F∪Kc),c, we know that Kc is compact. Suppose by contradiction
that that Sc is empty. For each x ∈ Mc, there exists a ball B(x, εx ) such that B(x, εx ) ∩
�c = ∅. Set

N =
⋃

x∈Mc

B(x, εx ).

Then, Mc ⊂ N ⊂ X \ �c. Since u, v �∈ Mc and Mc is compact, we may assume that
u, v �∈ N . Set

F0 = (F \ N ) ∪ ∂ N .

Then, infx∈F0 η(x) ≥ c and F0 separates u, v. Moreover, F0 ∩ (Mc ∪ Pc) = ∅. By
Theorem 12.8, Pc ∩ F0 and Pc must contain a compact subset that separates u and
v – a contradiction. �

We continue with an important result due to Fang [387]. This result exploits the
MPP (Theorem 9.6) by Ghoussoub and Preiss to study the structure of the critical set
in the MPT without requiring any nondegeneracy condition. It is possible to use it to
get the earlier results already obtained by Hofer [481] and Pucci and Serrin [726–728].

The interesting approach of Fang [387, 388, 390] is also described in Ghoussoub’s
book [423].

Recall the following notions of connectedness (see [543]).

Definition 12.5. Consider two disjoint subsets A and B of X and a nonempty subset
C of X . We say that A and B are connected through C (or C connects A and B) if there
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is no F ⊂ C ∪ A ∪ B both relatively open and closed such that

A ⊂ F and F ∩ B = ∅.

Lemma 12.11. Let (X, dist ) be a locally connected metric space and let F0 be a closed
subset of X such that it separates two distinct points u and v. Let (Zi )n

i=1 be n mutually
disjoint open subsets of X such that u, v �∈ ∪n

i=1 Zi .
Let G be an open subset of X \ F0 and denote Yi = Zi \ G. Then, the set

F1 =
[

F0 \
(

n⋃
i=1

Zi

)]
∪

n⋃
i=1

(∂Yi \ Ti )

separates u and v.
Moreover, if (Ai )n

i=1 are n nonempty connected components of G and (Ti )n
i=1 are

relatively open subsets of Zi ∩ ∂ Ai such that Ti ∩ ∂L = ∅ for any connected L of G
with L �= Ai , then

F2 =
[

F0 \
(

n⋃
i=1

Yi

)]
∪

n⋃
i=1

∂Yi

also separates u and v.

Proof. See Fang [387, 390] or Ghoussoub [425]. �

Theorem 12.12 (Structure of the Critical Set in the MPT, Fang). Suppose that we
are in the situation of the general mountain pass principle of Ghoussoub and Preiss,
that u, v �∈ Sc ∪ Mc and � satisfies (PS)Nε(F∪Kc),c. Then, one of the following three
alternatives holds:

1. Pc contains a compact subset that separates u and v.
2. Kc contains a saddle point of mountain pass type.
3. There are finitely many components of �c, say (Ci )n

i=1, are such that for any
1 ≤ i, j ≤ n, and i �= j ,

Sc =
n⋃

i=1

S i
c, S i

c ∩ S j
c = ∅,

where S i
c = Sc ∩ Ci . Moreover, at least two of them S i1

c , S i2
c (1 ≤ i1, i2 ≤ n, i1 �= i2)

are such that the sets Mc ∩ S i1
c , Mc ∩ S i2

c are nonempty and connected through Mc.

The proof of this result that appears in Fang’s thesis [387] is also in Ghoussoub’s
book [425]. But since it is very important, we recall it for the convenience of the reader.

Proof. Suppose assertions 2 and 3 are not true. We will show that assertion 1 holds
true.
By the (PS) condition, Sc is compact. If Sc was nonempty, we would conclude using
Corollary 12.10. So, suppose by contradiction that it is empty.
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Claim 12.1. There exist finitely many components (Ci )n
i=1 of �c and δ1 > 0 such that

�c ∩ Nδ1Sc ⊂
n⋃

i=1

Ci . (12.4)

Indeed, if not, there would be a sequence (xn)n in Sc and a sequence (Cn)n of different
components of �c such that dist (xn, Cn) → 0. But then any limit point of (xn)n would
be a saddle point of mountain pass type for �, a contradiction with our assumption that
assertion 2 is false.

For each i = 1, 2, . . . , n, set

S i
c = Sc ∩ Ci .

They are all compact and mutually disjoint. Also, we have that

Sc =
n⋃

i=1

S i
c. (12.5)

Claim 12.2. There are n mutually disjoint open sets (N i )n
i=1 such that u, v �∈ ∪n

i=1 Ni

and

Sc ∪ Mc ⊂
n⋃

i=1

N i and S i
c ⊂ N i for all i = 1, 2, . . . , n. (12.6)

We have to consider two cases:

Case 1. Mc is Empty. Since by assumption u, v �∈ Kc, for each i ∈ {1, 2, . . . , n}
there exists an open neighborhood N i of S i

c such that u, v �∈ N i . Since the
sets S i

c are mutually disjoint compact sets, the sets N i may also be taken
to be mutually disjoint.1

Case 2. Mc is Not Empty. So, we have n mutually disjoint compact sets S i
c and a

nonempty set Mc. Moreover, all the pairs

S i
c ∩ Mc, S j

c ∩ Mc, i, j = 1, 2, . . . , n, i �= j

are not connected through Mc since assumption 3 was assumed false.
Using Lemma 12.11, we can find n mutually disjoint open sets N i such
that (12.6) is satisfied. Since u, v �∈ Kc, we may assume that u, v �∈ N i .

This proves Claim 12.2.

Claim 12.3. There exists a closed set F̂ such that F̂ separates u and v and

inf
x∈F̂

�(x) ≥ c and F̂ ∩ (Sc ∪ Mc) = ∅.

Indeed, set Y c
i = N i \ �c for each i ∈ {1, 2, . . . , n}. Then for each i ∈ {1, 2, . . . , n}

and any x ∈ S i
c, there is a ball B(x, εx ) such that for each connected component U of

1 A metric space is a regular topological space.
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�c with Ci �= U , B(x, εx ) ∩ U = ∅. Otherwise, x would be a saddle point of mountain
pass type, a contradiction with the fact that assumption 2 was assumed false. Set

T c
i =

⋃
x∈S i

c

B(x, εx/2) ∩ ∂Ci ∩ N i ∩ Nδ1 (S i
c). (12.7)

We have that

S i
c ⊂ T c

i , T c
i ⊂ N i ∩ ∂Ci , (12.8)

and T c
i is open relative to N i ∩ ∂Ci . And for any componentU of �c such that U �= Ci ,

T c
i ∩ ∂U = ∅. Now, let

F̂ =
[

(F ∩ (X \ �c)) \
(

n⋃
i=1

N i

)]
∪

(
n⋃

i=1

∂Y c
i \ T c

i

)
.

Then, infx∈F̂ �(x) ≥ c. Since F ∩ (X \ �c) separates u and v and by Claims 12.1 and
12.2, (12.8) and the fact that Y c

i = N i \ �c, we can apply Lemma 12.11 with Ai = Ci ,

G = �c, Zi = N i , Yi = Y c
i , Ti = T c

i for i = 1, 2, . . . , n to conclude that F̂ separates
u and v.

On the other hand, since Mc ∩ (�c \ �c) = ∅, we have by (12.6) and since Y c
i =

N i \ �c that ∂Y c
i ∩ Mc = ∅. Therefore, by (12.5) and (12.7), we have that ∪n

i=1(∂Y c
i \

T c
i ) ∩ (Sc ∪ Mc) = ∅. Hence, F̂ ∩ (Mc ∪ Sc) = ∅. This proves Claim 12.3.

So, by Theorem 12.8, F̂ ∩ Pc and hence Pc must contain a compact subset that
separates u and v. This implies assertion 1 and finishes the proof of the theorem. �

As corollaries, we get all the aforementioned results.
The following interesting result on the cardinal of the critical set in the MPT is also

proved by Fang in [387].

Corollary 12.13. Suppose that dim X ≥ 2. Under the hypotheses of Theorem 12.12,
the following alternative holds.

a. Kc contains a saddle point of mountain pass type.
b. The cardinal of Pc is at least the same as the continuum.
c. The cardinal of Mc is at least the same as the continuum.

This last result implies the following result to be compared to Corollary 9.7.

Corollary 12.14. Suppose that � has a local maximum and a local minimum on a
Banach space X. If � satisfies (PS) and dim X ≥ 2, then � has necessarily a third
critical point.

Proof. Suppose that u1 is a local minimum and u2 is a local maximum. If � is not
bounded from below, then we have a mountain pass situation with u1 as an initial point
and Corollary 12.13 yields either an infinite number of critical points or a saddle point
of mountain pass type which is necessarily distinct from both u1 and u2. On the other
hand, if � is bounded from below, since it satisfies (PS), we know that (see Chapter 10)
� is coercive. Hence, we have a mountain pass situation for −� with u2 as initial point.
Again, Corollary 12.13 applies and this proves our result. �
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Comments and Additional Notes

In this chapter, the distinction between the finite and the infinite dimension of X is the
most visible. And the more interesting case to study is not when dim X = ∞.

� 12.I Morse Index at Critical Points in the MPT

Consider a C2-functional � and u is a critical point of �. We recall that the (generalized)
Morse index, m(u), of u is the dimension of E0 ⊕ E− where E0 is the kernel of �′′
and E+ (resp. E−) is the subspace where �′′ is positive (resp. negative) definite. And
u is nondegenerate if E0 = {0}.

An interesting result concerning the Morse index at critical points in the MPT is the
following.

Theorem 12.15. Suppose that � satisfies the assumptions of the MPT and suppose
that Kc is discrete. Then, there exists u∗ ∈ Kc such that m(u∗) ≤ 1. Moreover, if u∗ is
nondegenerate, then m(u∗) = 1.

It has been found independently by Ambrosetti [40] in the nondegenerate case and
by Hofer [482] in the general case (of possibly degenerate critical points).

A Sketch of the Proof of m(u∗) = 1 When u∗ Is Nondegenerate (cf. [43]). Without loss
of generality, we can take u∗ = 0. By contradiction, suppose that m(u∗) ≥ 2. Then,
E = E− ⊕ E+, with dim E− ≥ 2, and each u can be written u = u− + u+, where
u± ∈ E±.

If u∗ = 0 is nondegenerate, by the Morse lemma, up to a regular change of coordi-
nates we have

�(u) = c − ‖u−‖2 + ‖u+‖2 + R(u),

where R(0) = R′(0) = 0. Consider the neighborhood U of u∗ = 0,

U = {
u = u− + u+; ‖u−‖ < α, ‖u+‖ < β,

}
, β > α > 0. (12.9)

For all u ∈ U , such that ‖u+‖ = β,

�(u) ≥ c − α2 + β2 + o(α2 + β2)

and, hence, taking β > α > 0 small enough, we get that

inf
{
�(u); u ∈ U, ‖u+‖ = β

} ≥ d > c. (12.10)

Let δ > 0 be such that δ < d − c. By the definition of c there exists γ ∈ � such that
�(γ (t)) ≤ c + δ, for all t ∈ [0, 1]. For the same δ > 0 and to U given by (12.9) we find
η ∈ C(E ; E) such that

η(�c+δ \ U) ⊂ �c−δ. (12.11)

Then, η ◦ γ ∈ �. If γ does not intersect U , (12.11) yields a contradiction. Let
t0, t1 ∈]0, 1[ be such that γ (t0) = z0 and γ (t1) = z1 ∈ ∂U while γ (t) �∈ U , for all
t < t0 and t > t1. Since �(zi ) ≤ c + δ < d, (12.10) implies ‖z−

i ‖ = α, ‖z+
i ‖ < β for

i = 0, 1. Let σi be the segment joining zi and z−
i . Then the restriction �|σi ≤ c + δ.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c09-13 CB577/Jabri-v1.cls June 27, 2003 19:52

146 12 The Structure of the Critical Set in the MPT

Last, if dim E− ≥ 0, we can connect z−
0 and z−

1 by an arc τ contained in ∂U ∩ e−. In
particular, �|τ < c. Let γ be the path which coincides with γ for t ∈ [0, t0] ∪ [t1, 1] and
with {σ0} ∪ {σ1} ∩ {τ } elsewhere. Then γ ∈ �, �|γ ≤ c + δ and {γ } ∩ U = ∅. Then,
by (12.11), �|η◦γ ≤ c − δ, which is a contradiction. So, m(u∗) ≤ 1. If m(u∗) = 0, we
could take a neighborhood U of u∗ in such a way that �|∂U ≥ d > c and the conclusion
follows as before. �

� 12.II Topological Degree at a Mountain Pass Point

And now, we will see a local description of the behavior of a functional near a critical
point given by the MPT. In [482], Hofer proved that under some conditions on �, the
Leray-Schauder topological degree at a critical point of mountain pass type is −1.
This is visible on C2-functionals � on a Hilbert space whose gradient has the form of a
compact perturbation of the identity. Indeed, its linearization at a nondegenerate critical
point given by the MPT must have exactly one negative eigenvalue. Consequently, its
local degree is −1.

Let � : U ⊂ H → R be a C2-functional where U is some nonempty open subset of
a Hilbert space H . Assume that the gradient of � has the form �′ = Id + K where
K is compact. Assume also that for any u0 ∈ K, the smallest eigenvalue λ1 of the
linearization �′′(u0) ∈ L(H ) at u0, referred to in the sequel as the first eigenvalue, is
simple.

Theorem 12.16 (Topological Degree at an MPP, Hofer). Suppose that u0 ∈ U is an
isolated critical point of �, of mountain pass type. Then the local topological degree
at u0 is −1.

Without the particular form required on the functional in this statement, the result
is not true. Indeed, consider in the real plane the function

�(x, y) = x4 + y4 − 8x2 y2,

and the two points e0 = (1, −1) and e1 = (1, −1). Then, they satisfy

−6 = max{�(e0), �(e1)} < inf
γ∈�

max
t∈[0,1]

�(γ (t)) = 0,

where � is the usual set of all continuous paths connecting e0 and e1 (Figure 12.2). It
satisfies the strong form of the MPT of Hofer (see the following notes) and K0 is reduced
to the singleton {(0, 0)}, necessarily of mountain pass type, whose local degree is −3
and not −1. This example is due to Hofer [482] where the proof of the aforementioned
result may be found.

The assumptions required on � are not restrictive in the sense that they are verified
in second-order elliptic problems.

Indeed, consider the differential equation{−�u = f (x, u) in �,

u = 0 on ∂�,
(12.12)
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Figure 12.2. A mountain pass point with a topological degree different from −1.

where � is a bounded domain with smooth boundary of R
N , N ≥ 3. Assume that

f ∈ C1(� × R; R) and that the following growth condition holds:∣∣∣∣∂ f (x, s)

∂s

∣∣∣∣ ≤ C(1 + |s|σ−1), ∀(x, s) ∈ � × R,

and

1 ≤ σ ≤ (N + 2)/(N − 2).

Then the associated functional � is of class C2 on H1
0 (�). Denote by λ1 the first

eigenvalue of �′′(u0) at a critical point u0 of � and assume λ1 = 0. Denote by b(x) =
f ′(x, u0(x)), b ∈ C(�) and consider the eigenvalue problem{−�u = λ̂bu in �,

u = 0 in ∂�.

It possesses a smallest positive eigenvalue λ̂ = 1 with a corresponding eigenfunction u1

that does not change sign and spans a one-dimensional space. By the fact that λ̂ = 1,
the functional � has the form required in Hofer’s result.

� 12.III A Counterexample

Pucci and Serrin reported in [728] that when Kc consists of isolated critical points or
reduces to a single point, one may think that it should contain not only a mountain pass
point z but also z must have the property that for any of its neighborhood N , the sets
N ∩ �c and N ∩ �c are nonempty and not path-connected. However, this is untrue, as
shown by the following example by Pucci and Serrin [728].

Example 12.1. Consider the function

�(x, y, z) = x2 + y2 + z2(3 − z).
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Then the MPT applies with e = (0, 0, 3) and a = R = 1. The critical value c equals 4
and Kc = K4 = {(0, 0, 2)}, while z∗ = (0, 0, 2) is a saddle point of MP type for which
the sets {

(x, y, z) ∈ R
3; (x, y, z) ∈ B(z∗, r ) and �(x, y, z) > 4

}
, r > 0

are nonempty and path-connected.

� 12.IV Stability Properties of Critical Values Obtained
by Minimax Procedures

According to [362], critical values obtained as minimax values enjoy good stability
properties. When a critical point is degenerate, even a C1-perturbation can destroy the
corresponding critical value. But for a class of compact subsets � in X , the functional

� �→ c(�, c) = inf
γ∈�

max
γ

�

is continuous in the C0-topology; that is,

max
X

‖�(x) − �(y)‖ → 0 implies that |c(�, �) − c(�, �)| → 0.

In [115], Benkert studied C1-functionals �∗ = � + � : M → R that satisfy the (PS)
condition; M is either a Banach space X or a bounded hypersurface in X . If c is a
minimax critical value of � then there exists a corresponding minimax critical value c∗
of �∗, which is close to c, provided � is small. Applications to semilinear Dirichlet
problems are given.

� 12.V Classification of Critical Points for Nonsmooth Functionals

In [390], Fang extends the smooth theory of classification and localization seen earlier
to the case of continuous functionals in the spirit of what has been done in Chapter 16.
Moreover, as in his thesis [387], he also obtains similar results on the structure of the
critical set generated by min-max principles. He considers homotopy, cohomotopy, and
homology classes.

� 12.VI A Strong Form of the MPT

Consider a triplet (e0, e1, c) ∈ E × R × R such that

c = inf
γ∈�

max
t∈[0,1]

�(γ (t)) > max{�(e0, e1)},

where � is, as usual, the set of all continuous paths joining e0 and e1. Such a triplet is
called a mountain pass characterization by Hofer when � satisfies (PS)c.

In the statement of the MPT, if we assume only that (e0, e1, c) is a mountain pass charac-
terization, without requiring that e0, or e1 is a minimum, then Kc �= ∅.
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Weighted Palais-Smale Conditions

Plus ça change, plus c’est la même chose.
[The more that changes, the more it’s the same.]

Alphonse Kaar, reported in Dictionnaire des citations de langue française by
P. Ripert, Bookking International, Paris, 1995

When nonlinear problems have a variational structure but do not present enough compactness
to use the MPT in its classical form, we have to study carefully the behavior of the Palais-Smale
sequence for the inf max level in the statement of the MPT. In this chapter, we will review some of
the results that refined the MPT to treat this situation. We will discuss some variants of the MPT
where “weighted” Palais-Smale conditions, weaker than the classical one, appear. Then, we will
see a very interesting procedure, attributable to Corvellec [257], for deducing new critical point
theorems with weighted Palais-Smale conditions from older ones with the standard Palais-Smale
condition just by performing a change of the metric of the underlying space X .

In many nonlinear problems with a variational structure, the standard methods of
calculus of variations, including the MPT, do not apply in a direct way because of lack
of compactness.

Technically, the lack of compactness (failure of (PS)) arises when dealing, for ex-
ample, with semilinear elliptic problems on the whole space � = R

N , or even on
a bounded domain � but with p = 2∗ = 2N/(N − 2) for N ≥ 3, the embedding of
H1(�) in L p(�) being no more compact. As noticed, for example, by Brézis [147] and
Willem [957], this difficulty appears in some problems because of their invariance un-
der some transformations (noncompact groups like dilatations (the case of the Sobolev
exponent) and translations (the case of a domain like R

N )).
Nevertheless, a careful study of the behavior of the Palais-Smale sequences may

provide useful information that leads sometimes to a solution.
In this chapter, we will not discuss one of the different ways used to overcome this

lack of compactness. The reader is referred to the many good books available in the
literature, especially [957] by Willem which focuses particularly on this subject. We
will deal with this situation in relation to the MPT. More precisely, we will review
some results giving some additional (second-order) information on the Palais-Smale

149
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sequences in the situation of the MPT and we will also see some variants of the MPT
that allow the competing paths in � to roam freely but require (PS) on bounded regions
and control the growth of ||�′(u)||−1 near infinity. This has the same effect as (PS); it
allows one to deal with unbounded regions in a uniform way.

Another way is to restrict the competing paths to a bounded region. This can be done
only if one can be assured that the paths will not leave the region as they approach the
optimal one. This second approach is discussed in Chapter 21.

13.1 “Weighted” Palais-Smale Conditions

We will discuss some versions of the Palais-Smale condition with weights.
As expressed by Schechter [793], Cerami [189] and Bartolo, Benci, and Fortunato

[114] require the (usual) Palais-Smale condition (PS) on bounded regions, while they
control the growth ‖�′(u)‖−1 near infinity, and this has the same effect as (PS). This
allows one to deal with unbounded regions in a uniform way. In the next section, we
will see an ingenious fashion, attributed to Corvellec [257], to get new critical point
theorems with “weighted” Palais-Smale conditions from the old ones.

But beforehand, we will get an idea about the way people used to deal with these
newer and weaker forms of (PS). Beginning with [114], it was easily seen that the
Palais-Smale condition at the level c, (PS)c, was equivalent to the combination of the
following two assumptions.

i. Every bounded sequence (un)n such that

(�(un))n →n→∞ 0 and �′(un) →n→∞ 0

possesses a convergent subsequence.
ii.

(
(�(un))n bounded and ‖un‖ →n→∞ ∞)

implies that
(‖�′(un)‖ ≥ α > 0 for

n sufficiently large
)
.

Assumption ii may be also written as follows:
There are R > 0, σ > 0, and α > 0 such that(

u ∈ �c+σ
c−σ and ‖u‖ ≥ R

)
implies that ‖�′(u)‖ ≥ α.

We know that the MPT holds true for this condition; this is just the classical MPT.
A condition introduced by Cerami [189] supposed that

‖�′(u)‖(1 + ‖u‖) ≥ α

in assumption ii, while in [114], Benci, Bartolo, and Fortunato considered

‖�′(u)‖‖u‖ ≥ α.

A natural question that arises then is whether we can go even further. Would we still be
able to derive a similar critical point theorem if we suppose in assumption ii that the
functional α(u) tends quickly to 0 when we approach 0. We will see that this is indeed
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the case. Our approach will be based on a yet unpublished work of El Amrouss and
Moussaoui (personal communication, 1998).

Consider the following weighted (PS).

Definition 13.1. A real-valued C1-functional � defined on a Banach space X is said

to satisfy the (C)α(.)
c condition if

i. every bounded sequence (un)n such that{
(�(un))n is bounded, and

�′(un) →n→∞ 0

possesses a convergent subsequence.
ii. There are constants R > 0, and σ > 0 such that(

u ∈ �c+σ
c−σ and ‖u‖ ≥ R

)
implies that ‖�′(u)‖ ≥ α(‖u‖),

where α : ]0, ∞[→]0, ∞[ is continuous and satisfies

1.
1

α(.)
is locally Lipschitz continuous on ]0, ∞[, and

2. the real-valued function ρ �→ t+ρ defined from ]0, ∞[ to [0, ∞] is continu-
ous, where [0, t+ρ[ is the half interval on which the maximal solution of the
Cauchy problem 


du(t)

dt
= 1

α(u(t))
u(0) = ρ > 0

is defined.

The functional � is said to satisfy (C)α(.) if it satisfies (C)α(.)
c for any c ∈ R.

Example 13.1.
1. Let α : ]0, ∞[→]0, ∞[ be continuous such that

1

α(.)
is locally Lipschitz continu-

ous on ]0, ∞[ and
∫ ∞

1 α(s) ds = +∞. Then, we may check easily that t+ρ = +∞
for any ρ > 0.

2. For α(s) = 1

sq
, where q > 1, we get t+ρ = 1

q − 1
(1/ρ)q−1 for any ρ > 0.

3. For α(s) = sq

exp(sq+1)
, where q > 1, we get t+ρ = 1

q + 1
exp(−ρq+1) for any

ρ > 0.

Notice that when α(s) = constant (we are in the first case,
∫ ∞

1 α(s) ds = +∞),
(C)α(.) reduces to the usual (PS) condition, while when α(s) = A/s where A = constant
> 0 or α(s) = A/(1 + s) (we are still in the first case) we get, respectively, the forms
of (PS) from [114] and [189].

With (C)α(.)
c , it is possible to prove a deformation lemma that can be used to get

critical point theorems as usual.
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Theorem 13.1 (Deformation Lemma, El Amrouss and Moussaoui). Let X be a

Banach space and � : X → R a C1-functional that satisfies (C)α(.)
c for some c ∈ R.

For ε ∈]0, σ [ (where σ is given in assumption ii of the definition of (C)α(.)
c ) and δ > 0,

there exist ε ∈]0, ε[ and η ∈ C(X × R; R) such that

i. η(0, x) = x, for any x ∈ X,
ii. η(t, .) is a homeomorphism on X for any t ∈ [0, 1],

iii. η(0, x) = x, for any t ∈ [0, 1] if x ∈ �c+ε
c−ε,

iv. �(η(., x)) is nondecreasing in [0, 1], for any x ∈ X,
v. η(1, �c−ε \ (Kc)δ) ⊂ �c+ε,

vi. if Kc = ∅, then η(1, �c−ε) ⊂ �c+ε,
vii. sup

t∈[0,1]
x∈A

‖η(t, x)‖ + ‖η−1(t, x)‖ < ∞, for any bounded subset A ⊂ X,

viii. when � is even, η(t, .) is odd for any t ∈ [0, 1].

The proof of this deformation lemma is reported through a series of lemmata.

Lemma 13.2. Let W be locally Lipschitz on X. For each x ∈ X, the Cauchy problem



dη(t, x)

dt
= W (η(t, x))

η(t, x) = 2x > 0

has a unique maximal solution defined on an open interval ]w−(x), w+(x)[ contain-
ing 0. The set D = {

(t, x); w−(x) < t < w+(x)
}

is open in R × X and η : D → X,
(t, x) �→ η(t, x) is continuous. Moreover, x �→ w−(x), x �→ w+(x) are l.s.c. from X to
]0, +∞[.

See Palais [697].
The next lemma is a direct consequence of a theorem on differential inequalities

(cf. [546]).

Lemma 13.3 (Differential Inequalities Theorem). Let h be a locally Lipschitz func-
tion defined on ]0, ∞[ and let u be the unique solution of the Cauchy problem,

u′(t) = h(u(t)), u(0) = a,

defined on [0, b[, b > 0.
Let v be a functional with values in X. If v is a solution of the differential inequality

|Dr ||v(t)|| | ≤ h(||v(t)||) in ] − b, b[, and ||v(t)|| ≤ u(0),

that is, v is continuous and its right derivative Dr satisfies the above inequality, then

||v(t)|| ≤ u(t) and ||v(−t)|| ≤ u(t), for all t ∈ [0, b[.

We can also easily prove the following result.
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Lemma 13.4. Let u : [a, b] → E be of class C1; then Dr ||u(t)|| exists on a ≤ t < b
and

|Dr ||u(t)|| | ≤
∥∥∥∥ d

dt
u(t)

∥∥∥∥ in ]a, b[.

Now, we can proceed to the proof of the deformation lemma. The solution is obtained
as a solution of a differential inequality.

Proof. By (C)α(.)
c assumption ii,

||�′(u)|| ≥ α(||u||), for every u ∈ �c+ε
c−ε \ BR(0).

Consider R′ > R such that (Kc)δ ⊂ BR′ .

Then, by (C)α(.)
c assumption i, there is 0 < ε̂ < ε and b > 0 such that

||�′(u)|| ≥ b, for every u ∈ (�c+ε̂
c−ε̂

\ (Kc)δ/4) ∩ B ′
R(0).

By the pseudo-gradient lemma, there exists a locally Lipschitz mapping V : X̃ → X
that may be chosen odd if � is even, such that

||V (x)|| < 2 and 〈V (x), �′(x)〉 ≥ ||�′(x)||.
Consider ε1 ∈]0, ε̂[ and set A = �c+ε̂

c−ε̂
and B = �

c+ε1
c−ε1

. Define

g(x) = dist (x, X \ A)

dist (x, B) + dist (x, X \ A)
,

�(x) = dist (x, X \ A)

dist (x, (Kc)δ/4) + dist (x, (Kc)δ/2)
,

and

h(s) =
{

(2α(R′))−1 if s ≤ R′,

(2α(s))−1 if s ≥ R′.

Set

W (x) =
{

g(x)�(x)h(||x ||)V (x) if x ∈ X̃ ,

0 otherwise.

Then, W is well defined on X , locally Lipschitz, and it is odd if � is even. By Lemma
13.2, the Cauchy problem, 


dη(t, x)

dt
= W (η(t, x)),

η(t, x) x,

has a unique maximal solution η̂ defined on an open interval ]w−(x), w+(x)[ contain-
ing 0.
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Meanwhile, by Lemma 13.4, we have that Dr ||η̂(t, x)|| | ≤
∥∥∥ dη̂(t,x)

dt

∥∥∥. Since∥∥∥ dη̂(t,x)
dt

∥∥∥ = ||W (η̂(t, x))|| ≤ 2h(η̂(t, x)), we get

Dr ||η̂(t, x)|| | ≤ 2h(η̂(t, x)).

By the definition of h, the problem


u′(t) = 1

αu(t)

u(0) ‖x‖ ≥ R′

admits a nondecreasing solution, which is also a solution of
{

u′(t) = 2h(u(t))

u(0) ‖x‖ ≥ R′,

and conversely. Using Lemma 13.3, we can easily check that
{

w+(x) ≥ t+||x || if ||x || ≥ R

w−(x) ≤ −t+||x || if ||x || ≥ R

and {
w+(x) ≥ t+R′ if ||x || ≤ R

w−(x) ≤ −t+R′ if ||x || ≤ R.

Let q be the functional defined by



q(u) = 1 if u ∈ BR′+δ/2

q(u) = 0 if u ∈ X \ BR′+δ

0 ≤ q(u) ≤ 1 otherwise.

Then q is Lipschitz in X . Set χ (x) = q(x) = W (x), then χ is locally Lipschitz and
bounded. (W is bounded on bounded sets.) Consider k > 0 such that δ/(2k) ≤ 1 and
||χ (x)|| ≤ k for all x ∈ X . Then, the solution ξ (t, x) of the problem

dξ

dt
= χ (ξ ), ξ (0, x) = x,

is well defined and continuous on R × X and satisfies

||ξ (t, x)|| ≤ ||x || + k|t |, for every t ∈ R, x ∈ X.

By Lemma 13.2,

η̂(t, x) = η(t, x) for every t ∈
[−δ

2k
,

δ

2k

]
and x ∈ BR′ .
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Our deformation η is defined by



ξ (t t+R′ (δ/2k), x) if t ∈ [−1, 1], t+R′ < 1 and x ∈ BR′ ,

ξ (t(δ/2k), x) if t ∈ [−1, 1], t+R′ ≥ 1 and x ∈ BR′ ,

ξ (t t+||x ||(δ/2k), x) if t ∈ [−1, 1], t+||x || < 1 and x ∈ X \ BR′ ,

ξ (t(δ/2k), x) if t ∈ [−1, 1], t+||x || ≥ 1 and x ∈ X \ BR′ .

It is continuous on [−1, 1] × X and satisfies the assumption i–viii. �

Theorem 13.5 (Linking Theorem, El Amrouss and Moussaoui). Suppose that � ∈
C1(X ; R) and that there exists a nonempty bounded and closed set Q satisfying the
following:

H1. There exists β ∈ R such that for any γ ∈ � = {
γ homeomor phism on X ;

γ |∂ Q = Id
}
,

{
α = sup∂ Q � < β and

γ (Q) ∩ �δ �= ∅ for any δ < β,

H2. supu∈Q �(u) < ∞.

Suppose that � satisfies (C)α(.)
c where

c = inf
γ∈�

sup
u∈Q

�(γ (u)).

Then c is a critical value of � such that c ≥ β.

Proof. By contradiction, suppose that c is regular, that is, Kc = ∅. Let ε <

min(σ, β − α), then by the former deformation lemma, there is an isomorphism
η(1, .) : X → X that satisfies

η(1, x) = x when x �∈ �c+ε
c−ε,

η(1, �c−ε) ⊂ �c+ε, (13.1)

sup
u∈Q

[‖η(1, γ (x))‖ + ‖η−1(1, γ (x))‖] < ∞, ∀γ ∈ �. (13.2)

By the second part in H1, there is a sequence (xn)n ⊂ Q such that

β − 1

n
≤ �(γ (xn)), ∀n ≥ 1, ∀γ ∈ �.

So

β ≤ sup
n

�(γ (xn)), ∀γ ∈ �,
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and hence β ≤ c. By H2, it follows that β ≤ c ≤ ∞.
By the first part in H1,

�(x) ≤ α < β, for all x on ∂ Q.

Hence, �(x) < c − ε because ε < β − α and β ≤ c.
From assumption ii of the deformation lemma, it follows that

η(1, x) = x on ∂ Q. (13.3)

By (13.2) and (13.3), η−1(1, .) ◦ γ lies to � and by definition of c, there is x ∈ Q such
that

�(η−1(1, γ (x)) ≥ c − ε.

So that by (13.1), we get

c + ε ≤ �(η(1, [η−1(1, γ (x))])) = �(γ (x)).

Since this is possible for all γ ∈ �,

c + ε ≤ inf
γ∈�

sup
x∈Q

�(γ (x)),

which is contradiction with the definition of c. �

This result extends many linking theorems, including the MPT and the versions by
Bartolo, Benci, and Fortunato and Cerami.

13.2 Changing the Metric

For the material of this section, the reader is supposed to be acquainted with the metric
approach to critical point theory presented in Chapter 16.

Consider a metric space (X, dist ) and a continuous function � : X → R. We will
now see a very interesting procedure, attributable to Corvellec [257], for deducing a
new critical point theorem with (PS) with a weight from older ones with the standard
(PS) just by changing the metric of the space X .

Theorem 13.6. Let (X, dist ) be a metric space, Ã be a nonempty subset of X, and
β : [0, +∞[→]0, +∞[ be continuous. Then, there exists a metric d̃ist on X that is
topologically equivalent to dist and such that

a. For any subset B of X, it holds that

d̃ist (B, Ã) ≥
∫ dist (B, Ã)

0
β(t) dt, (13.4)

while if
∫ +∞

0 β(t) dt = +∞, then (X, d̃ist ) is complete if and only if (X, dist )
is complete.
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b. If � : X → R is continuous and |̃d�| denotes the weak slope of � with respect
to the metric d̃ist , then

|d̃�|(u) = |d�|(u)

β(dist (u, Ã))
for every u ∈ X.

Proof. See the paper by Corvellec [257, pp. 270–273]. �

Remark 13.1. When X has a rich(er) topology, namely, X is a Banach space, Ã is
the origin and β(t) = 1/(1 + t), the metric d̃ist is the Cerami metric (see [189] or
[360, p. 138]) where it is used in the context of critical point theory for smooth functions.
This metric is used in [67] in the context of the critical point theory for continuous
functions defined on complete metric space.

Therefore, (X, d̃ist ) is complete by Theorem 13.6a and the (PS) condition with
weight 1/β(‖u‖) = 1 + ‖u‖ is just the usual (PS) condition for � in the metric space
(X, d̃ist ).

Theorem 13.7. Let X be a complete metric space, � : X → R continuous, and A, B
two subsets of X such that B links A. Set

a = inf
A

�, b0 = sup
B

�, b = inf
ψ∈�B

sup
B×[0,1]

� ◦ ψ,

where �B is the set of contractions of B in X, and assume that a, b ∈ R and b0 > a.
If 0 < ρ < dist (B ∩ �a, A) (resp. 0 < ρ < dist (B, �b ∩ A)) and β : [0, +∞[→

]0, +∞[ is a continuous function such that∫ +∞

0
β(t) dt = +∞ and

∫ ρ

0
β(t) dt ≥ b0 − a,

then, for any δ > 0, there exists u ∈ X with{
a − δ ≤ �(u) ≤ b + δ

|d�| ≤ β(dist (u, A)) (resp. |d�| ≤ β(dist (u, B))).

Proof. Consider the case 0 < ρ < dist (B ∩ �a, A). Let d̃ist be the metric given by
Theorem 13.6, with Ã = A. Then (X, d̃ist ) is complete and

d̃ist (B ∩ �a, A) ≥
∫ dist (B∩�a ,A)

0
β(t) dt >

∫ ρ

0
β(t) dt ≥ b0 − a > 0,

while |d̃�|(u) = |dφ|(u)

β(dist (u, A))
for every u ∈ X .

Applying Theorem 20.7b in (X, d̃ist ) with α = d̃ist (B ∩ �a, A) and ρ = 1 yields
the conclusion.

In the case 0 < ρ < dist (B, A ∩ �b0 ), consider the metric d̃ist associated with β

and Ã = B. �

Remark 13.2. Forβ(t) = σ , a positive constant, we recover Theorem 20.7b. This result
extends Theorems 2.1 and 2.2 of Schechter [809], where the space X is a Banach space,
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� is of class C1, and β is a positive nondecreasing function. (Note that if inf β > 0,
Theorem 13.7 holds without assuming b0 > a thanks to Theorem 20.7a).

Comments and Additional Notes

Always concerning weighted Palais-Smale conditions, in the first note of Chapter 5 on
page 53, the following form of (PS) by Silva and Teixeira [846] is reported.

Let f : E → R be a C1-mapping on the real Banach space E . Denote by & the set of
nonincreasing, locally Lipschitz continuous functions φ : (0, ∞) → (0, ∞) such that∫ ∞

0 φ(t) dt = ∞. Then, f is said to satisfy the generalized Palais-Smale condition
with respect to φ ∈ & at c ∈ R if every sequence (um)m of points in E satisfying
f (um) → c and ‖ f ′(um)‖/φ(‖um‖) → 0 (m → ∞) has a convergent subsequence.
The value c ∈ R is an admissible level for f if c is a regular value of f or c is an
isolated critical value with discrete critical points over f −1(c).

Silva and Teixeira prove that, for an admissible critical level c, f −1(c) is arcwise-
connected or f has a critical point with different critical value from c. This result also
implies the MPT.

� 13.I A Half MPT with a Loose End

The Palais-Smale condition has the drawback that it requires sets of the form |�(u) −
c| < ε, ||�′(u)|| < ε to be bounded for � > 0 sufficiently small. Substitutes for this
condition have been proposed by several authors [114,189] but they must deal with �(u)
and �′(u) in unbounded regions. Schechter [800] introduced a method that requires
only a knowledge of �(u) and �′(u) on a bounded region.

The context of the Hampwile theorem and the ideas it presents are behind many
variants of the MPT obtained by Schechter and Tintarev. Some of them that are quite
interesting are presented here.

The MPT supposes max
{
�(0), �(e)

}
< ρ ≤ infS(0,δ) where ||e|| > δ, while in

[793], the author uses only assumptions on �(u) and �′(u) in a ball of radius ||e|| and
a local compactness conditions. No boundary conditions are supposed even though
they intervene in the proof. Moreover, the condition �(0) < ρ is removed. The result
is described as a half MPT with a loose end.

In fact, the starting point is the idea that if we are not seeking critical points of �

but only eigenvectors, u ∈ X \ {0} and λ ∈ R such that

�′(u) = λu.

It is expected that we would be able to relax some of the requirements made in the MPT
because we are asking for less, and in [793], it is indeed the case.

Let H be a Hilbert space, � ∈ C1(B(0, R); R) such that there is e ∈ B(0, R), and a
δ > 0 such that δ < ||e|| and

�(e) < ρ = inf
||u||=δ

�(u).
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Let � = {
h : [0, 1] → B(0, R) continuous; ||h(0)|| ≤ δ and h(1) = e

}
. Defining

c = inf
h∈�

max
0≤s≤1

�(h(s)),

clearly, c ≥ ρ.
Two extensions of the Hampwile theorem are given in [793].

Theorem 13.8 (First Extension of the Hampwile Theorem, Schechter). Assume that

|(�′(u), u)| ≤ M, u ∈ B(0, R). (13.5)

Then there is a sequence (un)n ⊂ B(0, R) such that

�(un) → c, (13.6)

�′(u) − (�′(u), u)u

||u||2 → 0 strongly in H, (13.7)

lim sup |(�′(u), u)| ≤ 0, (13.8)

||un|| ≥ δ, ∀u, (13.9)

un → u weakly in H, (13.10)

and

�′(un) → λu weakly for some λ ≤ 0.

Theorem 13.9 (Second Extension of the Hampwile Theorem, Schechter). Assume
that there are ε > 0, � < 1 such that

(�′(u), u) + �||u|| ||�′(u)|| ≥ 0

for all u ∈ B(0, R) satisfying

|�(u) − c| < 2ε and δ < ||u|| ≤ R.

Then there is a sequence (un)n ⊂ B(0, R) satisfying (13.6)–(13.10) and

�′(u) → 0 strongly in H.

The second form implies the first one. Indeed, to prove it, it suffices to note that because
every sequence in B(0, R) has a weakly convergent subsequence, we need only to prove
the existence of a sequence satisfying (13.6)–(13.10).

Moreover, the quantities (�′(un), un) and (�′(un), un)/||u||2 are bounded by (13.5).
Thus, the second sequence has a sequence converging to some λ ≤ 0. Hence,

�′(un) = �′(un) − (�′(un), un)un

||u||2 + (�′(un), un)un

||u||2
converges weakly to λu. It therefore suffices to prove the existence of a sequence
satisfying (13.6)–(13.9).

See also [806] (The Hampwile alternative) by Schechter.
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� 13.II Complementary Readings

The very interesting book [957] (Minimax theorems) by Willem is concerned with
critical point theory of minimax type and its applications to partial differential equations
lacking compactness. He uses his quantitative deformation lemma, which proves to be
a particularly efficient tool.

The reader may also consult, for example, the papers [30,78,183,218,445,595,797,
846, 991] and especially to [147] by Brézis.
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14

The Semismooth MPT

Soon after Baire had introduced in 1908 the concept of semicontinuity for real
valued functions, Tonelli, in 1914, recognized semicontinuity as one of the relevant
properties of the functionals of the calculus of variations.

L. Cesari, Optimization. Theory and applications, Springer-Verlag, 1983

A notion of critical points for continuous convex perturbations of C1-functionals defined on
a Banach space X is introduced, and an appropriate version of the MPT is proved. The same
minimax argument serving to obtain a critical level in the classical version is used here too, to
get a critical value corresponding to the new notion of critical point.

The main result of this chapter is taken from Szulkin [891]. It extends critical point
theory to functionals of the form � + � in a real Banach space X , where � : X → R is
a C1-functional, and � : X → R ∪ {+∞} is a convex and lower semicontinuous (l.s.c.)
perturbation. Denote byD(�) = {u ∈ X ; �(x) < +∞} the effective domain of �. The
most important point here is to find an appropriate definition of nonregularity/regularity
in this particular context and the rest of the program of projectingC1-critical point theory
for functionals of this form should be a priori easy. This semismooth MPT was inspired
by the presentation of the MPT by Mawhin and Willem [627, Theorem 4.3], which
constitutes an approximate version of the nonsmooth minimax theorem of Shi [835]
(see Chapter 15).

The notion of differentiability suitable for handling functionals like � is the subd-
ifferentiability. The subdifferential of � at a point u ∈ D(�) is the set

∂� = {u∗ ∈ X∗; �(v) − �(u) ≥ 〈u∗, v − u〉 for all v ∈ X},
where X∗ is the dual space of X and 〈., .〉 is the duality pairing between X∗ and X . A
point u ∈ D(�) is critical if 0 ∈ ∂�(u).

So, for a functional f = � + �, where � ∈ C1(X ; R) and � : X → R ∪ {+∞} is
convex and l.s.c., a way to define a notion of critical points is the following.

Definition 14.1. A point u ∈ D(�) is said to be critical of f if

0 ∈ �′(u) + ∂�(u),

163
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that is,

−�′(u) ∈ ∂�(u),

or equivalently, if u satisfies

〈�′(u), v − u〉 + �(v) − �(u) ≥ 0, for all v ∈ X. (14.1)

Remark 14.1. If � ≡ 0, then f = � ∈ C1(X ; R) and this definition coincides with
the usual one.

14.1 Preliminaries

We will suppose in all the sequels that � ∈ C1(X ; R) and � : X → R{+∞} is convex,
l.s.c., and proper (that is, � �≡ +∞). We shall also use the following forms of Palais-
Smale condition.
First, the functional f satisfies (PS)Sz if any sequence (un)n such that f (un) → c ∈ R

and

〈�′(un), v − un〉 + �(v) − �(un) ≥ −εn‖v − un‖, for all v ∈ X, (14.2)

where εn →n→+∞, possesses a convergent subsequence.
And f satisfies (PS)′Sz if any sequence (un)n such that f (un) → c ∈ R and

〈�′(un), v − un〉 + �(v) − �(un) ≥ 〈zn, v − un〉, for all v ∈ X, (14.3)

where zn → 0 as n → ∞, possesses a convergent subsequence.
Equation (14.3) means that

zn ∈ �′(un) + ∂�(un),

or equivalently,

zn − �′(un) ∈ ∂�(un),

which shows the similarity with the usual (PS) condition. The (PS)Sz and (PS)′Sz se-
quences are defined by analogy to (PS)c sequences.

Remark 14.2. If � ≡ 0, then f = � ∈ C1(X ; R) and this definition of the (PS) con-
dition coincides with the usual one.

Proposition 14.1. Conditions (PS)Sz and (PS)′Sz are equivalent.

The proof of Proposition 14.1 follows immediately using the following geometric
result that asserts that a l.s.c. convex function χ , such that χ (0) = 0, is bounded from
below by a linear functional with norm less or equal to 1.

Lemma 14.2. Let χ : X → R ∪ {+∞} be a l.s.c. convex function such that χ (0) = 0.
If

χ (x) ≥ −‖x‖, for all x ∈ X,



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c14-16 CB577/Jabri-v1.cls June 27, 2003 19:57

14.1 Preliminaries 165

then there exists z ∈ X∗ such that ‖z‖ ≤ 1 and

χ (x) ≥ 〈z, x〉, for all x ∈ X.

For the proofs of the lemma and of Proposition 14.1, the reader is referred to [891].

Proposition 14.3. Suppose f = � + �, as described earlier, and satisfies (PS)Sz. Let
(un)n be a (PS)Sz sequence and u an accumulation point of (un)n; then u ∈ Kc. In
particular, the set Kc is compact.

Proof. For some subsequence, still denoted by (un)n , we have that un → u. Passing to
the limit in (14.2) and using the fact that �(un) ≥ �(u), we obtain that u is a critical
point. But, the inequality (14.1) cannot be strict for v = u, so limn→∞ �(un) = �(u).
Therefore, f (un) → f (u) = c, and u ∈ Kc.

To prove that Kc is compact, take a sequence (un)n ⊂ Kc. Then, f (un) = c
and (14.2) is true with εn = 0 for all n. So, a subsequence of (un)n converges to
some u ∈ X ; but by the first part of the proposition, u ∈ Kc. �

Remark 14.3. If f = � + � is bounded from below and satisfies (PS)Sz, then c =
infu∈X f (x) is a critical value. When � ≡ 0, this result is classical and, like the classical
result, it can be easily proved. So, the proof is omitted.

14.1.1 An Appropriate Deformation Lemma

We will see now a weak form of the deformation lemma which will be combined to
Ekeland’s variational principle to prove the semismooth MPT.

This is unusual since, in general, the deformation lemma and Ekeland’s principle are
“competitive” results.

We call a deformation a function η : X × [0, /overlines] → X such that η(., 0) ≡ IdW ,
the identity on W . We adopt the notation ηs(.) = η(., s), where 0 ≤ s ≤ s. First, we give
some technical lemmata. Set Bc,ε,δ = f c+ε

c−ε \ (Kc)δ where (Kc)δ is a δ-neighborhood
of Kc.

Lemma 14.4. Suppose that f = � + � satisfies (PS)Sz. Then, for each ε > 0, there
exists ε ∈]0, ε[ such that, if u0 ∈ Bc,ε,δ ,

〈�′(u0), v0 − u〉 + �(v0) − �(u0) < −3ε.‖v0 − u0‖ (14.4)

for some v0 ∈ X.

Proof. Suppose by contradiction that there exists a sequence (un)n ⊂ X \ (K)δ such
that 


f (un) → c,

〈�′(un), v − un〉 + �(v) − �(un) ≥ −1

n
‖v0 − u0‖, for all v ∈ X.

Then, by (PS)Sz and Proposition 14.3, a subsequence of (un)n converges to u ∈ Kc.
But, for all n we have un �∈ (K)δ , a contradiction. �
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Lemma 14.5. If ε, u0, v0 are as in Lemma 14.4, then there exists µ0 = µ(u0, v0) > 0
such that for each u ∈ B(u0, µ) and u ∈ B(u0, µ/2), we have

〈�′(z), v0 − z〉 + �(v0) − �(u) ≤ −3ε‖v0 − u‖. (14.5)

Proof. Suppose by contradiction that there exist two sequences (zn)n and (un)n such
that

zn → u0, un → u0

and

〈�′(zn), v0 − zn〉 + �(v0) − �(un) > −3ε‖v0 − un‖.
Passing to the limit, we could get

〈�′(u0, v0 − u0〉 + �(v0) − �(u0) ≥ −3ε‖v0 − u0‖,
which contradicts Lemma 14.4. �

Lemma 14.6 (Deformation Lemma). Suppose that f = � + � satisfies (PS)Sz. Then
for each ε > 0, δ > 0, there exists 0 < ε < ε such that for each compact set A ⊂ Bc,ε,δ ,
we can find a closed set W ⊃ A, s > 0 and a continuous deformation ηs : X → X,
0 ≤ s ≤ s such that

i. ‖ηs(u) − u‖ ≤ s, ∀u ∈ X,
ii. ηs(u) = u in f c−ε,

iii. I (ηs(u)) ≤ I (u) − 2εs, ∀u ∈ W ,
iv. I (ηs(u)) ≤ I (u), ∀u ∈ X,
v. supu∈W I (ηs(u)) − supu∈W I (u) ≤ −2εs.

Proof. Consider ε as above and A ⊂ Bχ,ε,δ compact. For every u ∈ A, we can find
v ∈ X , µ = µ(u) > 0 such that the conclusion of Lemmata 14.4 and 14.5 hold with u,
v, µ instead of u0, v0, µ0. The corresponding µ may be chosen small enough such that{

f |B(u0,µ) > c − ε,

µ < ‖v − u‖.
We may also consider, by choosing µ small enough, that we have a Lipschitz constant
K for � on ∪ B(u, µ).

Take a finite covering with the sets Vi = B(ui , µi/4), i = 1, . . . , n of A. Consider
a partition of unity {σi }n

i=1 subordinate to the covering {Ui } such that


supp σi ⊂ Ui ,∑
i σi ≤ 1 in X,∑
σi = 1 on ∪n

i=1 Vi ,

0 ≤ σi ≤ 1.

We define the deformation ηs : X → X , s ≥ 0 by

ηs(u) = u + s
n∑

i=1

σi (u)
vi − u

‖vi − u‖ . (14.6)
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We observe that since vi �∈ B(ui , µi ), ηs is well defined and continuous in s and u.
Property i follows immediately from (14.6), while ii follows from ηs(u) = u for u ∈
X \ ∪Ui .

We will write in the sequel, for short, ηs(u) = u + sw, ‖w‖ ≤ 1. Then, we have

�(u + sw) − �(u) = s〈�′(z), w〉, (14.7)

where z = u + τw, 0 < τ < s. So, we obtain the following sequence of inequalities:

�(u + sw) ≤ �(u) + s〈�′(z),
∑

i

σi (u)
vi − u

‖vi − u‖〉 ≤

≤ �(u) + s
∑

i

σi (u)

‖vi − u‖〈�′(z), vi − u〉 ≤

≤ �(u)+s
∑

i

σi (u)

‖vi − u‖〈�′(z), vi − z〉+s
∑

i

σi (u)

‖vi − u‖〈�′(z), z − u〉≤

≤ �(u) + s
∑

i

σi (u)

‖vi − u‖〈�′(z), vi − z〉 + s
∑

i

σi (u)

‖vi − u‖ K‖z − u‖.

And since ‖z − u‖ = ‖τw‖ ≤ s, we obtain that

�(u + sw) ≤ �(u) + s
∑

i

σi (u)

‖vi − u‖〈�′(z), vi − z〉 + s2
∑

i

σi (u)

‖vi − u‖ K

≤ �(u) + s
∑

i

σi (u)

‖vi − u‖〈�′(z), vi − z〉 + s2
∑

i

K
signσi (u)

‖vi − u‖ σi (u) (∗)

≤ �(u) + s
∑

i

σi (u)

‖vi − u‖〈�′(z), vi − z〉 + Ms2
∑

i

σi (u)

where M is a constant.
On the other hand, we have

ηs(u) = u + sw =
(

1 − s
∑

i

σi (u)

‖vi − u‖

)

︸ ︷︷ ︸
β

u + s
∑

i

σi (u)

‖vi − u‖vi .

For s ≤ s sufficiently small, β ≤ 1, and by the convexity of �, we get that

�(ηs(u)) ≤ (1 − s
∑

i

σi (u)

‖vi − u‖ )�(u) + s
∑

i

σi (u)

‖vi − u‖�(vi ). (14.8)

From (∗) and (14.8), we obtain

f (ηs(u)) ≤ f (u) + s
∑

i

σi (u)

‖vi − u‖ [〈�′(z), vi −z〉 + �(vi ) − �(u)] + Ms2
∑

i

σi (u).

We take s such that if s ≤ s then z ∈ B(ui , µi ) and we use Lemma 14.5 to conclude
that

f (ηs(u)) ≤ f (u) + s

(∑
i

σi (u)(Ms − 3ε)

)
. (14.9)
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In particular, if u ∈ W = ∪V i , we have

f (ηs(u)) ≤ f (u) + s(Ms − 3ε), (14.10)

and for s ≤ ε/M , we obtain

f (ηs(u)) ≤ f (u) − 2εs
∑

i

σi (u), ∀u ∈ X. (14.11)

From (14.11), we immediately get properties iii, iv, and v. �

14.2 Semismooth MPT

We can state now and prove the MPT announced in the beginning.

Theorem 14.7 (Semismooth MPT, Szulkin). Suppose that f = � + � : X → R ∪
{+∞} satisfies (PS)Sz and is such that

inf
∂S(0,ρ)

> θ = max{ f (0), f (e)}

for some e �∈ B(0, ρ).
Then � has a critical value c ≥ β characterized by

c = inf
γ∈�

sup
t∈[0,1]

f (γ (t)),

where

� = {
γ ∈ C([0, 1]; X ); γ (0) = 0 and γ (1) = e

}
.

Remark 14.4. As we see, this version is also a generalization of the MPT. Indeed,
when � ≡ 0, f = � is in C1(X ; R) and the notions of critical point and (PS) condition
coincide with the usual ones.

Let Z be a topological space and X be a real space. It is well known that in C(X ; Y ),
the set of bounded mappings 1 from Z to X , endowed by the distance of the uniform
convergence,

dist ( f, g) = sup
z∈Z

‖ f (z) − g(z)‖,

is a Banach space.

Lemma 14.8. Suppose that f : X → R ∪ {+∞} is l.s.c. Then, the function � :
C(Z ; X ) → R ∪ {+∞} defined by

�(γ ) = sup
z∈Z

f (γ (z))

is also l.s.c.

1 By a bounded mapping from Z to Y in C(X ; Y ), we mean a function f such that f (Z ) is bounded in X .
This is the case, for example, for all functions in C(X ; Y ) if Z is compact.
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Proof. Let γn → γ . Since f is l.s.c.,

f (γ (z)) ≤ f (γn(z)), for all z ∈ Z .

Then,

�(γ ) = sup
z∈Z

f (γ (z)) ≤ lim inf
n

(
sup
z∈Z

f (γn(z))

)
= lim inf

n
�(γn).

�

Lemma 14.9. f ◦ γ is continuous on [0, 1] for every γ ∈ � such that �( f ) < ∞.

We will see in the next chapter that it is in fact locally Lipschitz continuous.

Proof. Since [0, 1] is compact, � is bounded on f ([0, 1]). Moreover, � is bounded
and l.s.c. on the convex envelope co f ([0, 1]) of f ([0, 1]). Now it is sufficient to prove
that the restriction of �|co f ([0,1]) is continuous. Let x0 ∈ co f ([0, 1]) and let N be a
neighborhood of x0 such that

�|N∩co f ([0,1]) ≤ a < ∞.

We may suppose that x0 = 0 and �(x0) = 0. So, if v ∈ τ N ∩ co f ([0, 1]) with 0 ≤
τ ≤ 1, we obtain

�(v) ≤ (1 − τ )�(0) + τ�
(v

τ

)
≤ τa.

Therefore, for v ∈ co f ([0, 1]), when v → 0,

lim sup �(v) ≤ 0.

This and the lower semicontinuity of � yield the continuity of � on co f ([0, 1]). �

Proof of Theorem 14.7. Suppose by contradiction that c is not a critical value of f .
Let ε = c − η and ε < ε be given by the deformation lemma for δ = 0. We may use
Ekeland’s variational principle with � on � to obtain γ ∈ � with �(γ ) ≤ c + ε and

�(γ ′) − �(γ ) ≥ −ε dist (γ, γ ′), ∀γ ′ ∈ �. (14.12)

Consider the set A = {
γ (t); t ∈ [0, 1], f (u) ∈ [c − ε, c + ε]

}
. Then neither 0 nor e

belong to A because max{ f (0), f (e)} = θ < c − ε. Moreover, A is compact by the
continuity of f ◦ γ A ⊂ Bc,ε,0.

In the proof of the deformation lemma, we can choose the covering Bi (ui , µi ) of A
such that Bi (ui , µi ) ∩ {0, e} = ∅.

Set g = ηs ◦ f , where η is the deformation given by the deformation lemma. Then
it is clear by property ii that g ∈ � because ηs = Id on {0, e}.
By property i, we have that

dist (γ, g) ≤ s. (14.13)

Now, �(g) = supt∈[0,1] f (g(t)) > c − ε. This means that

�(g) = sup
t∈[0,1]

I (g(t)) = sup
t∈[0,1]

f (ηs ◦ γ (t)) = sup
t∈A

f (ηs(t)).
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We obtain from property v of the deformation lemma that

�(g) − �( f ) = sup
t∈A

f (ηs(t)) − sup
t∈A

f (t) ≤ −2εs.

With (14.13), we get a contradiction with (14.12), so c is a critical value of f . �

14.2.1 Semismooth Parents of the MPT

We signal some critical point theorems from the linking family, proved also by Szulkin
[891], for functionals of the type f = � + �: a multidimensional MPT for functionals
of the type � + � satisfying (PS)Sz (Chapter 8).

Theorem 14.10 (Semismooth Generalized MPT, Szulkin). Suppose that f = � +
� : X → R ∪ {+∞} satisfies (PS)Sz, where X = X1 ⊕ X2 and dim X1 < ∞. Suppose
also that

i. there are constants θ, ρ > 0 such that ρ|∂ B(0,ρ)∩X2 ≥ θ ,
ii. there is a constant R > ρ and e ∈ X2 with ‖e‖ = 1 such that

f |∂ Q ≤ 0,

where Q =
(

B(0, R) ∩ X1

)
⊕ {

re; 0 ≤ r ≤ R
}
.

Then f has a critical value c ≥ θ characterized by

c = inf
γ∈�

sup
x∈Q

f (γ (x)),

where

� = {
γ ∈ C(Q; X ); γ |∂ Q = Id∂ Q

}
.

The proof of the MPT given here applies with no change to the general situation of a
closed set S and a compact Q such that S and ∂ Q link (see Chapter 19). In particular,
it applies to the case of the generalized MPT.

The semismooth results seen in this chapter have been used to solve certain in-
equalities with single- and multivalued operators that appear in elliptic boundary value
problems.

Comments and Additional Notes

� 14.I The Original Proof of the Semismooth MPT

The proof of the deformation lemma given here is an adaptation of a proof due to
Lefter [557] for functionals f = � + � where � is locally Lipschitz and � is convex
and l.s.c. (See also the last note.) The original proof by Szulkin follows.

Proof of Theorem 14.7. First of all, since for all γ ∈ �, the intersection γ ([0, 1]) ∩
∂ B(0, ρ) �= ∅, we have that c ≥ η.
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By contradiction, supposing that c is not a critical value of f , we get that N = ∅ is a
neighborhood of Kc. Therefore, we may use the deformation lemma with N = ∅ and
ε = c to obtain an ε ∈]0, ε[ satisfying the properties of the lemma.

By definition of c, the level set f c−ε/4 is not path-connected, and 0 and e lie in
different path components W0 and We. Because ηs ◦ γ may not be in � when γ ∈ �,
the set � is not suitable for our purposes. So, we will use an auxiliary family of mappings
defined from [0, 1] to X . Let

�1 = {
γ ∈ C1([0, 1]; X ); γ (0) ∈ W0 ∩ f c−ε/2 and γ (1) ∈ We ∩ f c−ε/2}

and

c1 = inf
γ∈�1

sup
t∈[0,1]

f (γ (t)).

Notice that c1 = c.
Indeed, since � ⊂ �1 we have c ≤ c1. And by contradiction, if c1 < c, there would

be paths lying in f c−ε/4 (recall that γ (0) ∈ W0 and γ (1) ∈ We that are two path com-
ponents of f c−ε/4); there is γ ∈ � such that

sup
t∈[0,1]

f (γ (t)) < c.

Claim 14.1. The set �1 is a closed subset of C([0, 1]; X ) and then it is a complete
metric space.

Indeed, let (γn)n be a sequence in �1 such that γn → γ . Denoting γ (0) = u and
γn(0) = un , by the l.s.c. of f , we have that

f (u) ≤ lim inf
n

f (un) ≤ c − ε

2
.

And by the convexity of � and the continuity of �, we get, respectively, that

�(tun + (1 − t)u) ≤ t�(un) + (1 − t)�(u)

and

�(tun + (1 − t)u) ≤ t�(u) + δn ≤ t�(un) + (1 − t)�(u) + 2δn,

where δn → 0 and t ∈ [0, 1].
Therefore, for n large enough,

f (tun + (1 − t)u) ≤ t f (un) + (1 − t) f (u) + 2δn

≤ c − ε

2
+ 2δn

≤ c − ε

4
.

(14.14)

So, the segment joining un to u lies in W0. In particular, u ∈ W0. Since also f (u) ≤
c − ε/2, we get that u ∈ W0 ∩ f c−ε/2. Likewise, we prove that f (1) ∈ We ∩ f c−ε/2,
that is, γ ∈ �1. Now that we have proved that �1 is complete, we can use Lemma 14.8
with Z = �1.
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Applying Ekeland’s variational principle on �1 for the functional � and ε, we get that
for γ ∈ �1 such that �(γ ) ≤ c + ε,

�(γ1) − �(γ ) ≥ −ε dist (γ1, γ ) for all γ ∈ �1. (14.15)

Let A = γ ([0, 1]) and ηs be the deformation given in the deformation lemma. Set
γ̃ = ηs ◦ γ . For s small enough, ηs ◦ γ ∈ �1. Indeed,

• if f (γ (0)) ∈ ]c − ε, c − ε/2[, then by property v we get

f (ηs ◦ γ (0)) ≤ f (γ (0)) ≤ c − ε

2
.

• And if f (γ (0)) ≤ c − ε, by property iii we have that

f (ηs ◦ γ (0)) ≤ f (γ (0)) + 2s ≤ c − 2ε.

Hence, ηs ◦ γ (0) ∈ W0 ∩ f c−ε/2. Likewise, ηs ◦ γ (1) ∈ We ∩ f c−ε/2. So, the function
ηs ◦ γ is in �1. And since, by property i, dist (γ, γ̃ ) ≤ s, it follows from properties v
and iv that

−2εs ≥ �(γ̃ ) − �(γ ) ≥ −ε dist (γ, ε̃) ≥ −εs,

which is impossible. This shows that Kc �= ∅ and then completes the proof. �

� 14.II A Regularization Procedure for l.s.c. Functions f Such That
f (u) + c‖u‖2 Is Convex for Some c ≥ 0

For a l.s.c. function f : V → R{+∞} such that f (u) + c‖u‖2 is convex for some
c ≥ 0, there is a regularization procedure due to Lasry [369, Lemma 7] that associates
to f a family of functions ( fε)0<ε<1/c such that

{
fε ∈ C1(X ; R),
fε(u) → f (u), for all u ∈ X.

Furthermore, fε(u) ≤ f (u) for all u ∈ X and f and fε have the same critical points.
And fε satisfies the (PS) condition whenever f satisfies (PS)Sz.

� 14.III Some Applications of Semismooth MPT

In addition to the paper by Szulkin, the semismooth MPT was used recently in some
other papers.

In [976], Yang considers the existence of multiple solutions of elliptic obstruction
problems.

In [329], Dinca and Pasca study periodic solutions of superlinear convex au-
tonomous Hamiltonian systems.

In [466], Halidias and Papageorgiou study a quasilinear elliptic problem with mul-
tivalued terms.
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� 14.IV Another Semismooth Critical Point Theory

A critical point theory (existence results and multiplicity) for functionals of the form
I = � + �, with � ∈ C1(X ; R) and � a proper, convex, and l.s.c. functional, possibly
invariant under the action of a compact Lie group of linear isometries, is developed
in Chapters 2 and 3 of the book by Motreanu and Panagiotopoulos [654], including
the MPT, the saddle point theorem, and the main results for even functionals. The
corresponding definition of a critical point u is

�◦(u, v − u) + �(v) − �(u) ≥ 0 for all v ∈ X,

where �◦ is the generalized directional derivative of � (see the next chapter). This is
also the definition adopted by Lefter [557]. This theory is used in subsequent chapters
of [654] (4, 5, 6, 7, and 8) to the study hemivariational inequalities.

When � ∈ C1(X ; R) and � proper, convex, and l.s.c., f = � + � is locally Lips-
chitz. A critical point theory for Lipschitz functionals exists and is well established. It
will be described in the next chapter.
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15

The Nonsmooth MPT

Just as “nonlinear” is understood in mathematics to mean “non necessarily linear,”
we intend the term “nonsmooth” to refer to certain situation in which smoothness
(differentiability) of the data is not necessarily postulated.

F. Clarke, Optimization and nonsmooth analysis, Wiley, 1983.

In the previous chapter we treated continuous convex perturbations of C1-functionals. In this one,
we will assume a weakened smoothness assumption on functionals. Namely, we will suppose
that our functional is only locally Lipschitz. And we will prove an appropriate MPT for this kind
of functionals.

The first and the most famous version of the MPT for locally Lipschitz continuous
functionals is due to Chang [202] who proved it by adapting the deformation lemma
to this particular situation.

His approach is exactly the one we saw for C1-functionals “minus” the fact that there
was no result about the existence of a pseudo-gradient vector field for locally Lipschitz
functionals. He succeeds in establishing such a result using the Hahn-Banach theorem and
the basic properties of the subdifferential calculus and generalized gradients in the sense
of F.H. Clarke. The rest of his procedure then becomes “standard.” The paper [202] of
Chang proved to be an invaluable reference when dealing with locally Lipschitz critical
point theory.

Nevertheless, we adopted an other nice approach due to Shi [835] where we will
touch the on beauty and strength of Ekeland’s principle. The content of this chapter is
based on a nice course given by Shi at the first school on nonlinear functional analysis
and applications to differential equations held at Trieste in 1996.

15.1 Notions of Nonsmooth Analysis

Let X be a Banach space and consider a function F : X → R ∪ {+∞} with a nonempty
effective domain. Recall that the effective domain is the set D(F) = {

x ∈ X ; F(x) <

174
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+∞}
. The functional

F◦(x ; h) = lim sup
t→0+
y→x

F(y + th) − F(y)

t
(15.1)

is called the Clarke directional derivative of F at x with respect to the direction h.
The following properties of the Clarke directional derivative that may be proved easily
(cf. [243]).

1. F◦(x ; h) = (−F)◦(x ; −h).
2. Let F : X → R ∪ {+∞} be locally Lipschitz on int D(F), the interior of the do-

main of F . Then, for any x ∈ int D(F), the functional h �→ F◦(x ; h) is sublinear
and continuous on X and (x, h) �→ F◦(x ; h) is upper semi-continuous.

3. If F is locally Lipschitz at x with Lipschitz constant Cx , then h �→ F◦(x ; h) is
Lipschitz continuous with the same Lipschitz constant.

4. When F is convex on X and continuous at x ∈ X , it is easy to verify that

F◦(x ; h) = F ′(x ; h) for all h ∈ X.

In 1975, Clarke introduced the concept of generalized gradient for locally Lipschitz
functions to generalize the notion of a subdifferential for a continuous convex function.
Using the subdifferential of F at x , the generalized gradient of F at x is defined by

∂ F(x) = {
x∗ ∈ X∗; 〈x∗, h〉 ≤ F◦(x ; h), ∀h ∈ X

}
. (15.2)

Proposition 15.1. Let F be locally Lipschitz at x ∈ X with Lipschitz constant Cx .
Then,

i. there exists δ > 0 such that

‖x∗‖ ≤ Cx , for all y ∈ [x + δB] and all x∗ ∈ ∂ F(y).

ii. ∂ F(x) is a w∗-compact convex set whose support function h �→ F◦(x ; h).
iii. For each h ∈ X, there exists x∗ ∈ ∂ F(x) such that

〈x∗, h〉 = F◦(x ; h).

iv. If xn → x, x∗
n ∈ ∂ F(xn) and x∗ is a w∗-cluster point of (x∗

n )n, then x∗ ∈ ∂ F(x).

Proof. The proof is not difficult and may be found, for example, in [243]. �

Remark 15.1. When a functional F is continuously differentiable at some point x ,
then {F ′(x)} = ∂ F(x); but when F is only Gâteaux-differentiable at x , the sets {F ′(x)}
and ∂ F(x) may be different.

Proposition 15.2. Let (Fi )m
i=1 be locally Lipschitz at x ∈ X and F = max

i
Fi . Then,

∂

(
m∑

i=1

Fi

)
(x) ⊂

m∑
i=1

∂ Fi (x) (15.3)
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and

∂ F(x) ⊂ co
{
∂ Fi (x); i ∈ IF (x)

}
, (15.4)

where

IF (x) = { i ; Fi (x) = F(x) }.
Proof. By Definition 15.1, we have that(

m∑
i=1

Fi

)◦
(x ; h) ≤

m∑
i=1

F◦
i (x ; h) for all h ∈ X.

Hence, to prove (15.3) it is enough to show that the support function of the set K =∑m
i=1 ∂ Fi (x) is h �→

m∑
i=1

F◦
i (x ; h). It obvious that

σK (h) ≤
m∑

i=1

F◦
i (x ; h) for all h ∈ X.

And since ∂ Fi (x) is w∗-compact for i ∈ {1, . . . , m}, the set
∑m

i=1 ∂ Fi (x) is also w∗-
compact. Therefore,

σK (h) = max
{〈x∗, h〉; x∗ ∈ ∑m

i=1 ∂ Fi (x)
}
,

≥ ∑m
i=1 max

{〈x∗, h〉; x∗ ∈ ∂ Fi (x)
}
,

= ∑m
i=1 F◦

i (x ; h).

To prove (15.4), we note that

F◦(x ; h) ≤ max
i∈IF (x)

F◦
i (x ; h)

and that for K1 = co
{
∂ Fi (x); i ∈ IF (x)

}
, we have that for any h ∈ X ,

σK1 (h) = sup
x∗∈K1

〈x∗, h〉,

≥ max
i∈IF (x)

max
{〈x∗, h〉; x∗ ∈ ∂ Fi (x)

}
,

= max
i∈IF (x)

F◦
i (x ; h).

Hence, (15.4) holds. �

The role of generalized gradients in variational methods may be well understood by
the study of minimization problems. We recall some well-known results in nonsmooth
analysis that will be needed in the sequel. The following one is obvious.

Proposition 15.3. Let F : X → R ∪ {+∞} be proper. If F has a local minimizer or
maximizer x ∈ X, then 0 ∈ ∂ F(x).

This proposition has the following important consequence.
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Theorem 15.4 (Mean-Value Theorem). Let x, y ∈ X and F be a locally Lipschitz
function on an open set containing the line segment [x, y]. Then, there exists θ ∈ ]0, 1[
such that

F(y) − F(x) ∈ 〈∂ F(x + θ (y − x)), y − x〉.
Proof. Define φ : [0, 1] → R by

φ(t) = F(x + t(y − x)) + t[F(y) − F(x)].

Then φ(0) = φ(1) = F(x) and there exists θ ∈ (0, 1), a minimum or a maximum of φ.
Hence, 0 ∈ ∂φ(θ ). The theorem is obtained by verifying that

∂φ(θ ) ⊂ F(x) − F(y) + 〈∂ F(x + θ (y − x)), y − x〉.
�

Using generalized gradients, the following form of Ekeland’s variational principle
holds.

Proposition 15.5. Let X be a Banach space and F : X → R be locally Lipschitz and
bounded from below. Then, there exists a sequence (xn)n ⊂ X such that

i. F(xn) → inf F,
ii. infx∗∈∂ F(xn ) ‖x∗‖ → 0.

The (PS) condition for a locally Lipschitz function F : X → R is expressed as

(PS)Lip




Any sequence (xn)n ⊂ X such that
F(xn) is bounded and infx∗∈∂ F(xn ) ‖x∗‖ → 0,
admits a convergent subsequence of (xn)n .

And a sequence that satisfies the relation in (PS)Lip is called a (PS)Lip sequence.

Corollary 15.6. Let X be a Banach space and F : X → R be locally Lipschitz and
bounded from below. If F satisfies (PS)Lip, then F has a minimum.

The bounded character of F and (PS)Lip plays the role of coercivity. Recall that the
coercivity is a sufficient condition for the existence of minima for a l.s.c. convex function
F on a reflexive Banach space. Indeed, we have also the following result.

Proposition 15.7. Let X be a Banach space and F : X → R be locally Lipschitz and
bounded from below. If F satisfies (PS)Lip, then F is coercive.

Proof. Setting

C = sup
b∈R

({
x ∈ X ; F(x) ≤ b

}
is bounded

)
,

we shall prove that C = +∞. This should imply the coercivity of F . In fact, if C < +∞,
then FC−2−n

is bounded, but FC+2−n
is not. So, there exists a real number Rn ≥ n such

that

F(x) > C − 2−n, for all x such that ‖x‖ ≥ Rn .
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Since FC+2−n
is unbounded, there is xn ∈ FC+2−n

such that

‖xn‖ ≥ Rn + 2 and F(xn) ≤ C + 2−n . (15.5)

Applying Ekeland’s principle to the metric space

Xn = {
x ∈ X ; ‖x‖ ≥ Rn

}
,

we obtain the existence of x ′
n ∈ Xn such that

C − 2−n < F(x ′
n) ≤ F(xn) ≤ c + 2−n, (15.6)

‖x ′
n − xn‖ ≤ 1, (15.7)

and for all x �= x ′
n, x ∈ Xn :

F(x) > F(x ′
n) − 2−(n−1)‖x ′

n − xn‖. (15.8)

The inequalities (15.6), (15.7), and (15.8) imply that

0 ∈ ∂ F(x ′
n) + 2(1−n)(B)∗.

Therefore, by (PS)Lip, the sequence (x ′
n)n admits a convergent subsequence. However,

from (15.5) and (15.7) we have

‖x ′
n‖ ≥ ‖xn‖ − ‖xn − x ′

n‖ > Rn + 1 ≥ n + 1 → +∞,

which is impossible. �

15.2 Nonsmooth MPT

This section is devoted to the study of an MPT for locally Lipschitz functions on a
Banach space. The version we will present uses Ekeland’s principle and is attributable
to Shi [835]. As mentioned earlier, an analogous result, earlier than that of Shi, has
been proved by Chang in [202] using a specific deformation lemma adapted to Lipschitz
functionals.

Theorem 15.8 (Nonsmooth MPT, Shi). Let f : X → R be locally Lipschitz contin-
uous. Consider an open neighborhood � of 0 and a point e �∈ � such that

max{ f (0), f (e)} < c0 ≤ inf
∂�

f. (15.9)

Then, setting

c = inf
γ∈�

max
t∈[0,1]

f (γ (t)) ≥ c0, (15.10)

where

� = {
γ ∈ C([0, 1]; X ); γ (0) = 0 and γ (1) = e

}
, (15.11)

there exists a sequence (xn)n ⊂ X such that

f (xn) → c and inf
x∗∈∂ f (xn )

‖x∗‖ → 0. (15.12)
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If, in addition, f satisfies (PS)Lip, then c is a critical value of f ; that is, there exists
x ∈ X such that f (x̄) = c and 0 ∈ ∂ f (x̄).

The idea of the proof is the following. Consider

F(γ ) = max
t∈[0,1]

f (γ (t))

as a function defined on the closed linear subspace � of C([0, 1]; X ). It is easy to verify
that F is locally Lipschitz on �. Then, by Ekeland’s variational principle, F has almost
minimizers satisfying some particular relations. Using this form, we shall then establish
the existence of a (PS)Lip sequence.

The proof is decomposed into several propositions. They will be proved for a general
case, in which [0, 1] is replaced by a compact metric space K . So, it possible, using
this result, to get some extensions and variants of the MPT.

Proposition 15.9. Let f : X → R be a locally Lipschitz mapping and K a compact
metric space. Then, the functional F : C(K ; X ) → R, defined by

F(γ ) = max
t∈K

f (γ (t)) for all γ ∈ C(K ; X )

is locally Lipschitz on C(K ; X ).

Proof. Consider γ ∈ C(K ; X ); the set γ (K ) is compact as a continuous image of the
compact K . Since f is locally Lipschitz, for any t ∈ K , there are δt > 0 and Ct > 0
such that

| f (x1) − f (x2)| ≤ Ct‖x1 − x2‖ for all x1, x2 ∈ [
γ (t) + δB

]
. (15.13)

Then,
(
γ (t) + δt B

)
t∈K constitutes an open covering of γ (K ) and there are t1, . . . ,

tk ∈ K such that

γ (K ) ⊂
k⋃

i=1

[
γ (ti ) + δti B

]
. (15.14)

On the other hand, by the Lebesgue lemma there exists a Lebesgue number δ > 0
depending on γ (K ) such that for any x ∈ γ (K ),

[x + δB] ⊂ [
g(ti ) + δti B

]
, (15.15)

for some i. Set Cγ = max1≤i≤k Cti . By (15.13)–(15.15), we have that

| f (x1) − f (x2)| ≤ Cγ ‖x1 − x2‖ for all t ∈ K , x1, x2 ∈ γ (t) + δB.

Thus, when h1, h2 ∈ C(K ; X ) satisfy

‖hi − γ ‖C(K ;X ) = max
t∈K

‖hi (t) − γ (t)‖ < δ for i = 1, 2,

we have that

|F(h1) − F(h2)| = ∣∣ maxx∈K f (h1(t)) − maxt∈K f (h2(t))
∣∣,

≤ maxt∈K | f (h1(t)) − f (h2(t))|,
≤ Cγ maxt∈K ‖h1(t) − h2(t)‖ = Cγ ‖h1 − h2‖.

�



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c14-16 CB577/Jabri-v1.cls June 27, 2003 19:57

180 15 The Nonsmooth MPT

Proposition 15.10. Let f , F, X, and K be as in Proposition 15.9 and set

M(γ ) = {
s ∈ K ; f (γ (s)) = F(γ ) = max

t∈K
f (γ (t))

}
.

Then,

F◦(γ ; h) ≤ max
s∈M(γ )

f ◦(γ (s); h(s)) for all h ∈ C(K ; X ).

Proof. We choose two sequences (ui )i ⊂ C(K ; X ) and (λi )i ⊂ R
+ such that ‖ui −

γ ‖ = maxt∈K |ui (t) − γ (t)| → 0, λi → 0+ as i → ∞ and

F◦(γ ; h) = lim
i→∞

F(ui + λi h) − F(ui )

λi
. (15.16)

For any si ∈ M(ui + λi h), i = 1, 2, . . . , it follows that

F(ui + λi h) − F(ui )

λi
≤ f (ui (s) + λi h(si )) − f (ui (si ))

λi
. (15.17)

By the mean-value theorem, there exist θi ∈]0, 1[ and x∗
i ∈ ∂ f (ui (si ) + θiλi h(si )) such

that

f (ui (si ) + λi h(si )) − f (ui (si ))

λi
= 〈x∗

i , h(si )〉 for i = 1, 2, . . . . (15.18)

Since K is a compact metric space, (si )i has a convergent subsequence denoted also
by (si )i , such that si → s ∈ K . Then,

ui (si ) + θiλi h(si ) → γ (s).

By Proposition 15.1, the sequence (x∗
i )i has a w∗-cluster point x∗ ∈ ∂ f (γ (s)). We may

suppose that 〈x∗
i , h(s)〉 → 〈x∗, h(s)〉 and then, by the relations (15.16)–(15.17), we

have that

F◦(γ ; h) ≤ lim
i→∞

〈x∗
i , h(si )〉 ≤ lim

i→∞
〈x∗

i , h(si ) − h(s)〉 + lim
i→∞

〈x∗
i , h(s)〉.

Finally, we have to check that s ∈ M(γ ). Since si ∈ M(ui + λi h), we get that

f (ui (si ) + λi h(si )) ≥ f (ui (t) + λi h(t)) for all t ∈ K .

Taking i to infinity, we conclude that

f (γ (s)) ≥ f (γ (t)) for all t ∈ K .

�

Proposition 15.11. Let f , F, X, and K be as before and K0 ⊂ K be a closed subset
of K . If for some γ ∈ C(K ; X )

M(γ ) ⊂ K \ K0, (15.19)

and there exists ε > 0 such that for any h ∈ C0(K ; X ), we have

F◦(γ ; h) ≥ −ε‖h‖, (15.20)
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where

C0(K ; X ) = {h ∈ C(K ; X ); for all t ∈ K0, h(t) = 0}.
Then, there exists s ∈ M(γ ) such that

f ◦(γ (s); v) ≥ −ε‖v‖ for all v ∈ X. (15.21)

Proof. By contradiction, if such an s does not exist, then for any t ∈ M(γ ) there exists
vt ∈ X with ‖vt‖ = 1 such that

f ◦(γ (t); vt ) < −ε.

Since γ is continuous and f ◦ is upper semicontinuous, we have that, for any t ∈
M(γ ), there exists vt ∈ X with ‖vt‖ = 1 and δt > 0 such that

f ◦(γ (s); vt ) < −ε for all s ∈ B(t, δ) = {
s ∈ K ; dist (s, t) < δt

}
. (15.22)

The family {B(t, δt )}t∈M(γ ) forms an open covering of M(γ ). And from the compact-
ness of M(γ ) and the relation (15.19), we may suppose that

K0 ∩ B(t, δt ) = ∅ for all t ∈ M(γ ). (15.23)

So, there exist t1, . . . , tk ∈ M(γ ) such that

M(γ ) ⊂
k⋃

i=1

B(ti , δti ). (15.24)

For any t ∈ K , we define

ρ0(t) = min
s∈M(γ )

dist (t, s), (15.25)

ρi (t) = min
s∈K\B(ti ,δti )

dist (t, s) for i = 1, 2, . . . , k. (15.26)

From (15.24), we have that

K =
{

k⋃
i=1

B(ti , δti )

}
∪ {

K \ M(γ )
}
,

and it follows that

k∑
i=0

ρi (t) > 0 for all t ∈ K . (15.27)

Set

h(t) =
∑k

i=1 vti ρi (t)∑k
i=0 ρi (t)

.

Then, by (15.22)–(15.27), we get that

h ∈ C0(K ; X ) and ‖h‖ ≤ 1.
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And since v �→ f ◦(x ; v) is sublinear,

f ◦(γ (t); h(t)) ≤
( k∑

i=1

ρi (t) f ◦(γ (t); vti )

)/ k∑
i=0

ρi (t).

By (15.22), (15.25), and (15.26), for any t ∈ M(γ ), we have

ρ0(t) = 0 and
(
ρi (t) > 0

)
implies that

(
f ◦(γ (t); vti ) < −ε

)
.

Then, from Proposition 15.10, it follows that

F◦(γ ; h) ≤ max
s∈M(γ )

f ◦(γ (s), h(s)) < −ε‖h‖,

which contradicts (15.20). Hence, (15.21) is proved. �

Proof of Theorem 15.8. Set K = [0, 1] and K0 = {0, 1}. Since � separates 0 and e,
we have, for any γ ∈ �,

γ (K ) ∩ ∂� = γ ([0, 1]) ∩ ∂� �= ∅. (15.28)

And by (15.9) and (15.11),

max
t∈[0,1]

f (γ (t)) ≥ inf
∂�

f ≥ c0 > max
{

f (γ (0)), f (γ (1))
}
. (15.29)

Therefore, for all γ ∈ �,

M(γ ) = {
s ∈ [0, 1]; f (g(s)) = max

t∈[0,1]
f (γ (t))

} ⊂ ]0, 1[ = K \ K0.

The set � is a closed linear manifold of C([0, 1]; X ), which is a complete metric
space for the distance of the uniform convergence. We define F : � → R by

F(γ ) = max
t∈[0,1]

f (γ (t)) for all γ ∈ �.

Then, by Proposition 15.9, the functional F is locally Lipschitz on � and from (15.29)
and (15.10), it is bounded from below. According to Ekeland’s variational principle, for
any positive sequence (εn)n , where εn ↘ 0+, there exists a sequence (γn)n ⊂ � such
that

c ≤ F(γn) ≤ c + εn

and

F(u) > F(γn) − εn‖u − γn‖
for n = 1, 2, . . . and all u �= γn .

Thus, for any h ∈ C0([0, 1]; X ), we have that

F◦(γn ; h) ≥ lim sup
λ↘0+

F(γn + λh) − F(γn)

λ
≥ −εn‖h‖ for n = 1, 2, . . . .
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By Proposition 15.11, there exists sn ∈ M(γn) such that

f (γn(sn)) = F(γn),

f ◦(γn(sn); v) ≥ −εn‖v‖ for all v ∈ X and n = 1, 2, . . . .

Then, setting xn = γn(sn) for n = 1, 2, . . . , we have that

f (xn) → c and 0 ∈ ∂ f (xn) + εn(B)∗.

�

Many applications to partial differential equations have been given (see Chang [202]
for the earliest ones). A typical example is the Dirichlet problem:{

�u = f (u), in �,

u = 0 on ∂�,

where f is only a locally bounded measurable function, and the corresponding func-
tional,

�(u) = 1

2

∫
(∇u)2dx +

∫
�

F(u(x)) dx,

is locally Lipschitz.

Comments and Additional Notes

Shi combined nonsmooth analysis with Ekeland’s principle in a fantastic way to generate
one of the earliest linking (nonsmooth) results. The nonsmooth MPT is behind the
(smooth) version to be found in [623, 628] according to their respective authors, and
it is this latter form that inspired Szulkin to establish his “semismooth” MPT, as he
reported in [891].

� 15.I Some Variants of Nonsmooth Critical Point Theory

We describe briefly some papers that presented some forms of the nonsmooth MPT.

In [530, 531], Kourogenis and Papageorgiou combine the nonsmooth critical point
theory for locally Lipschitz functionals with a nonsmooth counterpart of the
Cerami condition (see Chapter 13) to obtain the following nonsmooth extension
of the (C) condition and of (PS)Lip:

for � : X → R locally Lipschitz, c ∈ R, every sequence (xn)n≥1 ⊂ X such that
�(xn) → c ∈ R as n → ∞ and (1 + ‖xn‖)m(xn) → 0 as n → ∞ has a strongly con-
vergent subsequence, where m(x) = inf

{‖x∗‖ : x∗ ∈ ∂�(x)}.
The authors then prove a general minimax principle that includes, of course, as
a particular case, an MPT, and also the limiting case (see Chapter 9). They rely
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on a variant of the deformation lemma that uses a locally Lipschitz vector field
instead of the pseudo-gradient vector field of the smooth case.

They use the generalized MPT to obtain a nontrivial solution of a nonlin-
ear elliptic problem at resonance where they do not suppose the well-known
Ambrosetti-Rabinowitz condition 0 < µF(t, x) ≤ x f (t, x).

In [668] Motreanu and Varga extend the classical deformation lemma to functionals
that are only locally Lipschitz continuous defined on reflexive Banach spaces
and use it to establish some results on the existence of critical points for locally
Lipschitz continuous functionals including an MPT.

In [648], Motreanu proves (Theorem 1) a critical point theorem that contains the
MPT, the nonsmooth MPT, the multidimensional MPT, and the semismooth MPT.

In [233] (A general mountain pass principle for nondifferentiable functionals),
Choulli et al. prove a mountain pass principle for locally Lipschitz function-
als. It generalizes Theorem 9.6 of Ghoussoub and Preiss [427]. The proof is
based on Ekeland’s variational principle. The paper contains also the following
interesting form of the pseudo-gradient lemma.

Lemma 15.12 (Choulli et al. [233]). Let M be a compact metric space and letϕ : M →
2X∗

be a set-valued mapping which is u.s.c. and ϕ(x) is weak-∗ compact and convex.
Let

γ = inf
{‖x∗‖; xϕ(t), t ∈ M

}
.

Then, given ε > 0, there exists a continuous function v : M → X such that for all
t ∈ M and x∗ ∈ ϕ(t),

‖v(t)‖ ≤ 1 and 〈x∗, v(t)〉 ≥ γ − ε.

In [756] Radulescu proves a nonsmooth version of the MPT similar to that of Shi
(with K , K ∗ satisfying assumptions similar to those in Brézis and Nirenberg’s
paper [153]). His proof relies on Ekeland’s principle and on Lemma 15.12.

The paper [765] by Ribarska et al. contains an extension of the general mountain
pass principle of Ghoussoub and Preiss (Theorem 9.6) to locally Lipschitz func-
tions. Their main tool is a generalization to locally Lipschitz functions of the
quantitative deformation lemma of Willem. This allows them to get a simple
proof of the general mountain pass principle.

In [640], Mironescu and Radulescu use the Ekeland variational principle to obtain
a result of Ljusternik-Schnirelman type for locally Lipschitz functionals. They
use it to prove that a periodic multivalued problem of the forced pendulum admits
at least two geometrically distinct solutions.

In [441], Goeleven studies semicoercive variational-hemivariational inequalities
and also proves an MPT for locally Lipschitz functionals.
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� 15.II A Ljusternik–Schnirelman–Type Theorem for Locally
Lipschitz Functionals

In [758] (A Lyusternik-Schnirelman type theorem for locally Lipschitz functionals with
applications to multivalued periodic problems), Radulescu restudies the Ljusternik-
Schnirelman theorem for locally Lipschitz functionals. This has already been done in
Chang’s paper [202, Theorem 3.2], which also contains a nonsmooth version of the
Rabinowitz saddle point theorem.

� 15.III A Nonsmooth Mountain Impasse Situation

In [920], Tintarev generalizes the results [817, 917, 918] to Banach spaces and non-
smooth functionals. For the details, see Chapter 21.

� 15.IV A MPT on C1-Finsler Manifolds

The paper [767] by Ribarska et al. contains a deformation lemma for locally Lipschitz
continuous real-valued functions f on a complete Finsler manifold M of class C1 with-
out boundary. It is used to prove some corresponding versions of minimax theorems,
including a theorem of Ljusternik-Schnirelman–type and an MPT.

� 15.V A Critical Point Theory for Locally Lipschitz Functionals
on Locally Convex Closed Subsets of Banach Spaces

In [942,944], Wang establishes a minimax principle, including the MPT of course, for
a locally Lipschitz functional � on locally convex closed subsets S of a Banach space.
(See Chapter 25 for some details.)
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The Metric MPT

Mathematical discoveries, small or great are never born of spontaneous genera-
tion. They always presuppose a soil seeded with preliminary knowledge and well
prepared by labour, both conscious and subconscious.

Bertrand Russel

Going further in nonsmoothness, we present now a variant of the MPT for continuous functionals
on metric spaces. Appropriate notions of critical point and Palais-Smale condition are defined
to handle this more general situation that still contains as particular cases the previous results
stated when more smoothness and regularity on the functional were supposed.

The metric MPT was discovered independently by Degiovanni and Marzocchi [310]
and Katriel [516]. They both use Ekeland’s variational principle but in two different
ways. The method of Degiovanni and Marzocchi has become widely known these days.
Nevertheless, Katriel’s approach will be more familiar to those who have read the
previous chapter devoted to the nonsmooth MPT.

16.1 Preliminaries

In both papers [310, 516], the notions of critical point and Palais-Smale condition are
defined in a very similar way although they use different terminology.

16.1.1 Critical Points of Continuous Functions in Metric Spaces

The definition of a critical point for a continuous function defined on a metric space
reduces to the usual one known in the smooth case when the functional is smooth. This
guarantees that the new theory extends the classical one.

Definition 16.1. Let (X, dist ) be a metric space, x ∈ X , f a real function defined in
a neighborhood of x , and δ > 0 a given positive real number. The point x is said to
be δ-regular if there are a neighborhood U of x , a constant α > 0, and a continuous
mapping η : U × [0, α] → X such that for all (u, t) ∈ U × [0, α]:

186
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1. dist (η(u, t), u) ≤ t ,
2. f (u) − f (η(u, t)) ≥ δt .

The functional η is then called a δ-regularity mapping for f at x , and x is called regular
if it is δ-regular for some δ > 0; otherwise it is a critical point of f .

We call the δ-regularity constant of f at a regular point x the value

δ( f, x) = sup
{
δ; f is δ-regular at x

}
.

If x is a critical point of f , we set δ( f, x) = 0.

The preceding notions and terminology are those of Katriel [516].
In [310], Degiovanni and Marzocchi independently adopted a similar definition. It

is the same as the aforementioned one with the set U = B(x, α) as a neighborhood of
x . They denote δ( f, x) by |d f |(x) and call it weak slope of f at x . Their statement is
the following.

Definition 16.2. Let f : X → R be a continuous function and let x ∈ X . We denote by
|d f |(x) the supremum of the σ ∈ [0, +∞[ such that there exist δ > 0 and a continuous
map η : B(x, δ) × [0, δ[→ X such that, for all (u, t) ∈ B(u, δ) × [0, 1],

i. dist (η(u, t), u) ≤ t , and
ii. �(η(u, t)) ≤ �(u) − σ t .

Note that |d f |(x) is an extended real number, that is, it can be infinite. The two defini-
tions are obviously equivalent and the two notions coincide.

In the sequel we combine the two approaches of Katriel and Degiovanni and Mar-
zocchi and each time use the one that seems more appropriate. We will also present the
two proofs of the metric MPT. The proof of Katriel relies on Ekeland’s principle, while
the proof of Degiovanni and Marzocchi uses a specific deformation lemma.

Lemma 16.1. If X is a Banach space and f : X → R is of class C1, then

δ( f, x) = ‖ f ′(x)‖.
In particular, the notion of critical point presented in Definition 16.2 coincides with
the usual one.

Proof. When x is a critical point of f , the relation is obviously true. Otherwise, consider
a real number δ such that 0 < δ < ‖ f ′(x)‖. Then, we can choose v ∈ X with ‖v‖ < 1
and f ′(x).v > δ. Let η(u, t) = u − tv. It satisfies condition 1 in the definition of a
regularity mapping and also the relation

lim sup
u→x
t→0+

f (u) − f (η(u, t))

t
> δ.

So condition 2 also holds; that is, f is δ-regular at x .
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To finish the proof, it suffices to show that f is not δ-regular at x when δ > ‖ f ′(x)‖.
By contradiction, if f was δ-regular at x for some δ, we would have a δ-regularity

mapping η : U × [0, α] → X on some neighborhood U of x . Then, combining condi-
tions 1 and 2 in the former definition we get

f (u) − f (η(u, t)) ≥ δ dist (u, η(u, t)) = δ‖u − η(u, t)‖. (16.1)

But f is differentiable; hence, there is a neighborhood V of x such that, for u, v ∈ V ,

| f (u) − f (v)| < δ‖u − v‖,
which is a contradiction with (16.1) when (u, t) is close enough to (x, 0). �

Since a δ-regularity mapping for f at x is a δ-regularity mapping for f at any point
in a neighborhood of x , the following result becomes intuitive.

Lemma 16.2. The functional x �→ δ( f, x) = |d f |(x) is l.s.c.

Proof. Consider a sequence (xn)n such that xn → x as n goes to infinity. Let us show
that lim infn |d f |(xn) ≤ |d f |(x). Suppose that σ = |d f |(x) > 0. So, for all σ ′ ∈ (0, σ ),
there is δ > 0 and H : Bδ × [0, δ] → X such that

dist (H(u, t), u) ≤ t and f (H(u, t)) ≤ f (y) − σ ′t.

There exists N > 0 such that xn ∈ Bδ/2(x) for n > N . For δ/2 > 0, consider H1 =
H |Bδ/2(xn )×[0,δ/2], so

|d f |(xn) ≥ σ ′ for n > N .

Therefore, σ ≤ |d f |(x). �

16.1.2 Palais-Smale Condition for Continuous Functions

Consider now the following definition of the Palais-Smale condition for continuous
functions defined on metric spaces.

Definition 16.3. Let X and f be as before. We say that f satisfies the Palais-Smale
condition (PS) if

any sequence (un)n ⊂ X such that f (xn)n is bounded and δ( f, xn) = |d f |(xn) → 0 has
a convergent subsequence.

Similarly, we say that f satisfies the local Palais-Smale condition (PS)c, if

any sequence (un)n ⊂ X such that ( f (xn))n → c and δ( f, xn) = |d f |(xn) → 0 has a
convergent subsequence.

Remark 16.1. By the l.s.c. of the δ-regularity (weak slope), the limit of the convergent
subsequence is necessarily a critical point.
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16.2 Metric MPT

The MPT for continuous functions on metric spaces is based on these new notions
of critical point and (PS) condition. It has been stated and proved independently by
Degiovanni and Marzocchi [310] and Katriel [516]. Katriel’s proof will not seem strange
to us because it is an adaptation of the proof of the standard MPT given in [628], which
was taken from the proof of the nonsmooth MPT of Shi we have just seen in the
preceding chapter.

Theorem 16.3 (Metric MPT, Katriel Formulation). Let f be a continuous function
on a path-connected complete metric space X. Suppose that x1, x2 ∈ X, � is the set of
continuous paths joining x1 and x2,

� = {
γ : [0, 1] → X ; γ (0) = x1, γ (1) = x2 and γ continuous

}
,

and let χ : � → R be the function defined by

χ (γ ) = max
t∈[0,1]

f (γ (t)).

Let

c = inf
γ∈�

χ (γ ) > c1 = max
{

f (x1), f (x2)
}
. (16.2)

For every ε > 0, there is a point v ∈ X such that

c − ε ≤ f (v) ≤ c + ε

and

δ( f, v) = |d f |(v) ≤ √
ε.

If f satisfies (PS)c, then there is a critical point x of f such that f (x) = c.

Proof. Of course, � is a complete metric space for the uniform distance

ρ(γ1, γ2) = max
t∈[0,1]

dist (γ1(t), γ2(t))

on which χ is continuous, as noticed many times in earlier chapters.
For 0 < ε < c − c1, choose γ1 ∈ � such that χ (γ1) ≤ c + ε. By Ekeland’s principle,

there is γ2 ∈ � such that

χ (γ2) ≤ χ (γ1),

ρ(γ1, γ2) ≤ √
ε,

and, for any γ ∈ � \ {γ2},
χ (γ ) > χ (γ2) − √

ε.ρ(γ, γ2). (16.3)

Then there exists s ∈ [0, 1] such that

c − ε ≤ f (γ2(s))
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and

δ( f, γ2(s)) ≤ √
ε.

By contradiction, if not, considering the set

S = {
t ∈ [0, 1]; c − ε ≤ f (γ2(t))

}
,

we should have that for every s ∈ S, there exist r (s) > 0, α(s) > 0, and a regularity
mapping ηs : B (γ2(s), r (s)) × [0, α(s)] → X satisfying

1. dist (ηs(u, t)) ≤ t , and
2. f (u) − f (ηs(u, t)) ≥ √

ε.t .

By continuity, for each s ∈ S there is an interval I (s) relatively open in [0, 1] and
containing s such that

γ2(I (s)) ⊂ B (γ2(s), r (s)/2) .

Since S is compact, there is a finite subcovering I (s1), I (s2), . . . , I (sk) of S. Define for
1 ≤ i ≤ k,

µi (t) =




dist (t, �I (si ))∑k
j=1 dist (t, �I (s j ))

if t ∈ ⋃
1≤i≤k I (si ),

0 otherwise.

And let φ : [0, 1] → [0, 1] be a continuous function such that

φ(t) =
{

1 when c ≤ f (γ2(t)),

0 when f (γ2(t)) ≤ c − ε.

Let

τ = min

{
1

2
min

1≤i≤k
r (si ), min

1≤i≤k
α(si )

}
,

and define by induction a family of functions yi : [0, 1] → X for 1 ≤ i ≤ k by

y1 = γ2,

and

yi+1 =
{

ηsi (yi (t))τφµi if φ(t)µi (t) �= 0,

yi (t) if φ(t)µi (t) = 0,

for 1 ≤ i ≤ k.
Then each yi is well defined, and

ρ(γ2, yi ) <
r (si )

2
. (16.4)
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Suppose that this is true for i , and take t ∈ [0, 1] such that φµi �= 0.Then t ∈ I (si ), so
that γ2(t) ∈ B (γ2(si ), r (si )/2). Then, by (16.4), we get that for each t ∈ [0, 1]

dist (yi (t), γ2(si )) ≤ dist (yi (t), γ2(t)) + dist (γ2, γ (si )),

<
r (si )

2
+ r (si )

2
= r (si ).

So, yi (t) ∈ B (γ2(si ), r (si )). But τφµi ≤ τ ≤ α(si ). Thus yi+1 is well defined. The
continuity of yi+1 can easily be verified using the first property of regularity mappings,
which implies that

dist (yi+1(t), yi (t)) ≤ dist
(
ηsi (yi (t), τφ(t)µi (t)), yi (t)

)
≤ τφ(t)µi (t)

≤ τµi (t).

Hence,

dist (yi+1(t), γ2(t)) ≤ ∑k
i=1 dist (yi+1(t), yi (t)),

≤ τ
∑k

i=1 µi (t).

But since
∑k

i=1 µi (t) ≤ 1, we get that

dist
(
yi+1(t), γ2(t)

) ≤ τ ≤ r (si )

2
.

So, (16.4) is true for i + 1.
By the assumption c − c1 > ε, we have that f (γ2(0)) = f (x1) ≤ c1 < c − ε, and

f (γ2(1)) = f (x2) ≤ c1 < c − ε, but φ(0) = φ(1) = 0. So, for each 1 ≤ i ≤ k + 1,
yi (0) = x1 and yi (1) = x2. Thus, yi ∈ � for 1 ≤ i ≤ k + 1.

Now set γ = yk+1; by the second property of regularity mappings, we get for 1 ≤
i ≤ k that

f (yi+1(t)) − f (yi (t)) ≤ f
(
ηsi (yi (t), τφµi (t)) − f (yi (t))

)
.

≤ −τ
√

εφ(t).

For t0 such that f (γ (t0)) = χ (γ ), φ(t0) = 1. Therefore,

f (γ2(t0)) − f (γ (t0)) ≤ −τ
√

ε.

Then

χ (γ ) + τ
√

ε ≤ χ (γ2), (16.5)

and γ2 �= γ .
Equation (16.4) means that ρ(γ2, γ ) ≤ τ . So, by (16.5), we conclude that

c(γ ) + √
ερ(γ2, γ ) ≤ χ (γ1),

a contradiction with (16.3). �
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Remark 16.2. We can easily see, by comparison to the proof of the nonsmooth MPT
(see Chapter 15), that this theorem can be stated and proved with practically no change
for a compact set K instead of [0, 1] and a closed subset K0 of K instead of {0, 1}.

The version attributed to Degiovanni and Marzocchi is stated in the general form
suggested in the preceding remark and uses for its proof a particular deformation
lemma. At this stage of abstraction (dealing with continuous functionals on metric
spaces), no differential calculus (in the classical sense) existed yet.1

An immediate consequence of Ekeland’s principle that will be useful in the sequel,
and where the notion of weak slope appears, is the following.

Proposition 16.4. Let X be a complete metric space and f : X → R ∪ {+∞} a l.s.c.
function. Let r > 0, σ > 0, and E ⊂ X be such that E �= ∅ and

inf
E

f < inf
X

f + rσ.

Then, there exists v ∈ X such that

f (v) < infX f + rσ,

dist (v, E) < r, and

|d f |(v) < σ.

Now comes the turn of a specific deformation lemma.

Lemma 16.5. Let X be a metric space and f : X → R be a continuous function.
Consider a compact subset K of X and σ > 0 such that

inf
{|d f |(u); u ∈ K

}
> σ.

Then, there exists a neighborhood U of K in X, δ > 0, and a continuous deformation
η : X × [0, δ] → X such that

a. ∀(u, t) ∈ X × [0, δ], dist (η(u, t), u) ≤ t ,
b. ∀(u, t) ∈ X × [0, δ], f (η(u, t)) ≤ f (u),
c. ∀(u, t) ∈ U × [0, δ], f (η(u, t)) ≤ f (u) − σ t .

Proof. For every u ∈ K let us choose δu > 0 and ηu : B (u, δu) × [0, δu] → X accord-
ing to the definition of the weak slope. Let u1, . . . , un ∈ K be such that

K ⊂
n⋃

j=1

B

(
u j ,

δu j

2

)
.

Denote for simplicity δ j = δu j , η j = ηu j , and choose s < δ < min
{
δ1/2, . . . , δn/2

}
.

1 See page 196 for a specific one.
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Consider a neighborhood U of K in X and continuous functions θ j : X → [0, 1]
(1 ≤ j ≤ n) such that

supp θ j ⊂ B
(
u j , δ j/2

)
,

∀v ∈ X,
∑n

j=1 θ j (v) ≤ 1, and

∀v ∈ U,
∑n

j=1 θ j (v) = 1.

Claim 16.1. For every j = 1, . . . , n, there is a continuous map K j : X × [0, δ] → X
such that for all (u, t) ∈ X × [0, δ],

dist (K j (u, t), u) ≤
(

n∑
h=1

θh(u)

)
t,

and for all (u, t) ∈ X × [0, δ],

f (K j (u, t)) ≤ f (u) − σ

(
n∑

h=1

θh(u)

)
t.

First, set

K1(u, t) =



η1(u, θ1(u)t) if u ∈ B (u1, 1/2δ1),

u if u �∈ B (u1, 1/2δ1).

It is obvious that K1 satisfies the hypotheses.
Now take 2 ≤ j ≤ n and suppose by induction that K j−1 is defined. Since

dist (K j−1(u, t), u) ≤
(

j−1∑
h=1

θh(u)

)
t ≤ δ <

1

2
δ j ,

we conclude that for all u ∈ B (u1, 1/2δ1), K j−1(u, t) ∈ B(u j , δ j ). Then, we define

K j (u, t) =




η1(K j−1(u, t), θ j (u)t) if u ∈ B
(
u j , 1/2δ j

)
,

K j−1(u, t) if u �∈ B
(
u j , 1/2δ j

)
.

By the induction hypothesis, it is easy to verify that K j satisfies the conditions too, and
the claim is proved.

To finish the proof of Lemma 16.5, it suffices to set η = Kn . �

The following intermediate result is used by Degiovanni and Marzocchi to simplify
the proof of their version of the MPT.

Lemma 16.6. Let X be a metric space, f : X → R be a continuous function, (D, S)
a compact pair, and ψ : S → X a continuous map. Consider the set

� = {
γ ∈ C(D; X ); γ |S = ψ

}
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endowed with the uniform metric and define a continuous function � : � → R by

�(γ ) = max
γ (D)

f.

Let γ ∈ �, ρ > 0, σ > 0 be such that

max
γ (S)

ψ < max
γ (D)

f

and (
for all ξ ∈ D, f (γ (ξ )) ≥ max

γ (D)
f − ρ

)
implies |d f |(γ (ξ )) ≥ σ.

Then |d�|(γ ) ≥ σ .

Remark 16.3. Recall that (D, S) is a compact pair if D is compact and S ⊂ D is a
closed subset (and hence compact) of D.

Proof. Without loss of generality, we can assume that

max
ψ(S)

f < max
γ (D)

f − 3ρ.

Let σ ′ ∈ ]0, σ [, U and η : X × [0, δ] → X be the deformation obtained by applying
the previous deformation lemma to the compact set

{
γ (ξ ); f (γ (ξ )) ≥ max

γ (D)
f − ρ

}

and to σ ′. We can assume f (u) > maxγ (D) f − 2ρ for every u ∈ U .
We can also suppose thatη(u, t) = u whenever f (u) < maxγ (D) f − 3ρ. Otherwise,

we substitute η(u, t) with η(u, tλ(u)), where λ : X → [0, 1] is a continuous function
such that λ(u) = 0 for f (u) ≤ maxγ (D) f − 3ρ and λ(u) = 1 for f (u) ≥ maxγ (D) f −
2ρ.

Let N be a neighborhood of γ in � such that

for all τ ∈ N , max
τ (D)

f ≥ max
γ (D)

f − 2

ρ
,

and

for all τ ∈ N ,
{
τ (ξ ); f (τ (ξ )) ≥ max

γ (D)
f − ρ

} ⊂ U.

Let δ′ = min{ρ/(2σ ′), δ} and let K : N × [0, δ′] → � be defined by

K(τ, t)(ξ ) = η(τ (ξ ), t) for all ξ ∈ D.

It is easy to verify that K is continuous and that ρ(K(τ, t), τ ) ≤ t . Now take τ ∈ N
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and ξ ∈ D. If f (τ (ξ )) ≤ maxγ (D) f − ρ, then for every t ∈ [0, δ′],

f (K(τ, t)(ξ )) = f (η(τ (ξ ), t)),

≤ f (τ (ξ )),

≤ maxγ (D) f − ρ,

≤ maxτ (D) f − ρ

2
,

< �(τ ) − σ ′t.

Instead, if f (τ (ξ )) ≥ maxγ (D) f − ρ, then for every t ∈ [0, δ′],

f (K(τ, t)(ξ )) = f (η(τ (ξ ), t)) ≤ f (τ (ξ )) − σ ′t ≤ �(τ ) − σ ′t.

Therefore,

for all t ∈ [0, δ′], �(K(τ, t)) ≤ �(τ ) − σ ′t

and |d�|(γ ) ≥ σ ′. The lemma is proved since σ ′ ∈ ]0, σ [ was taken arbitrarily. �

The statement of the MPT according to Degiovanni and Marzocchi [310] is the
following.

Theorem 16.7 (Metric MPT, Degiovanni and Marzocchi Formulation). Let X be a
metric space, f : X → R be a continuous function, (D, S) be a compact pair, ψ : S →
X be a continuous map, and

� = {
γ ∈ C(D; X ); γ |S = ψ

}
.

Suppose that � �= ∅ and that

for all γ ∈ �, max
ψ(S)

f < max
γ (D)

f.

If f satisfies the (PS) condition at the level

c = inf
γ∈�

max
γ (D)

f,

then c is a critical value for f .

Proof. By contradiction, let us suppose that c is not a critical value for f . Since (PS)c

holds, there exists σ > 0 such that

u ∈ D( f ) and c − σ ≤ f (u) ≤ c + σ implies that |d f |(u) ≥ σ. (16.6)

Define � : � → R as in the preceding lemma. Since � is bounded from below, by
Proposition 16.4, there exists γ ∈ � such that

�(γ ) < c + σ and |d�|(γ ) < σ.

But by (16.6), we have that(
f (γ (ξ )) ≥ max

γ (D)
f − σ

)
implies that |d f |(γ (ξ )) ≥ σ.

By the preceding lemma, we get the contradiction |d�|(γ (ξ )) ≥ σ . �
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Comments and Additional Notes

The metric critical point theory is now a tangible reality. See, for example, [257,261,310,
494,495,516]. Among the tools there, two specific deformation lemmata were obtained
in [310,494], but they both use the variational principle. Another one (homotopy based)
in [494] is proved without Ekeland’s principle, but it relies on the paracompactness of
metric spaces.

� 16.I Strong Slope of Degiovanni and Marzocchi

The term weak in “weak slope” can be explained by the fact that Degiovanni and
Marzocchi introduced before, in [305], a different notion they called slope and denoted
by |∇ f |(x) to define a critical point theory for a certain class of functionals. The
definition of this (strong) slope is the following.

Definition 16.4. Let f : X → R ∪ {+∞} be a l.s.c. function and let u ∈ D( f ). We
define

|∇ f |(x) =



lim sup
v→x

f (x) − f (v)

dist (x, v)
if x is not a local minimum,

0 if x is a local minimum.

The number |∇ f |(x) is called the (strong) slope of f at x and may be infinite, too.

� 16.II A Specific Subdifferential Calculus

Many early applications of the metric theory to several problems in partial differential
equations and variational inequalities where the functionals involved are not locally
Lipschitz continuous were given [68,170–173,251,260,307,312,496] but this passes in
general through a great deal of technicality. Recently, a specific subdifferential calculus
has been developed by Campa and Degiovanni [166,307] when the underlying space is
normed and has been used successfully in applications where Clarke’s subdifferential
seems inappropriate [64, 67, 69, 166, 314, 856–860].

The beginning point of this work seems to be the remarks that |d f |(u), being a
generalization of the norm of the derivative, may not have a rich calculus, and, also the
fact mentioned earlier that applications to nonlinear problems that used it in a direct
way involved many technicalities. Although, from its definition that uses “downhill”
deformations, the weak slope is a good candidate for obtaining abstract “inf sup” critical
point theorems.

This subdifferential calculus implies in particular that

|d f |(u) < ∞ ⇒
(

∂ f (u) �= ∅ and |d f |(u) ≥ min
{||α||; α ∈ ∂ f (u)

})
. (16.7)

So, the condition |d f |(u) = 0 implies that 0 ∈ ∂ f (u), and every critical point result in
terms of |d f | implies a corresponding one in terms of the subdifferential ∂ f (u).

Equation (16.7) is satisfied for a locally Lipschitz functional for the Clarke subdif-
ferential, but when f is only continuous, this is no longer true. It suffices to consider
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Figure 16.1. A mountain pass situation for a non-Lipschitz but continuous function, where
Clarke’s theory does not apply.

f : R → R defined by f (u) = u − √|u| at u = 0. We have |d f |(0) = 0. (It is so by
the MPT for continuous functions; have a look at Figure 16.1.)

Nevertheless, Clarke’s subdifferential of f at 0 is empty. This is to justify the intro-
duction of the new subdifferential, when X is a normed space.

Definition 16.5. For any u ∈ X such that f (u) ∈ R, v ∈ X , and ε > 0, we define
f 0
ε (u; v) as the infimum of r ∈ R such that there exists δ > 0 and a continuous mapping

ν :
(
Bδ(u, f (u)) ∩ epi ( f )

)×]0, δ] → Bε(v)

satisfying

f (w + tν((w, µ), t)) ≤ µ + r t

for all (w, µ) ∈ Bδ(u, f (u)) ∩ epi ( f ) and t ∈]0, δ], where epi ( f ) = {
(x, λ); f (x) ≤

λ
}

is the epigraph of f .
Define also

f 0(u; v) = sup
ε>0

f 0
ε (u; v).

The function f 0(u; .) is convex, lower semicontinuous, and positively homogeneous of
degree 1 (cf. [166]). The corresponding notion of subdifferential is defined as follows.

Definition 16.6. For all u ∈ X such that f (x) ∈ R, we set

∂ f (u) = {
α ∈ X∗; 〈α, v〉 ≤ f 0(u; v), ∀v ∈ X

}
.

If we drop the continuity condition on ν, we get exactly the generalized directional
derivative in the sense of Clarke and Rockafellar. Therefore, the real f 0(u; v) is larger
than the Clarke-Rockafellar generalized directional derivative. Hence, ∂ f (u) contains
Clarke’s subdifferential of f at u, which may be empty when ∂ f (u) is not, as we can
see for the example given earlier for f (u) = u − √|u| at u = 0 (there |d f |(0) = 0).
Nevertheless, the two notions agree when f is locally Lipschitz or directionally
Lipschitz at u. Recall that f is directionally Lipschitz at u if the set of v ∈ X such
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that

f +(x ; v) = lim sup
(ξ,µ)→(x, f (x))

(ξ,µ)∈epi ( f )
w→v, t→0+

f (ξ + tw) − µ

t
< ∞

is nonempty. Corresponding notions of normal and tangent cones are also given in
[166].

Proposition 16.8. If u ∈ X is such that f (u) ∈ R, then

a. |d f |(u) < +∞ ⇐⇒ ∂ f (u) �= ∅,
b. |d f |(u) < +∞ ⇒ |d f |(u) ≥ min{||α||; α ∈ ∂ f (u)}.

Remark 16.4. Notice that condition b may be strict.

Proposition 16.9. When u ∈ X is such that f (u) ∈ R and g : X → R is Lipschitz
continuous, then

∂( f + g)(u) ⊂ ∂( f )(u) + ∂(g)(u),

if, moreover, g is of class C1, ∂g(u) = {g′(u)}, and we have equality.

� 16.III More Definitions of Critical Points on Metric Spaces

In connection with the metric MPT, we think that it would be useful to have a look
at the work of Ioffe and Schwartzman [494, 495] who are also contributing to what is
becoming a “metric critical point theory.” You may also consult the paper [770], where
a metric version of the intrinsic MPT appears (see Chapter 20) that uses the specific
definition of Ioffe and Schwartzman.

In [494], it is reported that the roots of a metric critical point theory go back to Morse,
who was the first to define some notions of critical points for continuous functions on
metric spaces as early as 1937 [661].

Definition 16.7. A point x ∈ X is said to be Morse regular if there are a neighborhood
U of x and a continuous mapping η : U × [0, 1] → X such that, for all (u, t) ∈ U ×
[0, 1],

i. η(u, 0) = u, and
ii. �(u) − �(η(u, t)) > 0 if t > 0.

The point x is said to be Morse critical if it is not Morse regular.

Always in [661], Morse defines an ordinary point as follows.

Definition 16.8. A point x ∈ X is said to be an ordinary point if there are a neighbor-
hood U of x , a continuous function η : U × [0, 1] → X , and a nondecreasing function
σ (t), positive for t positive, such that, for all (u, t) ∈ U × [0, 1],

i. η(u, 0) = u, and
ii.′ �(u) − �(η(u, t)) ≥ σ (dist (u, η(u, t))).
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The definition of Degiovanni and Marzocchi and Katriel of a δ-regular point is slightly
different from that of Ioffe and Schwartzman, whose statement is the following.

Definition 16.9. A point x ∈ X is said to be a δ-regular point if there are U and η as
in definition 16.8, such that, for all (u, t) ∈ U × [0, 1],

i. η(u, 0) = u, and
ii.′′ �(u) − �(η(u, t)) ≥ δ. dist (u, η(u, t)), and η(u, t) �= u if t > 0.

The upper bound of such δ is denoted in [494] by δ(�, x), like the notation adopted by
Katriel. We keep this notation for the rest of this note since there is no ambiguity.

When � is of class C1, the deformation in the preceding definition of a δ-regular
point can be taken either u − t�′(u) or u − t�′(x0).

The relation ||�′(x)|| = δ(�, x) holds true there, too, and δ(�, x) is l.s.c. in x .
The notions of δ-critical point and Morse critical point do not coincide even for

smooth functions on R. It suffices to consider the function �(x) = x3.
Property ii′ (in the definition of an ordinary point) is somewhere between properties

ii (in the definition of a Morse regular point) and ii′′ (in the definition of a δ-regular
point of Ioffe-Schwartzman).
It is clear that a δ-regular point in the sense of Degiovanni and Marzocchi and Katriel is
also a δ-regular point in the sense of Ioffe and Schwartzman. (We neglect the assumption
that η(t, u) �= u for t > 0.) But it is not clear that the inclusion should be strict.

When � is Lipschitz continuous in a neighborhood of u, then

|d f |(u) ≥ dist (0, ∂�(u)). (16.8)

So, a regular point using the terminology of nonsmooth (Lipschitz) analysis is also
regular in the sense of Degiovanni and Marzocchi and, hence, it is regular in the sense
of Ioffe and Schwartzman.

Indeed (using the subdifferential and the generalized gradient of Clarke), it suffices to
notice that if

δ < dist (0, ∂�(u)),

then there is h ∈ X such that

�◦(u; h) = lim sup
x→u
t→0

�(x + th) − �(x)

t
< δ.

So, we take η(t, u) = u + th. �

Inequality (16.8) may be strict, as we can check in the examples seen earlier.

Remark 16.5. One more remark from [494] is that the concept of Morse regularity is
topological and hence is invariant under local homeomorphisms, while the notion of a δ-
regularity point is metric and then is invariant under locally Lipschitz homeomorphisms.

Another definition of the weak slope equivalent to that of Degiovanni and Marzocchi
when the functional is continuous was given by Campa and Degiovanni. It is discussed
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in some detail in connection with the particular subdifferential calculus they introduced
for continuous functionals on metric spaces.

� 16.IV A Critical Point Theory for l.s.c. Functionals

In [310], Degiovanni and Marzocchi developed a more general approach that requires
the functional to be only l.s.c.

Definition 16.10. Let f : X → R ∪ {+∞} be l.s.c. We define the function
G f : epi ( f ) → R by G f (u, ξ ) = ξ where the epigraph of f is endowed with the metric

dist ((u, ξ ), (v, υ)) = (
dist (u, v)2 + (ξ − µ)2)1/2

.

Then, epi ( f ) is closed in X × R and G f is Lipschitz continuous of constant 1. There-
fore,

∣∣dG f
∣∣ (u, ξ ) ≤ 1 for every (u, ξ ) ∈ epi ( f ).

Proposition 16.10. Let f : X → R ∪ {+∞} be a continuous function and let u ∈ X,
ξ ∈ R. Then

∣∣dG f
∣∣ (u, f (u)) =




|d f |(u)√
1 + (|d f |(u))2

if |d f |(u) < +∞

1 if |d f |(u) = +∞
and

|dG f |(u, ξ ) = 1 if f (u) < ξ.

This proposition extends the definition of the weak slope to l.s.c. functionals too, but
in an indirect way.

Definition 16.11. Let f : X → R ∪ {+∞} be l.s.c. and pick u ∈ D( f ) where

D( f ) = {
u ∈ X ; f (u) < +∞}

is the effective domain of f.

Then

|d f |(u) =




|dG f |(u, f (u))(
1 + (|dG f |(u, f (u))2

)1/2 if |dG f |(u, f (u)) < 1,

+∞ if |dG f |(u, f (u)) = 1.

Nevertheless, there is a criterion to get a lower estimate on |d f |(u) even in this l.s.c.
case.

Proposition 16.11. Let f : X → R ∪ {+∞} be a l.s.c. function and let u ∈ D( f ). If
there exist δ > 0, b > f (u), σ > 0, and a continuous deformation η :

(
B(u, δ) ∩ f b

) ×
[0, δ] → X, such that for all v ∈ B(u, δ) ∩ f b, and all t ∈ [0, δ],

dist (η(v, t), v) ≤ t and f (η(v, t)) ≤ f (v) − σ t,

then |d f |(u) ≥ σ .
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There too, as it can checked immediately, the weak slope is l.s.c. with respect to the
graph topology.

Proposition 16.12. Let f : X → R ∪ {+∞} be a l.s.c. function and let u ∈ D( f ). If
(un)n ⊂ X is such that un → u and f (un) → f (u), then

|d f |(u) ≤ lim inf
n

|d f |(un).

Remark 16.6. We would like to emphasize the following facts concerning a possible
extension of the theory as it is to l.s.c. functions reported before by Szulkin [891]:

In the case of functions which are only l.s.c. such a construction 2 does not seem
to be readily available, mainly because a non critical value c may be “semicritical”
in the sense that there may exist a critical point u with I (u) < c and a sequence
un → u with I (un) → c.

This was confirmed later by Degiovanni and Marzocchi [310, p. 74].

Let us point out that a general critical point theory for lower semicontinuous func-
tionals seems not to be possible. Consider f : R → R defined by f (x) = x + 1 for
x < 0 and f (x) = x for x ≥ 0. In this case x = 0 should not be considered as a
mountain pass point, because the value f (0) is not correct.

Nevertheless, we conclude that there is no reason that another approach would not be
fruitful. The reader may consult the paper [409] by Frigon where the preceding example
by Degiovanni and Marzocchi motivated a new critical point theory for multivalued
mappings with a closed graph. This is also used to derive some results for l.s.c. functions
that may be considered for a continuation of the aforementioned study. See also the
note “the MPT for upper semicontinuous compact-valued mappings” in Chapter 25 for
another multivalued approach that can be used for the study of l.s.c. functions.

� 16.V Pseudo-Gradient Vector Field for Continuous Functionals
on Metric Spaces

In the very interesting paper [153] by Brézis and Nirenberg, the following result on the
existence of a pseudo-gradient vector field for continuous functionals on metric spaces
is given.

Lemma 16.13 ([153, Lemma 2]). Let E be a metric space and f : E → X∗ be a
continuous function. Then, given ε > 0, there exists a locally Lipschitz functionv : E →
X such that for any ζ ∈ E:

i. ||v(ζ )|| ≤ 1 ,
ii. 〈 f (ζ ), v(ζ )〉 ≥ || f (ζ )|| − ε.

Applying this result with f (ζ ) = �′(γ (ζ )) where γ ∈ �, we obtain that, for all ζ ∈ E ,

2 He means a compactness condition and a deformation result [891, p. 79].



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c14-16 CB577/Jabri-v1.cls June 27, 2003 19:57

202 16 The Metric MPT

i. ||v(ζ )|| ≤ 1,
ii. 〈�′(γ (ζ )), v(ζ )〉 ≥ ||�′(γ (ζ ))|| − ε.

The lemma is proved using a partition of unity argument as in the usual construction
of the pseudo-gradient vector field (see [748], for example).

This result is combined with Ekeland’s principle in Chapter 17 to prove the MPT on
convex domains.

� 16.VI Quantitative Deformation Lemmata and the Intrinsic MPT
for Continuous Functionals

In an extension to the metric setting of the intrinsic MPT of Schechter [809], Corvellec
shows in [257] how quantitative deformation properties can be used to obtain minimax
results, even for the case when the usual geometric assumptions are not satisfied. This
material is treated in detail in Chapter 20. See also [770, 771], where Ribarska et al.
established another nonsmooth variant of the intrinsic MPT. Their proof is also based
on a variant of the deformation lemma that uses the weak slope variant of Ioffe and
Schwartzman.

� 16.VII Some Directions Where the Actual Metric Critical Point Theory
May Be Extended

With the property of uniform descent in a neighborhood of a regular point, a local
minimum is necessarily a critical point. But a local maximum is not necessarily critical,
as we can see in the following example.

Consider the mapping � : R
2 → R defined by �(x, y) = −A dist ((x0, y0),

(x, y)), where A > 0 is a constant, u0 = (x0, y0), and dist ((x0, y0), (x, y)) =√
(x − x0)2 + (y − y0)2. Consider the radial deformation η(t, .) that transforms a point

u = (x, y) on the cone described by � on the point u′ = (x ′, y′) on the cone such that
dist (u0, u) = t dist (u0, u′) for t ∈ [0, 1] and u belongs to [u0, u′]. Then,

�(η(t, u)) − �(u) = −A dist (u0, η(t, u)) + A dist (u0, u),

= −A(dist (u0, u) + dist (u, η(t, u))) + A dist (u0, u),

= −A dist (u, η(t, u)), everywhere in R.

So, u0 is A-regular. Hence, for the definition of regularity of Degiovanni and Marzocchi
and Katriel, a local maximum is not necessarily critical. In particular, this implies that
K(�) �= K(−�) in general.

Consider also the following example by Campa and Degiovanni [166] inspired by a
result by Ribarska et al. [768]. Let � : R

2 → R be defined by

�(x, y) = a
∣∣y − m|x |∣∣ − σ x,

where a, m, σ > 0 and am > σ . Then, � is locally Lipschitz continuous and 0 ∈
∂�(0, 0) but (0, 0) is regular in the sense of Degiovanni and Marzocchi.
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u0

,

Figure 16.2. Some good candidates for critical points missed by the actual metric theory

� 16.VIII Morse Theory for Continuous Functionals on Metric Spaces

In [255, 259], Corvellec proves an analogue of the second deformation lemma for
continuous functionals on metric spaces. As a consequence, he gets the Morse relation
between the critical groups and Betti numbers.

� 16.IX Classification of the Critical Set of the Nonsmooth MPT

In [390] Fang extends the smooth theory of classification and localization seen in
Chapter 12 to the case of continuous functionals. Moreover, as in his thesis [387], he
also obtains similar results on the structure of the critical set generated by min-max
principles. He considers homotopy, cohomotopy, and homology classes.

� 16.X Some Additional References

The lectures [173] by Canino and Degiovanni are devoted to the metric critical
point theory for continuous functionals and to the existence of multiple solutions
for quasilinear elliptic equations. The case in which f is invariant under the action
of a compact Lie group is also considered. MPTs for continuous functionals and
estimates of the number of critical points of f by means of the relative category
are provided.

The paper [252] by Conti and Lucchetti is an overview of (smooth) critical point
theory. In the final part, the case of continuous functionals defined on a metric
space is presented.

In [261], Corvellec et al. prove a deformation lemma for continuous functionals on
metric spaces. No use is made of Ekeland’s variational principle.
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� 16.XI On Uniform Descent Directions by Rockafellar

Compare the notion of metric stationary/regular point with the following notion from
[775, Chapter V]. (The following is a translation from french by the author with some
minor changes; see [776] for the English translation.)

The generalization which appears to be appropriate in this context may be described
in terms of “descent directions” with respect to a l.s.c. function f and a point x where
f takes a finite value. We will say that y is a uniform descent direction at x if, for some
ρ > 0, there is a neighborhood X ∈ N (x), δ > 0, λ > 0 such that for all t ∈]0, λ[ and
all x ′ ∈ X with f (x ′) ≤ f (x) + δ we have

f (x ′ + t y) ≤ f (x ′) − tρ. (16.9)

This corresponds to the property f ◦(x ; y) < 0, where f ◦(x ; y) is

f ◦(x ; y) = lim sup
x ′→x

f (x ′)→ f (x)
t↓0

f (x ′ + t y′) − f (x ′)
t

.

More generally, we will say that y is an approximative uniform descent direction at x
if, for some ρ > 0, for every neighborhood Y ∈ N (x) there is X ∈ N (x), δ > 0, λ > 0
such that for all t ∈]0, λ[ and all x ′ ∈ X with f (x ′) ≤ f (x) + δ, we have

inf
y′∈Y

f (x ′ + t y′) ≤ f (x ′) − tρ. (16.10)

This corresponds to the property f ↑(x ; y) < 0, where f ↑(x ; y), when f is l.s.c., is

f ↑(x ; y) = lim sup
x ′→x

f (x ′)→ f (x)
t↓0

inf
y′→y

f (x ′ + t y′) − f (x ′)
t

= sup
Y∈N (y)

inf
X→N (x)

δ>0
λ>0

sup
t∈]0,λ[
x ′→x

f (x ′)≤ f (x)−δ

inf
y′→y

f (x ′ + t y′) − f (x ′)
t

.

A point x is said to be substationary for f if there is no approximative uniform descent
direction y to x .

The class of substationary points contains all minima, an important part of local
maxima, and saddle points of the form that appears in x2 − y2 on R

2. For x = (x1, x2) ∈
R

N = R
N1 × R

N2 , suppose that there are neighborhoods X1 ∈ N (x1), X2 ∈ N (x2)
such that

f (x ′
1, x2) ≥ f (x1, x2) ≥ f (x1, x ′

2), for all x ′
1 ∈ X1, x ′

2 ∈ X2.

� 16.XII Extension of the Critical Point Theory for Continuous
Functionals on Metric Spaces to Multivalued Mappings with Closed Graph

The critical point theory for continuous functionals on metric spaces is extended to mul-
tivalued mappings with closed graph in [409] by Frigon (see Chapter 25 for the details).
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17

The MPT on Convex Domains

The concept of convexity has far-reaching consequences in variational analysis.
In the study of maximization and minimization, the division between problems
of convex or nonconvex type is as significant as the division in other areas of
mathematics between problems of linear or nonlinear type.

R.T. Rockafellar and R.J.-B. Wets, Variational analysis, Grundlehren der
Mathematischen Wissenschaften, 317, Springer, 1998.

A definition of the notions of critical points of differentiable functionals defined on convex sets
is formulated by the means of variational inequalities. A corresponding version of the MPT is
then given and proved twice. The first proof (which is only outlined) is based on an appropriate
form of the deformation lemma, while the second uses Ekeland’s variational principle.

When working on convex sets, extremal conditions may be expressed as variational
inequalities. In this chapter, which may be considered at the midpoint between optimiza-
tion and minimax methods, we will review some abstract variational results developed
to deal with differentiable functionals on closed convex sets in Banach spaces. This
type of functionals appears, for example, in problems with inequality constraints.

17.1 Variational Inequalities as Extremal Conditions

When working on convex sets, extremal conditions may be expressed as variational
inequalities. Indeed, consider the minimization problem:

Find min
u∈M

�(u), (17.1)

where � : M ⊂ X → R is a functional defined on the convex nonempty set M of a
locally convex space X . If � is Gateaux differentiable, then any solution u of (17.1)
satisfies the variational inequality

〈�′(u), v − u〉 ≥ 0, for all u ∈ M. (17.2)

If u is an interior point of M , then it is a critical point; that is, �′(u) = 0.

207
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Proposition 17.1. When � is convex and Gateaux differentiable on M, then the mini-
mization problem (17.1) and the variational inequality (17.2) are equivalent.

Proof. It suffices to consider, for a fixed v ∈ M ,

ϕ(t) = �(u + t(v − u)).

If u is a solution of (17.1), then ϕ(t) ≥ ϕ(0) for all t ∈ [0, 1]. Therefore, ϕ′(0) ≥ 0, that
is, (17.2). Conversely, if u is a solution of (17.2), then ϕ′(0) ≥ 0. Since ϕ is convex on
[0, 1], ϕ′ is monotone, so

ϕ(1) − ϕ(0) = ϕ′(θ ) ≥ ϕ′(0), 0 < θ < 1.

Hence, �(v) ≥ �(u) for all v ∈ M , that is, (17.1). �

We can show easily that when X is a reflexive Banach space, M ⊂ X is a closed
convex nonempty subset that is bounded, and � : M → R is weakly (sequentially)
lower semicontinuous, the problem (17.1) admits a solution.

17.2 The MPT on Convex Domains

Consider a closed convex subset M of a Banach space X and suppose that � : M → R.
For u ∈ M , define the steepest slope of � in M ,

g(u) = sup
v∈M||u−v||<1

〈�′(u), u − v〉,

as a measure for the slope of � in M . If M = X , v − u covers all X , so we have that
g(u) = ||�′(u)||. Moreover, if � is of class C1, the function g is continuous in M .

Definition 17.1. A point u ∈ M is said to be critical if g(u) = 0 and its value is said
to be critical. Otherwise, u is regular and its value is regular.

This definition coincides with the usual one when M = X . So, the results obtained
for such a notion constitute a generalization of similar ones on the whole space. More-
over, g is continuous in M when � is of class C1.

We will say that the functional � satisfies the (PS)M condition if

any sequence (un)n in M , such that
|�(un)| ≤ C uniformly and g(um) → 0 as m → 0,

is relatively compact.

This condition implies in particular that the set Kc of critical points with some value c
is compact.

17.2.1 A First Form Using a Deformation Lemma

The following form of the MPT on convex domains was proved by Struwe in his study
of minimal surfaces.
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Theorem 17.2 (MPT on Convex Domains, Struwe). Suppose that M is a closed
convex subset of a Banach space X, � ∈ C1(X ; R) satisfies (PS)M on M and admits
two distinct relative minima u1, u2 in M. Then,

i. either �(u1) = �(u2) = a and u1, u2 can be connected in any neighborhood
of the set of relative minima u ∈ M of � with �(u) = a, or

ii. there exists a critical point u of � in M that is not a relative minimizer of �.

This result was derived by Struwe in the study of minimal surface in the spirit
of Morse and Tompkins and Shiffman (see the discussion at the end of the finite
dimensional MPT).

The proof uses, in the standard way used with the classical MPT, a specific defor-
mation lemma with a special version of pseudo-gradient vector fields adapted to this
situation.

Lemma 17.3 (Deformation Lemma, Struwe). Suppose M ⊂ X is closed and convex,
� ∈ C1(X ; R) satisfies (PS)M on M, and let c ∈ R, ε > 0 be two given real numbers.
Then, for any neighborhood N of Kc, there exist ε ∈]0, ε[ and a continuous deforma-
tion η : M × [0, 1] → M such that

i. η(u, t) = u if g(u) = 0, or if t = 0, or if |�(u) − c| ≥ ε.
ii. �(η(u, t)) is nonincreasing in t for any u ∈ M.

iii. η(�c+ε, 1) ⊂ �c−ε ∪ N and η(�c+ε \ N , 1) ⊂ �c−ε.

The proof of this deformation lemma, which is similar to that of the (standard) version,
becomes straightforward once a new notion of pseudo-gradient vector flow is defined
and its existence for C1-functionals is proved.

Definition 17.2. A pseudo-gradient vector field v : M̃ → X for � on M , where M̃ ={
u ∈ M ; g(u) �= 0

}
, is a locally Lipschitz vector such that for some c > 0 and for any

u ∈ M̃ ,

1. u + v(u) ∈ M ,
2. ‖v(u)‖ < min(1, g(u)), and
3. 〈v(u), �′(u)〉 < −c min(1, g(u))g(u).

As for the smooth case (Lemma 4.1), we have the existence of a pseudo-gradient vector
field for � when it is of class C1.

Lemma 17.4. There exists a pseudo-gradient vector field v : M̃ → M satisfying rela-
tion 3 in the preceding definition for c = 1/2. Moreover, v extends to a locally Lipschitz
continuous vector field on the set of regular values X̃ = X \ K.

17.2.2 A Second Form Using Ekeland’s Principle

An extension of the MPT on closed convex sets M that does not require a priori the
Palais-Smale condition, (PS)M , is due to Ma [602]. While adopting the aforementioned
definition of critical points and values by Struwe, Ma’s results are based on the ideas and
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the spirit of the results appearing in the paper [153] by Brézis and Nirenberg. Suppose
that � : M → R is a functional that admits a continuous extension to the whole space
X which is Gâteaux differentiable and �′ : X → X∗ is strong to weak∗-continuous.
This implies in particular that the slope g is continuous on M .

The following form of a result on the existence of a pseudo-gradient vector field for
continuous functionals on metric spaces, inspired from the paper [153] by Brézis and
Nirenberg, is used in Ma’s proof (cf. Note 16.V).

Lemma 17.5. Let E be a metric space and f : E → X∗ a strong-to-weak∗ continuous
function. Then, for any ε > 0 and any continuous mapγ : E → M, there exists a locally
Lipschitz function v : E → X such that, for any x ∈ E,

a. γ (x) − v(x) ∈ M,
b. ||v(x)|| ≤ 1,
c. 〈 f (x), v(x)〉 ≥ h(x) − ε, where

h(x) = sup
y∈M

||γ (x)−y||<1

〈 f (x), γ (x) − y〉.

The lemma may be proved using a partition of unity argument as in the usual construc-
tion of the pseudo-gradient vector field (as in [748], for example).

Let K be a compact metric space and let K ∗ be a closed nonempty subset of K such
that K ∗ �= K . Let

� = {
γ ∈ C(K ; M ), γ = γ ∗ on K ∗},

where γ ∗ is a fixed continuous functional on K . Set

c = inf
γ∈�

max
x∈K

�(γ (x)).

Then we have that

c ≥ max
x∈K ∗ �(γ ∗(x)).

The statement of the MPT on closed convex sets by Ma is the following.

Theorem 17.6 (MPT on Convex Domains, Ma). Assume that for every γ ∈ �,
maxx∈K �(γ (x)) is attained at some point in K \ K ∗. Then, there exists a sequence
(un)n on M such that

�(un) → c and g(un) → 0.

If in addition � satisfies (PS)M , then c is a critical value.

Proof. For x ∈ K , denote

ρ(x) = min{dist (x, K ∗), 1}
and consider for any fixed ε > 0 and any γ ∈ � the perturbed functional

�(γ, x) = �(γ (x)) + ερ(x).



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c15-21 CB577/Jabri-v1.cls June 27, 2003 20:0

17.2 The MPT on Convex Domains 211

Define also

�(γ ) = max
x∈K

�(γ, x)

and

cε = inf
γ∈�

�(γ ).

Then we can see easily that c ≤ cε < c + ε.
The functional � is lower semicontinuous with respect to the topology generated

by the usual uniform convergence distance on � that will also be denoted “dist .” By
Ekeland’s principle, there exists a γ ∈ � such that

�(γ ′) − �(γ ) + ε dist (γ, γ ′) ≥ 0, for all γ ′ ∈ �, (17.3)

and

c ≤ cε ≤ �(γ ) ≤ cε + ε ≤ c + 2ε. (17.4)

By the assumption made in the theorem,

�(γ ) > max
x∈K ∗ �(γ (x)).

Let Bε = {
x ∈ K ; �(γ, x) = �(γ )

}
.

Claim 17.1. There exists x0 ∈ Bε such that

g(γ (x0)) ≤ 2ε. (17.5)

Since Bε ⊂ K ⊂ K ∗, by Urysohn’s lemma, there exists a function α in C(K ; [0, 1])
satisfying {

α(x) = 1 on Bε(γ ),
α(x) = 0 on K ∗.

Take for small h > 0, γ ′ = γh for γ in (17.3) such that

γh(x) = γ (x) − hw(x)

with w(x) = α(x)v(x), where v is obtained by applying Lemma 17.5 with E = K ,
f (x) = �′(γ (x)), and γ in (17.3).

It is clear that γh ∈ �. Moreover, the maximum

�(γh) = max
x∈K

�(γh, x)

is attained at some point xh in K . For a suitable sequence hn → 0, xhn converges to
some x0 ∈ Bε(γ ). By (17.3) with γ ′ = γh and by Lemma 17.5, we obtain

�(γ (xh) − hw(xh)) + ερ(xh) − �(γ ) + εh ≥ 0.

By the mean value theorem, we have that

�(γ (xh)) + ερ(xh) −
∫ 1

0
〈�′(γ (xh) + thw(xh)), hw(xh)〉 dt − �(γ ) + εh ≥ 0.
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And since �(γ (xh)) + ερ(xh) ≤ �(γ ), we have that, for h = hn ,∫ 1

0
〈�′(γ (xhn ) + thnw(xhn )), hnw(xhn )〉 dt ≤ 0.

As hn tends to 0, we find

〈�′(γ (x0)), v(x0)〉 ≤ ε.

So that by Lemma 17.5 with f = �′ ◦ γ , we get (17.5). And, hence, the MPT follows
by choosing ε = 1/n and un = g(x0) in (17.4) and (17.5). �

In [213], Chang and Eells consider the following problem from mathematical
biology: {

�u + u2 = f (x) in �,

u = 0 on ∂�,
(17.6)

where � is a piecewise smooth and bounded domain of R
N (N < 6), and f is a

nontrivial nonnegative smooth and bounded function on �. They prove that (17.6)
admits a negative solution and another one that is nontrivial. Ma used his version of
the MPT to prove that (17.6) has a positive solution.

Struwe developed his version of the MPT to treat problems of the Plateau problem for
minimal surfaces and for surfaces of constant mean curvature. The lecture notes [881]
are devoted exclusively to this topic. See also [512, 880].

Comments and Additional Notes

� 17.I A Minimization Result on Closed Convex Subsets

We saw many times that a smooth functional bounded from below and satisfying (PS)
has a minimum. Sometimes, in applications, we have to work only on some parts of
the whole space, and many times, these are convex domains.
The following result was proved both by Hofer [478], using a version the deformation
lemma adapted to closed convex subsets of Hilbert spaces, and by De Figueiredo and
Solimini [302], using Ekeland’s principle. The first approach is presented in the next
chapter, which is consecrated to an MPT version in order intervals. We will now present
the second approach.

Proposition 17.7 (De Figueiredo and Solimini). Let X be a Hilbert space, � ∈
C1(X ; R) satisfying (PS). Let C be a closed convex subset of X. Suppose that the
functional K = �′ − Id maps C into C and that � is bounded from below in C. Then,
there is a point u0 ∈ C such that

�′(u0) = 0 and inf
C

� = �(u0).

Proof. By Ekeland’s principle, given ε > 0 there is uε ∈ C such that �(uε) ≤ infC � +
ε and

�(uε) ≤ �(u) + ε||u − uε|| for all u ∈ C. (17.7)
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Let’s take u = (1 − t)uε + t K uε with 0 ≤ t ≤ 1 in (17.7) and use Taylor’s formula to
expand �(uε + t(K uε − uε)) about uε. We obtain then

t ||�′(uε)||2 ≤ εt ||�′(uε)|| + o(t).

It follows then, when t goes to 0, that ||�′(uε)|| ≤ ε. Finally, by (PS), we conclude that
there exists u0 ∈ C such that uε → u0 for some sequence ε → 0, and we conclude
using the continuity of � and �′. �

Another criterion that can be of interest in handling some applications for which
a particular form of topological degree has recently been developed in [669] is the
following.

Definition 17.3. An operator L : X → X , where X is a Hilbert space, is said to be of
type S+ if, for every sequence (un)n such that un ⇀ u and lim sup(Lun, un − u) ≤ 0,
it follows that un → u.

Then we have a similar result to the case when �′ is a compact perturbation of the
identity.

Proposition 17.8. Let � ∈ C1(X ; R) be such that �′ is of type S+. Suppose that � is
bounded from below in the adherence of a ball B. Then, there exists v0 ∈ B such that
�(v0) = infB � and �′(v0) = λv0 with λ ≤ 0.

Proof. By Ekeland’s principle, given ε > 0, there is some vε ∈ B such that �(vε) ≤
infB � + ε and

�(vε) ≤ �(v) + ε||v − vε||, for all v ∈ B. (17.8)

Take u ∈ B and set v = vε + t(u − vε) in (17.8), with 0 ≤ t ≤ 1. Use Taylor’s formula
again to expand �(vε + t(u − vε)) about vε to obtain, tending t to 0,

0 ≤ 〈�′(vε), u − vε〉 + ε||u − vε||. (17.9)

Taking now u = v0 in (17.9), where v0 is the weak limit of vε for some sequence
ε → 0, and making ε go to 0, we get that lim sup〈�′(v0), u − v0〉 ≤ 0. And since �′
is of type S+, it follows that vε → v0. We obtain readily that �(v0) = infB �. On the
other hand, from (17.9), it follows that 0 ≤ 〈�′(v0), u − v0〉 for all u ∈ B. This implies
that there exists λ ≤ 0 such that �′(v0) = λv0. �

� 17.II On Amann’s “Three Solution Problem” and the MPT
on Convex Domains

Struwe applied his MPT on convex domains to treat variational inequalities [882].
He obtained again Amann’s famous result on the “three solution problem” where the
existence of unstable solutions of semilinear elliptic boundary value problems confined
in an ordered interval between a sub- and a supersolution is obtained (for more, see
Chapter 18).
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Different variational approaches to the three solution problem can also be found
in [204] where some regularizing properties of the flow are used to reduce the problem
to a usual variational problem in a bounded open set of a Banach space to which the
usual theory can be applied.

� 17.III An MPT on Closed Convex Subsets of Banach Spaces

In [208], Chang also proves an MPT on closed convex subsets of a Banach space.

Theorem 17.9 (MPT on Convex Domains, Chang). Suppose that a C1-functional �

defined on a Banach space X satisfies (PS) with respect to a closed convex set C of X.
Suppose that there exists α ∈ R such that

i. supx∈∂ Q �(x) ≤ α < infS f ,
ii. supx∈Q �(x) < +∞,

where ∂ Q and S are two closed subsets of C that link with respect to C. Then, one of
the following three alternatives occur:

1. α is an accumulation point of critical values.
2. α is an accumulation point with uncountable critical points.
3. c = infγ∈� supx∈Q �(γ (x)) is a critical value of �, where � = {

γ ∈
C(Q; C); γ |∂ Q = Id

}
.

The proof relies on an improved version of the deformation lemma contained in some
of his earlier papers (see, in particular, [206, 947]).

� 17.IV MPT Versions on Closed Convex Sets for
Some Particular Functions

A. A Critical Point Theory for Locally Lipschitz Functionals on Locally Convex
Closed Subsets of Banach Spaces. In [942,944], Wang establishes a minimax princi-
ple, including the MPT of course, for a locally Lipschitz functional � on locally convex
closed subsets S of a Banach space (see Chapter 25 for some details).

B. An MPT on Closed Convex Sets for Functionals Satisfying the Schauder Con-
dition. Suppose that H is a Hilbert space, f : H → R is a C1-functional that satisfies
the (PS) condition, and M is a closed convex set in H . Let f (x) = ‖x‖2 − h(x),
Ax = h′(x). If the condition AM ⊂ M is satisfied, then we say that f (x) satisfies the
Schauder condition on M . In [887], Sun proves a version of MPT on closed convex
sets for functionals satisfying the Schauder condition (see Chapter 25 for the details).

C. Yet Another MPT on Closed Convex Sets in Hilbert Spaces. In the article [460]
(Some extensions of the mountain pass lemma), Guo et al. deal with some variants of
the classical MPT. In the first part they prove an MPT with the limiting case, and in the
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second part an MPT for special functionals on closed convex sets in Hilbert spaces is
improved.

� 17.V A Morse Theory on Convex Sets

A Morse theory for functionals defined on convex sets appears in Struwe [868], in Chang
and Eells [213], where the authors study the Plateau problem, and by Chang [208], who
treats variational inequalities.

See also [205, Chapter I, Section 6.2], where Chang describes a concept of convexity
to Banach manifolds and establishes a corresponding minimax theory and also a Morse
theory for smooth functionals defined on these extended convex sets. The first and
second deformation theorems, critical groups for isolated groups, and Morse relations
for functions with isolated critical points do hold for locally convex subsets of C2

paracompact Banach manifolds. According to Chang [205, Remark 6.2], the local
convexity was first used in critical point theory in [943].

Compare the alternative definition of the functional g used to measure the regularity
with the definition used in [215]. It is defined in Theorem 10.10 on page 113.

� 17.VI An MPT for Continuous Convex Functionals

In [757] (Mountain-pass type theorems for nondifferentiable convex functions),
Radulescu extends the MPT to continuous convex functions. The differentiability con-
dition is replaced by subdifferentiability. A Palais-type pseudo-gradient lemma is es-
tablished and the proof of the extended MPT uses Ekeland’s variational principle.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c15-21 CB577/Jabri-v1.cls June 27, 2003 20:0

18

MPT in Order Intervals

A natural instrument for the investigation of positive solutions are the methods of
functional analysis in ordered spaces.

M.A. Krasnosel’skii

Some variational methods in ordered Banach spaces are investigated. In particular, we will see a
variant of the MPT in order intervals in the spirit of some pioneering work by Hofer that exploited
the natural ordering, intrinsic to semilinear elliptic problems.

Besides variational methods, many other methods are useful in the study of nonlinear
problems. These methods exploit in general some additional information (of topological
nature as in fixed point theory [983], or some monotonicity of the differential operator
as in the theory of monotone operators [984], for example). It is natural then to expect
to get better results if we combine these approaches to variational methods when the
problem has a variational structure.

For example, consider the Dirichlet problem

(P)

{−�u = f (x, u) in �,

u = 0 on ∂�,

where � ⊂ R
N is a bounded domain with smooth boundary ∂� and f : � × R → R

is sufficiently smooth. The problem (P) has some important features:

1. We have a maximum principle for −�, in fact for a large class of second-order
elliptic differential operators. This means that −� is compatible with the natural
ordering of the underlying function space H1

0 (�) and makes (P) equivalent to
a fixed point equation for an order-preserving operator in a suitable (partially)
ordered Banach space.

2. Moreover, when f satisfies a growth condition, we know that (P) has a variational
structure.

In the survey paper [33], without supposing the variational structure, Amann considered
problems like (P) by fixed point techniques in ordered spaces and got many interesting
results. Few authors have treated (P) and exploited both features 1 and 2 of the problem.

216
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The first contribution in this direction seems to be the paper by Hofer [478]. He con-
sidered a potential operator T : U ⊂ H → H where H is an ordered real Hilbert space
(see the definitions to follow) with an order given by a closed (proper) cone P , with T
admitting the decomposition T = Id − K where K is compact and order preserving.
The MPT we will see supposes similar conditions on the functional to those required
in Hofer’s presentation. This form of the MPT uses some advanced material with re-
spect to the level we tried to address all the time in this text. So, our presentation will
be somewhat sketchy in places. Nevertheless, we will clearly present the principles
and hide the technicalities that should not bring “a plus” to the comprehension of the
situation.

18.1 On Ordering and Variational Methods

We begin by recalling the necessary background to deal with the MPT in order intervals.

18.1.1 Ordering, Cones and Positive Operators

Let X be a nonempty set. An ordering in X , denoted in the sequel by “�”, is a relation
in X that is reflexive, antisymmetric, and transitive. The pair (X, �) is called an order
set.

For every x, y ∈ X , the set [x, y] = {
z ∈ X ; x � z � y

}
is called the order interval

between x and y. If X is a real linear space, an ordering compatible with the linear
structure, that is, such that

i. x � y implies that x + z � y + z for all z ∈ X ,
ii. x � y implies that αx � αy for all α ∈ R+ = [0, ∞[,

is called a linear ordering. The pair (X, �) is called an ordered vector space (OVS).
Consider an OVS X and set P = {

x ∈ X ; 0 � x
}
. The set P enjoys the following

properties:

C1. P + P ⊂ P ,
C2. R+ P ⊂ P , and
C3. P ∩ (−P) = {0}.

A nonempty subset P of a real vector space satisfying properties C1–C3 is called a
cone. We can check immediately that every cone is convex. Moreover, every cone P
in a real vector space X defines a linear ordering by

x � y if and only if y − x ∈ P,

referred to as the ordering induced by P .
Writing x 
 y if y � x and y �= x , the set

P \ {0} = {
x ∈ X ; x 
 0

}
is called the positive cone of the ordering.
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When X = (X, ||.||) is a Banach space ordered by a cone P , then X will be an
ordered Banach space (OBS) if the order induced by P is compatible with the linear
structure of X and with its topology; that is, “�” is a linear ordering and the cone P is
closed.

A cone is said to be total if X = P − P and it is generating if X = P − P .

Example 18.1.

1. Consider X = R
N and P any octant, that is,

x � y ⇐⇒ xi ≤ (−1)εi yi , i = 1, . . . , N ,

where εi = ±1 is fixed for each i .
2. Consider X = C(�; R) with

P = {
u ∈ C(�; R); u(x) ≥ 0, ∀x ∈ �

}
.

This cone is generating.

An operator T : U ⊂ X → X is called order preserving (or increasing) if and only
if

x � y implies that T x � T y,

and strictly order-preserving (or strictly increasing) if and only if

x � y implies that T x � T y,

and it is strongly order-preserving (or strongly increasing) if and only if

x � y implies that T x  T y; that is, T y − T x ∈ int P.

After the number of variants and extensions of the MPT we have seen up to now,
you should certainly guess that someone, somewhere, has thought of a corresponding
version of the MPT. That is indeed true, as we will see in the next section.

18.2 MPT in Order Intervals

In [568], Li and Wang proved an MPT in order intervals in which the position of the
critical point (which is of mountain-pass type in this situation) is given precisely in terms
of the ordering structure. With this variant of the MPT and using special flows, they
proved the existence of multiple solutions and sign-changing solutions for semilinear
elliptic Dirichlet problems.

Let H be a Hilbert space and PH ⊂ H be a closed convex cone. Let X ⊂ H be
a Banach space that is densely embedded in H . Let P = X ∩ PH and assume that P
has a nonempty interior, int P �= ∅. Assume also that any order interval is finitely
bounded. Suppose now that our functional � : H → R satisfies similar conditions to
those used by Hofer [478].

�1. � ∈ C1(H ; R), satisfies (PS) in H and the deformation property in X , and that
� has only finitely many isolated critical points.
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�2. The gradient of � is of the form ∇� = Id − K H , where K H : H → H is
compact. The space X is stable by K H , K H (X ) ⊂ X , and the restriction K =
K H |X : X → X is continuous and strongly order preserving.

�3. � is bounded from below on any order interval in X .

We recall first some technical results that will be needed in the sequel.

Lemma 18.1. Suppose that � satisfies conditions �1–�3 and that u � u is a paired
subsolution and supersolution of ∇� = 0 in X. Then there exists a negative pseudo-
gradient vector field η(t, .) such that [u, u] is positively invariant under this vector field
and η(t, .) points inward in [u, u]. Moreover, if u � u is a paired strict subsolution and
supersolution of ∇� = 0 in X, then

deg(Id − K , [u, u], 0) = 1.

Proof of Lemma 18.1. Since [u, u] is finitely bounded, the Leray-Schauder degree
deg(Id − K , [u, u], 0) is well defined. For any x ∈ [u, u], we have

x − ∇�(x) = K (x) " K (u) > u, (18.1)

x − ∇�(x) = K (x)  K (u) < u. (18.2)

So, x − ∇�(x) ∈ int [u, u], the interior of [u, u].
In the rest of the proof, we proceed as in the classical proof of the existence of a

pseudo-gradient field for C1-functionals. Set X̃ = {
x ∈ X ; ∇� �= 0

}
. For any x0 ∈ X̃ ,

there is w ∈ X , ||w|| = 1 such that

〈−�′(x0), w〉 >
2

3
||�′(x0)||.

If x0 ∈ [u, u], by (18.1) and (18.2) we can require x0 + w to be in int [u, u]. Let

v = 3

2
||�′(x0)||w.

Then, { ||v|| < 2||�′(x0)||
〈−�′(x0), v〉 > ||�′(x0)||2.

From the continuity of �′, for each x0 there exists a neighborhood Ũ x0 of x0 such that,
for all x ∈ Ũ x0 ,

{ ||v|| < 2||�′(x)||
〈−�′(x), v〉 > ||�′(x)||2. (18.3)

Take

Ux =
{

Ũ x if x ∈ [u, u],
Ũ x ∩ (X̃ \ [u, u]) if x ∈ X̃ \ [u, u].
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Since X̃ is metrizable, it is paracompact. So, there is a locally finite C1,0-partition of
unity (βα)α∈�, where � is an index set. This gives a sense to the quantity

v(x) =
∑
α∈�

βα(x).vα, (18.4)

where vα is the point in Uxα given by (18.3).
We check easily that

||v|| < 2||�′(x)||,
and that

〈−�′(x), v〉 > ||�′(x)||2.
Since [u, u] is convex, by (18.4) and the definition of Ux , we know that x + v(x) ∈
int [u, u] for any [u, u]. Consider now the negative pseudo-gradient vector field η(t, u)
of � on X defined by 


dη(t, u)

dt
= v(η(t, u))

η(0, u) = u.

Then, [u, u] is positively invariant under η(t, u).

Remark 18.1. For the same pseudo-gradient vector field η(t, u), for any subsolution
u and any supersolution u, we have the following stability (positive invariance of [u, u]
under η) property: {

η(t, u + P) ⊂ u + P,

η(t, u + P) ⊂ u + P.

Now, following standard arguments from [205, Theorems 1.4.2, 1.4.3, and 2.3.3] and
using the fact that [u, u] is positively invariant under η(t, u), we have

deg(Id − K , [u, u], 0) =
∞∑

q=0

(−1)q rank Hq ([u, u]) = 1.

�

Corollary 18.2. If u � u is a paired strict subsolution and supersolution of ∇� = 0
in X, then {

u ∈ H ; ∇�(u) = 0
} ∩ ∂[u, u] = ∅.

Theorem 18.3 (MPT in Order Intervals, Li and Wang). Suppose that � satisfies
conditions �1–�3. Suppose also that there exist four points in X,



v1 < v2,

w1 < w2,

v1 < w2,

[v1, v2]∩[w1, w2] = ∅

with




v1 ≤ Kv1,

v2 > Kv2,

w1 < Kw1,

w2 ≥ Kw2.
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Then � has a mountain pass point u0 ∈ [v1, w2] \ ([v1, v2] ∪ [w1, w2]). More
precisely, let v0 be the maximal minimizer of � in [v1, v2] and w0 be the minimal
minimizer of � in [w1, w2]. If v0 < w0, then v0  u0  w0. Moreover, the critical
group C1(�, u0) of � at u0 is nontrivial.

Proof. Since � is bounded from below on [v1, v2] and satisfies the deformation
property, � has at least one local minimizer in each interval. Let v0 be the minimizer
of � in [v1, v2] and w0 be the minimizer of � in [w1, w2]. Let

� =




γ (t) ∈ C([0, 1]; [v1, w2]), such that
γ (t) ∈ [v1, w2] \ ([v1, v2] ∪ [w1, w2]) for t ∈] 1

3 , 2
3 [

γ (t) = η( 1
3 − t, γ ( 1

3 )) for 0 ≤ t ≤ 1
3 , γ ( 1

3 ) ∈ ∂[v1, v2]
γ (t) = η(t − 2

3 , γ ( 2
3 )) for 2

3 ≤ t ≤ 1, γ ( 2
3 ) ∈ ∂[w1, w2].

(18.5)
It is easy to see that � is not empty and that it is a complete metric space for the distance
of uniform convergence in X ,

dist (x, y) = max
t∈[0,1]

||x(t) − y(t)||X .

Set

c = inf
γ∈�

sup
t∈[0,1]

�(γ (t)). (18.6)

We will prove that c is a critical value of �. More precisely, there exists

u0 ∈ Kc ∩ [v1, w2] ∩ {
[v1, w2] \ (

[v1, v2] ∪ [w1, w2]
)}

.

The proof closely follows the arguments used by Shi to prove the nonsmooth MPT (see
Chapter 15).

Step 1. Set for γ (t) ∈ �,

F(γ (t)) = max
t∈[0,1]

�(γ (t)).

Then F is locally Lipschitz and bounded from below on �. Set

M(γ ) = {
s ∈ [0, 1]; �(γ (t)) = F(γ (s)) = max

t∈[0,1]
�(γ (t))

}
.

Step 2. From Ekeland’s principle, for any positive sequence (εn)n , εn ↘ 0, there
exists a sequence (γn)n ⊂ � such that, for all n ∈ N,{

c ≤ F(γn) ≤ c + εn,

F(γ ) > F(γn) − εn dist (γ, γn), for any γ �= γn .
(18.7)

Thus for any γ ∈ �, we have

F◦(γn, h) = lim sup
λ↘0

F(γn + λγ ) − F(γn)

λ
≥ −εn max

t∈[0,1]
||γ (t)||X .

(18.8)
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Step 3. From (18.8), by Proposition 15.11 (cf. Chapter 15), there exists tn ∈ M(γn)
such that

〈∇�(γn(t)), u〉 ≥ −εn||u||, ∀u ∈ X. (18.9)

This implies that ∇�(γn(tn)) → 0 as n → ∞.
Step 4. From the definition of � and Lemma 18.1, we get v0  u0  w0. Then, by

Lemma 18.1 and Corollary 18.2, we have

inf
u∈∂[v1,v2]

�(u) > �(v0), inf
u∈∂[w1,w2]

�(u) > �(w0). (18.10)

Therefore,

c > max
{
�(v0), �(w0)

}
.

Using arguments given by Hofer [480], u0 is a mountain pass point.
By a similar argument, we know that (�c \ {u0}) ∩ W is neither nonempty

nor path-connected.
From the definition of the critical group and since (�c \ {u0}) ∩ W is

nonempty, we get that

C0(�, u0) = H0((�c \ {u0}) ∩ W, (�c \ {u0}) ∩ W ) = 0.

The fact that (�c \ {u0}) ∩ W is not path-connected implies then that
H0((�c \ {u0}) ∩ W ) �= 0.

Claim 18.1. C1(�, u0) �= 0.

Indeed, consider the exact sequence

H1(�c ∩ W, (�c \ {u0}) ∩ W )
∂→ H0(�c ∩ W, (�c \ {u0}) ∩ W )

→ H0(�c ∩ W ) → H0(�c ∩ w, (�c \ {u0}) ∩ W ).

If C1(φ, u0) = H1(�c ∩ W, (�c \ {u0}) ∩ W ), then H0((�c \ {u0}) ∩ W ) $ H0(�c ∩
W ), but H0(�c ∩ W ) $ 0, so we get a contradiction. �

Multiplicity results involving order structures have been investigated by Amann
using fixed point techniques. The method of Li and Wang is variational with the order
structure built in. They get more information on the third critical point u0 than in
Amann’s monograph [35, Theorem 14.2], u0 is of mountain-pass type, and the critical
group C1(�, u0) �= 0. Moreover, v0  u0  w0 was not known in Amann’s result.
Some applications are given to several classes of elliptic boundary value problems
with Dirichlet conditions.

Comments and Additional Notes

� 18.I Variational Results in OBS

In [478], Hofer proved many interesting existence and multiplicity results obtained by
a classification of isolated critical points of a particular type of C2-functionals in an
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ordered Hilbert space. In particular, he obtains a special variant of the Krein-Rutman
theorem (see the notes below and the references cited there) for the linear eigenvalue
problem

�′′(v).u = λu.

This enables Hofer to prove that the local Leray-Schauder degree of a critical point
given by the MPT is equal to −1 for the class of functionals he considered. This will
not be discussed here and the interested reader is referred to [478] and to Chapter 12
for the details.

We begin by fixing the terminology and some notations. A �-family on C is the set

D = D(�, C) = {
γ ∈ C([0, 1] × C ; C); γ (0, .) = Id

and t %→ �(γ (t, u)) is nonincreasing for all u ∈ C
}
.

We can check easily that the operation “∗” defined on D × D by

γ1 ∗ γ2(t, u) =
{

γ2(2t, u) t ∈ [0, 1/2]
γ1(2t − 1, γ2(1, u)) t ∈ [1/2, 1]

maps D × D into D. The first of the two results by Hofer we wanted to present is a
specific variant of the deformation lemma.

Theorem 18.4 (Deformation Lemma, Hofer). Let H be a real Hilbert space and
C be a nonempty closed convex set such that C ⊂ U where U is open. Suppose that
� ∈ C1(U ; R) satisfies (PS)c and ∇� = Id − K where K C ⊂ C.

Then the family D(�, C) on C has the following property.

For given real numbers d ∈ R, ε0 > 0 and a relative neighborhood W ⊂ C of Kd ∩ C,
there exist ε ∈]0, ε0] and a deformation η ∈ D such that

η({1} × (({�(x) ≤ d + c} ∩ C) ⊂ W )){�(x) ≤ d + c} ⊂ ∩C.

Sketch of the Proof. The classical proof by Rabinowitz works. However, we have to
approximate K sufficiently well by a locally Lipschitz continuous function K̃ : C → C .

We choose then a “cutoff” function β : C → [0, 1] being locally Lipschitz contin-
uous such that u %→ β(u)(K̃ (u) − u) has a bounded range. Then, consider the positive
semiflow associated with the differential equation:{

u̇ = β(u)(K̃ u − u)
u(0) = u0.

The set C is shown to be positively invariant. Moreover, one has the global existence
on R+.

Define η = σ |[0,1]×C . It has the desired properties. �

Remark 18.2. If
⋃

e∈[c,d] Ke ∩ C = ∅ and the hypotheses of the former deformation
lemma hold, there exists η ∈ D = D(�, C) such that η({1} × ({� ≤ d} ∩ C) ⊂ {� ≤
d} ∩ C .
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Indeed, by the compactness of [c, d], there exist

c ≤ d1 < d2 < · · · < dk ≤ d and εi > 0, for i = 1, . . . , k

such that ([di − εi , di + εi ])k
i=1 is a covering of [c, d] and corresponding ηi ∈ D with

ηi ({1} × ({� ≤ d} ∩ C)) ⊂ {� ≤ d} ∩ C . We define η ∈ D by η = (· · · ((η1 ∗ η2) ∗
η3) ∗ · · · ∗ ηk). �

Without using any order structure, this deformation lemma implies easily the fol-
lowing minimization result proved directly by De Figueiredo and Solimini [302] using
Ekeland’s principle presented in the preceding chapter (on page 212).

Proposition 18.5 (Hofer). Let H be a real Hilbert space, C ⊂ H be nonempty, closed
and convex, and U be an open set containing C. Assume that � ∈ C1(U ; R) satisfies
(PS)c and that ∇� = Id − K such that K C ⊂ C and �|C is bounded from below.

Then � attains its infimum d in C; that is, Kd ∩ C �= ∅ where d = infC �.

Proof. Suppose by contradiction that Kd ∩ C = ∅. Then there exist ε > 0 and σ ∈
D = D(�, C) such that σ ({1} × {� ≤ d}) ∩ C = ∅, which is a contradiction since
{� ≤ d} ∩ C �= ∅. So, {x ∈ C ; �(x) = d} ⊃ Kd ∩ C �= �. Let’s show the opposite
inclusion. Suppose that there is a w ∈ {x ∈ C ; �(x) = d} \ (Kd ∩ C); then there would
exist a relative neighborhood W ⊂ C of Kd ∩ C such that w �∈ W . By the deformation
lemma there are η ∈ D and ε > 0 with

η(1, W ) ∈ {� ≤ d} ∩ C = ∅,

which is again a contradiction. �

� 18.II Krein-Rutman Theorem

A well-known result of Perron and Forbenius for matrices is the following. If M =
(ai j )i j is a square matrix of order n such that

ai j > 0, i, j = 1, 2, . . . , n,

then the linear mapping associated to M is compact and the spectral radius ρ(M )
is a simple eigenvalue of M with an associated eigenfunction in (R∗)n . The famous
Krein-Rutman theorem extends this result to a class of positive operators.

Let X be a Banach space. We recall that for every continuous linear operator T ∈
L(E ; E), the limit

ρ(T ) = lim
k→∞

‖T k‖1/k

exists and is called the spectral radius of T (cf. [977]).

Theorem 18.6 (Krein-Rutman [539]). Let (X, P) be an OBS with a total positive
cone. Suppose that T ∈ L(E ; E) is compact and has a positive spectral radius ρ(T ).
Then ρ(T ) is an eigenvalue of T with eigenvectors in P.
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As an interesting application, consider a bounded domain in R
N with smooth bound-

ary. Consider also the Dirichlet linear problem:

(P)

{−�u = f ∈ L2(�),
u ∈ H1

0 (�).

It is known that (P) has a unique solution in H2(�) ∩ H1
0 (�). Moreover, if f ≥ 0

almost everywhere, then u ≥ 0 almost everywhere. Denote �+ = {
u ∈ L2(�); u(x) ≥

0 a.e.
}
. Then

B = (−�)−1 ∈ L(L2(�); L2(�))

and

B(�+) ⊂ �+.

Since � is bounded, it follows that B is compact. So, we can apply the Krein-Rutman
theorem to B, L2(�), and P = �+. We conclude then that the Laplacian with Dirichlet
boundary conditions has a “smallest” eigenvalue with an associated eigenfunction
that does not change sign. The simplicity of this smallest eigenvalue is also discussed
in [33, 630–632].

� 18.III Some Complementary Information Using Morse Theory

Under quite similar conditions on the partial order used and on the functional appearing
in the MPT in order intervals, Bartsch et al. [99] investigated the Morse index and critical
groups, in some abstract critical point theorems, for functionals on partially ordered
Hilbert spaces.

These results are used to look for multiple sign-changing solutions of a nonlinear
elliptic Dirichlet problem.
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The Linking Principle

Geometry may sometimes appear to take the lead over analysis, but in fact
precedes it only as a servant goes before his master to clear the path and light
him on the way.

J.J. Sylvester

The notion of linking is very important in critical point theory. It expresses in an elegant way
the geometric conditions that appear in all the abstract results seen until now. Various definitions
in many contexts (homotopical, homological, local, isotopic, etc.) were given. Some linking
notions are presented and their respective forms of linking theorems, containing the MPT, are
stated.

After the MPT in 1973, in the late 1970s two new parents came to consolidate the
family of minimax theorems in critical point theory. The multidimensional MPT by
Rabinowitz [737] in 1978 (Chapter 8 is entirely devoted to this result) and the saddle
point theorem (see the additional notes to follow), also by Rabinowitz [738] in 1978.
The three results have something in common (we will see soon) and are proved similarly
using a stereotyped method. Indeed, as we could see in the chapters devoted to the MPT
and the multidimensional MPT, the proof is always done in two steps. This is also true
for the case of the saddle point theorem.

1. An intersection property on the sets that define the geometric condition is proved.
2. Supposing that the “inf max” value c is regular, we get a contradiction by the

deformation lemma in exactly the same way.

Linking in the Sense of Benci and Rabinowitz

In 1979, Benci and Rabinowitz [113] formulated the geometric conditions that appear
in the three theorems in a way that expresses some linking between a set S and the
boundary ∂ Q of a manifold Q. Consider a real Banach space E = E1 ⊕ E2, where
both E1 and E2 may be infinite dimensional. Let P1 and P2 be respective projectors of

226
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E onto E1 and E2 associated with splitting of E . Set

S = {
γ ∈ C([0, 1] × E ; E); γ (0, u) = u

and P2γ (t, u) = P2u − κ(t, u) where κ : [0, 1] × E → E is compact
}
.

Let S, Q ⊂ E with Q ⊂ Ẽ a given subspace of E . The notation ∂ Q will refer to the
boundary of Q in Ẽ .

Definition 19.1 (Linking, Benci and Rabinowitz). The sets S and ∂ Q link, in the
sense of Benci and Rabinowitz, if any γ ∈ S such that γ (t, ∂ Q) = ∅ for all t ∈ [0, 1]
satisfies γ (t, Q) ∩ S �= ∅ for all t ∈ [0, 1].

This particular form of the set S is due to the fact that the tool used to prove the
topological property of intersection expressed earlier as a linking of S and ∂ Q is the
Leray-Schauder degree. This degree requires the functional to have the particular form
of a compact perturbation of the identity.

For heuristic purposes, to quote Rabinowitz [748], one may think of the sets S and ∂ Q
as linking if every manifold modeled on Q sharing the same boundary intersects S.

Benci and Rabinowitz used this notion of linking to prove the following result.

Theorem 19.1 (Linking Theorem, Benci and Rabinowitz). Let E be a real Hilbert
space with E = E1 ⊕ E2 and E2 = E⊥

1 . Suppose that � ∈ C1(E ; R) satisfies (PS) and
is such that

�1. �(u) = 1
2 (Lu, u) + b(u), where Lu = L1 P1u + L2 P2u and Li : Ei → Ei is

bounded and self-adjoint, i = 1, 2, and
�2. b′ is compact.
�3. There exists a subspace Ẽ ⊂ E, two sets S ⊂ E, Q ⊂ E, and two constants

α > ω such that S and ∂ Q link,
i. S ⊂ E1 and �|S ≥ α, and

ii. Q is bounded and �|∂ Q ≤ ω.

Then � possesses a critical value c ≥ α.

The result is stated for a Hilbert space H as we can see and requires a particular form
of the functional �. Nevertheless, it may be considered a generalization of the MPT,
the generalized MPT, and the saddle point theorem because it succeeds in solving the
variational problems treated before by these critical point theorems, where the energy
indeed has this form.

19.1 The Linking Principle

There is another more abstract formulation of the notion of linking that is widely known
and used nowadays, so that it may be called standard or usual linking or only linking to
avoid confusion with the other definitions. It is just the one by Benci and Rabinowitz,
where the particular forms of � and E have been hidden (see [114, 882, 956], for
example).
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e

f

S

Figure 19.1. The MPT linking situation.

Definition 19.2 (Standard Linking). Let S, Q ⊂ E where E is a real Banach space
and Q is a subset of a subspace Ẽ of E with boundary ∂ Q in Ẽ . We say S and ∂ Q link
if

i. S ∩ ∂ Q = ∅, and
ii. for any γ ∈ C(E ; E) such that γ |∂ Q = Id , we have γ (Q) ∩ S �= ∅.

Moreover, if � is a subset of C(E ; E), then S and ∂ Q are said to link with respect to �

if conditions i and ii are satisfied for any γ ∈ �.

The following two examples yield, respectively, the geometries of the MPT and that
of the saddle point theorem and the generalized MPT.

Example 19.1. Consider two points e and f in X , and B a neighborhood of e in X ,
such that f �∈ B = S (see Figure 19.1). Let � be the set of all continuous paths joining
e and f and set Q = [e, f ]. Then, S and ∂ Q link.

Example 19.2.
1. Let X = X1 ⊕ X2 be such that dim X2 < ∞.

Let S = X1 and Q = BR(0) ∩ X2 with relative boundary

∂ Q = {
u ∈ X2; ||u|| = R

}
.

Then S and ∂ Q link.

2. Let X = X1 ⊕ X2 with dim X2 < ∞ and let e ∈ X1 with ||e|| = 1 be given.
Suppose 0 < ρ < R1, 0 < R2, and let

S = {
u ∈ X1; ||u|| = ρ

}
,

Q = {
se + u2; 0 ≤ s ≤ R1, u2 ∈ X2 and ||u2|| ≤ R2

}
with relative boundary

∂ Q = {
se + u2; s ∈ {0, R1} or ||u2|| = R2

}
.

Then S and ∂ Q link (see Figure 19.2.)

The notion of linking was used to formulate the following abstract critical point theorem
that contains the earlier ones by Rabinowitz. We adopt here a nice form attributed to
Willem [956]. Many other forms exist in the literature.
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Then S and ∂Q link.

e

S

W
Q

V

W

Q

V=S

Figure 19.2. The linking in the multidimensional MPT and the saddle point theorem situations,
respectively.

Theorem 19.2 (Linking Principle, Willem). Suppose that � ∈ C1(E ; R), S ⊂ E is
closed, and Q ⊂ E satisfy the following:

a. S and ∂ Q link.
b. There exists a, b ∈ R such that

a = sup
∂ Q

< b = inf
S

�.

c. d = sup
u∈Q

�(u) < ∞.

Let

c = inf
γ∈�

sup
u∈Q

�(γ (u)).

Moreover, if � satisfies (PS)c, then c defines a critical value of �.

Assumption c is satisfied, for example, when Q is compact.

Proof. Using assumptions a and b, we get that b ≤ c, while condition c ensures that
c ≤ d .

By contradiction, suppose that our conclusions were false; then there would exist ε,
δ, and γ such that for O = γ (Q),

u ∈ �−1([c − 2ε, c + 2ε]) ∩ O2δ) implies ‖φ′(u)‖ ≥ 4ε/δ,

since by assumption,

c − 2ε > a, (19.1)

and

γ (Q) ⊂ �c+ε. (19.2)
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Set β(u) = η(1, γ (u)), where η is the deformation given by the quantitative deformation
lemma of Willem (Theorem 4.2, p. 38).
Relations ii from Theorem 4.2 and (19.1) imply that, for any u ∈ ∂ Q,

β(u) = η(1, γ (u)) = η(1, u) = u.

Hence, β ∈ �. By relation iii from Theorem 4.2 and (19.2), we get the contradiction

c ≤ sup
u∈Q

�(β(u)) ≤ c − ε.

�

The linking principle is still true in the limiting case (see Chapter 9). This has been
proved by many authors [153, 423, 498, 956]. We continue with Willem’s approach
and present his localization theorem, which adds some precision to Ghoussoub’s result
(Theorem 9.6).

Theorem 19.3 (Localization Theorem, Willem). Suppose that � ∈ C1(X ; R), where
X is a Banach space and S, Q ⊂ X are closed subsets of X.
Let

c = inf
γ∈�

sup
u∈Q

�(γ (u)),

where � = {
γ ∈ C(Q; X ); γ (u) = u on ∂ Q

}
.

Suppose that

i. S and ∂ Q link,
ii. dist (S, ∂ Q) > 0, and

iii. infS � = c > −∞.

Then, for any ε > 0, δ ∈]0, dist (S, ∂ Q)/2[ and γ ∈ � such that

sup
u∈Q

�(γ (u)) < c + ε,

there exists u ∈ X such that

a. c − ε ≤ �(u) ≤ c + 2ε,
b. dist (u, S ∩ [γ (Q)]δ) ≤ 2δ, and
c. ‖�′(u)‖ < 4ε/δ.

If, moreover, � satisfies (PS)c, then Kc ∩ S �= ∅.

Proof. By contradiction, suppose that these conclusions were false; then there would
exist ε, δ, and γ such that, for O = S ∩ [γ (Q)]δ ,

u ∈ �−1([c − 2ε, c + 2ε]) ∩ O2ε) implies ‖�′(u)‖ ≥ 4ε/δ,

for � replaced by �̃ = −� and c̃ = c replaced by −c. Let η be the corresponding
deformation given by the quantitative deformation lemma, and let β be the mapping
defined on Q by

γ (u) = η(1, β(u)).
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Notice that dist (O, ∂ Q) ≥ dist (S, ∂ Q) > 2δ. By assumption ii of Theorem 4.2, for
any u ∈ ∂ Q,

η(1, u) = u = γ (u) = η(1, β(u)).

So, β(u) = u on ∂ Q and hence β ∈ �. Then, by property a, there exists u ∈ Q such
that β(u) ∈ S, and property b implies that

β(u) ∈ S ⊂ �̃c̃.

So, from property iv, we get

dist (β(u), γ (Q)) ≤ ‖β(u) − γ (u)‖ ≤ δ.

But then, β(u) ∈ S ∩ �̃c̃, and by property vii we get that

γ (u) = η(1, β(u)) ∈ �̃c̃−ε.

So that we get the contradiction

c + ε ≤ �(γ (u)) < c + ε.

�

19.2 Linking of Deformation Type

Silva [843] introduced a notion of linking of deformation type with respect to a given
functional, with the aim of classifying “linkings” as presented by Benci and Rabinowitz.
This allowed him it to establish new forms of the multidimensional MPT (and hence the
MPT) and the saddle point theorem. The novelty in his results was that the geometric
conditions were global and porting on the whole spaces that appear in the splitting of
the underlying space on which the problem is treated.

Definition 19.3 (Linking of Deformation Type, Silva). Consider two linking sets S
and ∂ Q. The linking between them is said to be of deformation type with respect to �

if there exists α ∈ R and γ ∈ C([0, 1] × E ; E) such that γ (0, .) = Id and

i. γ (t, ∂ Q) ∩ S = ∅, for all t ∈ [0, 1],
ii. γ (1, ∂ Q) ⊂ �γ ,

iii. �(u) > α.

This notion is used to provide a new linking theorem.

Theorem 19.4 (Linking Theorem, Silva). Let E be a real Banach space and S, Q
be two subsets of E. Suppose that � ∈ C1(E ; R) and S and ∂ Q have a linking of
deformation type with respect to �. If � satisfies (PS)d for every d ≥ α, and α is given
in condition iii, then � possesses a critical value c ≥ α characterized by

c = inf
γ∈�

max
u∈Q

�(γ (1, u)),
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where � = {
γ ∈ C([0, 1] × E ; E); γ (0, .) = Id and γ satisfies conditions i and ii

}
.

Furthermore, if c = α, then Kc possesses at least one nonisolated critical point of
� on E.

The main tool used by Silva is the following special form of the deformation lemma,
especially modeled to handle linkings of deformation type.

Lemma 19.5 (Deformation Lemma, Silva). Let E be a real Banach space and � ∈
C1(E ; R). If α < β and � satisfies (PS)c for every c ∈ [α, β], then, given r, ε > 0, there
exist c1 > 0, R0 > r , ε ∈]0, ε[, and η ∈ C([0, 1] × E ; E) such that

η1. η(0, u) = u for every u ∈ E,
η2. η(0, u) = u for every u ∈ �α−ε ∪ Br (0), t ∈ [0, 1],
η3. η(1, �β \ BR0 (0)) ⊂ �α−ε,
η4. ||η(t, u) − u|| ≤ c1t for every u ∈ X, t ∈ [0, 1],
η5. �(η(t, u)) ≤ �(u) for every u ∈ X, t ∈ [0, 1].

Corollary 19.6. Let X = X1 ⊕ X2 be a real Banach space such that dim X1 < ∞.
Suppose that � ∈ C1(X ; R) satisfies the following:

�1. There exists β ∈ R such that �(u) ≤ β, for every u ∈ X1, and
�2. there exists α ∈ R such that �(u) ≥ α, for every u ∈ X2.

If � satisfies (PS)c for every c ∈ [α, β], then � possesses a critical value in [α, β].

Remark 19.1.
i. If X1 = {0}, condition �1 is trivially true and infX � is a critical value of � on

X .
ii. Note that, since α ≤ �(0) ≤ β, we have that α ≤ β.

iii. In the classical form of the saddle point theorem [738], condition �1 is replaced
by the following:

R. There exists β < α and a bounded neighborhood U of 0 in X1 such that

�(u) ≤ β, for every u ∈ ∂U.

Corollary 19.7 (Multidimensional MPT, Silva). Let X = X1 ⊕ X2 be a real Banach
space, dim X1 < ∞. Suppose that � ∈ C1(E ; R) and satisfies

�1. �(u) ≤ 0, for every u ∈ X1.
�2. There exists ρ > 0 such that

�(u) ≥ 0 for every u ∈ ∂ Bρ(0) ∩ X2,

and
�3. there exist e ∈ ∂ B1(0) ∩ X2 and β ∈ R such that

�(u) ≤ β for every u ∈ X1 ⊕ R
+e,

where X1 ⊕ R
+e = {

v + te ∈ X1 ⊕ Re; v ∈ X1, t ≥ 0
}
.
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If � satisfies (PS)c for every c > 0 and (PS) for bounded sequences, then � possesses
a critical point other than 0.

Example 19.3 (A new linking situation discovered by Silva). Consider X = X1 ⊕
Re ⊕ X2 to be a real Banach space, such that dim X1 < ∞ and e ∈ X , ||e|| = 1. Given
0 < ρ < R, we get that

S = Sρ = (X2 \ Bρ(0)) ∪ ((R+e ⊕ X2) ∩ ∂ Bρ(0))

and

DR = ∂ BR(0) ∩ (X1 ⊕ Re).

Defining

�1 = {
γ ∈ C1([0, 1] × X ; X ); γ (0, .) = Id , γ (t, .)|∂ DR = Id |, t ∈ [0, 1]

}
,

where ∂ DR is the boundary of DR as a subset of X1 ⊕ Re, we obtain the following.

Lemma 19.8. Let X = X1 ⊕ Re ⊕ X2 be a real Banach space, dim X1 < ∞ and e ∈
X, ||e|| = 1. If 0 < ρ < R and Sρ and DR are as defined earlier, then

γ (t, DR) ∩ Sρ �= ∅ for every γ ∈ � and all t ∈ [0, 1].

19.3 Newer Extensions of the Notion of Linking

The notion of linking seemed to be an optimal formulation of the topological relation
of intersection that appears in minimax theorems for a while, until the paper [818]
appeared where a new notion of linking of two sets was given. It permitted Schechter
to get many interesting extensions and variants of the MPT (see the intrinsic MPT in
Chapter 20, for example).

Consider a family H of homeomorphisms �(t) ∈ C([0, 1] × E ; E), which contract
the whole of E into single points. More precisely, H is the set of all continuous maps
� : E × [0, 1] → E such that

a. �(0) = Id .
b. There is u0 ∈ E such that �(1)u = u0, for all u ∈ E .
c. �(s)u → u0 a s s → 1 uniformly on bounded subsets of E .
d. For each s ∈ [0, 1[, �(s) is a homeomorphism of E onto itself.
e. �(s)−1 is continuous from E × [0, 1[ to E .

Definition 19.4 (Linking of Two Sets, Schechter and Tintarev). For A, B ⊂ E , A
links B if {

A ∩ B = ∅,

∀�(t) ∈ H, ∃t0 ∈ [0, 1] such that �(t0)A ∩ B �= ∅.

Roughly speaking, A links B if it cannot be continuously contracted to a point without
intersecting B. Moreover, this notion is “almost symmetric” if A and B are both closed
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and bounded and E \ A is path-connected; then

A links B implies that B links A.

A limitation in the definition of the standard linking of a closed set with the boundary ∂ Q of
a submanifold is that it requires the second set to be the boundary of a submanifold. Indeed,
this has the drawback that if, for example, Q = M ∩ B(0, R), where M is a closed infinite
dimensional subspace of E , we can construct a map γ0 in � = {

γ ∈ C(E ; E); γ |∂ Q = Id
}

that maps Q into ∂ Q. Such a map cannot satisfy γ0(Q) ∩ B �= ∅ for any set B satisfying
A ∩ B = ∅. So, it is hopeless to prove a linking theorem where ∂ Q is not finite
dimensional. In particular, the second form of the saddle point theorem of Rabinowitz,
by Silva, which is still true if any of the two spaces that appear in the splitting of E is
finite dimensional, as shown by Schechter (see, for example, [808]), cannot be handled
this way.

Many interesting examples of linking theorems built on the notion of linking of two
sets have been given in many papers by Schechter (see, for example, [807, 811, 813])
and also in his book [816]. To avoid making this chapter excessively long, these will
not be given there. Nevertheless, we prefer to give some illustrative examples and
only another (somewhat old) from the MPT that allow extension of some results on
superlinear problems. Schechter, who is very “fecund,” has developed many extensions
of the MPT. Some of them are detailed in this monograph.

Example 19.4. Let E = E1 ⊕ E2, where E1 and E2 are closed subspaces of E , one
of them being finite dimensional. Then E1 ∩ B(0, R) links E2 for each R > 0. This is
useful to get the form of the saddle point theorem indicated earlier.

Example 19.5. Let E = E1 ⊕ E2, where E1 and E2 are closed subspaces of E , one
of them being finite dimensional. Let w0 ∈ E1 \ {0} and 0 < r < R;

A = {
w ∈ E1; ‖w‖ = R

}
,

B = {
v ∈ E2; ‖v‖ ≥ r

} ∪ {
u = v + sw0; v ∈ E2, s ≥ 0, ‖u‖ = r

}
.

Then A links B.

Example 19.6. Let A and (Bn)n be subsets of E such that A is bounded and links Bn

for each n. Suppose that

Bn = B ′
n ∪ B ′′

n where dist (B ′′
n , 0) → 0 as n → ∞,

and that there is a set B ⊂ E such that

A ∩ B = ∅, B ′
n ⊂ B, n = 1, 2, . . .

Then A links B.

In [257], while extending the intrinsic MPT to the context of critical point theory of
continuous functionals on metric spaces, Corvellec found himself constrained to refor-
mulate the definition of the linking of two sets, the problem being that the deformations
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appearing in the metric theory are not homeomorphisms. He stayed faithful to the spirit
of the original definition, as we can see.

Definition 19.5 (Linking of Two Sets, Corvellec). Let E be a metric space and A, B ⊂
X . We say that A and B link if

i. B is contractible in X ,
ii. B ∩ A = ∅, and

iii. for any contraction � of b in X , �(B × [0, 1]) ∩ A �= ∅.

Recall that a nonempty subset B of X is contractible in X1 if there exists a continuous
� : B × [0, 1] → X and some u0 ∈ X such that

{
�(u, 0) = u, ∀u ∈ B,

�(u, 1) = u0, ∀u ∈ B.

� is called a contraction of B in X .
The reformulation of the geometry of the generalized MPT (see Chapter 8) with the

newer notion of linking is the following. Consider E = Y ⊕ Z , where dim Y < ∞ and
v0 ∈ Z \ {0}. For ρ > 0, R > 0, set

Aρ = ∂ B(0, ρ) ∩ Z ,

B ′
R = (

B(0, R) ∩ R
+v0 ⊕ Y

) = {
sv0 + u; s ≥ 0, u ∈ Y, ||sv0 + u|| = R

}
, and

BR = B ′
R ∪ (B(0, R) ∩ Y ) ⊂ Y ⊕ Rv0.

Then BR links Aρ if R > ρ.
A very important point there is that the inf sup values given by the standard linking

and by the notion of linking of two sets, in the case of the multidimensional MPT
coincide. Indeed, Corvellec [257] proved the following result.

Theorem 19.9. Let X be a Banach space that splits into the direct sum X = Y ⊕ Z,
with Y finite dimensional. Set

A = Z , BR = ∂ B(0; R) ∩ Y, R > 0.

Then BR links A. Moreover, if � : X → R is continuous and

c = inf
ψ∈�BR

sup
BR×[0,1]

� ◦ ψ, c̃ = c = inf
γ∈�

sup
B(0;R)∩Y

� ◦ γ,

where �BR is the set of contractions of BR in X and

� = {γ : B(0; R) ∩ Y → X ; γ is continuous and γ |BR = Id},
then c = c̃.

Proof. The fact that BR links A follows from a standard application of Brouwer’s
topological degree, similar to the proof that γ (B(0; R) ∩ Y ) ∩ A �= ∅ for any γ ∈ �
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(see, e.g., [748, Chapter 5]). If ψ ∈ �BR with ψ(u, 1) = u0, we can define γ ∈ � by

γ (u) =



ψ

(
Ru

‖u‖ , 1 − ‖u‖
R

)
if u �= 0

u0 if u = 0,

so that γ (B(0; R) ∩ Y ) = ψ(BR × [0, 1]) and c̃ ≤ c.
Conversely, for γ ∈ � define ψ ∈ �BR by

ψ(u, t) = γ ((1 − t)u),

so that ψ(BR × [0, 1]) = γ (B(0; R) ∩ Y ) and c ≤ c̃. �

Comments and Additional Notes

� 19.I Duality to Homotopy-Stable Families of Sets

Let B be a closed subset of X . Ghoussoub [425] calls a class F of compact subsets of
X a homotopy stable family with boundary B if

a. every set in F contains B, and
b. for any set in F and any continuous deformation of the identity η ∈ C([0, 1] ×

X ; X ), η(t, x) = x for (t, x) ∈ ({0} × X ) ∪ ([0, 1] × B) that leaves B invariant,
we have η({1} × A) ∈ F .

The situation of the MPT corresponds to the mountain pass family Fu1
u0 , the class

of all continuous paths joining u0 to u1, which is homotopy stable with boundary
B = {u0, u1}.

Ghoussoub expresses the notion of linking as a duality to a homotopy-stable class
F with boundary B.

A set M is said to be dual to a homotopy-stable family F with boundary B if

M ∩ B = ∅ and M ∩ A �= ∅ for every A ∈ F .

Dual sets are very important in locating critical points, especially in the “limiting case”
situation (see Chapter 9). In the situation of the MPT, any sphere S centered at u0 with
radius ρ < ‖u0 − u1‖ is dual to the mountain-pass class Fu1

u0 .

� 19.II Saddle Point Theorem of Silva

Theorem 19.10. Let E = X1 ⊕ X2 be a real Banach space, where X1 is finite dimen-
sional. Suppose � ∈ C1(E ; R) and satisfies

i. �(u) ≤ 0, for every u ∈ X1.
ii. There exists ρ > 0 and γ > 0 such that

�(u) ≥ γ for every u ∈ ∂ B(0, ρ) ∩ X2.
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iii. There exists e ∈ ∂ B(0, 1) ∩ X1 and β ∈ R such that

�(u) ≤ β for every u ∈ X1 ⊕ R
+e,

where X1 ⊕ R
+e = {

v + te ∈ X1 ⊕ Re; v ∈ X1, t ≥ 0
}
.

If � satisfies (PS)c for every c ∈ [γ, β], then � possesses a critical point u ∈ E char-
acterized by a minimax argument.

Concerning these results, notice that if X1 = {0}, then E = X2 and conditions ii and
iii are the usual geometry of the MPT. Silva permits β ≥ γ , unlike Rabinowitz [737];
however, he requires a global estimate in condition iii.
If γ = 0, he concludes that � possesses critical points other than 0. However, he cannot
conclude that the corresponding critical value is obtained by a minimax argument.

Silva also studies functionals with an infinite dimensional splitting. Of course, he is
unable to prove the intersection result expressing the linking directly. He uses approx-
imation arguments through an appropriate Palais-Smale condition, stronger than the
usual one. This way he gets a relation between the local linking condition of [587] and
the methods developed by Benci and Rabinowitz [113]. For the details, the interested
reader is referred to [842, 843].

� 19.III Isotopic Linking

We pass now to another notion of linking, the isotopic linking of Tintarev [921].
Consider the class I of isotopies on a Banach space E defined as the class of functions
γ ∈ C([0, 1] × E ; E) such that

i. γ is bounded on every bounded set,
ii. γ (t, .) is a homeomorphism for each t ∈ [0, 1], and

iii. γ̂ (t, .) = γ −1(t, .) is bounded on bounded sets.

Notice that condition iii implies that γ̂ ∈ I. Tintarev defines the isotopic linking in the
following way.

Definition 19.6 (Isotopic Linking, Tintarev). Let B be a nonempty subset of E . We
shall say that a collection LB of nonempty bounded subsets of E is a linking class of
B if

1. A ∈ LB ⇒ A ∩ B = ∅,
2. γ ∈ I, A ∈ LB , γ ([0, 1] × A) ∩ B = ∅ implies that for all t ∈ [0, 1], h(t, A) ∈

LB , and
3. there exists CB > 0, such that for all A ∈ LB , dist (A, B) ≤ CB .

This notion is used to prove the following linking theorem.

Theorem 19.11 (Isotopic Linking Theorem, Tintarev). Let � ∈ C1(E ; R) and as-
sume that �′ is uniformly continuous on all bounded sets. Let B ⊂ E and A ∈ LB be
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nonempty bounded sets, such that

sup
A

� < inf
B

�.

Then

c = inf
A′∈LB

sup
x∈A′

�(x)

is finite and there is a sequence (xn)n satisfying

�′(xn) → 0, �(xn) → c.

� 19.IV Homological and Cohomological Linkings

See the final chapter, Chapter 25.

� 19.V Local Linking

Let X = X1 ⊕ X2 be a Banach space. In 1984, Li and Liu [567] introduced a notion of
local linking that generalizes the notions of local minimum and local maximum. This
notion was and is still used to obtain theorems with multiple critical points. We cite,
for example, [567] in 1984, Li and Willem [569] in 1995, and Perera [713] in 1999,
where Morse index estimates for critical points produced by local linking are given.

Definition 19.7 (Local Linking at Zero, Li and Willem). A function � ∈ C1(X ; R)
has a local linking at 0 with respect to X1 and X2 if, for some r > 0,

�(u) ≥ 0 for u ∈ X1, ||u|| ≤ r,

�(u) ≤ 0 for u ∈ X2, ||u|| ≤ r.

It is clear then that 0 is a critical point of �. When 0 is a nondegenerate critical point
of a C2-functional defined on a Hilbert space and �(0) = 0, then � has a local linking
at 0.

Li and Liu supposed the stronger assumptions that

�(u) ≥ c > 0 for u ∈ X1, ||u|| = r,

and dim X2 < +∞.
Concerning the definition of local linking at 0, similar global geometric conditions

were supposed by Silva. (See Section 19.2 to get a little idea on the work of Silva.)

� 19.VI Generalized Linking Theorem

Before closing this chapter, we want to state another linking theorem where the splitting
does not require that one of the two spaces is finite dimensional. Let Y be a separable
subspace of a Hilbert space H and let Z = Y ⊥. Let P : H → Y , Q : H → Z be the
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orthogonal projections onto Y and Z , respectively. The τ -topology on H is generated
by the norm

|||u||| = max

(
||Qu||,

∞∑
k=1

1

2k+1
|(Pu, ek)|

)
,

where (ek)k is a total orthonormal sequence in Y .
Let ρ > r > 0 and z ∈ Z be such that that ||z|| = 1. Define

M = {
y + λz; ||u|| ≤ ρ, λ ≥ 0, y ∈ Y

}
,

M0 = {
y + λz; y ∈ Y, ||u|| = ρ, and λ ≥ 0 or ||u|| ≤ ρ and λ = 0

}
,

N = {
u ∈ Z ; ||u|| = r

}
.

Theorem 19.12 (Generalized Linking Theorem, Kryszewsky-Szulkin [542]). Let
� ∈ C1(H ; R) be such that � is τ -u.s.c. and ∇� is weakly sequentially continuous and
let

b = inf
N

� > 0 = sup
M0

�, d = sup
M

� < ∞. (19.3)

Then there exists c ∈ [b, d] and a sequence (un)n ⊂ H such that

�(un) → c, �′(un) → 0.

Corollary 19.13. Let � ∈ C1(H ; R) be weakly sequentially l.s.c., bounded from below
and such that ∇� is weakly sequentially continuous. If

�(u) = ||Qu||2
2

− ||Pu||2
2

− �(u)

satisfies (19.3), then there is c ∈ [b, d] and a sequence (un)n ⊂ H such that

�(un) → c, �′(un) → 0.
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The Intrinsic MPT

Intrinsic adj inherent, born, built-in, congenital, connate, constitutional, deep-
seated, elemental, essential, inborn, inbred, indwelling, ingenerate, ingrained,
innate, intimate.

From Webster’s Electronic Thesaurus

Using the concept of linking of two subsets A and B, seen in Chapter 19, Schechter proved
an intrinsic version of the MPT where an estimate for ‖�′(u)‖ appears, as a function of the
difference between the supremum of � on A and its infimum on B, and of the distance between
B and the proper subset of A where � assumes greater values than on B.

We will present Schechter’s result and some of its immediate consequences, but we will focus
on its metric extension due to Corvellec, which presents nicely and clearly its principles and
basic ideas.

The main references for the subject of this chapter are the papers
[257, 770, 771, 808]. You may also consult the chapter of notes and remarks at the
end of Schechter’s book [816].

The aim of Schechter, in [808], was a new statement of the MPT without the aid
of “auxiliary sets” (the local minimum and the lower point e in the statement of the
original MPT or the compact set K and its closed subset K ∗ that appear in the statements
of [153, 623, 628, 835], for example). He wanted also to investigate what happens if
some of the geometric assumptions fail to hold. This ran into a new form, which was
reconsidered again by Corvellec [257] and Ribarska et al. [770, 771], who obtained
metric variants requiring less smoothness on the functional, as we will see.

Schechter systematically uses the linking of two sets of E (Definition 19.4 on
page 233), a notion he introduced with Tintarev in [818], in the numerous results
he obtains in [808].

Let E be a Banach space and let � be the set of all continuous maps �(t) : E × [0, 1] → E ,
t ∈ [0, 1] such that

a. �(0) = Id ,
b. there is an x0 ∈ E such that �(1)x = x0 for each x ∈ E ,
c. �(t)x → x0 as t → 1 uniformly on bounded subsets of E , and

240
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d. for each t ∈ [0, 1[, �(t) is a homeomorphism of E onto itself and �−1 is continuous
on E × [0, 1[.

Recall that a subset A of E links a subset B of E if A ∩ B = ∅ and for each � ∈ �

there is a t ∈]0, 1] such that �(t)A ∩ B �= ∅.

The notations � and � will refer in the sequel to the objects appearing in this
particular definition.

20.1 The Intrinsic MPT

So, consider two subsets A and B of a Banach space E that link and let � : E → R be
a C1-functional. Set

a = inf
�∈�

sup
0≤s≤1

u∈A

�(�(s)u) and b0 = inf
B

�. (20.1)

Assume also that

dist (A, B) > 0. (20.2)

Let B ′ = B ∩ �a = {
v ∈ B; �(v) < a

}
and d ′ = dist (A, B ′). Note that since A links

B, we have b0 ≤ a and B ′ = ∅ if and only if b0 = a.
Let α, T be two positive numbers such that

a − b0 < αT and T < d ′. (20.3)

Theorem 20.1 (Intrinsic MPT, Schechter). Assume in addition that

−∞ < b, a < ∞. (20.4)

Then for every δ > 0 sufficiently small there exists u ∈ E such that

b0 − δ ≤ �(u) ≤ a + δ, ||�′(u)|| ≤ α, (20.5)

and the following alternative holds. Either

dist (u, B ′) < T (20.6)

or

dist (u, B \ B ′) < δ/α. (20.7)

Supposing by contradiction that the conclusion of the theorem does not hold,
Schechter constructed a flow generated by a vector field in the usual way followed
in the proof of the deformation lemma and got a contradiction. We do not give
the proof here because we will state and prove a metric extension of this result by
Corvellec.

As a consequence of Theorem 20.1, when setting B ′ = ∅, d ′ = ∞ and taking for
each n, Tn = 1, δn = 1/n2 and αn = 1/n, we have the following result.
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Corollary 20.2. If b0 = a, then there is a sequence (uk)k ⊂ E such that

�(uk) → a, �′(uk) → 0, and dist (uk, B) → 0. (20.8)

In a similar way we get also the following interesting consequence.

Corollary 20.3. Let (An)n and (Bn)n be sequences of subsets of E and define

an = inf
�∈�

sup
0≤s≤1
u∈An

�(�(A)u), b0n = sup
Bn

�, (20.9)

a = lim inf
n

an, b0 = lim sup
n

b0n, (20.10)

and

B ′
n = Bn ∩ �an = {

v ∈ Bn ; �(v) < an
}

(20.11)

d ′
n = dist (An, B ′

n). (20.12)

Assume that An links Bn, dist (An, Bn) > 0, and that

−∞ < b0 ≤ a < ∞ (20.13)

d ′
n → ∞. (20.14)

Then there exists a sequence (uk)k such that

�(uk) → c, b0 ≤ c ≤ a, and �′(uk) → 0. (20.15)

20.2 A Metric Extension

Corvellec unified and extended in [257] the intrinsic MPT and the various results of
Schechter discussed earlier to the context of the critical point theory for continuous
functions on metric spaces, in the spirit of the work of Degiovanni and Marzocchi, and
Katriel. He used a specific quantitative deformation lemma, similar to Willem’s one in
the smooth case (Lemma 4.2 on page 38).

While working on metric spaces with functions that are only continuous, one ought not
expect to get deformations that are homeomorphisms at each time, and the way to recover
this property is not yet known. This seems to us to be because of the very definition of the
metric regularity of continuous functions at some point u, which supposes only a uniform
descent property in a neighborhood of u and not a similar uniform ascension property.

The first thing Corvellec does is to reformulate the definition of the linking of two sets
to remove the homeomorphism property from the deformation �(., t), in a way that
makes it simpler (see Definition iii).

Linking of Two Sets (Corvellec). Let E be a metric space and A, B ⊂ X. We say that A
and B link if

i. B is contractible in X,
ii. B ∩ A = ∅, and

iii. For any contraction � of b in X, �(B × [0, 1]) ∩ A �= ∅.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c15-21 CB577/Jabri-v1.cls June 27, 2003 20:0

20.2 A Metric Extension 243

The main tools used by Corvellec are a quantitative deformation lemma for continuous
functions on metric spaces, which is interesting for itself (compare it, for example, to
those that appear in Chapter 16), and a quantitative noncritical interval theorem.

Lemma 20.4 (Quantitative Nonsmooth Deformation Lemma, Corvellec). Let
(X, dist ) be a metric space and let � : X → R be a continuous function, c ∈ R, A
a closed subset of X, and δ, σ > 0 such that

c − 2δ ≤ �(u) ≤ c + 2δ implies that |d�|(u) > 2σ.

Then there exists η : X × [0, 1] → X continuous with

a. dist (η(u, t), u) ≤ (δ/σ )t ,
b. η(u, t) �= u ⇒ �(η(u, t)) < �(u), and
c. u ∈ A ∩ �c+δ

c−δ implies that �(η(u, t)) ≤ �(u) − (�(u) − c − δ)t .

Lemma 20.5 (Quantitative Noncritical Interval Theorem, Corvellec). Let (X, dist )
be a metric space and let � : X → R be a continuous function, a, b ∈ R, with a < b,
δ > 0, and σ > 0 such that

a − δ ≤ �(u) ≤ b + δ implies that |d�|(u) > σ.

Then there exists η : X × [0, 1] → X continuous with

a. dist (η(u, t), u) ≤
(

b − a

σ

)
t ,

b. η(u, t) �= u implies that �(η(u, t)) < �(u), and
c. u ∈ �b

a implies that �(η(u, t)) ≤ �(u) − (�(u) − a)t .

Coming back now to the intrinsic MPT, consider two subsets A and B of X such
that B links A. Set

a = inf
A

�, b0 = sup
B

�,

and denote by �B the set of contractions of B in X . Let

b = inf
ψ∈�B

sup
B×[0,1]

(� ◦ ψ).

Since B links A, then b0 ≤ b and a ≤ b.

Theorem 20.6. Assume that b ∈ R, b0 ≤ a, and b − a ≤ δ/2 for some δ > 0. Then,
for σ > 0, there exists u ∈ X with

b − 2δ ≤ �(u) ≤ b + 2δ, dist (u, A) ≤ 2δ/σ, and |d�|(u) ≤ 2σ.

Proof. By contradiction, suppose that for some σ > 0, we have u ∈ X ,

b − 2δ ≤ �(u) ≤ b + 2δ, dist (u, A) ≤ 2δ/σ implies that |d�|(u) > 2σ.

Let η : X × [0, 1] → X be the continuous deformation given by the quantitative de-
formation lemma with A replaced by

{
u ∈ X ; dist (u, A) ≤ δ/σ

}
such that

dist (η(u, t), u) ≤ (δ/σ )t,
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and

η(u, t) �= u implies that �(η(u, t)) < �(u),(
dist (u, A) ≤ δ/σ, u ∈ �b+δ

b−δ

)
implies that �(η(u, t)) ≤ �(u) − (�(u) − b + δ)t.

Let ψ0 ∈ �B with supB×[0,1](� ◦ ψ0) ≤ b + δ and define ψ ∈ �B by

ψ(u, t) =
{

u if 0 ≤ t ≤ 3/4,

ψ0(u, 4t − 3) if 3/4 ≤ t ≤ 1.

So that supB×[0,1](� ◦ ψ) ≤ b + δ. Finally, define ψ̃ ∈ �B by

ψ̃(u, t) = η(ψ(u, t), t).

Let (u, t) ∈ B × [0, 1] such that ψ̃(u, t) ∈ A. Then, t > 3/4. Indeed, if t was in
[0, 3/4], we would have ψ̃(u, t) = η(u, t), so that if ψ̃(u, t) �= u, �(ψ̃(u, t)) < �(u) ≤
b0 ≤ a and ψ̃(u, t) �∈ A. On the other hand, we have dist (ψ(u, t), A) ≤ δ/σ . Hence,

�(ψ̃(u, t)) = �(η(ψ(u, t), t),
≤ �(ψ(u, t)) − (�(ψ(u, t)) − b + δ/2)t,
≤ b − δ/2,

≤ a,

and this contradicts the fact that ψ̃(u, t) ∈ A. �

Theorem 20.7 (Intrinsic MPT, Corvellec). Let (X, dist ) be a complete metric space,
� : X → R a continuous function, and A, B two subsets of X such that B links A. Set

a = inf
A

�, b0 = sup
B

�, b = inf
ψ∈�B

sup
B×[0,1]

(� ◦ ψ),

and assume that a, b ∈ R.

a. In the case b0 ≤ a, there exists a sequence (un)n ⊂ X such that

�(un) → b and |d�|(u) → 0.

If, moreover, b = a, we can choose (un)n such that dist (un, A) → 0. So, if �

satisfies (PS)b, there exists u ∈ X such that

�(u) = b, |d�|(u) = 0, and u ∈ A.

b. In the case b0 > a, then if either
i. 0 < α ≤ dist (B ∩ �a, A), or

ii. 0 < α ≤ dist (B ∩ �b0 , A) and if σ > (b0 − a)/α,
then for any δ > 0 there exists u ∈ X with

a − δ ≤ �(u) ≤ a + δ and |d�|(u) ≤ σ.

Proof. For case a, we apply Theorem 20.6 with δ = δh = 1/h2, σ = σh = 1/h, and
either the given A if b = a, or A replaced by Ã = �b−1/(2h2) if b > a.
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In the latter case, it is clear that for large h, B ∩ Ã = ∅ because b0 ≤ a < b, while
by the definition of b, ψ(B × [0, 1]) ∩ Ã �= ∅ for every ψ ∈ �B .

For case b, if b > b0, the conclusion follows from case a.
So, assume that b = b0. Notice that the strict inequality b0 > a means that B ∩ �a

and B ∩ �b0 are nonempty, so that α < +∞.
By contradiction, suppose that for some δ > 0

u ∈ X, a − 2δ ≤ �(u) ≤ b + 2δ implies that |d�|(u) > σ,

and that δ is so small that b − a + 2δ ≤ σα. Let η : X × [0, 1] → X be given by the
quantitative noncritical interval theorem (Theorem 20.5) (with a replaced by a − δ and
b by b + δ) such that

dist (η(u, t), u) ≤ b − a + 2δ

σ
t,

η(u, t) �= u implies that �(η(u, t)) < �(u), and

u ∈ �b+δ
a−δ implies that �(η(u, t)) ≤ �(u) − (�(u) − a + δ)t.

Let (b − a + δ)/(b − a + 2δ) < ε < 1 be fixed. Then,

�(u) ≤ b + δ, and ε ≤ t ≤ 1 implies that �(η(u, t)) < a. (20.16)

Indeed, if a ≤ �(u) ≤ b + δ and t ∈ [ε, 1], we have that

�(η(u, t)) ≤ (1 − t)�(u) + (a − δ)t ≤ b + δ − (b − a + 2δ)ε < a,

while whenever �(u) < a, (20.16) holds.
Now, let ψ0 ∈ �B with supB×[0,1](� ◦ ψ0) ≤ b + δ and define ψ ∈ �B by

ψ(u, t) =



u if 0 ≤ t ≤ ε,

ψ0

(
u,

t − ε

1 − ε

)
if ε ≤ t ≤ 1,

and define ψ̃(u, t) = η(ψ(u, t), t).

Claim 20.1. ψ̃(B × [0, 1]) ∩ A = ∅.

Since the claim contradicts the fact that B links A, the proof would be complete once
we would have proved the claim. The claim is true. Indeed, let u ∈ B, then for t ∈ [0, ε]
we have ψ̃(u, t) = η(u, t), so that

dist (ψ̃(u, t), u) = dist (η(u, t), u) ≤ b − a + 2δ

σ
ε < α, (20.17)

while

ψ̃(u, t) = η(u, t) �= u implies that �(ψ̃(u, t)) < �(u). (20.18)

In case i, whenever �(u) > a we have ψ̃(u, t) �∈ A by (20.17), while (20.18) shows
that ψ̃(u, t) �∈ A whenever �(u) ≤ a. (Recall that A ∩ B = ∅.)
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In case ii, (20.17) and (20.18) show that ψ̃(u, t) �∈ A since �(u) ≤ b0. For t ∈ [ε, 1]
we have, by (20.16),

�(ψ̃(u, t)) = �

(
η

(
ψ0

(
u,

t − ε

1 − ε

)
, t

))
< a,

so that again ψ̃(u, t) �∈ A. �

Case a is similar to the “usual” minimax principle in the presence of linking.
The preceding theorem can be used to obtain the existence of critical points of �,

even in the case where the usual geometry,

−∞ < b0 = sup
B

� ≤ inf
A

� = a < +∞, (20.19)

is not satisfied.

Corollary 20.8. Let X be a complete metric space, � : X → R be continuous, and
(An)n, (Bn)n be two sequences of subsets of X such that, for each n,

dist (Bn, An) > 0 and Bn links An .

Set

an = inf
An

�, bn0 = sup
Bn

�, bn = inf
ψ∈�B

sup
Bn×[0,1]

(� ◦ ψ),

where �B is the set of the contractions of Bn in X,

dn = dist (Bn ∩ �an , An), dn0 = dist (Bn, �bn0 ∩ An).

Assume that bn, an ∈ R and that either

lim sup
n→∞

bn0 − an

dn
≤ 0 or lim sup

n→∞
bn0 − an

dn0
≤ 0

(with the convention 1/ +∞ = 0). And, let

b = lim inf
n→∞ bn, a = lim inf

n→∞ an,

and assume that a, b ∈ R and that � satisfies (PS)c for all c ∈ [a, b].
Then there exists u ∈ X such that |d�|(u) = 0 and �(u) ∈ [a, b].

Comments and Additional Notes

� 20.I A Version of the Intrinsic MPT with No Regularity
Assumptions at All

In [770], the intrinsic MPT is extended once again. This time, the authors use the
definition of weak slope by Ioffe and Schwartzman [494] (which is close to the weak
slope of Degiovanni and Marzocchi and Katriel, used by Corvellec; see Chapter 16
for the exact definitions and some comments) and they do not require any regularity
conditions on �, thus allowing a possible treatment of the lower semicontinuous case
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if needed. This may open the door to some new applications in nature. These results
were already announced in [771].

The following geometric language, related to the MPT, is used in the papers conse-
crated to the intrinsic MPT. The local minima 0 and e are called the boundary while
the sphere surrounding 0 is the barrier.

So, in the situation of the MPT, the values of the functional are higher on the barrier than
in the boundary, while in [808], the barrier is split into two parts: a “high” part where the
values of � are greater or equal than its values on the boundary and a “low” part where this
is not true. Schechter requires only that the low part is sufficiently far from the boundary.

In the generalizations by Corvellec [257] and Ribarska et al. [770], a result with a
split boundary is also given. This is interesting because, as noticed by Ribarska et al., the
boundary and the barrier do not play symmetric roles.
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Geometrically Constrained MPT

This resembles the situation of a traveler trying to cross a mountain range without
climbing higher than necessary. If we can find a continuous path connecting the
two points which does not take the traveler higher than any other such path, it is
expected that this path will produce a critical point.

However, there is a difficulty which must be addressed. One must allow the
competing path to roam freely, and conceivably they can take the traveler to infinity
while he is trying to cross some local mountains.

M. Schechter, A bounded mountain pass lemma without the (PS)
condition and applications. Trans. Am. Math. Soc., 331 (1992)

We will see in this chapter the so-called bounded MPT of Schechter and the mountain impasse
theorem of Tintarev. They correspond to the situation where the functional does not necessarily
satisfy the Palais-Smale condition but still has the geometry of the MPT. The peculiarity of these
two results is that they both require the continuous paths appearing in the minimaxing procedure
of the MPT to be within a level set of some auxiliary function. This adds enough compactness
to give some interesting results.

Consider the general situation of a functional � having the geometry of the MPT
but no critical point of level c = infγ∈� supt∈[0,1] �(γ (t)). This happens, for example,
when (PS) fails to hold as we saw in Examples 10.1 and 10.2 by Brézis and Nirenberg.
We know that, by either Ekeland’s principle or the quantitative deformation lemma,
there exists a (PS) sequence tending to c. But as the approximation paths go farther and
farther from the origin, the sole mountain pass geometry does not suffice in general to
provide critical points.

Since then, (PS) is not satisfied in many concrete problems. Many attempts were
made to give new results where they are not needed. In this chapter, we will see
situations where the (PS) condition is not required, but some constraints on the paths
in the minimaxing argument are used instead. The idea is the following. Since the role
of the (PS) condition is to allow us to deal with unbounded regions in a uniform way
(for a detailed discussion, see Chapter 13), a possible different approach, as done in
[114,189], for example, is to require (PS) on bounded regions and to control the growth
of ||�′(un)||−1 near infinity. This permits us, as with (PS), to deal with unbounded

248
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regions in a uniform way. Schechter and Tintarev [800, 817, 917, 918, 920] propose
another approach. They restrict competing paths to a bounded region.

We will describe in this chapter the bounded MPT without the (PS) condition [800]
by Schechter and the mountain impasse theorems of Tintarev.

21.1 A Bounded MPT without the (PS) Condition

To assure that the competing paths will not leave the bounded region they are restricted
to, as they approach the optimal one, Schechter [800] imposes a boundary condition.
He first begins by generalizing the notion of pseudo-gradient.

Lemma 21.1. Let H be a Hilbert space, and let �(u) be a continuous mapping of H
into itself such that �(u) �= 0 for all u. Let vi (u) be continuous mappings such that
vi (u) does not vanish on a closed set Qi . Assume that

(vi (u), v j (u)) = 0, i �= j,

and that there are numbers "i ≥ 0 such that

"2 =
∑

i

"2
i < 1,

and

(�(u), vi (u)) ≤ "i ||�(u)|| ||vi (u)||, u ∈ Qi .

If α < 1 − ", then there is a locally Lipschitz map �(u) such that ||�(u)|| ≤ 1 and

(�(u), �(u)) ≥ α||�(u)||, u ∈ H,

(�(u), vi (u)) < 0, u ∈ Qi .

The “bounded” version of the MPT, derived by Schechter to study some semilinear
elliptic problems, is the following.

Theorem 21.2 (Bounded Mountain Pass Theorem, Schechter). Let �(u) ∈
C1(H ; R) satisfying the following form of the Palais-Smale condition:

uk ⇀ u weakly, |�(uk)| ≤ C,

�′(uk) → 0 imply that �′(u) = 0.

Assume that H = N ⊕ M, where N, M are orthogonal subspaces with dim N < ∞.
Assume that there are constants R ≥ R0 > 0 such that

c0 = max
∂ B0

� < c1 = inf
B

� ≤ c2 = max
B0

�,

where

B0 = {
v ∈ N ; ||v|| ≤ R0

}
, B = {

w ∈ M ; ||w|| ≤ R
}
,

and that for each c satisfying c1 ≤ c ≤ c2 there are constants σ > 0, " < 1 such that

(�′(u), u) ≥ −"R||�′(u)||



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c15-21 CB577/Jabri-v1.cls June 27, 2003 20:0

250 21 Geometrically Constrained MPT

holds for all u satisfying

c − σ ≤ �(u) ≤ c + σ, ||u|| = R.

Then there exists u ∈ H satisfying �′(u) = 0.

Notice that the critical value obtained is not characterized by a minimax argument.
Indeed, in the proof, setting Q = B(0, R), Schechter supposes by contradiction that �

admits no critical point in Q. Then, for S = {
γ : B0 → Q continuous; γ |∂ B0 = Id

}
,

he proves that γ (B0) ∩ B �= ∅, for all γ ∈ S and that c1 ≤ c ≤ c2, where

c = inf
γ∈S

sup
v∈B0

�(γ (v)).

He uses Theorem 21.1 and gets a contradiction with the definition of c.
We pass now to the mountain impasse theorem of Tintarev. He continued alone the

adventure begun with Schechter, in the same spirit, and obtained nice results, which
we will have the opportunity to see now.

21.2 Mountain Impasse Theorem

The situation described earlier (the mountain pass geometry without supposing (PS))
is what Tintarev calls the mountain impasse theorem (MIT). He studied this situation in
a series of papers [917,918,920] and with Schechter [817]. We will focus our attention
on the result contained in [920], where he generalizes the results of [817, 917, 918] to
a general Banach space setting and nonsmooth functionals while the paths are allowed
to be noncompact but have to lie in some closed set.

The nonsmooth form of this result allows one to deal with problems with discontin-
uous nonlinearities. The proofs are based on the nonsmooth techniques (cf. [243]), like
those used in Chapter 15, and where a critical point (�′(u) = 0) is such that 0 ∈ ∂�(u),
the subgradient corresponding to u. As a consequence, the proofs are shorter than in
the previous papers.

Consider a reflexive Banach space E and two real-valued locally Lipschitz func-
tionals f and � defined on E such that supu∈E f (u). Let K be a Haussdorff space, K ∗
a closed subset of K such that K �= ∅ and K ∗ �= K , and let γ ∗ ∈ C(K ; E).

The constrained mountain pass geometry for � will refer to the following conditions:

c0 = sup
ζ∈K ∗

�(γ ∗(ζ )) < inf
γ∈�t

sup
ζ∈K

�(γ (ζ )) = c(t), (21.1)

where

�t = {
γ ∈ C(K ; f t ); γ = γ ∗ on K ∗},

which is assumed to be nonempty for t greater than some t0 ∈ R.
Consider also the set of unconstrained paths used in the classical form of the MPT,

�∞ = {
γ ∈ C(K ; E); γ = γ ∗ on K ∗},

and the corresponding relaxed inf sup value c(∞).
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When (21.1) is satisfied for t = ∞ (and K is compact), we would be in the context of
the nonsmooth MPT variant of Shi, seen in Chapter 15, where we obtained a sequence
(xn)n ⊂ E such that (see Chapter 15 for the details)

�(xn) → c(∞) and inf
x∗∈∂�(xn )

‖x∗‖ → 0. (21.2)

Consider a Banach space E . We will need the following technical results in the
sequel.

Lemma 21.3. Let C ⊂ E∗ be a closed convex set such that

dist (C, 0) > 0.

Then there exists x0 ∈ E such that ‖x0‖ = 1 and

inf
ξ∈C

〈x0, ξ〉 = dist (C, 0). (21.3)

It suffices to consider a supporting cotangent vector to C at the closest point of C to the
origin. Recall that a point x0 ∈ C is a supporting point, where C is a nonempty closed
convex subset of X , if there exists a bounded linear functional f ∈ X∗ such that

f (x0) = sup
x∈C

f (x).

Lemma 21.4. Let u %→ Cu be a mapping from a closed subset D of E into closed
convex subsets of E∗. Suppose, moreover, that it is uniformly bounded on bounded
subsets of D and satisfies the following continuity property:{

(un)n ⊂ D, (ξn)n ⊂ Cun

un → u, ξn ⇀ ξ
implies that ξ ∈ Cu . (21.4)

Assume that there exists a δ0 > 0 such that

dist (Cu, 0) ≥ δ0 for u ∈ D. (21.5)

Then, for every δ < δ0, there exists a locally Lipschitz continuous mapping Z (u) of D
into E such that

‖Z (u)‖ ≤ 1, u ∈ D, (21.6)

〈Z (u), ξ〉 ≥ δ, ξ ∈ Cu, u ∈ D. (21.7)

Compare to Lemma 15.12 by Choulli et al. in the Notes of the nonsmooth MPT.

Proof. By Lemma 21.3, for every u ∈ D there exist x(u) ∈ E such that 〈x(u), ξ〉 ≥ δ0

for all ξ ∈ Cu . Then, there exists a neighborhood N (u) such that

〈x(u), ξ〉 ≥ δ, for all ξ ∈ Cu, v ∈ N (u).

Otherwise, there would exist a sequence (vn)n tending to u and a sequence (ξn)n ∈ Cvn

such that 〈x(u), ξn〉 < δ. Consider a weakly convergent subsequence, still denoted
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(ξn)n ; we have by (21.4) that

ξ0 = w − lim
n

ξn ∈ Cu

and also

〈x(u), ξn〉 < δ0,

a contradiction. �

Denote by

conv (X, Y ) = {
αx + (1 − α)y; x ∈ X, y ∈ Y and α ∈ [0, 1]

}
the union of all the intervals [a, b] whose endpoints are such that a ∈ X and b ∈ Y .
This is not the convex hull of X ∪ Y , which we can check easily in simple examples.

The main result in this section is the following.

Theorem 21.3 (Mountain Impasse Theorem, Tintarev). Suppose (21.1). Then the
following alternative holds.

a. Either there exists a sequence (un)n ⊂ f t such that

�(un) → c(t) and dist (∂�(un), 0) → 0, (21.8)

b. or there is a sequence (un)n ⊂ f t such that

�(un) → c(t) and dist (conv (∂�(un), ∂ f (un)), 0) → 0. (21.9)

Proof. Assume that neither assumption holds. Then there would exist ε > 0 and δ1 > 0
such that

|�(u) − c(t)| ≤ 3ε, and u ∈ ∂ f t implies that dist (conv (∂�(u),∂ f (u)), 0) ≥ δ1,

|�(u) − c(t)| ≤ 3ε, and u ∈ f t implies that dist (∂�(u), 0) ≥ δ1.

(21.10)

Set Q = f t ∩ �
c(t)+2ε

c(t)−2ε
, Q1 = f t ∩ �

c(t)+ε

c(t)−ε
, Q2 = f t \ Q and let

η(u) = dist (u, Q2)

dist (u, Q1) + dist (u, Q2)
.

Then, η(u) is a Lipschitz continuous functional on E that vanishes on Q2 and is equal
to 1 on Q1. Take δ0 < δ1 and let α(u) ∈ C(Q; R) be such that 0 ≤ α(u) ≤ 1 and{

α(u) = 1 for u in f t ,

dist (conv (∂�(u), ∂ f (u)), 0) ≥ δ0 in the support of α(u).

Let D = Q and Cu = conv (∂�(u), α(u)∂ f (u)). We know that subgradients of
Lipschitz functions satisfy the continuity property (21.4) (see [243], for example).
And since α(u) is continuous, Cu also satisfies (21.4). The relation (21.5) is also
satisfied because of (21.10), the definitions of Q and Q1, and since dist (conv (∂�(u), θ ·
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∂ f (u)), 0) ≥ dist (conv (∂�(u), f (u)), 0) for θ ∈ [0, 1]. Thus for δ < δ0, by Lemma
21.4, there exists a locally Lipschitz mapping Z (u) : Q → E such that

‖Z (u)‖ ≤ 1, u ∈ Q, (21.11)

〈Z (u), ξ〉 ≥ δ, ξ ∈ Cu, u ∈ Q. (21.12)

Now set W (u) = −η(u)Z (u). It is locally Lipschitz continuous and bounded on the
whole of f t because �(u) vanishes outside Q, which is a closed subset of f t . We can
solve 


dσ (t)

dt
= W (σ (t))

σ (0) = u
(21.13)

uniquely in [0, ∞[ for each u ∈ f t provided σ (t) does not exit f (t). Indeed, the solution
σ (t, u) of (21.13) does not exit f t for t ≥ 0.

Since ‖W (u)‖ ≤ 1, we have that

‖σ (t, u) − u‖ ≤ t, t ≥ 0. (21.14)

Moreover,

sup{∂t�(σ (t, u))} ≤ sup
ξ∈∂�(σ (t,u))

〈W (σ (t, u)), ξ〉
≤ sup

ξ∈Cσ (t,u)

−η(σ (t, u))〈Z (σ (t, u)), ξ〉
≤ −δη(σ (t, u)) ≤ 0.

(21.15)

By the definition of c(t), there is a γ ∈ �t such that

�(γ (ζ )) < c(t) + ε, ζ ∈ K . (21.16)

If for some ζ ∈ K and t1 ≥ 0 and since (21.15) and (21.16) exclude �(σ (t1, γ (ζ ))) >

c(t) + ε, σ (t1, γ (ζ )) �∈ Q1, then we must have

�(σ (t1, γ (ζ ))) < c(t) − ε. (21.17)

Hence,

�(σ (t, γ (ξ ))) < c(t) − ε for all t > t1. (21.18)

On the other hand, by (21.15),

�(σ (t1, γ (ζ ))) − g(γ (ζ )) ≤ −δt1 < −2ε, (21.19)

which implies that t1 > δ/2ε. Consequently,

�(σ (δ/ε, γ (ζ ))) < c(t) − ε for all ζ ∈ K . (21.20)

Moreover, η vanishes in the neighborhood of γ ∗(K ∗). Hence, σ (δ/ε, γ (ξ )) ∈ �t , which
together with (21.3) contradicts the inequality (21.1). �
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If we require an additional convergence condition that is weaker than the Palais-
Smale condition and turns out to be a verifiable absolute continuity condition in appli-
cations, we get the following result.

Theorem 21.4. Assume (21.1) and let (un)n ∈ E a sequence such that either

�(un) → c(t), f (un) ≤ t, and dist (∂�(un), 0) → 0, (21.21)

or

�(un) → c(t), f (un) ∈ ∂ f t , and dist (conv (∂ f (un), ∂�(un) → 0 (21.22)

have a convergent subsequence. Then the following alternative holds.
Either there exists u ∈ f t such that

�(u) = c(t), 0 ∈ ∂�(u), (21.23)

or there exists u ∈ ∂ f t , ξ ∈ ∂�(u), η ∈ ∂ f (u), and θ ∈ [0, 1] such that

�(u) = c(t), θξ + (1 − θ )η = 0. (21.24)

Proof. By the MIT, we can find θ j ∈ [0, 1], ξi ∈ ∂ f (u j ), and η j ∈ ∂�(u j ) such that
θ jξ j + (1 − θ j )η j → 0 in E∗. Since ∪ j∂ f (u j ) is a bounded set (and the same for
∂�), we may consider renamed convergent subsequences ξ j ⇀ ξ , η j ⇀ η, θ j → θ .
Moreover, by a closedness property of the pseudo-gradient, ξ ∈ ∂ f (u), η ∈ ∂�(u)
where u is the limit of u j . So, (21.24) holds. The proof of (21.23) is similar. �

Comments and Additional Notes

� 21.I Mountain Impasse Theorem for Strictly Differentiable Functionals

A functional f : X → Y is strictly differentiable at x , with strict derivative Ds f (x), if
f is Lipschitz near x and for any v ∈ X

lim
x ′→x
t↓0

f (x ′ + tv) − f (x ′)
t

= 〈Ds f (x), v〉.

This notion is weaker that f ∈ C1. When f is Lipschitz continuous and ∂ f is a singleton,
then f is strictly differentiable.

In the situation when both ∂ f and ∂� are singletons, we get the following more
usual form of the MPT where critical points with Lagrange multipliers appear.

Corollary 21.7 (Mountain Impasse Theorem for Strictly Differentiable Function-
als, Tintarev). Assume (21.1) and let f , � be Lipschitz continuous and strictly differ-
entiable. Assume that any sequence (un)n ⊂ E such that either

�(un) → c(t), f (un) ≤ t, and �(un) → 0, (21.25)

or

�(un) → c(t), (un) ∈ ∂ f t , and (1 − θ j ) f ′(un + θ j�
′(un) → 0, (21.26)
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with some θ j ∈ [0, 1], has a convergent subsequence. Then the following alternative
holds.

Either there exists u ∈ E such that

�(u) = c(t), �′(u) = 0, f (u) ≤ t, (21.27)

or there exists u ∈ E and θ ∈ [0, 1] such that

�(u) = c(t), f (u) = t, θ�′(u) + (1 − θ ) f ′(u) = 0. (21.28)

The conditions (21.25) (21.26) are weaker than the (PS) condition. In applications,
these are absolute continuity conditions and not (PS).

In a version where better versions of (21.24) and (21.28) are used, only a variation
of constants in (21.21) and (21.22) is allowed. As a result, critical points at infinity are
found.

Theorem 21.8. Assume (21.1) for all t large enough. Assume that for every c1, c2 ∈ R

and every sequence (un)n ∈ E that either

�(un) → c2, f (un) ≤ c1, and dist (∂�(un), 0) → 0, (21.29)

or

�(un) → c2, f (un) → c1, and dist (conv (∂ f (un), ∂�(un) → 0 (21.30)

have a convergent subsequence. Then, for every ε > 0, the following alternative holds.
Either there exists u such that

c(∞) ≤ �(u) ≤ c(∞) + ε, 0 ∈ ∂�(u), (21.31)

or for every λ > 0, there exists uλ, ξλ ∈ ∂�(uλ), and µ(λ) ∈ [0, λ] such that

ξλ + µλ(λ)ηλ = 0 (21.32)

and

�(uλ) → c(∞), f (uλ) → ∞ as λ → 0. (21.33)

In particular, if f and � are strictly differentiable, then (21.32) means that

�′(uλ) + µ(λ) f ′(u) = 0, µ(λ) → 0 as λ → 0. (21.34)

The interested reader is encouraged to get a look at the series of papers by Schechter
and Tintarev [800, 817, 917, 918, 920].
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Numerical MPT Implementations

The particular form obtained by applying an analytical integration method may
prove to be insuitable for practical purposes. For instance, evaluating the formula
may be numerically instable (due to cancellation, for instance) or even impossible
(due to division by zero).

A.R. Krommer and C.W. Ueberhuber, Computational integration, 1998.

This chapter is devoted to some numerical implementations of the MPT. We first present the
“mountain pass algorithm” by Choi and McKenna. Then we describe a partially interactive
algorithm, also based on the MPT, by Korman for computing unstable solutions. A third algorithm
used in quantum chemistry by Liotard and Penot [584] is described in the final notes.

The fact that the solutions obtained by the MPT are unstable makes them very in-
teresting candidates for solving particular problems whose solutions are unstable in
nature. But this instability, in addition to the global character of the inf max character-
ization (we “inf max” on functional spaces that are infinite dimensional), makes them
hard to capture numerically. Moreover, the available discretization algorithms are not
very useful with domains whose boundaries present some curvature. This may explain,
in our opinion, the delayed appearance of a numerical algorithm for computing the
solutions obtained by the MPT.

We will begin with the mountain pass algorithm of Choi and McKenna, an algorithm
that is beginning to become known by nonlinear analysts and seems to be destined for
a bright future. It combines the finite element method with the steepest descent method
to reproduce the MPT in a constructive way.

22.1 The Numerical Mountain Pass Algorithm

Consider the semilinear elliptic problem

(P)

{−�u = f (x, u) in �,

u = 0 on ∂�,

259
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where � is a smooth bounded domain of R
N . Suppose that the nonlinearity satisfies

the following conditions:

i. f (x, s) is locally α-Holder continuous in � × R with 0 < α < 1.
ii. There are constants a1, a2 ≥ 0 such that if N > 2,

| f (x, s)| ≤ a1 + a2|s|p,

where 0 ≤ p < (N + 2)/(N − 2), and if N = 2,

| f (x, s)| ≤ a1 exp(ϕ(s)),

where ϕ(s)/s2 → 0 as |s| → ∞. If N = 1, condition ii is not needed. Choi and
McKenna proved [228] that a careful implementation of the ideas of the MPT lead to
the construction of a robust and globally convergent algorithm, which always converges
to a solution with the mountain pass property. The general scheme of the algorithm is
the following.

1. A piecewise linear path joining the local minimum w to some point e whose alti-
tude �(e) is lower than that of the minimum is considered in a finite dimensional
approximating subspace.

2. The maximum of � along that path is calculated.
3. The path is deformed by pushing the point at which the local maximum is located

in the direction of steepest descent.
4. Repeat the second step, stopping only when a critical point is reached. It is

identified by the fact that lowering the local maximum is no longer possible.

This algorithm has been used since then with many boundary value problems. The
solutions of different types of symmetry can successfully be computed by restricting
the initial guess in particular symmetry subspaces.

22.1.1 Steepest Descent Direction

The steepest descent method seems to be the most appropriate method for finding the
local minima of a given functional without requiring a good initial guess. The way it is
implemented in the mountain pass algorithm is the following. Recall that the steepest
descent direction at a point u ∈ E is the direction at which � decreases most rapidly
“per unit distance” in E .

When different norm structures are assigned to E , the distance and hence the steepest
descent direction are altered. And even for two different equivalent norms on E , the
steepest descent directions may be different.

Choi and McKenna chose the H1-norm in [228], which seems natural when treat-
ing semilinear elliptic equations with Dirichlet data on the boundary of a bounded
domain �. This led, for that specific norm, to the fact that the steepest descent direction
points toward the unique minimum point if the equation is linear.
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Computing the steepest descent direction of � at u ∈ H1
0 (�) corresponds to finding

v ∈ H1
0 (�) such that ‖v‖H1 = 1, and

(�(u + εv) − �(u))/ε

is as negative as possible when ε → 0. This is equivalent to finding the minimum of
the Fréchet derivative of � at u on v, that is, minimizing 〈�′(u), v〉 subject to the the
constraint ‖v‖H1 = 1.

This constrained problem is equivalent to the unconstrained one of minimizing the
functional � : H1

0 (�) → R defined by

�(v) =
∫

�

[∇u.∇v − f (x, u)v + λ|∇v|] dx,

where a Lagrange multiplier λ �= 0 appears.
Indeed, for any w ∈ H1

0 ,

〈� ′(v), w〉 =
∫

�

[∇u.∇w − f (x, u)w + 2λ∇v∇w
]

dx ;

a critical point of � corresponds to a weak solution of the linear elliptic equation with
the right-hand side in H−1(�),

2λ�v = −∇u − f (x, u). (22.1)

If u is not a solution of (P), then a nontrivial solution 2λv exists and, hence, so does the
minimum of �. This will define the steepest descent once the value of λ is known. So
solving the linear problem (22.1) gives us 2λv, then |λ| is determined by the fact that
‖v‖H1 = 1. It’s easy to see that the sign of λ is positive by considering a weak solution
v of (22.1) and computing

�(u + εv) − �(u)

ε
= ∫

�
[∇u.∇v − f (x, u)v] dx + O(ε)

= ∫
�

−2λ∇v.∇v dx + O(ε)

= −2λ + O(ε).

So, as ε → 0, −2λ dominates, and λ is chosen to be positive so that v represents the
steepest descent direction.

But Practically, How Is It Implemented?

We seek a numerical approximation of the weak solution v to (22.1) with u known
at the mesh points using the finite element method. Setting v = 2λv + u, the steepest
descent method can be computed once we have found a weak solution to the equation

−�v = f (x, u). (22.2)

This is equivalent to minimizing on H1
0 (�)

�(v) =
∫

�

[1

2
|∇v|2 − f (x, u)v

]
dx .
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Choi and McKenna restricted themselves, for the purpose of numerical computations,
to semilinear elliptic equations on the unit square and used triangular elements on a
uniform mesh with size h = 1/(M + 1). Given such a triangulation, piecewise linear
basis functions ϕ j are used [864], and ϕ j is 0 at all mesh points except at x j , where it
is 1. With such a finite dimensional subspace, for any approximation vh = ∑

j q jϕ j

of v,

�(vh) = 1

2
qT K q −

∫
�

f (x, u)
∑

j

q jϕ j dx,

where K is the M2 × M2 stiffness matrix, given by

K =




B −I
−I B −I

. . .
−I B −I

−I B




. (22.3)

Here I is the M × M identity matrix and B is the M × M matrix,

B =




4 −1
−1 4 −1

. . .
−1 4 −1

−1 4




. (22.4)

Approximating the integral in the expression of �(vh) gives

�(vh) = 1

2
qT K q − qT �(x, u)h2, (22.5)

where � = ( f (x1, u(x1)), . . . , f (xM2 , u(xM2 )))T . The coefficients q and, hence, vh

are calculated by solving the system of linear algebraic equations

K q = h2�(x, u). (22.6)

From the theory of finite element approximation, it is known that vh = ∑
j q jϕ j → v

with an error of O(h2) in H1-norm and that the error due to the numerical quadrature
does not affect the order of convergence. The H1-norm of v, which is approximated
by vh , is then computed by

‖vh‖H1 =
(∫

�

∇vh .∇vh
)1/2

(qT K q)1/2. (22.7)

The distance between two points of H1 are computed similarly.
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Initialize the path

Maximize the functional along
the path

Output and STOP
Deform the path to decrease

its maximum
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decrease of the

maximum is
possible?

No

Yes

Figure 22.1. The mountain pass algorithm flow chart.

22.1.2 The Numerical Algorithm

We will now describe the algorithm in detail. As said in the beginning, there are mainly
four main points in the algorithm (the flow chart is in Figure 22.1):

1. A path from the local minimum w to the point of lower altitude e is initialized.
2. The maximum of � along this path is found.
3. The path is deformed in such a way to make the maximum along the path decrease

as fast as possible (in the steepest descent direction).
4. A decision whether to stop or not is made depending on whether or not the

maximum was actually a critical point and no significant decrease was possible.

Step 1. Initializing the Path. Fix a number N to be used as the number of segments
in the initial (piecewise linear) path �0. Each segment is uniquely identified by its
endpoints. The straight line from w to e could be a possible starting path. However, the
endpoint e is not necessarily optimal. So, the algorithm begins with a little improvement
of the path by choosing

γ (i) = w + i

N
(e − w), 1 ≤ i ≤ N
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. . . i0 . . .w   e

Figure 22.2. The initial path �0.

and then continues evaluating �(γ (i)) for i ≥ 1 until we find i = i0 such that
�(γ (i0)) ≤ �(w). We then replace the original e by γ (i0), thereby shortening the
distance between w and e but retaining the geometry of the MPT. The initial path �0

is then chosen to be the straight line between w and the new e, and the corresponding
γ (i) to be the equally spaced points along this path (see Figure 22.2).

Step 2. Maximizing Φ along the Path. Given the discretized path γ (i), the value
of i = im with the maximum of (�(γ (i)))i is computed. Note that since w is a local
minimum and �(w) ≤ �(e), if N is large enough then 1 ≤ im ≤ N − 1. The next thing
to try is then to locate a higher maximum between i = im and i = im+1. Consider first
the segment joining γ (im) and γ (im+1) and seek an α ≥ 0 such that

�(γ (im) + α.(γ (im+1) − γ (im)))

stops increasing. Proceed by dichotomy (dividing the interval by 2 each time) and test

γ1 := 1
2 (γ (im) + γ (im+1)),

γ2 := 1
2 (γ (im) + γ (i1)),

γ3 := 1
2 (γ (im) + γ (i2)), . . .

until you find

a. γi such that �(γi ) > �(γ (im)), or the norm
b. ‖γi − γ (im)‖H1 = 1

2i ‖γ (im+1) − γ (im)‖H1 is smaller than a prescribed value.

In case a, the value γmid = 1
2 (γ (im) + γi ) is computed and a quadratic polynomial

interpolation is performed to find a better value for the maximum of �, which will be
assigned to γ (im).
In case b, γ (im) is not changed. Then, consider the segment joining γ (im−1) and γ (im)
and perform a similar task to what has just been done for the segment joining γ (im)
and γ (im+1).

Then refine the path in the neighborhood of the local maximum by moving some of
the nearby closer nodes. If ‖γ (im) − γ (im−1)‖ is larger than a prescribed value, a num-
ber of mesh points (5 in [228]) are moved around this local maximum to avoid the “miss-
ing” of the saddle point and still keep the total number of points N in the discretized
path. So, in [228] the old γ (im+1) becomes γ (im+5) and new γ (im+1), . . . , γ (im+4)
are added, equally spaced, on the line between γ (im) and the old γ (im+1) (the new
γ (im+5)). The same task is also performed for γ (im) and γ (im−5) (see Figure 22.3). If
m is too close to 0 or N , this adjustment is not performed.

Step 3. Deforming the Path. The steepest descent direction at the local maximum
is computed by solving (22.6). Thus, a numerical approximation of 2λv = v − u is
computed, and the local maximum is moved “downhill” in the direction of the steepest
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after

before

im 5 im im 5

imim 1 im 1

Figure 22.3. Refining the path to avoid missing the saddle point.

descent for a certain distance determined by a procedure similar to Step 2. If this
distance or the difference in � before and after the descent is smaller than a prescribed
value, then we have a numerical approximation of a critical point and stop the algorithm.
If not, we repeat Steps 2 and 3.

22.2 A Partially Interactive Algorithm

It is well known that a nonlinear problem
{−u′′(x) = f (x, u(x)) in ]a, b[

u(a) = u(b) = 0
(22.8)

has a subsolution u and a supersolution u, which are ordered. Then (22.8) possesses
at least one solution u(x). Moreover, two approximating sequences converging, re-
spectively, to minimal and maximal solutions of (22.8) can be constructed (see [33]).
However, this approach works only for stable solutions that are local extrema. The
question of solvability of (22.8) and computation of the corresponding solutions need
to be investigated when the subsolution u lies above the supersolution u when

u(x) > u(x) for all x ∈]a, b[.

In the general case, the answer is known to be negative, as shown by Kazdan and Warner
(see the discussion in [33, p. 653]). Consider the following Emden-Fowler equation
that occurs in nuclear physics, gas dynamics, and so on (cf. [599]):

{−u′′ = a(x)u p in ]a, b[, p > 0
u(a) = u(b) = 0

(22.9)

Its positive solutions are necessarily unstable in the sense that if u(x) > 0 is a solution of
(22.9), then it follows immediately that αu(x) is a subsolution of (22.9) for any constant
α > 1, and it is a supersolution if 0 < α < 1. Unstable solutions are characterized as
unstable steady states for the corresponding parabolic equation

{
ut − uxx = f (x, u) for a < x < b, t > 0
u(a, t) = u(b, t) = 0.

(22.10)

Stability for the Dirichlet problem (22.8) means that the solutions of the corresponding
evolution equations (22.10) tend to u(x). It is well known that the numerical solutions of
(22.10) with initial data being subsolution (supersolution) of (22.8) will tend increasing
(decreasing) to the steady state, which is a solution of (22.8). This fact is used in [488] to
develop some schemes with monotone convergence.
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Computation of unstable solutions is not generally easy. For example, the monotone
iteration method (see the notes following) cannot possibly work (cf. [791], for example).
The typical variational result to look for such unstable solutions, as you must guess, again
and again, is the MPT.

In [526], Korman proposes a “partially interactive algorithm” where the unstable
solutions of (22.8) are the saddle points of the associated energy � on H1

0 (]a, b[) to be
found using the MPT.

So, assume that

i. f (x, 0) = 0 for all a < x < b, so that �(0) > 0 and 0 is also a trivial solution
of (22.8).

ii. lim
u→0

F(x, u)

u2
= 0 uniformly in ]a, b[.

Poincaré inequality implies that � > 0 in a small neighborhood of 0. If we suppose,
moreover, that there is a point e ∈ H1

0 (]a, b]) such that �(e) < 0 and that � satisfies
the (PS) condition, the MPT yields the existence of a critical point.
So, problem (22.8) will be considered under conditions i and ii and e(x) such that
�(e) < 0 will be supposed to be known. In the examples given for illustration in [526],
e(x) has the form Ax(1 − x) for a positive constant A.

Dividing the interval [a, b] into N equal parts of length h = (b − a)/N and denoting
x0 = a, xk = x0 + kh for k = 1, . . . , N , uk = u(xk), and U = (u0, u1, . . . , uN ). First,
the equation is replaced by its standard finite difference


−uk+1 − 2uk + uk−1

h2
= f (xk, uk), k = 1, . . . , N − 1

u0 = uN = 0.

(22.11)

Define

dk = −uk+1 − 2uk + uk−1

h2
− f (xk, uk), k = 1, . . . , N − 1,

p = p(U ) =
N−1∑
k=1

d2
k , defmax (U ) = max

1≤k≤N−1
|dk |. (22.12)

Solving (22.11) is equivalent to finding a zero of p, that is, to minimizing the non-
negative function p(U ).

22.2.1 Description of the Algorithm

The idea used to find the saddle point is to go close to the nontrivial solution (0 is a
trivial solution of (22.8) that minimizes p, which must be avoided) and then to perform
a minimization algorithm for p(U ).

The algorithm is divided into two parts.

1. First, compute an approximation of the minimax of � to be near the saddle point.
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defmax (U) is
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U := initial gues
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using a gradient method

Try to go closer to the minmax by moving U,
alternating Steps 2 and 3

Yes

No

Figure 22.4. The partially interactive algorithm flow chart.

2. Then use this approximation to minimize the residual of the difference equation.

We will describe them in some detail now (see Figure 22.4).

Part I. Interactive Search for the Minimax

Step 1. For an integer parameter N1, set τ = 1/(2N1), E = (e0, . . . , eN ), where ei =
ei (xi ). Join E with the origin of R

N+1 by a straight line and set

Vi = (1 − i.τ )E, i = 0, 1, . . . , 2N1.

Assume that

�(Vi0 ) = max
0≤i≤2N1

�(Vi ).

Then, U 1 = Vi0 is taken to be a first guess and, using (22.11), defmax (U 1) is computed.
If defmax (U 1) is considered small enough (smaller than one in [526]), then U 1 is
passed as the initial guess for Part II. If a smaller value of defmax is desired, we try to
get closer to the saddle point on a path minimizing �.
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Step 2. Computing the Fréchet derivative of � and using integration by parts, we get that

�′(u)v =
∫ b

a
(u′v′ − f (x, u)v) dx = −

∫ b

a
(u′′ + f (x, u))v dx .

Hence, �′(u)v < 0 for v = −τ1(−u′′ − f (x, u)), where τ1 > 0.
So, we define{

U 1,0 = U 1

U 1,i+1
k = U 1,i

k − τ1.d(U 1,i
k ) i = 1, . . . , m1, k = 1, . . . , N − 1,

(22.13)

with U 1,i+1
0 = U 1,i+1

N = 0. This allows us to compute U 1,i+1
k given U 1,i

k . The func-
tional � is expected to decrease for τ1 small. So, if the (U n

k )n are bounded from below,
they must converge to a solution of (22.11), where τ1 is a constant parameter and m1

is the number of steps. We keep iterating (22.13) and monitor defmax (U 1,i
k ). If it does

not decrease, m1 is kept small and we pass to the next step.
Step 3. We take τ and N1 as in Step 1 and join U 1,m by straight lines to E and to the
origin, {

V1,i = (1 − 2iτ )E + 2iτU 1,m1 i = 0, 1, . . . , N1

Ṽ1,i = (1 − 2iτ )E i = 0, 1, . . . , N1.

Among all V1,i and Ṽ1,i , we select the one maximizing � and call it U 2.
We then return to Step 2 to produce U 2,1, . . . ,U 2,m2 .

We continue alternating Steps 2 and 3, terminating the process when defmax (U s,ms )
is suitably small.

Part II. Minimization of p(U) Using a Gradient Descent

We continue our description of the way Korman proceeded in [526]. So, we compute

Pu1 = −2

(−2d1 + d2

h2
+ fu(x, u1)d1

)
,

Puk = −2

(−2dk−1 − 2dk + dk+1

h2
+ fu(x, uk)dk

)
, k = 2 , . . . , N − 2,

PuN−1 = −2

(−2dN−2 + 2dN−1

h2
+ fu(x, uN−1)dN−1

)
.

If we define d0 = dN = 0, d = (d0, d1, . . . , dN ), we can write

−∇p = 2�hd + 2 fu(x, u)d,

�hd being the discrete version of d ′′.
Starting with U 0 = (u01, . . . , u0(N−1)) = (U s,ms

1 , . . . , U s,ms
N−1), we iterate

U(i+1)k = Uik − τ2∇p(xk, Uk), i = 1, . . . , M, k = 1, . . . , N − 1,

with suitably chosen τ2 and M . This permits the amelioration of the solution at the
interior mesh points, keeping u0 = uN = 0.
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The particular descent algorithm used in Part II may be slow in some particular cases
and can be replaced by a faster one. The reader is referred to [526] for some numerical
examples.

Comments and Additional Notes

� 22.I A Second Algorithm from Quantum Chemistry

The algorithm proposed by Liotard and Penot [584] finds a critical point of � and a
path joining the local minimum 0 and the point e with lower level. This is possible
because we are in a finite dimensional setting (cf. Chapter 5, dedicated to the finite
dimensional MPT).

In quantum chemistry, the functional � represents the energy of a molecule; 0 and
e that are supposed to be local minima correspond to two stable molecular states (0
is the chemical reactant and e is the chemical product). The problem is to find the
reaction path joining them. Such a path is required to make the least possible change
in the variation of the energy �. The highest point on the path being a saddle point
(mountain pass point) whose knowledge is (said to be) of utmost importance in reaction
rates theory [439].

Description of the Algorithm

We consider a C2-function � : R
N → R, with two minima M1 and M2, that satisfies

the (PS) condition (for example, � may be coercive, as in Chapter 5). The following
algorithm finds a saddle point S “between” M1 and M2 and an approximating path
joining M1 to M2 and passing through S.

A practical constraint in chemical applications seems that the direct evaluation of
the Hessian is too costly. So, Liotard and Penot required that their algorithm must only
require the explicit knowledge of � and its gradient ∇� at a given point P . Of course,
a path is approximated at the i th iteration by a chain of points {P1, . . . , Pni } with
M1 = P1 and M2 = Pni , as in the former algorithm. An iteration consists of replacing
the highest point of the chain PH with a new one, P∗, according to

P∗ = PH + λ
D

‖D‖ , (22.14)

with 0 < �0 ≤ λ ≤ �2 and D a shifting vector.
The following is required.

R1. Each new link of the chain (a segment [Pi , Pi+1]) must have a length � with
�1 ≤ � ≤ �2.

R2. The thresholds �1, �2 ought to decrease slowly with increasing iterations.
R3. Avoid a complicated path with “inefficient meanders.”

Concerning R2, with i being the number of the iterations,

� j (new) = � j (old)
i

i + 1
, for j = 1, 2,
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while for R3, an analysis of the distance between the new point P∗ with radius r ∈
[0, �2]. If necessary, a new point is inserted in the middle of the new link to ensure R1.

Some Choices for the Direction D

The choice of D drastically influences the performances of the algorithm.

• A natural choice of D is the opposite gradient G = −∇�(PH ) at PH . This is what
was done in the algorithm of Choi and McKenna.

• Numerical experiments suggested a more efficient direction provided by the pro-
jected gradient G∗,

G∗ = G − (G, T ).T, (22.15)

with T the tangent to the path at PH defined as the unit vector parallel to

PH − PH−1

‖PH − PH−1‖ + PH+1 − PH

‖PH+1 − PH ‖
and (., .) the scalar product of R

N .
• Noting that each iteration requires the evaluation of −Gi = ∇�(PH ), the gradient

vector of � at PH , and using the fact that at successive points surrounding the saddle
point S,

Gi − Gi+1 = H (Pi+1 − Pi ),

where Pi is the coordinate vector, we can estimate and update the Hessian H in S.
Nevertheless, successive approximations are not used, to avoid the errors accumu-
lating from rounding off. The Hessian is estimated directly using the last (N + 1)
gradient evaluations in N independent directions (N + 1 points for N directions).
Diagonalization of the symmetric matrix H gives its index ih and the quadratic
direction Q,

Q = H−1G. (22.16)

The third possible choice for D is the direction Q when it is operative. This choice
is the best and should be used as soon as possible.

Definition 22.1. Let q be the Euclidean norm of Q. We say that the direction Q is
operative if

i. iH = 1 (characterizing a saddle point),
ii. q ≤ �2 (to avoid quasi-singular Hessian),

iii. |(Q, G)| > εq‖G‖, where ε > 0 is a fixed threshold (for numerical stability).

So to summarize, the outline of the algorithm is the following (see the flow chart in
Figure 22.5).

Step 1. Set the thresholds to be used and consider a trial chain with endpoints M1

and M2 and such that the length of each link is less than �2.
Step 2. Find PH evaluate G = −∇�(PH ) (update H and compute Q (use (22.16))).
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consider an initial trial chain

Find the maximum P
H
 of the chain

and evaluate its gradient

Output and STOP

Select the shifting direction D
and replace PH with P*

Yes

No

Decrease l
2

Figure 22.5. The flow chart of the Liotard-Penot algorithm.

Step 3. If ‖G‖ < gc then stop.
Step 4. Select the direction D (increasing interpolation or decreasing shifting).
Step 5. Search optimum λ ∈ [�0, �2]. Get new P∗ (use (22.14)).
Step 6. Replace PH with P∗. If necessary, bypass meanders and insert new points

(requests R1 and R3).
Step 7. Decrease �2 (�2

(
new) := �2(old)

i

i + 1

)
and related thresholds. Return to

Step 2.

No convergence of this numerical procedure has been established. However, a large
number of chemical applications have used it and no divergence case seem to be known.

� 22.II Numerical PDE Solver

Each iterative algorithm (mountain pass algorithm, monotone iteration scheme, and so
on) requires a numerical PDE solver. The three basic ones, the finite difference method
(FDM), finite element method (FEM), and boundary element Method (BEM), are in
principle all usable. The FDM is used in Korman’s algorithm, while the FEM is used
in the Choi-McKenna mountain pass algorithm. The mountain pass algorithm has also
been implemented with the BEM by Chen et al. [220].
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� 22.III Monotone Iteration Methods

Consider, for example, the problem

−�u = f (x, u) in �

u = 0 on ∂�.
(22.17)

Let u, u be, respectively, super- and subsolutions of (22.17), in the sense

−�u = f (x, u), in � u ≥ 0 on ∂�

−�u = f (x, u), in � u ≤ 0 on ∂�.

Choose a number λ > 0 such that (suppose that F(x, u) ∈ C1(� × R; R))

λ + ∂ f (x, u)

∂u
> 0, ∀(x, u) ∈ � × [u(x), u(x)]

and such that the operator (� − λ) with Dirichlet boundary data has its spectrum strictly
contained in the open half complex plane. Then, setting fλ(x, u) = λu + f (x, u), the
iterations 


u0(x) = u(x)
(� − λ)un+1 = − fλ(x, un(x)) in �

un+1 = 0 on ∂�

(22.18)

and 


v0(x) = u(x)
(� − λ)vn+1 = − fλ(x, vn(x)) in �

vn+1 = 0 on ∂�

(22.19)

yield iterates un and vn satisfying

u = v0 ≤ v1 ≤ · · · ≤ vn ≤ · · · ≤ un ≤ · · · ≤ u1 ≤ u0 = u.

The monotone iteration scheme tries to use this fact with the hope that it converges
to the stable solution (i.e., local minima) located between the sub- and supersolution.
(See, e.g., [33, 34, 220, 318, 791]).

� 22.IV The Mountain Pass Algorithm and Symmetry

An important feature of the numerical mountain pass algorithm reported in [228] is
that it is shown to leave invariant many subspaces associated with the symmetries of
the domain �. Thus, for a symmetric domain, if the algorithm is begun in a symmetric
subspace, the solution is found in that space.

� 22.V The Mountain Pass Algorithm in Various Applications

The mountain pass algorithm appears now in many papers devoted to the study of
boundary value problems.

The original paper [228] contains several semilinear elliptic problems.
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[231] A semilinear wave equation. The authors use a dual variational formulation
and the fast Fourier transform to take advantage of the time periodicity of the
solutions.

[398] Periodic solutions of a boundary value problem that model a suspension bridge
introduced by Lazer and McKenna [553].

[487] Humphreys finds large-amplitude oscillations in a nonlinear model to ex-
plain multiple periodic solutions and the traveling-wave behavior in suspension
bridges. An improvement there is that the point e is found automatically, by iter-
ating with the steepest descent until an e with �(e) < �(0) is found. Moreover,
some solutions are obtained where there are no proofs of existence.

[473] A coupled system of partial differential equations with Dirichlet boundary
conditions.

[223, 224] Traveling wave solutions to the nonlinear beam equation, utt + uxxxx +
f (u) = 0 in R1+1, which include the models for a nonlinearly suspended bridge
in the case when f (u) = max(u, 0) − 1.

[225] Traveling waves in a nonlinearly suspended beam using the concentration
compactness method of Lions and the MPT.

[477] Some nonlinear boundary value problems are considered, related to some
examples of anisotropic Sobolev spaces. Some regularity results for solutions
are obtained. For numerical computation the mountain pass algorithm is used. A
numerical algorithm based on multiscale discretization generated by biorthogonal
wavelets is also described. The author discusses a priori and a posteriori error
estimates.

[339] A high-linking algorithm based on the mountain pass algorithm to find sign-
changing solutions of minimax type of semilinear elliptic Dirichlet problems
without requiring any symmetry assumption on the domain or oddness on the non-
linearity. The algorithm is motivated by the high-linking theorem of Wang [949]
for the existence of a third solution, with Morse index 2, proved by constructing
a local linking at a mountain pass solution. The sign-changing solution obtained
by Ding et al. [339] has a Morse index 2, while the solutions obtained by the
original mountain pass algorithm of Choi and McKenna converges to solutions
of Morse index 1. Moreover, in this paper, the idea of “local linking” is used for
the first time to find such solutions with Morse index 2. The method uses con-
strained maximizations followed by a local minimization. Assuming a mountain
pass solution w has been found, and by using an ascent direction and a descent
direction1 at w, we can form a triangle as a “local linking.” Then we look for a
maximum at the interior of this triangle. If the maximum is not in the interior,
we deform the triangle so that the maximum becomes an interior point.

[573] To tentatively to justify the mountain pass algorithm of Choi and McKenna
and the high-linking algorithm of Ding et al., Li and Zhou developed a local

1 A point v is called a descent direction at a critical point u if there exists δ > 0 such that

�(u + tv) < �(u), for all |t | < δ.

An ascent direction is defined the same way by using the sign > instead of <.
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minimax method for finding multiple saddle points. This contrast with the MPT
characterizes a critical value as a (constrained) global maximization on compacts
sets at the first level and then a global minimization at the second level, and from
a numerical point of view, this is not good.

As reported in [573], the solution obtained using the mountain pass algorithm may
not be mathematically justified by the MPT. This is due to global characterization of the
critical level in the MPT (the minimum is taken over all paths joining 0 to the minimum
e), while the algorithm will tend to the nearest solution to the maximum of the energy
functional to the maximum of � on [0, e]. Another point that should also be said is that
until the moment of this writing, to the best of our knowledge, no error estimates have
been given yet for the mountain pass algorithm in any of these papers. Moreover, in
the case of boundary value problems that possess many solutions, the algorithm should
not necessarily converge to the one characterized by the MPT. It should only converge
to the one nearest to the maximum of the path used in the initialization (with a level
greater than c = infγ∈� maxγ ([0,1]) �).

Comparing to [228], Korman’s algorithm does not require computation of the entire
path. In [527], Korman and Ouyang proposed a more direct approach – the ingenious
idea to introduce a fourth-order evolution equation such that the unstable solution of
the original problem obtained by the MPT is a stable one (a stable steady state) and,
hence, can be computed by using a direct method.

In [271], the authors investigate sign-changing solutions of a superlinear elliptic
Dirichlet problem −�w = f (w) in �, whose existence reflects the symmetry of �.

Two numerical algorithms are proposed. Numerical examples on several typical sym-
metric domains are presented (equilateral triangle, square, and disc). The examples
indicate some advantages and disadvantages of each one of these algorithms. The FEM
with linear splines is used to approximate the solution of the Dirichlet problem.

In [220], for a particular class of functionals, a simple scheme called a scaling
iterative method is designed to find a solution of Morse index 1. A partial justification
of that algorithm is given by the authors.

� 22.VI On the Algorithm of Liotard and Penot

In a heavy report of 126 pages [523], Kliesch deals with the mathematical description
of adiabatic chemical reactions by reaction paths to whom the third chapter is conse-
crated. These are continuous curves that join two minimizers and pass through
a saddle point on the way, which are used to describe reaction mechanisms. They
are considered by the author as the heart of string models whose existence between
two stable configurations of a molecular system would have a particular interest. The
tool used there is, of course, the MPT, which permits a “mathematically correct” char-
acterization of the transition structures of such systems. A numerical procedure for
following the reaction path is proposed in the fifth chapter and the results of some path
tracings are reported in the sixth chapter.
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Perturbation from Symmetry and the MPT

In this chapter, we are interested in some methods used to find multiplicity results, as in the
symmetric MPT, when the symmetry is broken by a “little” perturbation added to the functional.
We focus on two methods closely related to the MPT.

As we saw in Chapter 11, when the functional under study is equivariant, corre-
sponding MPTs yield multiplicity results. These have important applications in partial
differential equations and Hamiltonian systems that are invariant under a group action.

A natural question that stems then is whether it is really the symmetry that is re-
sponsible for these spectacular multiplicity results. Would the results persist if some
perturbation is injected? This stability problem is quite old, and mathematicians were
interested in the study of the effects of breaking the symmetry by introducing a small
perturbation since the appearance of the Ljusternik-Schnirelman theory.

. . . we shall develop methods, employing ideas contained in some of L.A.
Ljusternik’s work, which allow us to establish the existence of a denumerable
number of stable critical values of an even functional – they do not disappear
under small perturbations by odd functionals.

Krasnosel’skii [534]

In this chapter, some methods used in this context are presented and developed in
connection with the MPT. Before beginning, it is worth noting that mathematicians are
unanimous in the belief that the results known until now are still partial and far from
being satisfactory.

In the last two chapters, several examples have been given of the existence of
multiple critical points for functionals invariant under a group of symmetries. A
natural question to ask is: What happens when such a functional is subjected to a
perturbation which destroys the symmetry? Some special cases of this question
have been studied and while progress has been made, they are not yet satisfactory
general answers.

Rabinowitz [748, p. 61], 1986

275
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A natural question which even today is not adequately settled is whether the
symmetry of the functional is important for results like Theorem 6.5 (A symmetric
MPT ) to hold.

Struwe [882, p. 110], 1990

However, there are no satisfactory general answers yet to the case where
the group symmetry is broken by some non-equivariant – and even linear –
perturbation.

Bolle et al. [135], 2000

We shall begin with the results of Rabinowitz, in which he formulated variationally and
extended the principles behind some successful, but as said, still partial answers given
to the aforementioned problem in the early 1980s by Bahri and Berestycki [81,83] and
Struwe [868, 872].

23.1 “Standard” Method of Rabinowitz

The idea in the formulation of Rabinowitz is to think of the nonsymmetric functional
� under study as a perturbation of its symmetrization,

�̃ = 1

2
(�(u) + �(−u)),

and then to estimate the growth rate at which the critical values of � move away from
the perturbation from symmetry �̃ − �.

Theorem 23.1 (Rabinowitz). Suppose that � ∈ C1(E ; R) satisfies (PS). Let W ⊂ E
be a finite dimensional subspace of E, w∗ ∈ E \ W , and let W ∗ = W ⊕ Rw∗. Denote
the upper “half-space” in W ∗ by

W ∗
+ = {

w + tw∗; w ∈ W, t ≥ 0
}
.

Suppose that

1. �(0) = 0.
2. There exists R > 0 such that for any u ∈ W , ‖u‖ ≥ R implies that �(u) ≤ 0.
3. There exists R∗ ≥ R such that for any u ∈ W ∗, ‖u‖ ≥ R∗ implies that �(u) ≤ 0.

And let

� = {
γ ∈ C(E ; E); γ is odd and γ (u) = u if max{�(u), �(−u)} ≤ 0

}
(in particular, if u ∈ W , and ‖u‖ ≥ R or if u ∈ W ∗ and ‖u‖ ≥ R∗).
Then, if

β∗ = inf
γ∈�

sup
u∗∈W ∗+

�(γ (u∗)) > inf
γ∈�

sup
u∈W

�(γ (u)) = β ≥ 0,

the functional � possesses a critical value greater or equal to β∗.

Proof. For c ∈]β, β∗[, let


 = {
γ ∈ �; �(γ (u)) ≤ c for all u ∈ W

}
.
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By definition of β, the set � is nonempty. Hence,

c∗ = inf
γ∈�

sup
u∗∈W ∗+

�(γ (u∗)) ≥ β∗

is well defined.

Claim 23.1. c∗ is a critical value of �.

Indeed, suppose by contradiction that c∗ is regular; we can apply the deformation lemma
for ε = c∗ − c > 0 and ε ∈]0, ε[. Consider a functional γ ∈ � such that

sup
u∗∈W ∗+

�(γ (u∗)) ≤ c∗ + ε.

Define the odd mapping γ ′ : W ∗ → V by

γ ′(u∗) =
{

η(γ (u∗), 1) if u ∈ W ∗+,

−η(γ (−u∗), 1) if − u ∈ W ∗+.

By the choice of ε and since γ ∈ �, we have that

η(γ (−u), 1) = γ (−u) = −γ (u) = −η(γ (u), 1) for u ∈ W.

Hence, γ ′ is well defined, odd, and continuous.
By the Tietze extension theorem, γ ′ may be extended to an odd mapping γ ′(E ; E).

Moreover, since 0 ≤ β < c < c − c∗ − ε, the mapping η(., 1) keeps fixed any point U
that satisfies �(u) ≤ 0 and �(−u) ≤ 0; by definition of �, so does γ and η(., 1) ◦ γ .
It follows that γ ′ ∈ �. So, we get

sup
u∗∈W ∗+

�(γ ′(u∗)) = sup
u∗∈W ∗+

�(η(γ (u∗), 1)) < c∗ + ε.

�

It is crucial to understand how this abstract result is used in practice. A brief description
is given here for illustration. Consider the problem

(P)

{−
u = f (x, u) in �,

u = 0 on ∂�,

where f (x, s) ∈ C(� × R; R), � ⊂ R
N and f satisfy the following:

f1. There are a1, a2 ≥ 0 such that

| f (x, s)| ≤ a1 + a2|s|b−1, where b < 2∗ = 2N

N − 2
if N > 2.

f2. There exist µ > 2 and r ≥ 0 such that for |s| ≥ r ,

0 < µF(x, s) ≤ s f (x, s).

f3. f (x, s) is odd in s.
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By the symmetric MPT, the energy functional associated with (P) has an unbounded
sequence of critical values and (P) an unbounded sequence of weak solutions.

Perturb the problem (P) by a term h ∈ L2(�),

(Pp)

{−�u = f (x, u) + h(x) in �,

u = 0 on ∂�,

and the corresponding functional

�(u) = 1

2

∫
�

|∇u(x)|2 dx −
∫

�

[F(x, s) − h(x)u(x)] dx

is no longer even. Nevertheless, we have the following result.

Theorem 23.2 (Rabinowitz). If f satisfies conditions f1, f2, and f3 and h ∈ L2(�),
then the perturbed problem (Pp) possesses an unbounded sequence of weak solutions
provided that b in f1 satisfies

β = 2b

N (b − 2)
− 1 >

µ

µ − 1
. (23.1)

Remark 23.1.

i. The inequality (23.1) is equivalent to

b <
µN + (µ − 1)(N + 2)

µN + (µ − 1)(N − 2)
. (23.2)

Since b = 1 and µ = 2 satisfy (23.2), (23.1) is nonvacuous.
ii. This result improves earlier ones by Bahri and Berestycki [81, 83] and

Struwe [868]. It was then extended by Bahri and Lions [86] who used Morse
theory and could improve (23.1) to

2b

N (b − 2)
>

µ

µ − 1
.

First, a priori bounds for critical points of � in terms of the critical values are obtained.
By condition f2, there are a4, a5 > 0 such that

F(x, s) ≥ a5|s|µ − a4, for all s ∈ R.

Therefore, there exists a3 > 0 such that

1

µ
(s f (x, s) + a3) ≥ F(x, s) + a4 ≥ a5|s|µ, for all s ∈ R.

Under the hypotheses of Theorem 23.2, there exists a constant A depending on
‖ f ‖L2(�) such that if u is a critical point of �,

∫
�

(F(x, u) + a4) dx ≤ A(�(u)2 + 1)1/2. (23.3)
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So, if u is a critical point of �, then condition f2 and (23.3) easily yield a bound for u
in E in terms of �(u). Consider then a function χ ∈ C∞(R; R) such that


χ (ξ ) ≡ 1 in B(0, 1),
χ (ξ ) ≡ 0 for ξ ≥ 2,

χ ′(ξ ) ∈]1, 2[ for ξ ∈]1, 2[.

We state now the perturbed problem by using Rabinowitz’ notations:

Q(u) = 2A(�(u)2 + 1)1/2,

and

�(u) = χ

(
Q(u)−1 ·

∫
�

(F(x, u) + a4) dx

)
.

Then, we have the following.

Proposition 23.3. Under the hypotheses of Theorem 23.2,

1. � ∈ C1(E ; R).
2. There exists a constant β1 depending on ‖ f ‖L2(�) such that for all u ∈ E,

|�(u) − �(−u)| ≤ β1(|�(u)|1/µ + 1). (23.4)

3. There exists M0 such that if �(u) ≥ M0 and � ′(u) = 0, then �(u) = �(u) and
� ′(u) = 0.

4. There exists M1 ≥ M0 such that for all c > M1, � satisfies (PS)c.

So, by condition 3, to solve (Pp) it suffices to show that � has an unbounded sequence
of critical points. This is done using Theorem 23.2 through a series of steps. We require
an estimate on the “perturbation from symmetry” of � of the form

|�(u) − �(−u)| ≤ β1(|�(u)|1/µ + 1), for any u ∈ E . (23.5)

Unfortunately, � does not satisfy (23.5); however, it can be modified in such a way that
a new functional � satisfies (23.5) and large critical values and points of � are critical
values and points of �.

Let (ϕ j ) j be the eigenfunctions of −� with Dirichlet conditions on the boundary.
Let E j = span {ϕ1, . . . , ϕ j }. Then, there is an R j > 0 such that

�(u) ≤ 0 if u ∈ E j \ B(0, R j ).

Set D j = E j ∩ B(0, R j ),

� j = {
γ ∈ C(D j ; E); γ j is odd and γ |∂ B(0,R j ) = Id

}
,

and

b j = inf
γ∈� j

max
u∈D j

�(γ (u)), j ∈ N.

These minimax values are not generally critical values unless h ≡ 0. They are used
as a part of a comparison argument to prove that � has an unbounded sequence of



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c23 CB577/Jabri-v1.cls June 27, 2003 20:8

280 23 Perturbation from Symmetry and the MPT

critical values. Indeed, we have the following estimate on the rate of divergence of the
sequence (β j ) j .

Proposition 23.4. There is a constant β2 > 0 and k̃ ∈ N such that, for all k ≥ k̃,

bk ≥ β2kβ, (23.6)

where β is defined in (23.1).

To get critical values of � from the sequence (bk)k , another set of minimax values
is introduced. Define

Uk = {
u = w + tϕk+1; t ∈ [0, Rk+1], w ∈ B(0, Rk+1) ∩ Ek, ‖u‖ ≤ Rk+1

}
and


k = {
H ∈ C(Uk ; E); H is odd ,H|Dk ∈ �k and H = Id

for u ∈ Q ≡ (∂ B(0, Rk+1) ∩ Ek+1) ∪ [(B(0, Rk+1) \ B(0, Rk)) ∩ Ek]
}
.

Set

ck = inf
H∈
k

max
u∈Uk

�(H(u)).

We can show that ck ≥ bk . If ck > bk for a sequence of indices that tend to infinity, then
� has an unbounded sequence of critical values. Indeed, this follows from Theorem 23.2
and Proposition 23.4. The last step consists of showing that ck = bk for large k (say
k ≥ k∗) is impossible because otherwise, we get that for k ≥ k̂ for some k̂ ≥ k∗, and
for a constant w > 0,

bk ≤ wkµ/(µ−1),

and combining this with (23.6) yields a contradiction with (23.1).

23.2 Homotopy-like MPT

We pass now to a more recent method initiated by Bolle [134] to deal with problems
with broken symmetry. It is based on a phenomenon of preservation of critical values
along a path of functionals. Bolle’s abstract result is a homotopy-like variant of the
MPT, which deserves interest on its own, regardless of its application to the stability
problem we are concerned with in this chapter.

He considers a continuous path of functionals (�θ )θ∈[0,1] such that at its endpoints,
at θ = 0, �0 is the symmetric functional and at θ = 1, �1 is the functional we want
to treat. We will see that the preservation of minimax critical levels along the path
(�θ )θ∈[0,1] depends only on the variation (∂/∂θ )�θ (x) at the critical points of �θ .

Let E be a Hilbert space and consider a C2-functional � = �(θ, x) : [0, 1] × E →
R. For θ ∈ [0, 1], we shall use the notation �θ for �(θ, .). Suppose in all the sequels
that � satisfies the (PS) condition, which means there that
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for every sequence (θn, xn)n with θn ∈ [0, 1], xn ∈ E such that
{

�′(θn, xn) → 0 as n → ∞, and
(�(θn, xn))n is bounded,

there is a subsequence converging in [0, 1] × E to some pair (θ, x).

Consider the following conditions.

H1.For all b > 0, there is a constant C1(b) such that

|�θ (x)| < b implies that

∣∣∣∣ ∂

∂θ
�(θ, x)

∣∣∣∣ ≤ C1(b)
(‖�′

θ (x)‖ + 1
)

(‖x‖ + 1).

H2.There exist two continuous functionals f1 and f2 : [0, 1] × R → R, with f1 ≤
f2, that are Lipschitz continuous relative to the second variable and such that,
for all critical points x of �θ ,

f1(θ, �θ (x)) ≤ ∂

∂θ
�(θ, x) ≤ f2(θ, �θ (x)).

H3.There are two closed subsets A and B of E such that
i. �0 has an upper bound on A and lim

‖x‖→∞
x∈A

(
sup

θ∈[0,1]
�θ (x)

)
= −∞.

ii. And for

DA,B = {
γ ∈ C(E ; E); γ (x)|B = Id and ∃R > 0 such that

γ (x) = x for x ∈ E with ‖x‖ ≥ R
}
.

we have that

cA,B = inf
γ∈DA,B

sup
x∈A

�0(γ (x)) > cB = sup
B

�0.

In connection with this last condition, denote by �i (i = 1, 2) the functions defined on
[0, 1] × R by {

∂
∂θ

�i (0, s) = fi (θ, �i (θ, s)),

�i (0, s) = s.

They are continuous and for all θ ∈ [0, 1], �1(θ, .) and �2(θ, .) are nondecreasing on
R. Moreover, since f1 ≤ f2, we have �1 ≤ �2. In the sequel, we will denote f i (s) =
| fi (θ, s)|, i = 1, 2.

Theorem 23.5 (Homotopy-like MPT, Bolle). Assume that � ∈ C2(E ; R) and satisfies
the Palais-Smale condition and conditions H1–H3. If the inequality

�2(1, cB) < �1(1, cA,B)

holds (i.e., for θ = 1), then �1 has a critical value at a level c such that

�1(1, cB) ≤ c ≤ �2(1, cA,B).
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Suppose in the sequel that � satisfies the (PS) condition, H1–H3, and �2(1, cA) <

�1(1, cA,B).

Lemma 23.6. Let η ∈ C([0, 1] × E ; E) be such that

i. η(0, .) = Id , and
ii. there is R > 0 such that, for any θ ∈ [0, 1],

x ∈ B and ‖x‖ > R implies η(θ, x) = x .

iii. For any θ ∈ [0, 1], η(θ, A) ∩ D = ∅.
Then η(1, B) ∩ D �= ∅.

Proof. Since η is continuous, A and D are closed subsets of E , and η([0, 1] × A) ∩
D = ∅, there is an open neighborhood U of A such that η([0, 1] × U ) ∩ D = ∅. Let
V ⊂ E be open and satisfy A ⊂ V ⊂ U . Let � ∈ C(E ; [0, 1]) be such that �|V = 0 and
�|E\U = 1.

Let g(x) = η(�(x), x). It is clear that g ∈ DA,B . By definition of cB,A, there is x ∈ B
such that g(x) ∈ D. Since x cannot belong to U because η([0, 1] × U ) ∩ D = ∅,
�(x) = 1 and η(1, x) ∈ D. So, η(1, B) ∩ D �= ∅. �

Corollary 23.7. Let η ∈ C([0, 1] × E ; E) and κ ∈ C([0, 1] × E ; E) satisfy conditions
i and ii of Lemma 23.6. Moreover, assume that

iv. for all θ ∈ [0, 1], κ(θ, .) is a homeomorphism and κ−1 : [0, 1] × E → E defined
by κ−1(θ, x) = (κ(θ, .))−1(x) is continuous.

v. For all θ ∈ [0, 1], η(θ, A) ∩ κ(θ, D) = ∅.
Then η(1, B) ∩ κ(1, D) �= ∅.

Proof. Set η(θ, x) = (κ(θ, .))−1(η(θ, x)). We see that η satisfies the assumptions of
Lemma 23.6, from which the result follows. �

For two functions η and κ satisfying the assumptions of Corollary 23.7, the following
linking relation holds. Let

A′ = η(1, A), B ′ = η(1, B), and D′ = κ(1, D).

Then, for all γ ∈ DA′,B′ ,

γ (B ′) ∩ D′ �= ∅. (23.7)

Apply Corollary 23.7 to the functionals

η̃(θ, x) = η(2θ, x) if 0 ≤ θ ≤ 1/2,

η̃(θ, x) = (2 − 2θ )η(1, x) + (2θ − 1)κ(η(1, x)) if 1/2 ≤ θ ≤ 1,

and

κ̃(θ, x) = κ(2θ, x) if 0 ≤ θ ≤ 1/2,

κ̃(θ, x) = κ(1, x) if 1/2 ≤ θ ≤ 1.

By the (PS) condition and condition H2, we get the following result.
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Lemma 23.8. For any δ > 0 and b > 0, there exists ζ > 0 such that

|�θ | ≤ b and ‖�′
θ‖ < ζ

implies that

f1(θ, �θ (x)) − δ <
∂

∂θ
�(θ, x) < f2(θ, �θ (x)) + δ.

Now, we can prove the homotopy-like MPT version of Bolle.

Proof of Theorem 23.5. As in [134], we will denote by Jθ (x) the derivative
(∂/∂θ )�(θ, x). For δ > 0, consider two functions �1 and �2 : [0, 1] × R → R de-
fined by 


�1(0, s) = s,

∂

∂θ
�1(θ, s) = f1(θ, �1(θ, s)) − δ,

and 


�2(0, s) = s,
∂

∂θ
�2(θ, s) = f2(θ, �2(θ, s)) + δ.

Since �2(1, cA) < �1(1, cA,B − η), for δ small enough we can assume that

�2(1, cA) < �1(1, cA,B − η). (23.8)

Set φ1(θ ) = �1(θ, cA,B − η) and φ2(θ ) = �2(θ, cA). Since f1 − δ ≤ f2 + δ, it is easy
to see that (23.8) implies

φ2(θ ) < φ1(θ ), for all θ ∈ [0, 1]. (23.9)

Denote

α = inf
θ∈[0,1]

φ2(θ ), and β = sup
θ∈[0,1]

φ1(θ ).

Consider also a function u ∈ C∞(R; [0, 1]) such that{
u(t) = 0 if t ∈ (−∞, α − 2] ∪ [β + 2, +∞),
u(t) = 1 if t ∈ [α − 1, β + 1].

By Lemma 23.8, there is ζ > 0 such that

α − 2 < �θ (x) < β + 2

and

‖�′
θ (x)‖ζ

implies that

f1(θ, �θ (x)) − δ <
∂

∂θ
�(θ, x) < f2(θ, �θ (x)) + δ.
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Let v ∈ C∞(R; [0, 1]) such that{
v(t) = 0 if |t | ≤ ζ/2,

v(t) = 1 if |t | ≥ ζ.

Set

X1(θ, x) =
(

−
(

∂

∂θ
�(θ, x)

)−
(x) + 1 + f +

1 (θ, φ1(θ ))

)
u(�θ (x))v(‖�′

θ (x)‖)
�′

θ (x)

‖�′
θ‖2

,

and

X2(θ, x) =
(

−
(

∂

∂θ
�(θ, x)

)+
(x) − 1 − f −

2 (θ, φ1(θ ))

)
u(�θ (x))v(‖�′

θ (x)‖)
�′

θ (x)

‖�′
θ‖2

,

where a+ = sup(a, 0) and a− = inf(−a, 0).
Now let ρ : [0, 1] × E → E be the flow of Xi defined by


ρi (0, x) = x,

∂

∂θ
ρi (θ, x) = Xi (θ, ρi (θ, x)).

It is well defined on [0, 1] × E .
Using the definition of ρi , ρi (θ, .) is a homeomorphism for all θ ∈ [0, 1] and the

function (θ, x) �→ ρi (θ, .)−1(x) is continuous on [0, 1] × E .
Moreover, since lim|x |→∞

x∈B
supθ∈[0,1] �θ (x) = −∞, there is R > 0 such that, for all

x ∈ B,

|x | > R implies that Xi (θ, x) = 0, for any θ ∈ [0, 1].

Hence, for all θ ∈ [0, 1] and for all x ∈ B such that |x | > R, ρi (θ, x) = x .
We want to apply Corollary 23.7, so we have to check that

ρ2(θ, A) ∩ ρ1(θ, D) = ∅ for all θ ∈ [0, 1]. (23.10)

We can prove similarly that

�0(x) ≤ cA implies that ∀θ ∈ [0, 1], �(ρ2(θ, x)) ≤ ϕ2(θ ) (23.11)

and

�0(x) ≥ cA,B − η implies that ∀θ ∈ [0, 1], �θ (ρ1(θ, x)) ≥ ϕ1(θ ), (23.12)

and we get (23.10) from (23.9), (23.11), and (23.12).
By Corollary 23.7, ρ(1, B) ∩ ρ(1, D) �= ∅. So, for A′ = ρ(1, A), B ′ = ρ(1, B),

and D′ = ρ(1, D), we get by the linking relation (23.7); that is, for all γ ∈ DA′,B′ ,

γ (B ′) ∩ D′ �= ∅.

Therefore,

inf
γ∈DA′,B′

sup
γ (B′)

�1 ≥ inf
D′ �1 ≥ ϕ1(1) > ϕ2(1) ≥ sup

A′
�1,
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and since �1 satisfies (PS), it admits at least a critical level greater than or equal to
ϕ1(1).

Since δ and η can be chosen arbitrarily small,

ϕ1 →δ→0
η→0

�1(1, cA,B).

Using (PS) again, we get that �1 has at least one critical point of level greater than or
equal to �1(1, cA,B). �

We have proved only that �1 has at least one critical point of level greater than or
equal to �1(1, cA,B), but in fact there is a critical level in [�1(1, cB), �2(1, cA,B)].

This homotopy-like version of the MPT was derived to treat the boundary value
problem

ẍ + ∇V (x) = 0, x(0) = x0, x(T ) = x1,

where x0 and x1 are two fixed points of R
N and V is a superquadratic potential defined

on R
N . Bolle proved that this problem has a sequence of solutions xn , whose energies

1/2|ẋn|2 + V (xn) tend to infinity. He extended the results of Ekeland et al. [371], who
proposed more restrictive growth conditions on the potential V .

This result has been extended by Bolle et al. [135] to a form that gave better estimates
compared to Rabinowitz’ approach (cf. the previous section) in some situations (second-
order partial differential equations and Hamiltonian systems) where the critical points
of �θ obey certain conservation laws. You may compare the papers [135] and [371].
When these conservation laws fail, for example, in a nonlinear wave equation, this is
no longer the case.

A newer variant of the homotopy-like MPT due to Bolle et al. [135] has recently
appeared. In the presence of a splitting E = E− ⊕ E+, and (En)n is an increasing
sequence of subspaces of E such that E0 = E− and En+1 = En ⊕ Ren+1. If E− is
finite dimensional, set

� = {
γ ∈ C(E ; E); γ is odd and γ (x) = x for x ∈ E and ‖x‖ large

}
and

ck = inf
γ∈�

sup
x∈Ek

�(γ (x)).

Theorem 23.9 (Homotopy-like MPT, Bolle et al.). Assume � satisfies conditions
H1–H3. In addition, suppose

H′
4.�0 is even and for any finite dimensional space W of E, we have

supθ∈[0,1] �(θ, y) → −∞ as y ∈ W and ‖y‖ → ∞.

Then, there is C > 0 such that, for every k,

1. either �1 has a critical level ck with �2(1, ck) < �1(1, ck+1) ≤ ck, or
2. ck+1 − ck ≤ C( f1(ck+1) + f2(ck) + 1).
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In the proof of this theorem, two cases are distinguished:

1. When �2(1, ck) < �1(1, ck+1), the authors show that we are in the context of
Bolle’s theorem, so we get the first alternative.

2. Otherwise �2(1, ck) ≥ �1(1, ck+1), and the local Lipschitz continuity of fi with
respect to the second argument yields the second alternative.

Comments and Additional Notes

� 23.I On a Perturbed Superlinear Problem

For the problem

(Pp)

{−�u = |u|p−1u + h in �

u = 0 on ∂�

when h ∈ C(W ; R),

1. Using the “standard method,” we get infinitely many solutions for 1 < p <
n + 2

n
.

2. Using Bolle’s result, we also get the same result for 1 < p <
n

n − 2
. Notice that

this is the estimate obtained by Bahri and Lions [86].
3. However, with the aforementioned result of Bolle et al., we can go to 1 < p <

n + 1

n + 2
.

4. The problem rests still open whether we can go to the Sobolev exponent, that is,

1 < p <
n + 2

n − 2
.

The proof of Bolle et al. is a direct verification of the assumptions of the theorem,
through a certain number of lemmata, applied with{

f1(θ, s) = −a(s2 + 1)1/4

f2(θ, s) = b(s2 + 1)1/4.

� 23.II A Z2-Equivariant Ljusternik-Schnirelman Theory
for Noneven Functionals

Consider the nonlinear elliptic Dirichlet problem,

(P)

{−�u = f (x, u) in � ⊂ R
N

u = 0 on ∂�,

where f (x, .) is odd for each x ∈ �.
We know that the oddness ensures that the energy functional � associated with this

problem is even. So, the Ljusternik-Schnirelman procedure may be used to produce
what Ekeland and Ghoussoub call virtual critical points in [361], that is, either the
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usual critical points or Z2-resonant points:{
�(x) = �(−x)
�′(x) = λ�′(−x).

They developed in [361] a Z-equivariant Ljusternik and Schnirelman theory for noneven
functionals and extended the classical existence and multiplicity theory of Ljusternik
and Schnirelman for critical points of even functionals to virtual critical points of
noneven functionals.

Their proof relies on the fact that the equivariant Ljusternik-Schnirelman min-
max levels for the original functional � and for the even functional ψ(x) =
max{�(x), �(−x)} are the same.

� 23.III A Critical Point Theory for Nonsymmetric Perturbations
of G-Invariant Functionals

Let G be a compact Lie group and M a complete Finsler manifold. In [238], Clapp
obtains some abstract critical point theorems for functionals of the form � = I + �,
where I is G-invariant and � is a nonsymmetric perturbation. In particular, she con-
siders the case when M is a G-Hilbert space and � has the mountain pass geometry.
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Applying the MPT in Bifurcation Problems

Bifurcation theory is a very far-reaching discipline in the midst of stormy develop-
ment.

E. Zeidler, Nonlinear functional analysis and its applications.
I. Fixed-point theorems. Springer-Verlag, 1984

Rabinowitz successfully investigated bifurcation phenomena in some variational problems by an
ingenious application of the ideas used in the proof of the MPT.

The solution set of a nonlinear problem may be very complicated and may change
dramatically under a small perturbation, when the qualitative behavior of the natural
phenomenon it models lacks stability. In particular, some branching and bifurcating
solutions may appear. The object of bifurcation theory is precisely to study when
there is a “branching” of new solutions. Bifurcation is a very important subject in
modern nonlinear analysis that dates from the nineteenth century and to which many
books and a multitude of papers have been devoted. It has found applications in many
areas including elasticity theory, fluid dynamics, geophysics, astrophysics, meteorol-
ogy, statistical mechanics, chemical kinetics, and so on. The mathematical side is
also very rich. Bifurcation problems have been treated using many approaches: meth-
ods of function theory, algebra, algebraic geometry, critical point theory (both Morse
and Ljusternik-Schnirelman approaches), algebraic topology, and differential topol-
ogy. Nevertheless, the simplest cases may be solved using only the implicit function
theorem.

In this chapter, we do not intend to go far in detail into bifurcation theory, which
is far behind the scope of this book. We will focus our attention on the way the MPT
has been applied successfully by Rabinowitz to investigate bifurcation phenomena in
some variational problems.

24.1 Preliminaries

We begin with fixing the sense and the notations used in the sequel. To easily understand
bifurcation phenomena in nonlinear equations, let us consider the simple situation of a

288
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real equation

F(λ, u) = 0, (24.1)

where F is a function of class C1 in the neighborhood of a pair (λ0, u0). If F(λ0, u0) = 0
and Fu(λ0, u0) �= 0, then by the implicit function theorem there is exactly one solution
curve in the neighborhood of (λ0, u0) that passes through (λ0, u0).

If, on the other hand, the derivative Fu(λ0, u0) = 0, then it is possible that there is
a bifurcation at (λ0, u0), that is, a branching of the solution curve.

Example 24.1. Consider again a function we saw many times before, F(λ, u) = (λ −
λ0)2 − (u − u0)2. Equation (24.1) has two solution curves that pass through (λ0, u0)
whose equations are λ − λ0 = u − u0 and λ − λ0 = u0 − u.

Let X and Y be two Banach spaces and F : R × X → Y be a functional depending
on a real parameter λ. We are interested in studying equations of the type of (24.1).
Suppose that F(λ, 0) = 0 for all λ ∈ R; that is, the points of the curve u = 0 form
trivial solutions. The parameter λ often has a physical interpretation and its introduction
proved to be a convenient way to investigate when new solutions are generated.

Definition 24.1. We say that λ∗ is a bifurcation point for F from the trivial solution
u = 0 if there is a sequence (λn, un) ∈ R × X with u �= 0 and F(λn, un) = 0 such that

(λn, un) → (λ∗, 0).

This is equivalent to requiring (λ∗, 0) to belong to the closure in R × X of the set of
nontrivial solutions

S = {
(λ, u) ∈ R × X ; u �= 0, F(λ, u) = 0

}
.

Using the implicit function theorem, provided F is sufficiently regular, we get that a
necessary condition for λ∗ to be a bifurcation point of F is that the partial derivative
Fu(λ∗, 0) is not invertible. The fact that F(λ, 0) = 0 for all λ ∈ R means that the
solution curve u = 0 would be the only one in the neighborhood of (λ∗, 0) if Fu(λ∗, 0)
was invertible.

When X = Y and f has the particular form F(λ, u) = λu − G(u), a necessary
condition for λ∗ to be a bifurcation point from the origin is that it belongs to the
spectrum σ (G ′(0)) of G ′(0). This necessary condition is not sufficient, however, as we
may see in the case of a particular linear function G in the following example (see, for
example [49, 747, 983]).

Example 24.2. Let X = Y = R
2 and consider G : X → Y defined by

G(x, y) = (x + y3, y − x3).

The value λ∗ = 1 is an eigenvalue of G ′(0) = Id but is not a bifurcation point from
the origin for F(λ, (x, y)) = λ(x − y) − G(x, y). Indeed, consider a solution (x, y) of
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F(λ, (x, y)) = 0; it follows that {
λx = x + y3

λy = y − x3,

and then x4 + y4 = 0; that is, (x, y) = (0, 0). Therefore, F(λ, (x, y)) = 0 has only the
trivial solution and there are no bifurcation points for F .

24.2 The Ljapunov-Schmidt Reduction

Dealing with bifurcation problems in infinite dimensional Banach spaces is done in
general through the projection method known as the Ljapunov-Schmidt reduction. This
method reduces the problem to a finite system of finite dimensional nonlinear scalar
equations (i.e., with a finite number of unknowns). Indeed, consider a functional F ∈
C2(R × X ; Y ) such that we already know a solution branch F(λ, u) = 0 for all λ ∈ R.
Since the possible bifurcation points λ∗ from the origin for F require that Fu(λ∗, 0)
not be invertible, set 


L = Fu(λ∗, 0),

V = ker(L) the kernel of L , and

R = R(L) the range of L .

Suppose that

a. V has a topological complement W in X , so that{
V ∩ W = {0},
X = V ⊕ W.

b. R is closed and has a topological complement Z in Y ,{
Z ∩ R = {0},
Y = Z ⊕ R.

This holds true in particular when dim V < ∞ and codim R < ∞; that is, L is a
Fredholm operator. Let P and Q denote the projections of Y onto Z and R, respectively
(see Figure 24.1), and set

F(λ, u) = Lu + ϕ(λ, u).

To reduce the solvability of a bifurcation problem in infinite dimensional Banach
spaces to that of finitely many nonlinear equations with finitely many variables, we
pass by the Ljapunov-Schmidt equations.
Writing u = v + w ∈ V ⊕ W , F(λ, u) = 0 is equivalent to

P F(λ, v + w) = 0, (24.2)

and

QF(λ, v + w) = 0. (24.3)
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P y
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Q y

Z

R L

Y

L

Figure 24.1. The Ljapunov-Schmidt reduction.

The idea is to solve (24.2) in a neighborhood of (λ∗, 0) using the implicit function
theorem. Since Lv = 0, we get that

F(λ, u) = Lw + ϕ(λ, v + w).

And since Lw ∈ R, we have that Lw = QLw, so (24.3) becomes

Lw + Qϕ(λ, v + w) = 0.

Set 
 : R × V × W → R, (λ, v, w) �→ Lw + Qϕ(λ, v + w). Since F ∈ C2(R ×
X ; Y ), then 
 is of class C2. Moreover, 
w(λ∗, 0, 0) : w → Lw + Qϕu(λ∗, 0)w. But
since ϕ(λ, u) = Fu(λ, u) − Lu, we have that

ϕu(λ∗, 0) = Fu(λ∗, 0) − L ≡ 0 (Null mapping of L(X ; Y )). (24.4)

Thus, 
w(λ∗, 0, 0) = L|W , which belongs to Isom (W ; R). Then, by the implicit func-
tion theorem, there exists

i. a neighborhood � of λ∗ in R,
ii. a neighborhood V of 0 in V ,

iii. a neighborhood W of 0 in W , and
iv. a function γ ∈ C2(� × V;W) such that the unique solutions of (24.4) are given

by (λ, v, γ (λ, v)).

In particular γ (λ, 0) = 0 for all λ ∈ R. So, substituting

w = γ (λ, v) (24.5)

in (24.2), we get

P(F(λ, v + γ (λ, v))) = 0. (24.6)

Equation (24.6) in the unknowns (λ, v) ∈ � × V is called the bifurcation equation (and
Ljapunov’s bifurcation equation, and also the branching equation). Equations (24.5)
and (24.6) together are equivalent in � × V × W to the initial equation F(λ, u) = 0.
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24.3 The MPT in Bifurcation Problems

So, how could Rabinowitz use the MPT in bifurcation problems? Consider the equation

Lu + H (u) = λu, (24.7)

where L : E → E is continuous linear H ∈ C(E ; E) with H (u) = o(||u||) at u = 0
and λ ∈ R. A solution of (24.7) is a pair (λ, u) ∈ R × E that satisfies the equation. In
particular, for any λ ∈ R, (λ, 0) is a trivial solution of (24.7), and (µ, 0) is a bifurcation
point for (24.7) if every neighborhood of (µ, 0) contains nontrivial solutions of (24.7).

In this situation, a necessary condition for (µ, 0) to be a bifurcation point is µ ∈
σ (L), the spectrum of L . We saw earlier that this necessary condition is not sufficient.
However, when E is a Hilbert space and a variational structure exists, that is, Lu +
H (u) = 
′(u), Böhme [132] proved, roughly speaking, that µ ∈ σ (L) is also sufficient.

Theorem 24.1 (Böhme). Let E be a Hilbert space and 
 ∈ C2(E ; R), where 
′(u) =
Lu + H (u), L is linear, and H (u) = o(||u||) at u = 0. If µ ∈ σ (L) is an isolated
eigenvalue of finite multiplicity, then (µ, 0) is a bifurcation point.

One can also study the behavior of the set of solutions of (24.7) as a function
of λ rather than ||u||. Indeed, in a beautiful theorem, to quote the reviewer of the
paper [736], Rabinowitz obtained the following.

Theorem 24.2 (Rabinowitz). Under the hypotheses of Theorem 24.1, either

i. (µ, 0) is not an isolated solution of (24.7) in {u} × E, or
ii. there is a one-sided neighborhood � of µ in R such that for each λ ∈ � \ {u},

(24.7) has at least two nontrivial solutions, or
iii. there is a neighborhood X of µ in R such that for each λ ∈ X \ {µ}, (24.7) has

at least one nontrivial solution.

Case i occurs, for example, if the nonlinearity H = 0; that is, (24.7) is a linear eigenvalue
problem.

The proofs of Theorem 24.2 and Proposition 24.4 (see the final notes) are based in
part on ideas that go into the proof of the MPT. We will sketch them now.
Recall that we are interested in solving


′(u) = λu (24.8)

for each (λ, u) near (µ, 0) where µ is an isolated eigenvalue of L of finite multiplicity.
First, the problem is reduced to a finite dimensional one using the method of Ljapunov

and Schmidt.
Write E = ker(L − µId ) ⊕ ker⊥ where ker(A) is the null space of the linear operator

A, and ker⊥ its orthogonal complement (u ∈ E is written v + w ∈ ker ⊕ ker⊥). Let P
and P⊥ denote, respectively, the orthogonal projectors on ker and ker⊥; (24.8) is
equivalent to {

i. µv + P H (v + w) = λv,

ii. Lw + P⊥ H (v + w) = λw,
(24.9)
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since Lv = µv for v ∈ ker. Set

F(λ, v, w) = Lw − λw + P⊥ H (v + w), (24.10)

so that F : R × ker × ker⊥ → ker is of class C1 near (µ, 0, 0), F(µ, 0, 0) = 0, and the
derivative Fw(µ, 0, 0) = L − µId is an isomorphism of ker⊥ onto ker. Hence, by the
implicit function theorem, there is a neighborhood of (µ, 0) in R × ker in which the
zeros of F and therefore solutions of (24.9ii) are given by w = ϕ(λ, v) with ϕ of class
C1 near (0, 0).

Also, since L − µId : ker⊥ → ker⊥ is an isomorphism, so is L − λId for all λ near
µ. Thus,

ϕ(λ, v) = −(L − λId )−1 P⊥ H (v + ϕ(λ, u)). (24.11)

Since H (u) = o(||u||) at u = 0, (24.11) implies that ϕ(λ, v) = o(||v||) at v = 0 uni-
formly for λ near µ.

Thus, to solve (24.8) near (µ, 0) in R × E , it suffices to solve the finite dimensional
problem (24.9i) with w = ϕ(λ, v) for (λ, v) near (µ, 0) in R × ker. We can now convert
(24.9i) to a finite dimensional variational problem. Set

f (λ, u) = 
(u) − λ

2
||u|| and g(λ, v) = f (λ, ϕ(λ, v)),

since ϕ is of class C1 and g is also of class C1 near (µ, 0). By (24.9ii), it is easy to see
that for a fixed λ near µ, critical points of g(λ, .). near v = 0 are solutions of (24.9ii).
Note that v = 0 is a critical point of g(λ, .) corresponding to the solution (λ, 0) of
(24.8).

Either v = 0 is not an isolated critical point of g(µ, .) and the alternative i of
Theorem 24.2 holds or it is isolated. In this latter case,

a. v = 0 is a strict local maximum or minimum of g(µ, .), or
b. g(µ, .) takes both positive and negative values in every neighborhood of 0.

Alternatives a and b imply, respectively, ii and iii of Theorem 24.2. While a and b are
obtained respectively by a close study of the form of the functional g against an MPT
background,

g(λ, v) = 1

2
(µ − λ)||v||2 + 1

2
((L − λId )ϕ(λ, v), 
(λ, v)) + h(v, 
(λ, v)), (24.12)

where h′(u) = H (u) and h(0) = 0.
Since ϕ(λ, v) = o(||v||) at v = 0 and H (u) = o(||u||) at u = 0, it follows that λ �= µ.

Supposing alternative a holds and, for example, v = 0 is a strict local minimum of
g(µ, .), then for r > 0 small enough and λ near µ,

g(λ, v) ≤ β < 0, v ∈ ∂ Br (in ker). (24.13)

So, for λ < µ and λ near µ, we get ρ = ρ(λ) < r such that

g(λ, v) ≥ 1

4
(µ − λ)||v||2 = 1

4
(µ − λ)ρ2 ≡ α(λ), for all v ∈ ∂ Bρ. (24.14)
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Considering g(λ, v) in Br , from (24.13) and (24.14), g(λ, v) possesses a positive max-
imum c(λ) in Br . Moreover, g(λ, v) satisfies the geometry of the MPT. But we cannot
use it directly since g(λ, .) is only defined near 0. However, thanks to (24.13) and
(24.14), a deformation η can be constructed, as in the proof of the usual deformation
lemma, such that η = Id on ∂ Br , η ∈ C([0, 1] × Br ; Br ), and η satisfies the conclusions
of the deformation lemma. The proof of the MPT then yields a second critical value
c(λ) ≥ α(λ) > 0 together with

c(λ) = inf
γ∈�

max
γ


(γ ),

where � = {
γ : [0, 1] → Br continuous ; γ (0) = 0, γ (1) ∈ ∂ Br

}
is the collection of

all curves in Br that join 0 to ∂ Br . If c(λ) < c(λ), we have two distinct nontrivial critical
points of g(λ, .), while if

c(λ) = c(λ) = max
Br

g(λ, .),

then c(λ) is the maximum of g(λ, .) over every curve in Br joining 0 to Br . Therefore,
the sets of points at which g(λ, .) achieves its maximum separates 0 and Br in ker. In
either event, ii of Theorem 24.2 holds. If 0 is a local maximum of g(µ, .), taking λ > µ

and replacing g by −g, the same proof as that mentioned earlier works.
Concerning case b, which is more delicate than case a, according to Rabinowitz

[744], the main ideas are the following. Consider the negative gradient flow corre-
sponding to g(µ, .) in a small neighborhood B of 0 in ker


d�

dt
= −gv(µ, .),

ψ(0, v) = v.

(24.15)

Computing gv(λ, v) gives gv(λ, v) = (µ − λ)v + P H (v + ϕ(λ, v)), which is also C1

(so, g is of class C2 with respect to v). Therefore, there is a unique solution to (24.15).
Since by (b), g(µ, v) takes both positive and negative values near 0, one shows that the
sets

S+ = {
v ∈ B; �(t, v) ∈ B for all t ≥ 0

}
and

S− = {
v ∈ B; �(t, v) ∈ B for all t ≤ 0

}
are both nonempty.

So, we can find a neighborhood Q ⊂ B of 0 in ker and constants c+ > 0 > c− such
that the fact that v ∈ ∂ Q implies that

i. g(µ, v) = c+ or c−, or
ii. ψ(t, v) ∈ ∂ Q for t close to 0.

Set T ± = g(µ, .)−1(c±) ∩ S± and

G = {
χ ∈ C([0, 1]; Q); χ (0) = 0 and χ (1) ∈ T −}

.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c24-25 CB577/Jabri-v1.cls June 27, 2003 20:9

Comments and Additional Notes 295

Define

c(λ) = inf
χ∈G

max
t∈[0,1]

g(λ, χ(t)).

With ρ as in (24.14), we can assume that Bρ(λ) ⊂ Q and (24.14) holds if λ < µ and λ is
near to µ. It follows that c(λ) ≥ α(λ) > 0. Moreover, c(λ) is a critical value of g(λ, .) by
modifying the proof of the deformation lemma so that there exists η ∈ C([0, 1] × Q; Q)
satisfying the results of the deformation lemma. Then, the proof of the MPT shows that
c(λ, .) is a critical value of g(λ, .).

We get the case λ > µ by replacing g by −g. Thus condition iii of Theorem 24.2
follows.
The proof of Corollary 24.4 parallels the above. Theorem 24.2 has interesting applica-
tions to bifurcation problems for partial differential equations.

Comments and Additional Notes

In the problem just seen, when 
 is even, we have a stronger result than Theorem 24.1.

Proposition 24.3. If µ is of multiplicity n, then for each r ∈ (0, r0), (24.7) has at least
n distinct pairs of solutions (λ j (r ), u j (r )) →r→0 (µ, 0) for each j .

When 
 is even, we also have a stronger result than Theorem 24.2, as Rabinowitz
conjectured in [736], holds.

Proposition 24.4 (Rabinowitz and Fadell). Under the hypotheses of Corollary 24.3,
either condition i holds or there exist integers k, m ≥ 0 such that k + m ≥ n and left
and right neighborhoods �l , �r of µ such that for each λ ∈ �l (resp. �r ), (24.7)
possesses at least k (resp. m) distinct pairs of nontrivial solutions.

In this chapter, we followed the nice expository given by Rabinowitz [744]. The
Ljapunov-Schmidt procedure was introduced by Ljapunov [589, 590] and Schmidt
[822].

Concerning bifurcation and the MPT, the reader may be interested in the large
expository paper by Stuart [884], whose basic tools to study bifurcation into spectral
gaps of the linear part are appropriate choices of the interpolation spaces, a variant of the
Lyapunov-Schmidt reduction, and the MPT. You may also consult [508] by Jeanjean,
who combined the MPT and an idea of Struwe.
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More Climbs

I think there will always be some new slant that will keep us going.

Interview with Raoul Bott, Notices of the AMS,
48, no. 4, 2001

You may think that almost all of what could be said about the MPT has been said in the different
chapters you read and their numerous notes. This chapter will show you that this is very far from
the case. There are so many versions of the MPT and there are so many directions where it has
been extended and used!

In this chapter, we will review briefly (or give only pointers to) some special versions
or some special applications of the MPT that have not been covered in the text of the
previous chapters.

� 25.I Directionally Constrained MPTs

In the following two notes, we are concerned with directionally constrained MPTs.
We will present in detail a version due to Duc [349], and describe another one by
Arcoya and Boccardo. The directionally constrained critical point theory is motivated
by applications to variational problems for functionals lacking regularity. Let � ⊂ R

N

be an open subset and f : � × R → R a function. Consider the Dirichlet problem

(P)

{
−�u = f (t, u) in �,

u = 0 on ∂�.

To find a weak solution of (P) by variational methods, in general, we consider the
energy functional


(u) = 1

2

∫
�

|∇u|2 dx −
∫

�

F(x, u) dx,

296
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where F(x, t) = ∫ t
0 f (x, s) ds, in a space of admissible functions X , where X =

H1
0 (�). If 
 is differentiable on X and u is a critical point of 
, then we have

〈
′(u), h〉 =
∫

�

{�u + f (x, u)} h(x) dt = 0

for every h in a space of test functions Y ⊂ X . Usually, for problems like (P), Y =
C∞

0 (�). The second equality is exactly what characterizes a weak solution of (P). This
variational approach fails in the case when 
 is not smooth.

To get a weak solution, we see that 〈
′(u).h〉 need not be defined at any h outside
Y . Then, we can weaken, in this sense, the differentiability condition and the definition
of a critical point and still be able to deal with such problems by using a variational
approach. It is expected, naturally, that the growth condition required on f (x, t) might
be improved and that the regularity on f may be weakened.

Three forms of constrained versions of the MPT have appeared, where a weak
notion of regularity (the one needed earlier) is used. Chronologically, the first one
was introduced by Struwe in [873], it may be found in Section 10 of his book [882].
It is developed for functionals which may take infinite values and are only Gâteaux
differentiable on their effective domains in directions of a dense space of testing
functions, to quote Struwe.

The second one was given by Duc [349] and will be the main result in this note. We
found no trace of Duc’s version of the MPT elsewhere than in the preprint [349].

The third one is attributed to Arcoya and Boccardo [61]. This result is the object of
the next note.

Duc Directionally Constrained MPT

Let X be a Banach space and f : U ⊂ X → R a real functional where U is an open
subset of X . Let x ∈ U and � be a linear subspace of X .

Definition 25.1. A function f is �-differentiable in x if there exists a linear mapping
f ′
�(x) : � → R such that

lim
t→0

f (x + th) − f (x)

t
= 〈 f ′

�(x), h〉, for all directions h ∈ �,

and such that for each h ∈ �, the mapping x �→ f ′
�(x).h is continuous.

A function f is said to be �-differentiable on U if it is �-differentiable at any point
x ∈ U .

Remark 25.1.

1. The subspace � is supposed to be linear because f ′
�(x) is required to be linear.

2. The functional f ′
� may be not continuous on the whole �.

3. If � = X and f ′
�(x) is continuous on X for every x ∈ X , then f is Gâteaux

differentiable.

We have the following proposition that expresses a property of finite dimensional
smoothness on �-differentiable functions.
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Proposition 25.1. Let f be �-differentiable on an open subset U ⊂ X. Let �1 be a
finite dimensional subspace of � and let h : ]a, b[⊂ R → X be a C1-function such that

h(]a, b[) ⊂ U ∩ (x + �1).

Then f ◦ h is of class C1 on ]a, b[.

Banach Surfaces

Let E be a Banach space and S ⊂ E be a subset.

Definition 25.2. We call S an E-surface if, for any x ∈ S, there is a hyperplane F ,
e ∈ E , and a neighborhood N of x in S such that:

i. E = F ⊕ span {e}, and
ii. there are two open subsets W ⊂ F , V ⊂ span {e} and ϕ : W → V of class C1

such that

N = φ(W ), where φ(w) = (w, ϕ(w)), for w ∈ W.

An E-surface S is said to be symmetric if x ∈ S implies that −w ∈ S, and it is closed
if it is closed in E .

Example 25.1. Let U ⊂ E be an open subset and f : U → R a Fréchet continuously
differentiable function. Let r ∈ R such that f ′(x) �= 0 whenever f (x) = r . Denote
∂ fr = {

x ∈ U ; f (x) = r
}
. Let x ∈ ∂ fr , and set F = { f ′(x)}−1(0). Let e ∈ E \ F .

Then we can consider E = F ⊕ span {e}.
By the implicit function theorem, we can find W, V, ϕ, φ as in Definition 25.2, and

N = (W × V ) ∩ ∂ fr . Therefore, ∂ fr is an E-surface.

Consider an E-surface S and let x ∈ S. Let F , e, V , W , and ϕ be as in Definition 25.2.
Let � be a continuous linear functional on E such that �(e) �= 0. Then, �(v) �= 0 for
every v ∈ span {e} \ 0. Set

f (w, v) = �(v − ϕ(w)) for (w, v) ∈ W × V .

It is easy to prove that S ∩ (W × V ) is a ∂ f0. Thus, we can and shall consider in the
sequel an E-surface as a ∂ f0 in a local study.

Hereafter, the notations x , S, N , F , e, V , W , ϕ, φ, and ∂ f0 are as in the preceding
discussion. For any y ∈ S, we set

Ty = {
α′(0); α is a curve on S such that α(0) = y

}
.

Constrained Critical Point Theory

A notion of constrained critical point of a function f defined on S is defined as follows.

Definition 25.3. Let f be a �-differentiable function on an open set U ⊂ E and let
S be an E-surface contained in U . Let x ∈ S; it is a constrained �-critical point
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of f on S if

〈 f ′(x), h〉 = 0 for all h ∈ � ∩ Tx ,

and c = f (x) is called a constrained �-critical value of f on S.

In the rest of this note, we will suppose that � is a dense linear subspace of E and
that S is a closed connected E-surface contained in U where U ⊂ E is open. Suppose
also that ϕ′ is Lipschitz continuous for every ϕ in Definition 25.2.

Let f be a �-differentiable function on U and set

|| f ′(x)||�S = sup
{|〈 f ′(x), h〉|; h ∈ � ∩ Tx and ||h|| = 1

}
,

where || f ′(x)||�S may be infinite. The number || f ′(x)||�S is the norm of the tangent part
of f ′(x) corresponding to the manifold S.

To state an MPT related to this notion, we need of course to define a (PS) condition
for this kind of differentiability.

Definition 25.4. A �-differentiable real function f on U satisfies the (PS) condition
at the level c on S if

(
PS�

S

)
c




Any sequence (xn)n ⊂ S such that

f (xn) → c and || f ′(x)||�S → 0

admits a converging subsequence.

Let us adopt the following notation:

K = {
x ; x is a constrained �-critical point of f on S

}
,

Kc = {
x ∈ K; f (x) = c

}
,

f c
S = {

x ∈ S; f (x) ≤ c
}
,

N S
δ (Kc) = {

x ∈ S; ||x − y|| < δ, ∀y ∈ Kc
}
,

and

B(c, ε, δ) = {
f c+ε
S \ f c−ε

} \ N S
δ (Kc).

Then, we have the following result.

Lemma 25.2. Suppose that f satisfies condition (PS�
S )c. Then, Kc is compact.

Now the constrained critical points and the constrained (PS) condition make sense,
we can state an appropriate deformation lemma and directionally constrained version
of the MPT.

Lemma 25.3 (Deformation Lemma, Duc). Let S be an E-surface contained in an
open subset U of E. Let c be a real number and f be a �-differentiable real function on
U satisfying (PS�

S )c. Let N be a neighborhood of Kc and ν be a positive real number.
Then, there exists µ ∈]0, ε[ and a homeomorphism η from S into S such that

i. η(x) = x for all x �∈ f c+ε
c−ε ,
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ii. η( f c+µ \ N ) ⊂ f c−µ, and
iii. if Kc = ∅, then η( f c+µ) ⊂ f c−µ.

Theorem 25.4 (Directionally Constrained MPT, Duc). Let S be a connected closed
E-surface contained in an open subset U of E. Let f be a real �-differentiable function
on U satisfying the condition (PS�

S )c for every real number c. Assume that there are
two distinct points v and w in S such that

max{ f (v), f (w)} < inf{ f (x), ||x − v|| = r},
where r < ||v − w||.
If the set

� = {
γ ∈ C([0, 1]; S); γ (0) = v and γ (1) = w

}
is not empty, then

d = inf
γ∈�

max
u∈γ ([0,1])

f (x)

is a constrained �-critical value of f on S.

The Directionally Constrained MPT of Arcoya and Boccardo

Another version of the directionally constrained MPT is attributed to Arcoya and
Boccardo [61], which was announced already in [60]. Similarly to Duc’s results, it
deals with functionals that are not differentiable in all directions.

Consider a Banach space (X, ‖ · ‖X ), and a subspace Y ⊂ X , which is a normed
space with a norm ‖ · ‖Y . Suppose that 
 : X → R is a functional on X that is contin-
uous in (Y, ‖ · ‖X + ‖ · ‖Y ) and satisfies the following:

a. 
 has a directional derivative at each u ∈ X for any direction v ∈ Y .
b. For fixed u ∈ X , the function 〈
′(u), v〉 is linear in v ∈ Y and for fixed v ∈ Y ,

the function 〈
′(u), v〉 is continuous in u ∈ X .

A critical point u ∈ X of 
 is a point such that 〈
′(u), v〉 = 0 for all v ∈ Y .

Theorem 25.5 (Directionally Constrained MPT, Arcoya and Boccardo). Suppose
that 
 has the preceding form, satisfies conditions a and b and is such that, for some
e ∈ Y ,

max{
(0), 
(e)} < inf
γ∈�

max
t∈[0,1]


(γ (t)),

where� = {
γ ∈ C((Y, ‖ · ‖X + ‖ · ‖Y ); R); γ (0) = 0 and γ (1) = e

}
. Then there exists

a sequence (un)n in Y satisfying for some (Kn)n ⊂ R
+ and (εn)n, such that εn → 0,

(
(un))n is bounded,

‖un‖Y ≤ 2Kn, for all n ∈ N,

|〈
′(un), v〉| ≤ εn

( ‖v‖Y
Kn

+ ‖u‖X

)
, for all v ∈ Y.

(25.1)
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For the following form of the Palais-Smale condition,

Any sequence (un)n in the Banach space Y satisfying for some (Kn)n ⊂ R
+ and (εn)n

where εn → 0 the condition (25.1) possesses a convergent subsequence in X ;

there exists a subsequence of (un)n that converges to some critical point (in the sense
of the preceding definition). In the regular case X = Y , we use, of course, the usual
form of (PS).

Applications were given in [61,62] to the existence and multiplicity of non-negative
critical points of functionals that may fail to be differentiable in H1

0 (�) but are indeed
C1 on H1

0 (�) ∩ L∞(�).
In the same spirit, in [708] (Critical points for non differentiable functionals), Pellacci

deals with the existence of critical points for integral functionals J defined in the
Sobolev space W 1,p

0 (�), not Fréchet-differentiable on W 1,p
0 (�) but only Gâteaux-

derivable along directions from W 1,p
0 (�) ∩ L∞(�).

The basic tool is the variant of the metric critical point theory for continuous func-
tionals seen in the previous chapter.

The Approach of Struwe

In [879], Struwe outlined a general critical point theory for functionals that are not
Fréchet differentiable on their natural domains of definition (see [882, Section 10] for
the details).

� 25.II Morse-Ekeland Index and the MPT

The main references for the Morse-Ekeland index of periodic solutions to convex
Hamiltonian systems are the excellent book by Ekeland [360] and the papers [357,363,
364, 369, 433].

The index, as defined in [360], is an integer associated with a linear system on a
time interval, provided the Hamiltonian is positive. Other definitions exist, valid for
any quadratic Hamiltonian. We would like to signal here the combination of Morse-
Ekeland index with the MPT in the treatment of Hamiltonian systems following Ekeland
in [359]. Let

J =
(

0 In

−In 0

)

be the symplectic matrix on R
2n , H : R

2N → R a C2-function. Consider the system

(H )




dx

dt
= J H ′(x)

x(0) = x(T ),

where the period T is prescribed. Rabinowitz proved [741] the following existence
result for (H).
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Theorem 25.6 (Rabinowitz). Assuming that

i. H (x) > H (0) for all x �= 0,
ii. H (x)||x ||−2 → 0, and

iii. There exist r > 0 and β > 2 such that H ′(x)x ≥ β H (x) for all ||x || ≥ r ,

then for any positive T , the system (H) has a nontrivial solution.

Rabinowitz did not claim that the solution he finds has minimal period T because
T/k-solutions are also T -periodic solutions.

Suppose now that instead of assumption ii we have

ii′. H ′′(0) = 0.

Consider the following extra conditions:

1. H is strictly convex.
2. H ′(x)x ≥ β H (x).
3. There is a k such that H (x) ≤ k

β
||x ||.

The Fenchel transform of H ,

G(y) = H∗(y) = sup
x∈R2n

[(x, y) − H (x)]

= [(x, y) − H (x); y = H ′(x)],

is well defined by condition 1 and by conditions 2 and 3,

G(x) ≥ k∗

α
||α||, where

1

α
+ 1

β
= 1.

Set


(u) =
∫ T

0

[
1

2
(J u̇, u) + G(−J u̇)

]
dt

on E = {
u : [0, T ] → R; u̇ ∈ Lα and u(0) = u(T )

}
. The mapping 
 is C1 but not C2

because 1 < α < 2, for k > α, there are essentially no Ck-maps on Lα , and a C2-map
on Lα is exactly quadratic.

Moreover, 
′(u) = 0 if and only if there is ξ ∈ R
2n such that u(t) = u(t) + ξ is a solution

of (H).

Since 
(u + ξ ) = 
(x) for all ξ ∈ R
2N , we may consider v = u̇ as the true vari-

able. For u ∈ Lα
0 = {

u ∈ Lα(0, T ; R
2n ;

∫ T
0 u dt}, we define the primitive of u in Lα

0 ,

! : Lα
0 → Lα

0 by !v = u if and only if u̇ = v,
∫ T

0 u dt = 0, and �(v) = 
(!v).
Since ! is an isomorphism, we are reduced to finding a nonzero critical point of �.

And the method is, as you may have guessed, the MPT.
Indeed, � is of class C1 and satisfies (PS). Moreover, if v(t) = exp(2π J t/T ξ ) for

some ξ ∈ R
2n such that ||ξ || = 1, then for λ large enough �(λv) is negative.
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Morse-Ekeland Index

Fix a nonzero critical point u of � and consider the associated quadratic form

Q(u)(w, w) =
∫ T

0
(Jw, !w) + G ′′(−Ju)( J̇w, Jw)dt.

As remarked before, � is not twice differentiable; however, Q(u) plays the role of the
second derivative of �. Assuming H ′′ to be positive for x �= 0, G ′′ is positive definite
for y �= 0. Thus

∫ T
0 G ′′(−Ju)(Jw, Jw) is positive definite and, since ! is compact,

Q(u) has a well-defined Morse index and nullity.

Definition 25.5. The Morse-Ekeland “Index (u)” is the index of Q(u). And the notation
“Nullity (u)” stands for the nullity of Q(u).

This new index can be easily computed by counting conjugate points, whereas the Morse
index of the strongly indefinite functional 
 is infinite because of the spectral properties
of u �→ J u̇, and therefore would be useless there.

Definition 25.6. For s ∈ [0, T ], we say that s is conjugate to zero if, u being the solution
of (H) such that u̇ = v, the system{

ẏ = J H ′′(u(t))y

y(0) = y(s)
(H ′′

s )

has a nontrivial solution.

Theorem 25.7. Index (u) is the number of points in ]0, T [ conjugate to zero counted
with their multiplicity.

Corollary 25.8. If u is T/k-periodic, then Index (u) ≥ k − 1.

Minimal Period Problem

Theorem 25.9 (Hofer [481]). Suppose H ∈ C2(R2n ; R) satisfies

a. H ′′(x) > 0 for x �= 0,
b. H ′′(0) = 0,
c. there exist r > 0 and β > 2 such that H ′(x).x ≥ β H (x) for ||x || ≥ r .

Then for all T , the system (H) has at least one solution with minimal period T .

In the same spirit, as reported earlier, Rabinowitz [741] proved without supposing the
convexity of H the existence (only) of a nontrivial solution. Ambrosetti and Mancini
[47] proved the theorem stated earlier (both existence and minimality) with the extra
condition that the Fenchel conjugate satisfies

(G ′(y), y) ≥ λ(G ′′(y)y, y) for some suitable λ > 1.

More recently, Girardi and Matzeu [431], still in the convex case, proved this result
for a broader class of Hamiltonians.
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A solution u of (H) is obtained as a mountain pass critical point of the functional �.
We will sketch the way Ekeland proves that u is not T/k-periodic for k ≥ 2; that is,
T is the minimal period of u.

First, by a result from Hofer concerning the structure of the critical set in the MPT,
u is either a local minimum or is of mountain-pass type (see Chapter 12).

Case 1. u is a local minimum. Then, u has index 0. By Corollary 25.8, if u is
T/k-periodic, we must have k − 1 ≤ 0, that is, k ≤ 1.

Case 2. u is of mountain-pass type, the proof is delicate but beautiful. If � was C2,
this would be easy to show; we would use an extension of the Morse lemma
by Gromoll and Meyer [455] improved by Hofer [482].

� 25.III Homological and Homotopical Linking

We describe the concept of linking from the points of view of the homotopy (Liu) and
the homology (Chang). Some definitions were already introduced in Chapter 12. They
will not be recalled there.

Let M be a C2-Finsler manifold and 
 ∈ C1(M ; R).

Definition 25.7. Let D be a k-topological ball in M and let S ⊂ M be a subset. We
say that ∂ D and S homotopically link if ∂ D ∩ S = ∅ and γ (D) ∩ S �= ∅ for each
γ ∈ C(D, M) such that γ |∂ D = Id .

This notion is used in the result.

Theorem 25.10. Assume that ∂ D and S homotopically link. If 
 ∈ C(M ; R) satisfies


(x) > α, ∀x ∈ S (25.2)

and


(x) ≤ α, ∀x ∈ ∂ D, (25.3)

then πk(
b, 
a) �= 0, where b > maxx∈D 
(x).

A similar notion of homological linking was introduced by Liu [585].

Definition 25.8. Let D be a k-topological ball in M and S be a subset in M . We say
that ∂ D and S homologically link if ∂ D ∩ S = ∅ and |τ | ∩ S �= ∅ for each singular
k-chain τ with ∂τ = ∂ D where |τ | is the support of τ .

The same way as before, we get the following.

Theorem 25.11. Assume that ∂ D and S homologically link. If 
 ∈ C(M ; R) satisfies
(25.2) and (25.3), then Hk(
b, 
a) �= 0.

The Particular Situation of the MPT. Let � be a neighborhood of 0 in a Banach space
X . Let e �∈ �, S = ∂ D = {0, e}, and let D = [z0, z1] be the segment joining z0 and z1.
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The Situation of the Generalized MPT. Let X = X1 ⊕ X2 be a Banach space where
dim X1 < +∞. Let e ∈ X2, ||e|| = 1 and let R1, R2, ρ > 0 with ρ < R1. Set S =
X2 ∩ ∂ B and D = {

x + se; x ∈ X1 ∩ BR2 , s ∈ [0, R1]
}
.

In the two cases, it is easily shown that ∂ D and S homotopically link exactly as
for the linking theorem (see Theorem 19.2 on page 229). The detailed proofs may be
found, for example, in [114, 205, 628, 882].

Actually, ∂ D and S homologically link, too.

Theorem 25.12. Suppose the boundary ∂ D of the k-topological ball D and S homo-
topically link. Assume that

1. S ∩ D = single point,
2. S is a path-connected orientable submanifold with codimension k, and
3. there exists a tubular neighborhood N of S that N ∩ D is homeomorphic to D.

Then ∂ D and S homologically link.

Theorem 25.13. Let a < c be regular values of 
. Set

c = inf
Z∈α

sup
x∈Z


(x) with α ∈ πk(
b, 
a) nontrivial,

and

c∗ = inf
τ∈α

sup
x∈|τ |


(x) with α ∈ Hk(
b, 
a) nontrivial.

Assume c > a (resp. c∗ > a) and that 
 satisfies (P S)c (resp. (P S)∗c ). Then, c (resp.
c∗) is a critical value of 
. Moreover, we have c∗ ≤ c.

Proof. It suffices to check that the families F = {|Z |; Z ∈ α
} (

and F∗ = {|τ |; τ ∈
α
})

are invariant with respect to 
ε0 = {
γ ∈ C(M, M); γ ∼ Id , γ |
c−ε0 = Id

}
. This

follows by the homotopy invariance of the homology classes. The inequality c∗ ≤ c
follows from F ⊂ F∗. �

The cases of the MPT and generalized MPT are contained in the particular case
α = πk(
b, 
a), where

c = inf
γ∈�

sup
x∈γ (D)


(x)

and � = {
γ ∈ C(D, M); γ |∂ D = Id

}
.

The assumption


|∂ D ≥ d > a, ∀x ∈ S (25.4)

guarantees that c ≥ d > a, so c is a critical value.
If, instead of 
|∂ D ≤ a < d ≤ 
|S , we suppose only 
|∂ D ≤ a ≤ 
|S , we still get

the result (the key to the problem being that ∂ D is compact). The following interesting
proof is given in [205].
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Claim 25.1. If c = a, then Kc �= ∅.

Otherwise, since ∂ D is compact and ∂ D ∩ S = ∅, there exist two open neighborhoods
U2 ⊃ U1 ⊃ U1 of ∂ D such that U2 ∩ S = ∅. According to the first deformation lemma,
there exist ε > 0 and a deformation η : (−
)−c+ε \ U2 → (−
)−c−ε and η|U1 = Id

on U1; that is, η : 
c−ε \ U2 → 
c+ε and η|U1 = Id on U2.
Therefore, η(S) ⊂ 
c+ε. Let S1 = η(S), then we have{

S1 ∩ ∂ D = ∅,

S1 ∩ γ (D) = η(S ∩ η−1γ (D)) �= ∅, ∀γ ∈ �,

that is, S and ∂ D link (homotopically).
Since 
(x) ≥ c + ε for all x ∈ S1, we get the contradiction

c = inf
γ∈�

sup
x∈D


(γ (x)) ≥ inf
x∈S1


(x) ≥ c + ε.

�
The strength of Morse theory comes from the extra information we get on critical
points. Using the homological link, Liu [585] proved the following result.

Theorem 25.14. Assume that α ∈ Hk(
b, 
a) is nontrivial and

c∗ = inf
Z∈α

sup
x∈|Z |


(x). (25.5)

Suppose that 
 satisfies (P S)c∗ and that Kc∗ is isolated. Then there exists x0 ∈ Kc∗

such that Ck(
, x0) �= 0.

This theorem also has a symmetric parent with a similar proof when 
 is G-invariant
and m is a G-manifold for some compact Lie group G. It suffices to consider instead
of α, a nontrivial set [Z ] ∈ Hk

G(
b, 
a) and as a result Ck
G(g,O) �= 0 for some critical

orbit O ⊂ Kc where

c = inf
Z∈[Z ]

sup
x∈[Z ]


(x).

In the case of the MPT that interests us,

c = c∗ = inf
γ∈�

sup
t∈[0,1]


(γ (t)),

where � = {
γ ∈ C[0, 1]; X ); γ (0) = 0, γ (1) = e

}
. By this result, there is x0 ∈ Kc

such that

C1(
, x0) �= 0. (25.6)

A point satisfying (25.6) is called a mountain pass point. We have some precise infor-
mation on such points.

Theorem 25.15. Suppose that 
 ∈ C2(M ; R) and that x0 is a mountain pass point.
Assume that 
′′(x0) is a Fredholm operator such that

dim ker(
′′(x0)) = 1 if 0 ∈ σ (
′′(x0)); (25.7)
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then

rank Ck(
, x0) = δq1.

� 25.IV Topological Indices and the MPT

The main idea in both Morse and Ljusternik-Schnirelman theories is that a difference in
the topological nature of the level sets of a functional indicates the presence of a critical
level. The “detection” of these topological changes through the analytical behavior of
the functional is generally done using some of the many existing topological indices.
We describe some of these indices in relation to the MPT.

Information on the critical groups and Morse index at a critical point of mountain-
pass type are known since the work of Ambrosetti [40] and Hofer [482]. In addition
to the Morse index, other indices were used to investigate the specific situation of the
MPT. We cite the following:

Morse-Conley-Benci Index. Very interesting results in connection with the MPT
using a generalization of Morse-Conley index [250] were obtained by Benci in a
series of papers [106–109]. The interested reader may also consult the monograph
by Bartsch [93].

Relative Category and Strong Relative Category. These two indices (resp. cat
and Cat) were introduced by Fournier and Willem [405] to prove a mountain
circle theorem [406]. Other definitions of the relative category may be found
in [380, 895]. This theorem is similar to the MPT, but gives existence of two
critical points instead of one.

Theorem 25.16 (Mountain Circle Theorem, Fournier and Willem). Let 
 ∈
C1(B × R

N ; R) satisfy the Palais-Smale condition on 
−1([a, ∞[) where B is a
Banach space and a, b ∈ R.
If there exists x ∈ R

N and r, s, t : B → R continuous and such that r (u) >

s(u) > t(u) ≥ 0, for all u ∈ B, and


(u, y) > b > a ≥ 
(u, z), ∀u ∈ B, ∀||x − y|| = s(u) and

||x − z|| = r (u), t(u),

then 
 has two critical points in (B × R
N ) \ 
a.

� 25.V The MPT for Upper Semicontinuous Compact-Valued Mappings

Recall that a multivalued mapping F : X → 2Y , where X and Y are topological spaces,
is u.s.c. at a point x0 ∈ X if, for every open set V in Y such that F(x0) ⊂ V , there exists
an open neighborhood W of x0 such that F(x) ⊂ V for every x ∈ W , and F is u.s.c.
if it is u.s.c. at every point x ∈ X . The mapping F is usco if it is u.s.c. and F(x) is
compact for every x ∈ X .

A notion of weak slope was introduced by Ribarska et al. [768] as an analog of the
weak slope for “sup F” to extend the metric critical point theory to l.s.c. (single-valued)
functionals.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c24-25 CB577/Jabri-v1.cls June 27, 2003 20:9

308 25 More Climbs

Definition 25.9. Let (X, dist ) be a metric space and F : X → 2R be an usco mapping.
The weak slope of F at a point x ∈ X , denoted by |d F |(x), is the supremum of the reals
σ ∈ [0, +∞] such that there exist δ > 0 and a continuous deformation H : B(x, δ) →
[0, δ] → X such that for each y ∈ B(x, δ) and each t ∈ [0, δ], we have

i. dist (H(y, t), y) ≤ t , and
ii. sup F(H(y, t)) ≤ sup F(y) − σ t .

Then, Ribarska et al. establish an extension to usco mappings of the deformation lemma
of Corvellec et al. [261].

Lemma 25.17 (Deformation Lemma for usco Mappings, Ribarska et al.). Let
(X, dist ) be a metric space and F : X → 2R be an usco mapping. Let ε, δ > 0 and
S ⊂ X. If Q is an open neighborhood of F−1([c − ε, c + ε]) ∩ Sδ such that for ev-
ery y ∈ Q, the weak slope |d F |(y) > 2ε/δ, then there exists a continuous mapping
η : X × [0, +∞) → X with the following properties:

i. η(x, 0) = x for every x ∈ X,
ii. η(x, t) = x for every x ∈ X \ Q and t ∈ [0, +∞),

iii. if x ∈ S and sup F(x) ≤ c + ε, then sup F(η(x, δ)) ≤ c − ε,
iv. dist (x, η(x, t)) ≤ t whenever x ∈ X and t ∈ [0, +∞).

This provides an alternative approach to the lower semicontinuous case since F(x) =
{t ∈ R; (x, t) ∈ graph( f )} defines an usco mapping whenever f is a locally bounded
lower semicontinuous function. The following MPT for usco mappings is then deduced.

Let (X, dist ) be a complete metric space and F : X → 2R be an usco mapping. Let
M be a subset of X and M ⊂ 2X . Denoting

c(F,M) = inf

{
sup

( ⋃
x∈A∩M

F(x)

)
; A ∈ M

}
,

we have the following result.

Theorem 25.18 (MPT for usco Mappings, Ribarska et al.). Let D be a closed subset
of X and u, v be two points of X from two disjoint components of X \ D. Assume

c(X, F, �) = c(D, F, �) = c,

where � is the set of continuous paths joining u and v. If F satisfies (PS)c, that is,

If there is a sequence (xn)n such that there is yn ∈ F(xn),

yn → c and |d F |(xn) → 0,

then c is a critical value; that is, there exists x0 ∈ X such that c ∈ F(x0) and |d F |(xn) = 0.

Then c is a critical value of F.
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� 25.VI A Critical Point Theory for Multivalued Mappings
with Closed Graph

Let (X, dist ) be a complete metric space and F : X → 2R∪{+∞} be a multivalued
mapping with closed graph and nonempty values. The graph of F ,

graph F = {(u, c) ∈ X × R; c ∈ F(u)},
is a metric space for the metric dist ((u, c), (v, b)) = (

dist (u, v)2 + |b − c|2)1/2
.

Frigon extends in [409] the notion of weak slope and the corresponding critical point
theory to multivalued mappings of this form.

Definition 25.10. Let (u, c) ∈ graph F . The weak slope of F at (u, c), denoted
|d F |(u, c), is the supremum of all σ ∈ [0, +∞] such that there exist δ > 0 and a
continuous function

H = (H1, H2) : B((u, c); δ) × [0, δ] → graph F,

where B((u, c); δ) is the open ball of center (u, c) and radius δ in graph F , such that

i. dist ((H (v, b), t), (v, b)) ≤ t
√

1 + σ 2, and
ii. H2((v, b), t) ≤ b − σ t .

A point u ∈ X is said to be a critical point of F at level c ∈ R if c ∈ F(u) and
|d F |(u, c) = 0.

In the case where F(u) = { f (u)} is a continuous single-valued function, then
|d F |(u, f (x)) = |d f |(u). Frigon defines then a (PS) condition, obtains a deformation
lemma, and applies it to prove a corresponding version of the MPT.

More recently, this approach was investigated more deeply in two papers by Kristaly
and Varga, who extended Frigon results to a form requiring a weaker compactness
condition (like that of Cerami for single-valued mappings) in [540] and investigated
some multiplicity results in [541] using an index theory as in Chapter 11. We present
now the formulation of the MPT of Kristaly and Varga.

Theorem 25.19 (The MPT for Multivalued Mappings with Closed Graph, Kristaly
and Varga’s formulation). Let (X, dist ) be a complete metric space and F : X →
2R∪{+∞} be a multivalued mapping with closed graph and nonempty values, and let
(u0, c0) and (u1, c1) be two points in the same path-connected component of graph F.
Let

� = {
γ ∈ C([0, 1]; graph F); γ (0) = (u0, c0) and γ (1) = (u1, c1)

}
and set

c = inf
γ∈�

max
t∈[0,1]

πR(γ (t)),

where the functional πR : graph F → R is defined by πR(u, c) = c.
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Suppose that the set

Dc = {
(x, b) ∈ graph F ; b ≥ c

}

separates (u0, c0) and (u1, c1).
Then, there exists a sequence (xn, bn) ∈ graph F such that

a. bn → c,
b. (1 + ||xn||)|d F |(xn, bn) → 0, and
c. dist ((xn, bn), Dc) → 0.

The approach of Frigon also provides a new approach to use with single-valued lower
semicontinuous functionals and refines the extension by Ribarska et al.

Frigon applied his version to study the differential inclusion −�u ∈ G(u) in �, u =
0 on ∂�, where � is a bounded domain of R

n with smooth boundary and G : R → R

is upper semicontinuous with nonempty, compact, convex values. See also the note by
Ribarska et al. [772].

� 25.VII An MPT on Closed Convex Sets for Functionals Satisfying the
Schauder Condition

Suppose H is a Hilbert space, f : H → R is a C1-functional that satisfies the (PS)
condition, and M is a closed convex set in H . Let f (x) = ‖x‖2 − g(x), Ax = g′(x).
If the condition AM ⊂ M is satisfied, then we say that f (x) satisfies the Schauder
condition on M . In [887] (The Schauder condition in the critical point theory), Sun
first proves that if M is a closed convex set in H , f (x) satisfies the Schauder condition
on M , and

c = inf
x∈M

f (x) > −∞,

then c is a critical value of f (x). Then, he proves an MPT on a closed convex set.

Theorem 25.20 (MPT on Closed Convex Sets for Functionals Satisfying the
Schauder Condition, Sun). Suppose that M is a closed convex set in H, and f (x) sat-
isfies the Schauder condition on M. Let D be an open subset in M, x0 ∈ D, x1 ∈ M \ D
satisfying

inf
x∈∂ D

f (x) > max{ f (x0), f (x1)},

where ∂ D is the boundary of D with respect to M, then c = infh∈
 maxt∈[0,1] f (h(t))
is a critical value of f (x), where 
 = {

h(t) : [0, 1] → M is continuous; h(0) = x0,
h(1) = x1}.
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� 25.VIII A Relative MPT

Suppose that 
 : H1
0 → R is a C1-functional and let (t, u0), 0 ≤ t < η(u0) be the

right-direction saturation of the initial value problem{
u′ = f (u)

u(0) = u0 ∈ H1
0 .

Definition 25.11. A set N is an invariant set of descent flow of 
 if{
u(t, u0); 0 ≤ t ≤ η(u0), u0 ∈ N \ K

}
,

where K is the critical set of 
.
Let c ∈ R, N is an invariant set of descent flow of 
. We say that 
 has the retracting

property for c in N if, for any b > c, 
−1(c, b] ∩ N ∩ K = ∅, then 
c ∩ N is a retract
of 
b ∩ N ; that is, there exists a continuous deformation η : 
b ∩ N → 
c ∩ N such
that η(
 ∩ N ) ⊂ 
c ∩ N and η|
c∩N = Id .

In [570], Li and Zhang proved the following form of the MPT.

Theorem 25.21 (Relative MPT, Li and Zhang). Consider a C1-functional 
 on
H1

0 (�) that has a retracting property for all m ∈ R on a connected invariant set
N of the descent flow of 
 in C1

0 (�) that satisfies the Palais-Smale condition
and infx∈∂ B(x0,ρ) 
(x) > max{
(x0), 
(x1)}, where x0, x1 ∈ N, B(x0, ρ) ⊂ N, and
x1 �∈ B(x0, ρ). Then, either

i. 
 has infinitely many critical points in N, or
ii. 
 has a mountain pass point relative to N. Moreover,

c = inf
γ∈�N

sup
t∈[0,1]


(γ (t))

is a critical value where B(x0, ρ) = {x ∈ H1
0 ; ‖x‖ < ρ} ∩ N and �N is the

set of all continuous paths joining x0 and x1 and taking their values in N
(γ ([0, 1]) ⊂ N ).

This theorem was used to prove that, under some conditions, an elliptic semilinear
problem admits at least six solutions: two positive, two negative, and two sign-changing,
three of them being relative mountain pass points.

� 25.IX An MPT with a Retractable Property Instead of (PS)

The Palais-Smale condition depends on the topologies of spaces. The following re-
tractable property is defined in [988] (A variant mountain pass lemma) by Zhang to
deal with a wider class of spaces.

Definition 25.12. Let X be a Banach space, and let f : X → R be a C1-functional,
c ∈ R. We say that f possesses the retractable property with respect to c if, for each
b > c such that f −1(c, b] ∩ K = ∅, f c is a retraction of f b.



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c24-25 CB577/Jabri-v1.cls June 27, 2003 20:9

312 25 More Climbs

He extends the MPT in two directions:

1. Replace the (PS) condition by the retractable property.
2. Permit the limiting case.

Theorem 25.22 (The MPT for Functionals Satisfying the Retractable Property,
Zhang). Suppose that f ∈ C1(X ; R) possesses the retractable property with respect to
c = f (θ ). Assume that θ is a local minimum of f , and that there is an x0 ∈ X such
that f (x0) = f (θ ); then f has at least one nontrivial critical point.

(A more general formulation was announced in the Notices, American Mathematical
Society, 26, 805-49-21, 1983). The retractable property was verified on the space C1

0
for certain functionals occurring in second-order elliptic boundary value problems. A
general theorem which combines the sub- and supersolution method with the preceding
MPT was given. Further applications were obtained in this paper.

� 25.X An MPT for Locally Lipschitz Functionals on Locally Convex
Closed Subsets of Banach Spaces

In [942, 944], Wang proves a minimax principle that includes the MPT for a locally
Lipschitz functional 
 on locally convex closed subsets S of a Banach space. He
introduces appropriate notions of critical points and (PS) conditions. The proof uses a
deformation lemma.

� 25.XI An MPT for a Convex Functional on the Set of All
Rearrangements of a Given Functional in L p

Let (�, µ) and (�′, µ′) be two positive measure spaces such that µ(�) = µ(�′) < ∞.

Definition 25.13. Two measurable functions f : � → R and g : �′ → R are called
rearrangements of one another if µ( f −1[β, ∞)) = µ′(g−1[β, ∞)) for every real β.

Burton [162] considers the class F ⊂ L p of all rearrangements of a given function
f0 in an L p space and studies the existence of critical points of a functional 
 relative
to the class F . He establishes a version of the MPT for a convex functional 
 relative
to F .

This result is applied to investigate multiple configurations for steady vortices in
the study of the flow of an ideal fluid confined by a solid boundary. The functions in
F represent possible configurations of a specified distribution of vorticity in the fluid,
while 
 represents the kinetic energy.

� 25.XII An MPT for Continuous Convex Functionals

In [757] (Mountain-pass type theorems for nondifferentiable convex functions), Rad-
ulescu extends the MPT to continuous convex functions using subdifferentiability. He
uses a pseudo-gradient lemma and Ekeland’s variational principle in the proof of his
variant of the MPT.
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� 25.XIII An MPT in Variational Inequalities

In [995] (The mountain pass lemma in variational inequalities, in Chinese), Zhong gen-
eralizes the MPT to the case of variational inequalities. He uses Ekeland’s variational
principle.

� 25.XIV A Product MPT

A very nice idea was introduced by Sere [827] to deal with multiplicity of homoclinic
orbits of first-order Hamiltonian systems. It seems to have attracted the attention of many
mathematicians working on Hamiltonian systems (see [13, 14, 235, 273, 274, 903], for
example).

� 25.XV Jacobian Conjecture

Jacobian conjectures are concerned with some global properties concerning vectorial
functions F : R

n → R
n based on the information on their (local) Jacobian matrices.

We cite the celebrated Keller Jacobian conjecture on R
n (1939),

Every polynomial map F : R
n → R

n such that det F ′(x) ≡ 1 is injective;

the Markus-Yamabe conjecture (1960), the weak polynomial Markus-Yamabe conjec-
ture (1963), the real Jacobian conjecture on R

n ,

Every polynomial map F : R
n → R

n such that det F ′(x) �= 0 is injective;

and what interests us here, the Chamberland conjecture,

EveryC1 map F : R
n → R

n such that the eigenvalues of F ′(x) �= 0 are uniformly bounded
away from zero is injective;

which remains still open even for the case n = 2.
In [201] (A mountain pass to the Jacobian conjecture), Chamberland and Meis-

ters prove, using the MPT, that if the eigenvalues of F ′(x)F ′(x)⊥ are uniformly
bounded away from zero for x ∈ R

n , where F : R
n → R

n is a class C1 map, then F is
injective.

This was discovered in a attempt by the authors to prove the Chamberland conjecture.
If true, it would imply (via reduction of degree) the Keller Jacobian conjecture, which
is also still open even for n = 2.

For a similar approach, also consult the paper by Rabier [732].

� 25.XVI The MPT in Quantum Chemistry

Besides what has been said in Chapter 22 about the existence of an algorithm based
on the MPT, we would like to bring attention to a recent report (of 126 pages) [523]
where the author treats a mechanical model that describes adiabatic chemical reactions
by the geometrical method of reaction paths [469] using an advanced discussion of the
results of Pucci and Serrin [727] on the structure of the critical set in the MPT. The
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reaction paths are used to study the dynamics of the chemical reactions. We report the
following quotation from [523]:

In the case of unimolecular reactions, educt and product are associated with a
minimizer of the energy function E. The transition structure is associated with a
saddle of the energy function . . . . The course of adiabatic chemical reaction is
frequently likened to a walk on the potential energy surface. Such a walk starts
in an educt valley, passes over a col, and ends in a product valley. In the case of
unimolecular reactions this situation can be described by a reaction path, i.e., a
continuous curve configuration space which joins two minimizers of the energy
function via a saddle point. A reaction path describes a ‘reaction walk’ only if it
passes through the saddle point that is associated with the lowest energy barrier
between educt valley and product valley. In Chapter 3, the reaction path concept
is discussed against the background of the Mountain-Pass Theorem.

� 25.XVII The MPT Proving Uniqueness in a Nonlinear Problem

Alama et al. [11] considered a Ginzburg-Landau system of the form{
− f ′′ − 1

r f ′ + (d−S)2

r2 f = x2(1 − f 2) f,
−S′′ + 1

r S′ = (d − S) f 2,
(GL)

where f ≥ 0, f (r ), S(r ) → 0 as r → 0, and f (r ) → 1, S(r ) → d as r → ∞. A solu-
tion ( f, S) of this problem is said to be “admissible” if f ≥ 0 for all r ≥ 0, S(0) = 0,
and if the Ginzburg-Landau free energy is finite.

The authors of [11] show that any such solution is a nondegenerate relative minimum
point of the free energy functional constrained to a convex set. Then they use a version
of the MPT to derive a contradiction if there should be more than one solution.

Theorem 25.23. Let d ∈ Z \ {0} and x ∈ R with x2 ≥ 2d2. Then there exists a unique
admissible solution to the Ginzburg-Landau equations (GL).

Recall that, thanks to the MPT, a functional that satisfies (PS) and admits two local
minima should possess a third critical point that is not a local minimum.

� 25.XVIII Proof of GOD

We finish with a divine Note.
In [937], (On mountain passes to a proof of God?, in Dutch) van Groesen gives an
elementary introduction to minimax methods (with a very nice figure).
He quotes Maupertuis on the fact that the economy of laws of motion or actions assumes
the existence of a Supreme Being:

. . . des lois du mouvement où l’action est toujours employée avec la plus grande
économie démontrent l’existence de l’Etre suprème ;

in Examen philosophique de la preuve de l’existence de Dieu,
Maupertuis, 1757
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It is convenient to call these spaces Sobolev spaces; in addition to the brevity of
this designation, it is appropriate since he proved some important results con-
cerning these functions [851] and popularized them in his book [852].

C.B. Morrey Jr., Multiple integrals in the calculus of variations.
Springer-Verlag, 1966

For the convenience of the reader, we briefly recall in this appendix the definitions and some basic
properties of Sobolev spaces and relate some details regarding Nemytskii operators. Mastering
these notions is essential to treat nonlinear differential problems by critical point theorems in
general and by the MPT in particular.

The material presented here is for people who are interested in applications to
nonlinear boundary value problems or for those that are still beginning with variational
methods.

A.1 Sobolev Spaces

Some standard references exclusively devoted to Sobolev spaces include [1,120,630];
you may also consult [145, 411]. The reader is supposed to be acquainted with L p

spaces and their basic properties. These can be found in standard textbooks on functional
analysis like [145, 784, 977].

Let � ⊂ R
N be an open set and m and p positive integers such that 1 ≤ p ≤ ∞.

A.1.1 Definitions and Basic Properties

We begin by recalling the sense of a weak or distributional derivative.

Definition A.1. Let u ∈ L1
loc(�) and α = (α1, . . . , αN ) ∈ N

N be a multi-index. The
weak derivative Dαu of u, when it exists, is a function vα ∈ L1

loc(�) that satisfies∫
�

Dαϕ(x).u(x) dx = (−1)|α|
∫

�

vα(x)ϕ(x) dx, for all ϕ ∈ C∞
c (�),

where |α| = α1 + · · · + αN .

315
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Remark A.1. Notice that when the weak derivative exists, it is unique.

Consider now

‖u‖m,p =
( ∑

0≤|α|≤m

‖Dαu‖p
p

)1/p

if 1 ≤ p < ∞

and

‖u‖m,∞ = max
0≤|α|≤m

‖Dαu‖∞

when the right side makes sense. These are norms on any space of functions in which
the right side takes finite values [1].

Definition A.2. We define the Sobolev spaces

W m,p(�) = {
u ∈ L p(�); Dαu ∈ L p(�) for 0 ≤ |α| ≤ m

}
,

where Dαu is the weak derivative defined earlier. The spaces W m,p(�) are equipped
with one of the aforementioned norms, and we denote by W m,p

0 (�) the closure of
C∞

c (�) in W m,p(�).

Definition A.3. Let X and Y be two Banach spaces.

• X is continuously embedded into Y and we write X ↪→ Y if

i. X is a subspace of Y , and
ii. every convergent sequence in X is still convergent in Y ,

or, in other words, the embedding I : X → Y , u 
→ u is continuous. That is, there
exists C > 0 such that ‖u‖Y ≤ C‖u‖X , for every u in X .

• The space X is said to be compactly embedded into Y and we write X ↪→
↪→Y if X ↪→ Y

and I is compact.

The next properties of Sobolev spaces are easy to check:

• W 0,p(�) = L p(�).
• W 0,p

0 (�) = L p(�) if 1 ≤ p < ∞.
• W m,p

0 (�) ↪→ W m,p(�) ↪→ L p, for all p.

We also have some useful information on Sobolev spaces.

Theorem A.1. The following properties hold:

• W m,p(�) is a Banach space.
• W m,p(�) is separable if 1 ≤ p < ∞.
• W m,p(�) is reflexive if 1 < p < ∞.
• W m,2(�) is a Hilbert space with inner product

(u, v)m,2 =
∑

0≤|α|≤m

(Dαu, Dαv)2,
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where (., .)2 denotes the inner product in L2(�). The associated norm is denoted
‖.‖m,2.

W m,2(�) is denoted sometimes as Hm(�).
Since W m,p

0 (�) is a closed subspace of W m,k(�), it inherits the same properties
seen earlier. Moreover, ∑

|α|=m

(Dαu, Dαv)2

is another inner product on W m,2
0 (�) that yields a norm equivalent to ‖.‖m,2 on

W m,2
0 (�).
When � = R

N , then W m,p
0 (�) = W m,p(�).

A.1.2 Embedding Theorems

In addition to the reflexivity of Sobolev spaces, their embedding properties are respon-
sible for their usefulness. The embedding results require some geometric regularity
and smoothness on boundary of the domains like the cone, the segment, or the local
Lipschitz properties (the interested reader may consult [1] for more details). The reader
may also consult the nice book by Brézis [145] introducing functional analysis in a very
accessible way and where proofs of the results given in this section can be found. The
following important property holds, for the so-called C1-sets (see [145], for example).

Proposition A.2. Let � ⊂ R
N be an open set of class C1 with bounded boundary ∂�;

then there exists a continuous linear extension operator

P : W 1,p(�) → W 1,p(RN ).

This means that any functional h ∈ W 1,p(�) may be extended to a functional h̃ that
is in W 1,p(RN ) and this correspondence is continuous. Many nice applications of this
result are given in [145].

Proposition A.3. Let � ⊂ R
N be an open set of class C1; then the subset of W 1,p(�)

defined by {
v = u

∣∣
�

; where u ∈ C∞
c (RN )

}
is dense in W 1,p(�).

The next two theorems contain results about continuous and compact embedding of
Sobolev spaces into L p spaces and spaces of continuous functionals, which are useful
in applications.

Theorem A.4 (Sobolev). Let � ⊂ R
N be an open set of class C1 with bounded bound-

ary.

• If 1 ≤ p < N, then W 1,p(�) ↪→ L p∗
(�), where

1

p∗ = 1

p
− 1

N
.

• If p = N, then W 1,p(�) ↪→ Lq (�) for N ≤ q < ∞.
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• If N < p < ∞, then we have


W 1,p(�) ↪→ L∞(�)

W 1,p(�) ↪→ C0,α(�), where α = 1 − N

p
.

Theorem A.5 (Rellich and Kondrachov). The following compact embedding holds
for Sobolev spaces.

• If p < N, then W 1,p(�) ↪→
↪→Lq (�) for 1 ≤ q < p∗, where

1

p∗ = 1

p
− 1

N
.

• If p = N, then W 1,p(�) ↪→
↪→ Lq (�) for 1 ≤ q < ∞.

• If N ≥ p, then W 1,p(�) ↪→
↪→ C(�). In particular, W 1,p(�) ↪→

↪→Lq (�) for all q.

Remark A.2. The embedding of a Sobolev space (a space of classes of functions) into
a space of continuous functions must be understood in the sense that to each class of
the considered Sobolev space belongs a continuous function. In general, we say that
some property holds for a function in a Sobolev space if it is true for some of its
representatives.

A.1.3 Poincaré Inequality

In some cases, the norm of W 1,p
0 (�) may be simplified using Poincaré inequality.

An open set � ⊂ R
N is said to be bounded in one direction if there is e ∈ R

N ,
‖e‖ = 1, and two real numbers a, b ∈ R such that

(x, e) ∈]a, b[ for any x ∈ R
N .

Proposition A.6 (Poincaré Inequality). Suppose that � is an open subset of R
N

bounded in one direction. Then there is a constant C > 0 such that, for any u ∈
W 1,p

0 (�),

‖u‖p ≤ C‖∇u‖p.

The Poincaré inequality holds true even if � is supposed to be of finite measure.
This result has the following consequence that has proven many times to be important

in applications.

Corollary A.7. If � is bounded in one direction or has a finite measure, then ‖∇u‖p

is an equivalent norm on W 1,p
0 (�) to the norm induced by W 1,p

0 (�).

A.1.4 Generalized and Classical Solutions

Considering a boundary value problem, a classical solution (also called strong solution)
is a smooth solution that satisfies the equations of the boundary value problem in the
usual sense, using Fréchet derivatives. For example, in the situation of the Dirichlet
problem (1.1) seen earlier, a classical solution is a C2-functional that satisfies (1.1).



P1: FCH/FFX P2: FCH/FFX QC: FCH/FFX T1: FCH

0521827213c05-App CB577/Jabri-v1.cls June 27, 2003 20:12

A.2 Nemytskii Operators 319

But in general, boundary value problems may possess no classical solution (examples
exist, see [430]). This occurs mainly because the spaces Ck are not reflexive.

The variational approach consists of defining weak solutions that are specific to
the problem and in proving their existence in some space (Sobolev space W k,p(�) or
a manifold) using critical point theorems. These solutions correspond to the critical
points of an energy functional defined on that specific space.

The drawback is that, in general, these weak solutions have bad differential prop-
erties. But when both the functions appearing in the statement of the problem and the
domain are smooth enough, one can hope to prove, using regularity theory, that the
weak solutions are in fact strong. Unfortunately, the tools used in regularity theory
are, for the time being, not as elegant as functional analysis results used in variational
methods.

A.2 Nemytskii Operators

Nemytskii operators play an important role in variational methods. In this section, we
present their continuity and differentiability properties with some details. Long and
technical proofs are avoided, but we give the exact references where they can be found.

The main reference for Nemytskii operators remains the book by Vainberg [935].
Vainberg’s book uses quite old notations. We tried to combine his results and the more
modern notations and approach of de Figueiredo [296]. The notes in [296] and the
book by Ambrosetti and Prodi [49] are also good references for a reader who is only
interested in applications to nonlinear variational problems.

Let � be an open set in R
N where N ≥ 1 and denote by M(�) the set of all

real-valued functions u : � → R that are measurable on �.

Definition A.4. Let g : � × R
M → R. It is said to be a Carathéodory function if

i. s = (s1, s2, . . . , sM ) 
→ g(x, s1, s2, . . . , sM ) is continuous for a.e. x ∈ �, and
ii. x 
→ g(x, s1, s2, . . . , sM ) is measurable for all s = (s1, s2, . . . , sM ) ∈ R

M .

The notion of Carathéodory function is a kind of regularity that has a link with the
S-property due to Lusin [600, p. 65]. Writing meas (A) for the Lebesgue measure of a set
A, the definition of the S-property is the following.

Definition A.5. Let E be a measurable set in a finite dimensional Euclidean space. A
function φ defined on E that is finite almost everywhere has the S-property if, for every
ε > 0, there exists a closed set F ⊂ E such that meas (E \ F) ≤ ε and φ is continuous
on F .

The S-property was characterized by Lusin in the following well-known result.

Theorem A.8 (Lusin). A function φ that is finite almost everywhere on a measurable
set E of a finite dimensional Euclidean space is measurable on E if and only if it has
the S-property.
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The relation between S-property and Carathéodory functions was described by Vainberg
in [933, 934] by the following result.

Theorem A.9 (Vainberg). A function g : � × R
M → R is a Carathéodory function if

and only if, for every ε > 0, there is a closed set F ⊂ � such that meas (� \ F) < ε

and g is continuous with respect to (x, s1, s2, . . . , sM ) in F × R
M .

The necessary and sufficient condition appearing in this theorem is what Vainberg calls
strong S-property. A proof can be found in [935, pp. 148–152].

Theorem A.10. Let g : � × R
M → R be a Carathéodory function. Then the function

x 
→ g(x, u1(x), u2(x), . . . , uM (x))

is measurable for all functions ui ∈ M(�), i = 1, 2, . . . , M.

Remark A.3. This result was first proved by Carathéodory [181, pp. 665–666], who
introduced this notion to study differential equations.

Definition A.6. Let g : � × R → R be a Carathéodory function. Then g generates an
operator Hg : M(�) → M(�) defined by

Hg(u) = g(x, u(x))

called the Nemytskii operator associated to g.

Remark A.4. The symbol H is used for historical reasons because the roman character
H corresponds to N (like in Nemytskii) in the Russian alphabet as pointed out by Fučik
in [411]. Nemytskii operators are also called superposition operators.

Before studying the continuity of Hg in L p spaces, we will see that when meas (�) <

∞, as a mapping on the set of measurable functions on �, the Nemytskii operator is
asymptotically continuous.

Theorem A.11. Assume that meas (�) < ∞, then Hg is continuous in measure, if(
u(1)

n
)

n,
(
u(2)

n
)

n, . . . ,
(
u(M)

n
)

n are sequences of measurable functions on � that
converge, respectively, to u(1), u(2), . . . , u(M). Then the sequence

(
g(x, u(1)

n (x), u(2)
n

(x), . . . u(M)
n (x))

)
n converges in measure to

(
g(x, u(1)(x), u(2)(x), . . . u(M)(x)

)
, that is,

in M(�) equipped with the topology of convergence in measure.

A.2.1 Continuity of Nemytskii Operators

The proofs of the principal results in this section are attributed to Nemytskii. They can
be found, for example, in [935]. When considering an equation of the type

Au = g(x, u(x)), (A.1)

we are confronted with the problem of determining the “shape” to be required for
the function g(x, u(x)) to get a solution u(x) in some appropriate space. In other
terms, when seeking a solution of (A.1) in a particular functions space, which kind of
properties – smoothness, asymptotic behavior, etc. – must we require on g(x, u(x))?
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For example, when continuous solutions of (A.1) are wanted and the operator A is
continuous, it seems natural to suppose (x, s) 
→ g(x, s) to be continuous when one
looks for a solution in the L p space. Nemytskii has shown that Carathéodory functions
are the right type of functions to deal with. More precisely, let g : � × R → R be a
Carathéodory function and consider the growth condition

|g(x, s)| ≤ a(x) + b|s|p/q , (A.2)

where p, q ∈ [1, ∞[, b ≥ 0 is a constant and a(x) ∈ Lq (�).

Theorem A.12. The following assertions hold:

i. When (A.2) is satisfied, Hg : L p(�) → Lq (�) is well defined, continuous, and
bounded.

ii. Conversely, if Hg maps L p(�) into Lq (�), then it is continuous, bounded, and
satisfies (A.2).

Remark A.5. In fact, by the growth condition, assertion i shows immediately that
Hg(u) ∈ Lq (�), for all u ∈ L p(�) and then assertion i follows from assertion ii.

Theorem A.13. Let g : � × R → R be a Carathéodory function and p ∈ [1, ∞[. If
Hg maps L p(�) into L∞(�), then there is some M > 0 such that

|g(x, s)| ≤ M, for all s ∈ R and almost all x ∈ �.

Remark A.6. When considering Nemytskii operators generated by Carathéodory
functions on spaces of vector functions,

gi : � × R
M → R, i = 1, . . . , L and � ⊂ R

N ,

defined by a family of L functions gi (x, s1, . . . , sM ) for i = 1, . . . , L . The Nemytskii
operator is then

Hg = (H1,g, . . . , HM,g),

where

Hi,g(u) = gi (x, u1(x), . . . , uL (x)).

In this case, the results concerning the continuity and boundedness of Nemytskii op-
erators obtained earlier remain still true. That is, for each i ∈ {1, . . . , L}, the operator
Hi,g takes (L p(�))M into Lq (�) with a growth condition of the form

|gi (x, s1, s2, . . . , sM )| ≤ ai (x) + b
M∑

j=1

|s j |p/q ,

where ai (x) ∈ Lq (�) and b > 0.

A.2.2 Potential Nemytskii Operators

Now we will seek an operator � defined on an L p-space and whose derivative yields the
Nemytskii operator Hg . Let p > 1 and g(x, s) be a Carathéodory function satisfying a
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growth condition that permits Hg to map L p(�) into L p′
(�), where 1

p + 1
p′ = 1. That

is

|g(x, s)| ≤ a(x) + b|s|p−1, (A.3)

where a(x) ∈ L p′
(�), (p/p′ = p/[p/(p − 1)] = p − 1).

Denoting the potential associated to g by

G(x, s) =
∫ s

0
g(x, s) dt,

we have the relation

|G(x, s)| ≤ A(x) + B|s|p,

where A(x) ∈ L1(�) and B > 0.
Then G(x, s) is a Carathéodory function,{

Hg maps L p(�) into L p′
(�), and

HG maps L p(�) into L1(�).

Theorem A.14. The functional

�(u) =
∫

�

G(x, u(x)) dx

is a Fréchet-differentiable real-valued function defined on L p(�) whose derivative
�′ = Hg, provided the growth condition (A.3) is satisfied.

Remark A.7. The operator � is a special case of the so-called Hammerstein operator∫
�

K (x, y)G(x, u(x)) dx

with a kernel K (x, y) defined on � × �.
Regularity properties of � are important when solving nonlinear problems by vari-

ational methods.

Remark A.8. According to Vainberg, Alexiewics and Orlicz were the first to give
examples of operators that are Gâteaux differentiable everywhere but are nowhere
Fréchet differentiable. In this context, Vainberg has showed that if a Carathéodory
function g(x, s) is nonlinear in s and generates a Nemytskii operator in L2(�), this
operator is Gâteaux differentiable everywhere, whereas it does not have a Fréchet
derivative at any point.
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[206] , Infinite-dimensional Morse theory and its applications. Séminaire de
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[445] J.V. Gonçalves and O.H. Miyagaki, Multiple nontrivial solutions of semilinear strongly
resonant elliptic equations. Nonlinear Anal., 19, no. 1, 43–52 (1992).

[446] , Three solutions for a strongly resonant elliptic problem. Nonlinear Anal., 24,
no. 2, 265–272 (1995).

[447] , Multiple positive solutions for semilinear elliptic equations in R
N involving

subcritical exponents. Nonlinear Anal., 32, no. 1, 41–51 (1998).
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[775] , La théorie des sous-gradients et ses applications à l’optimisation. Fonctions
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[889] , Positive solutions for semilinear elliptic equations on expanding annuli: Moun-

tain pass approach. Funkcial. Ekvac., 39, no. 1, 143–164 (1996).
[890] C.A. Swanson and L.S. Yu, Critical p-Laplacian problems in R

N . Ann. Mat. Pur. Appl.,
IV. Ser., 169, 233–250 (1995).

[891] A. Szulkin, Minimax principles for lower semicontinuous functions and applications
to nonlinear boundary value problems. Ann. Inst. H. Poincaré, 3, no. 2, 77–109
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