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PREFACE

Physical inorganic chemistry is an enormous area of science. In the broadest sense, it comprises experimental and theoretical approaches to the thermodynamics, kinetics, and structure of inorganic compounds and their chemical transformations in solid, gas, and liquid phases. When I accepted the challenge to edit a book on this broad topic, it was clear that only a small portion of the field could be covered in a project of manageable size. The result is a text that focuses on mechanistic aspects of inorganic chemistry in solution, similar to the frequent association of physical organic chemistry with organic mechanisms. 

The choice of this particular aspect came naturally because of the scarcity of books on mechanistic inorganic chemistry, which has experienced an explosive growth in recent years and has permeated other rapidly advancing areas such as bioinorganic, organometallic, catalytic, and environmental chemistry. Some of the most complex reactions and processes that are currently at the forefront of scientific endeavor rely heavily on physical inorganic chemistry in search of new directions and solutions to difficult problems. Solar energy harvesting and utilization, as well as catalytic activation of small molecules as resources (carbon dioxide), fuels (hydrogen), or reagents (oxygen), are just a few examples. 

It is the goal of this book to present in one place the key features, methods, tools, and techniques of physical inorganic chemistry, to provide examples where this chemistry has produced a major contribution to multidisciplinary efforts, and to point out the possibilities and opportunities for the future. Despite the enormous importance and use of the more standard methods and techniques, those are not included here because books and monographs have already been dedicated specifically to instrumental analysis and laboratory techniques. The 10 chapters in this book cover inorganic and bioinorganic spectroscopy (Solomon and Bell), Mo¨ssbauer spectroscopy (Mu¨nck and Martinho), magnetochemical methods (Ko¨gerler), cryoradiolysis (Denisov), absolute chiral structures (Riehl and Kaizaki), flash photolysis and studies of transients (Ferraudi), activation volumes (van Eldik and Hubbard), chemical kinetics (Bakac), heavy atom isotope effects (Roth), and computational studies in mechanistic transition metal chemistry (Harvey). 

I am extending my gratitude to the authors of individual chapters who have given generously of their time and wisdom to share their expertise with the reader. I am grateful to my editor, Anita Lekhwani, for her professionalism, personal touch, and ix

x
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expert guidance through the entire publishing process. Finally, I thank my family, friends, and coworkers who supported and helped me, and continued to have faith in me throughout this long project. 

ANDREJA BAKAC
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FIGURE 1.1 As an example, plastocyanin functions in photosynthesis as a soluble electron carrier in the thylakoid lumen transferring electrons from the cytochrome b6/f complex to photosystem I ultimately for ATP synthesis (bottom). Despite its relatively small size, plastocyanin has had a large impact on the field of bioinorganic spectroscopy. The protein has a characteristic intense blue color (hence the term blue copper protein) that was later shown to derive from LMCT to the Cu. Hans Freeman first reported a crystal structure (light blue ribbon diagram, PDB ID, 1PLC) for plastocyanin in 19788 showing that the Cu site was tetrahedrally coordinated by a methionine, a cysteine, and two histidine resides. This was a surprising result given the typical tetragonal structure for small model Cu(II) complexes. Since that time, a tour de force of spectroscopy has been applied in blue copper research (projected on the back are selected spectra for methods that are covered in this chapter), many of which were developed and first used on this enzyme, as will be presented. The spectroscopic approach combined with electronic structure calculations has allowed elucidation of the geometric and electronic structures of the Cu site (top left blowup) that in turn has been used for structure–

function correlations in understanding plastocyanin’s biochemical role in electron transfer (ET) and defining the role of the protein in determining geometric and electronic structure. 

[image: Image 3]

FIGURE 1.4 Tanabe-Sugano diagram for a d5 ion. Insets are the d electron configurations for the indicated states. 
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FIGURE 1.27 Sulfur K-pre-edge XAS59 for (a) FeIII(SR) 4

model complex, (b) the model

compared to several rubredoxins to illustrate the effect of the protein environment in reducing covalency, and (c) Fe2S2-type complexes with RS4 (black) replaced by Cl (red) or mS2 by mSe2 (blue). 
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FIGURE 2.10 DFT optimized structure of [(H2O)5FeIV¼O]2 þ. For details see Chapter 2, Ref. 11. 

FIGURE 2.11 Structure of the diferric TPA complex, [Fe III 2

(O)(H2O)(OH)(TPA)2]3 þ . 

[image: Image 7]
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FIGURE 2.14 Structure of the diiron(IV) complex X (Section 2.3.2) compatible with experimental data. 

FIGURE 3.14 Representation of the highly symmetrically frustrated classical ground state of the Fe30 spin icosidodecahedron in {Mo72Fe30} in the absence of an external magnetic field. 

The 10 classical spin vectors of each of the three sublattices (green, red, and blue) assume 120

relative orientation. Next to the Fe positions, only the bridging oxygen (small black spheres) and molybdenum (pink) positions of the {Mo72Fe30} cluster framework are shown for clarity. 

[image: Image 9]

[image: Image 10]

FIGURE 6.5 Normalized rates of product formation at different distances from the front window when the absorbance of the solution in the 1 cm cell is 2 (red) and 4 (green). 

SCHEME 7.2 The Mo72Fe30 cluster containing 72 Mo(VI)-oxide polyhedra (purple) and 30

Fe(III) as Fe(O)6 octahedra (brown). 

[image: Image 11]
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FIGURE 8.4 Plot of log k against pH for the oxidation of iodide ions with L2(H2O)RhOOH2 þ . Data are from Chapter 8, Ref. 45. The line is a fit to Equation 8.107. 

FIGURE 9.13 Proposed reaction mechanism for H2O2 activation in horseradish peroxidase. 

[image: Image 13]

FIGURE 10.2 Molecular orbitals in hydrogen fluoride, plotted using two isosurfaces, at 0.02 e1/2 Bohr3/2. 

1 Inorganic and Bioinorganic

Spectroscopy

EDWARD I. SOLOMON and CALEB B. BELL III

1.1


INTRODUCTION

Spectroscopic methods have played a critical and symbiotic role in the development of our understanding of the electronic structure, physical properties, and reactivity of inorganic compounds and active sites in biological catalysis.1,2 Ligand field theory3

developed with our understanding of the photophysical and magnetic properties of transition metal complexes. Ligand–metal (L–M) bonding descriptions evolved through the connection of p-donor interactions with ligand to metal charge transfer (LMCT) transitions and p-backbonding with metal to ligand charge transfer (MLCT) transitions.4 X-ray absorption (XAS) spectroscopy initially focused on the use of extended X-ray absorption fine structure5 (EXAFS) to determine the geometric structure of a metal site in solution, but evolved in the analyses of pre-edges and edges to probe the electronic structure and thus covalency of ligand–metal bonds.6

In bioinorganic chemistry, spectroscopy probes the geometric and electronic structure of a metallobiomolecule active site allowing the correlation of structure with function (Figure 1.1).7

Spectroscopies are also used to experimentally probe transient species along a reaction coordinate, where often the sample has been rapidly freeze quenched to trap intermediates. An important theme in bioinorganic chemistry is that active sites often exhibit unique spectroscopic features, compared to small model complexes with the same metal ion.8 These unusual spectroscopic features reflect novel geometric and electronic structures available to the metal ion in the protein environment. These unique spectral features are low-energy intense absorption bands and unusual spin Hamiltonian parameters. We have shown that these reflect highly covalent sites (i.e., where the metal d-orbitals have significant ligand character) that can activate the metal site for reactivity.9

It is the goal of this chapter to provide an overview of the excited-state spectroscopic methods, including electronic absorption, circular dichroism (CD), magnetic Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac
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FIGURE 1.1

As an example, plastocyanin functions in photosynthesis as a soluble electron carrier in the thylakoid lumen transferring electrons from the cytochrome b6/f complex to photosystem I ultimately for ATP synthesis (bottom). Despite its relatively small size, plastocyanin has had a large impact on the field of bioinorganic spectroscopy. The protein has a characteristic intense blue color (hence the term blue copper protein) that was later shown to derive from LMCT to the Cu. Hans Freeman first reported a crystal structure (light blue ribbon diagram, PDB ID, 1PLC) for plastocyanin in 19788 showing that the Cu site was tetrahedrally coordinated by a methionine, a cysteine, and two histidine resides. This was a surprising result given the typical tetragonal structure for small model Cu(II) complexes. Since that time, a tour de force of spectroscopy has been applied in blue copper research (projected on the back are selected spectra for methods that are covered in this chapter), many of which were developed and first used on this enzyme, as will be presented. The spectroscopic approach combined with electronic structure calculations has allowed elucidation of the geometric and electronic structures of the Cu site (top left blowup) that in turn has been used for structure–

function correlations in understanding plastocyanin’s biochemical role in electron transfer (ET) and defining the role of the protein in determining geometric and electronic structure. (See the color version of this figure in Color Plates section.)

[image: Image 15]

LIGAND FIELD (d ! d) EXCITED STATES

3

circular dichroism (MCD), and X-ray absorption edge spectroscopies. Ground-state methods are presented in subsequent chapters and mostly focus on the first few wavenumbers (cm1) of the electronic structure of a transition metal site. Here we first consider ligand field (d ! d) transitions in the near-IR to visible spectral region, from about 5000 to 20,000 cm1, then charge transfer (CT) transitions in the visible to UV regions (up to 32,000 cm1  4 eV), and finally X-ray edge transitions that involve core excitations and energies up to 104 eV. We apply the concepts developed to two cases that generally define the information content of the method: the simple case of Cu(II) complexes with a d9 one-hole configuration and the most complex case of Fe(III) d5 complexes with a half-occupied valence configuration. It is important to emphasize that the rapid development of electronic structure calculations for transition metal systems, particularly density functional theory (DFT), has made a correlation to spectroscopy of critical importance.10 There are many ways and levels of performing these calculations that can provide very different descriptions of bonding and reactivity. Spectroscopy experimentally defines the electronic and geometric structure of a transition metal site. Calculations supported by and combined with the experimental data can provide fundamental insight into the electronic structure and define this contribution to physical properties and the activation of a metal site for reactivity. 

1.2

LIGAND FIELD (d ! d) EXCITED STATES

1.2.1

Electronic Absorption Spectroscopy

In electronic absorption spectroscopy, we are interested in a transition from the ground state Yg to an excited state Ye that is allowed by the transition moment operator ^

M that derives from the interaction of the electromagnetic radiation of the photon with the electron in a metal complex (Figure 1.2). 

FIGURE 1.2

(a) The interaction of electromagnetic radiation with a metal center promotes an electron from the ground state (Yg) to the excited state (Ye) as dictated by the transition moment operator. This leads to the absorption band shape shown in (b). 
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This leads to an absorption band, and the quantity that connects experiment with theory is the oscillator strength of the transition, f. 

ð

fexp ¼ ð4:33  109Þ eðyÞdy

y in cm1

ð

2

f

^

theo ¼ ð1:085  1011Þy

Y* MY

transition moment integral in cm1

e

gdt

ð1:1Þ

Experimentally, the oscillator strength is given by the integrated intensity (area) under the absorption band, while theoretically it is given by the square of the transition Ð

moment integral

Y ^

gMYe dt. This leads to the selection rules for electronic Ð

transitions: when

Y ^

gMYe dt is nonzero, there is absorption intensity and the transition is “allowed”; when this integral is required to be zero, the transition is

“forbidden.” 

When the wavelength of light is much greater than the radius of the electron on the metal site (the long-wave approximation), the transition moment operator is given by the multipole expansion:11

^

M ¼ ^

Mðelectric dipoleÞ þ ^

Mðmagnetic dipoleÞ þ ^

Mðelectric quadrupoleÞ þ   

ð1:2Þ

where each term in the expansion is 103 times more effective than the subsequent term. Note that green light has l  5000 A, while the radius of an electron in transition metal complexes is on the order of a few angstroms. For electronic absorption spectroscopy, we are interested in the dominant, electronic dipole term, where

^

* *

*

Mð



electric dipoleÞ ¼ er E. The electric vector of light (E) projects out a specific

*

component of r, which operates on the electron coordinates in the transition moment integral in Equation 1.1. 

Note that, since the electric dipole operator does not involve the electron spin, the Ð

transition moment integral Y ^

gMelectric dipoleYe dt is nonzero only if Yg and Ye have the same spin leading to the selection rule DS ¼ 0 for a “spin-allowed” transition. For electronic absorption spectroscopy in the ligand field region, we focus on excitation of electrons between a ligand field split set of d-orbitals. Since d-orbitals are symmetric

*

(gerade or g) to inversion and the electric dipole operator r ¼ x; y; z is antisymmetric to inversion (ungerade or u), all d ! d transitions are forbidden due to the total u symmetry of the integral; these are called “parity” or “Laporte” forbidden transitions. 

However, metal sites in proteins and low-symmetry complexes have no inversion center; therefore, the d ! d transitions become weakly allowed through mixing with higher energy electric dipole-allowed charge transfer transitions (see below). This leads to molar extinction coefficients (e) of up to a few 100 M1 cm1 for spin-allowed d ! d transitions. It is important to note that metalloprotein solutions of 1 mM in a 1 mm cuvette will give an absorbance of 0.01, which is difficult to observe experimentally. This is particularly the case for d ! d transitions that occur at relativity low energy as given by ligand field theory. 

[image: Image 16]
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FIGURE 1.3

Effects of a ligand field (LF) on a Cu(II) d9 ion and the corresponding Tanabe–Sugano diagram. The electron configurations leading to each state are shown. 

1.2.1.1

Ligand Field Theory of Cu(II) d9 and Fe(III) d 5 Ions The ligand field

ground and excited states of a dn transition metal complex are given by the Tanabe–

Sugano diagrams,12 which quantitatively define the effects of the ligand field splittings of the d-orbitals on the many-electron atomic term symbols of the free metal ion. 

As shown in Figure 1.3, the Cu(II) d9 free ion has one hole in the fivefold degenerate set of d-orbitals giving a 2D atomic term symbol. In an octahedral (Oh) ligand field, the d-orbitals are split in energy into the t2g and eg orbital sets, by 10Dq, the spectroscopic parameter of ligand field theory. It should be mentioned that in the original derivation by Bethe, D parameterized the crystal field electrostatic distribution and q a radial integral over the d-orbitals.13 Now these are considered as one parameter obtained experimentally by correlating the Tanabe–Sugano diagram splittings to the experimentally observed transition energies. For a d9 Cu(II) ion in an octahedral ligand field, this gives a t 6 3

2g eg

electron configuration, thus giving a 2Eg

ground state with a t 5 4

2g eg

or 2T2g first excited state at 10Dq. The Tanabe– Sugano diagram for this simple one-hole case is shown in Figure 1.3; the 2D splits into two states, 2E and 2T

g

2g, with the energy separation increasing with 10Dq. 

For Fe(III), there are five valence electrons that generate the following configurations when distributed over an Oh ligand field split set of d-orbitals: FeIIIðd5Þ! ðt2gÞ5 ðt2gÞ4ðegÞ1 ðt2gÞ3ðegÞ2 ðt2gÞ2ðegÞ3 ðt2gÞ1ðegÞ4

Energy ¼

0

10Dq

20Dq

30Dq

40Dq

For each of these configurations, one must also consider electron–electron repulsions that split each configuration into a number of ligand field states that can further interact with each other, through configuration interaction (CI), leading to the Tanabe–Sugano diagram of the d5 configuration given in Figure 1.4. 

[image: Image 17]
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FIGURE 1.4

Tanabe-Sugano diagram for a d5 ion. Insets are the d electron configurations for the indicated states. (See the color version of this figure in Color Plates section.) Here the energy units are in B (cm1), where B is the Racah parameter14 that quantitates electron–electron repulsion, obtained experimentally for a given free metal ion and allowed to reduce due to covalency (i.e., the nephelauxetic effect15). 

The left-hand side of Figure 1.4 represents the high-spin t 3 2

2g eg

(6A1g) ground state, 

while the right-hand side represents the low-spin t 5

2g (2T2g) ground state. The crossing

point at Dq/B ¼ 2.8 quantitates the ligand field splitting of the d-orbitals required to overcome the electron–electron repulsion (i.e., t 3 2 $

5

0

2g eg

t2g eg ), which is defined as

the spin-pairing energy for this configuration. In the inset on the left-hand side of Figure 1.4, the lowest energy ligand field excited state on the high-spin side of the d5

Tanabe–Sugano diagram (4T1g) corresponds to an eg(") ! t2g(#) transition. This is an excited state due to the increased electron–electron repulsion relative to the energy splitting of the t2 and e sets of d-orbitals. The transition to the 4T1g from the 6A1g ground state is spin forbidden. In fact, all d ! d transitions for high-spin Fe(III) are DS ¼ 1 (or 2); therefore, they are spin forbidden and will not have significant intensity in the absorption spectrum (generally e < 0.1 M1 cm1). 

Alternatively, for d9 Cu(II) complexes from Figure 1.3, the 2E ! 2T

g

2g transition

at 10Dq is spin allowed. For divalent first transition row metal ions with biologically relevant ligands, 10Dq is in the range of 10,000–12,000 cm1; therefore, transitions are expected in the near-IR spectral region. Both the ground and excited states are orbitally degenerate and will split in energy in a characteristic way depending on the geometry of the Cu(II) site. 

[image: Image 18]
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FIGURE 1.5

Splitting of metal 3d orbitals in various ligand field environments. 

1.2.1.2

Geometric Dependence of Spin-Allowed Ligand Field Transitions Ligand field theory quantitates the splittings of the one-electron d-orbitals due to their repulsion/antibonding interactions with the ligands. 

As shown in Figure 1.5a for d9 Cu(II) ions in an Oh ligand field, the ground configuration (and state) is t 6 3

2g eg (2E ). The extra electron in the e

g

g set of d-orbitals is

strongly s-antibonding with the ligands, and this interaction is anisotropic. Thus, the orbital degeneracy of the ground state leads to a Jahn–Teller distortion16 of the ligand field to lower the symmetry, splits the eg orbital degeneracy, and lowers the energy of the d9 complex. Generally, Cu(II) complexes are found to have a tetragonal elongated structure (Figure 1.5b) or, in the limit of loss of the axial ligands, a square planar structure (Figure 1.5c). Note from Figure 1.5 that the ligand field splittings of the d-orbitals greatly change for the square planar relative to the Oh limit due to differences in antibonding interactions of the metal ion with the ligands in a square planar versus an Oh ligand field. 

A geometric distortion that has been of considerable interest in inorganic and bioinorganic chemistry is the square planar (D4h) to D2d distorted to tetrahedral (Td) limit17 (Figure 1.5c–e). From the energy levels in Figure 1.5, the ligand field transitions go down in energy from the 12,000 cm1 region to the 5000 cm1 region across the series. This reflects the prediction of ligand field theory that 10Dq of a Td complex is 4/9 10Dq of the corresponding Oh complex. As depicted in Figure 1.5, the ligand field transition energies are a sensitive probe of the geometry of the Cu(II) site. However, these are in the 12,000–5000 cm1, near-IR, spectral region that can have intense contributions from protein, buffer, and H2O vibrations to the absorptions

[image: Image 19]
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spectrum. In addition, due to their parity forbiddeness (i.e., low intensity), these d ! d transitions generally are not experimentally observed in the absorption spectra of proteins. However, based on the different selection rules associated with different spectroscopies, these transitions can be very intense in circular dichroism and magnetic circular dichroism spectroscopies in the near-IR spectral region. 

1.2.2

Circular Dichroism Spectroscopy

CD spectroscopy measures, with high sensitivity using modulation and lock-in detection, the difference in the absorption of left (L) and right (R) circularly polarized

*

(CP) light (the direction of rotation of the E vector as light propagates toward the observer) in a transition between the ground and excited states (Y ! 

g

Ye). The

spectrum is plotted as De ¼ e  e

L

R versus energy, and since CD has a sign as well as a magnitude, it can often resolve overlapping bands in a broad absorption envelope, as illustrated in Figure 1.6. 

The quantity that connects theory with experiment in CD spectroscopy is the rotational strength R. On an experimental level, R is determined by the area under a resolved CD transition (Figure 1.6b), while from theory the rotational strength is proportional to the projection of the electric dipole moment of a Y ! 

g

Ye transition

FIGURE 1.6

Schematic representation of the resolution of an absorption envelope by CD

spectroscopy, due to the sign of CD transitions. Shaded area indicates R-value of a given transition in CD. 
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onto its magnetic dipole moment (Equations 3a and 3b, respectively):18

ð De

Rexp ¼ 22:9  1040

dn

ð1:3aÞ

n

ð

ð

R

^

^

theory ¼ 4:7  1024 Im

Yg Melectric dipoleYe dt  Yg Mmagnetic dipoleYe dt ð1:3bÞ

This form derives from the fact that circularly polarized light excites electrons in a helical motion, requiring the electronic excitation to undergo both translational (electric dipole (x, y, z)) and rotational (magnetic dipole (Rx, Ry, Rz)) operations. 

Note from Equation 3b that only optically active molecules (point groups, Cn, Dn, or C1 for a protein active site) can have a nonzero projection of the electric dipole and magnetic dipole moments for a given Y ! 

g

Ye transition (i.e., this transition must be

allowed by the same component of ^

Mðx; y; zÞ and ^

Rðx; y; zÞ; therefore, 

Mi and ^

Ri must

transform as the same irreducible representation in the point group of the molecule). 

Generally electronic transitions are electric dipole allowed or gain electric dipole character through low-symmetry site distortions such as in a protein active site; therefore, the magnetic dipole operator dominates the rotational strength. 

^

*

*

Mðmagnetic dipoleÞ in Equation 1.2 is given by b^L  H, where the H vector of light projects out a specific component of ^

Li(i¼x,y,z). Again, Yg and Ye must have the same spin to be magnetic dipole allowed (leading to the selection rule DS ¼ 0) as

^

Mðmagnetic dipoleÞ does not affect the spin part of the wavefunction. 

We now consider the spin-allowed ligand field transitions of optically active Cu(II) complexes. The table below gives the effect of the ^

Li operator on electrons in

d-orbitals.3

^

ffiffi

p ffi

L

^

^

xdxz ¼ idxy

Lydxz ¼ idx2y2i 3dz2

Lzdxz ¼ idyz

^

ffiffi

p ffi

L

^

^

xdyz ¼ i

3dz2 þ idx2y2

Lydyz ¼ idxy

Lzdyz ¼ idxz

^L

^

^

xdxy ¼ idxz

Lydxy ¼ idyz

Lzdxy ¼ 2idx2y2

^L

^

^

xdx2y2 ¼ idyz

Lydx2y2 ¼ idxz

Lzdx2y2 ¼ 2idxy

^

pffiffiffi

pffiffiffi

L

^

^

xdz2 ¼ i

3dyz

Lydz2 ¼ i 3dxz

Lzdz2 ¼ 0

From Figure 1.5, many Cu(II) complexes have one hole in the dx2y2 orbital and ^Lz will allow the ligand field excitation of a dxy electron into this hole, while ^

Lx and ^

Ly will

allow magnetic dipole excitation of the dyz and dxz electrons into the dx2y2 orbital. In general, d ! d (ligand field) transitions will be magnetic dipole allowed, have significant rotational strength, and appear with reasonable intensity in the CD spectrum. 

It is common to define the Kuhn anisotropy factor, g ¼ De=e, which is the intensity of a given Y ! 

g

Ye transition in the CD relative to the absorption spectrum. For reasonable values of f and R, it is generally found that g (not to be confused with the EPR g-values) > 0.01 for magnetic dipole-allowed transitions.19

From the above, d ! d transitions in the near-IR spectral region will be moderately intense in CD, while vibrations of the protein and solvent will not, allowing CD

[image: Image 20]
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to be used as a sensitive probe of the ligand field of the metal site in a low-symmetry (e.g., protein) environment. Alternatively, CT transitions (see below) generally involve excitation of an electron from a donor to acceptor orbital along a bond. 

These will be intense in absorption but not in the CD spectrum; therefore, CT

transitions will generally have low g-values, allowing one to distinguish between ligand field and CT transitions in spectral assignments. 

Finally, it should be noted that ^

L is a rotational operator. Therefore, any type of transition that involves exciting an electron between orbitals that are transformed into one another by a rotation (e.g., the n ! p transition of an inherently chiral carbonyl)20,21 will be magnetic dipole allowed and have g  0.01. 

1.2.3

Magnetic Circular Dichroism Spectroscopy

As its name implies, MCD spectroscopy involves taking a CD spectrum in a

*

longitudinal magnetic field (i.e., H parallel to the propagation direction of the circularly polarized light).22 In contrast to CD, which depends on the chirality at the metal due to a distorted environment, MCD spectroscopy directly probes the Zeeman splittings of the ground and excited states and the magnetic field-induced mixing between states. 

A physical picture of the MCD effect is first presented by considering the simplest case of a complex having ground and excited states with angular momenta J ¼ 1/2

(MJ ¼  1/2) in Figure 1.7. 

Application of a magnetic field leads to a Zeeman splitting of the ground- and excited-state doublets by gibH (b is the Bohr magneton, H is the magnetic field, and the gi value defines the Zeeman splitting in the ith direction and reflects the angular momentum in that state). EPR probes this splitting in the ground state (Chapter 3). 

FIGURE 1.7

Panel (a) shows the Zeeman effect on degenerate ground and excited states caused by the application of a magnetic field (H). Panel (b) shows the A- and C-terms that result from the absorption of left and right circularly polarized light (LCP and RCP). 

[image: Image 21]
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In MCD, we are interested in transitions between the ground and excited states where the selection rules for circularly polarized transitions are DM ¼ þ1 for LCP light and DM ¼ 1 for RCP light. From Figure 1.7a, this leads to two transitions between the ground and a given excited state of equal magnitude but opposite sign. Since the Zeeman splittings are on the order of 10 cm1 (at fields up to 7 – 8 T used in the MCD

experiment) and electronic transitions in metal complexes are typically 1000 cm1

broad, these will mostly cancel and give a broad, weak derivative shaped feature (Figure 1.7b, top, where the resultant feature is the sum of the two dashed band shapes), known as an A-term. A-term features are independent of temperature, but depend on the g-values of the ground and excited states, at least one of which must be degenerate for A-term MCD intensity.23 In this example, the A-term is observed when the temperature is high relative to the Zeeman splitting of the ground state. As temperature is lowered, the Boltzmann population of the higher energy component of the ground doublet decreases, eliminating the cancellation of the opposing circularly polarized band. This leads to an absorption band shaped feature that increases in intensity as temperature is lowered and is defined as a C-term (Figure 1.7b, bottom). 

The C-term depends on the g-value of the ground state, which must be degenerate in the absence of a magnetic field. Note that at low temperatures and high fields, the C-term intensity “saturates,” which will be discussed in Section 1.2.3.2. 

A- and C-terms require that either or both the ground and excited states must be degenerate. A B-term signal can occur when both states are nondegenerate, but there is an additional nondegenerate state (Yk) that can mix with either due to the applied magnetic field. Figure 1.8a illustrates the effect of Yk on the excited state (Ye). 

The magnetic field induces an MCD signal from the Y ! 

g

Ye transition that has

the absorption band shape. This B-term is independent of temperature since the ground state is not Zeeman split (i.e., no state to Boltzmann populate) and increases in FIGURE 1.8

B-term intensity mechanism. Panel (a) shows the effect of Yk on the excited state (Ye) and panel (b) shows the effect of Yk mixing into the ground state (Yg) to produce the temperature dependent B-term MCD signal. 
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magnitude as Ek  Ee decreases. Figure 1.8b shows the effect of field-induced mixing of Yk into the ground state. The field induces circularly polarized intensity of equal magnitude but opposite sign for the transitions Y ! 

g

Ye and Yk ! Ye. If Yk is low

enough in energy to be thermally populated, this will lower the magnitude of the B-term signal. This special case produces a temperature-dependent B-term that often occurs when there is zero-field splitting (ZFS) (see Section 1.2.3.2). Finally, field-induced mixing of Yk into Ye leads to equal but opposite signed transitions to each of these excited states from the ground state. If the excited states are close in energy, this produces a temperature-independent derivative shaped feature known as a “pseudo A-term” composed of equal but opposite signed B-terms. It will be shown in Section 1.2.3.1 that there is also a pseudo A-term deriving from oppositely signed C-terms due to spin–orbit coupling. This, however, can be differentiated from the pseudo A-term described above because it will be temperature dependent. 

The formalism developed by Buckingham and Stephens23 for the A-, B-, and C-terms is given in Equation 1.4, where f ðEÞ is the absorption band shape (i.e., a Gaussian) and @fðEÞ=@E is its derivative. 







DA

@

¼ 2N0p3a2Cl log e

fðEÞ
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0
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ð1:4Þ
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The A1, B0, and C0 are the A-, B-, and C-term intensities, which are all linear in H and the C-term magnitude is proportional to 1/T, when kT  gbH, defined as the “linear limit” (see Section 1.2.3.2). The “0” and “1” subscripts refer to the zero and first moments, which eliminate the effect of the band shape. The quantum mechanical expressions for these are given in Equation 1.5 for an applied field parallel to the molecular z-axis.22,23
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Here dg is the degeneracy of the ground state, A1 becomes C0 when only the ground state is degenerate, and the first contribution to B0 corresponds to field-induced
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mixing of Yk into the excited state and the second corresponds to field-induced mixing of Yk into the ground state. 

1.2.3.1

Information Content of C-Terms

Generally A- and B-terms are much

weaker than C-terms for a paramagnetic center, particularly at cryogenic (i.e., liquid He) temperatures where C-terms are two to three orders of magnitude more intense. 

So the focus of this chapter is on C-terms arising from paramagnetic transition metal sites. Equation 5c can be written in a simplified form (Equation 1.6, which

*

accounts for all orientations of H relative to the molecular z-axis),24 where M 1 ¼ 1pffiffiffi ðMx   iMyÞ, gi is the gi-value of the ground state in the direction indicated, 2

and Mi are the components of the electric dipole transition moment for Y ! 

g

Ye. 

More important, this expression requires two perpendicular transition moments. 

However, for most metal centers, particularly in metalloproteins, the ground and excited states will be orbitally nondegenerate; therefore, the transition moment to each state can only be in one direction. Thus, C-term MCD intensity requires spin–orbit coupling between excited states with transition moments from the ground state in different directions.25 This will mix some Mj6¼i into a Mi polarized transition and result in C-term intensity (Equation 1.6). 

C0 / gzMxMy þ gyMxMz þ gxMyMz

ð1:6Þ

If any two excited states spin–orbit couple with each other, this will lead to equal and opposite signed C-terms (i.e., the temperature-dependent pseudo A-term, alluded to above). If more excited states are mixed by spin–orbit coupling, this leads to the “sum rule” where the total positive and negative MCD intensity over the full spectrum sums to zero.26 If there is a large deviation from this (i.e., more C-term intensity over the spectrum in one circular polarization), it likely reflects spin–orbit coupling of a lowlying excited state, though thermally inaccessible, with the ground state. 

An important point of the above discussion is that C-term MCD intensity requires spin–orbit coupling between excited states. The one-electron spin–orbit parameters of transition metal ions are generally much larger than those of the ligands (jCu(II) ¼ 830 cm1 and jFe(III) ¼ 460 cm1, relative to jO,N  60–70 cm1 and jS ¼ 325 cm1). Therefore, excited states with significant d character will be more spin–orbit mixed than ligand-based CT transitions and show much larger MCD

relative to absorption intensity. This is quantified by the C0/D0 ratio where the dipole P

strength is given by D0 ¼ 1=dg

jhgjMjeij2 and equates to the electric dipole

transition moment integral in Equation 1.1. 

In summary, d ! d transitions are characterized by high C0/D0 ratios (0.1, an intense low-temperature MCD signal relative to a weak absorption signal), while CT

transitions are intense in absorption (see below), relatively weak in low-temperature MCD, and thus have low C0/D0 ratios (0.01). Finally, it should be noted that the sign and magnitude of the C0/D0 ratio can be used to make specific assignments of bands based on electronic structure calculations27 (or group theory if there is high symmetry),28 which include spin–orbit coupling. 

[image: Image 22]
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FIGURE 1.9

Saturation magnetization behavior of C-term MCD intensity. Panel (a) shows the linear and saturation limits of the intensity with the Zeeman effect on an S ¼ 1/2, MS ¼  1/2

ground and excited states. Panel (b) shows the change of VTVH MCD behavior with S total. 

Panel (c) shows the nesting behavior observed for S > 1/2 with ZFS. 

1.2.3.2

Saturation Magnetization: Variable-Temperature Variable-Field MCD

The variable-temperature variable-field (VTVH) MCD experiment is performed by sitting on an MCD peak maximum and increasing field (H) at fixed temperatures (T).24,29,30 This is repeated for various temperatures and the data are plotted as a function of bH/2kT, where b is the Bohr magneton and k is the Boltzmann constant. 

This generates a set of saturation magnetization curves as shown in Figure 1.9c. 

Initially, when the temperature is decreased and magnetic field increased, the MCD

intensity increases linearly in the saturation magnetization curve (dashed line in Figure 1.9a for a spin 1/2 system at relatively low values of bH/2kT). However, at low temperatures and high magnetic fields, the magnetization curve saturates, and the MCD signal intensity becomes independent of T and H (saturation region in Figure 1.9a). The origin of this behavior can be understood from the inset in Figure 1.9a. At low temperatures and high fields, only the MS ¼ 1/2 component of the ground doublet is populated and at this value of bH/2kT, the MCD signal can no longer increase. From Figure 1.9b, as the spin of the ground state increases, the rate of achieving saturation increases, a behavior described by the Brillion function given by Equation 7 that can be used to obtain the spin (S) of the ground state.31

M ¼ 1 Ngb tanhðgbH=2kTÞ; 

for S ¼ 1=2

ð1:7aÞ

2

M ¼ NgSbBsðxÞ







2S þ 1

1

BsðxÞ ¼ 2S þ 1 coth

1 coth

x ; 

for S > 1=2

ð1:7bÞ

2S

2S

2S

2S

x ¼ gSbH=2kT

It should be emphasized that the Brillion functions require that data taken at different temperatures and fields superimpose onto a single curve when plotted as a function of bH/2kT. This does occur for Cu(II) and other S ¼ 1/2 complexes but is generally not

[image: Image 23]
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the case for S > 1/2 systems, where from Figure 1.9c curves obtained by increasing field at different fixed temperatures spread to form a nested set of saturation magnetization curves (or isotherms). This is due to zero-field splitting. 

When S > 1/2 and the metal site symmetry is lower than Oh or Td, there is a term in the spin Hamiltonian, in addition to the Zeeman term (gibH), that will split the (2S þ 1) MS spin degeneracy even in the absence of a magnetic field.32 This is shown in Equation 1.8, where D in the first term describes the effect of an axial distortion of the ligand field (z 6¼ x ¼ y) and E in the second term accounts for the presence of a rhombic ligand field (z 6¼ x 6¼ y). 













H ¼ D S21=

þ E S2S2 þ

ð1:8Þ

z

3S2

x

y

b gxHxSx þ gyHySy þ gzHzSz

This will have a very different effect on the VTVH MCD data depending on whether the complex is a Kramers (odd number of electrons, half-integer spin) or non-Kramers (even number of electrons, integer spin) ion.33

Kramers Ions: The High-Spin Fe(III) S ¼ 5/2 Case The effects of the ZFS and Zeeman terms in Equation 1.8 on an S ¼ 5/2 ground state are shown in Figure 1.10 for a rhombic Fe(III) site with D > 0. First, note that the sixfold degenerate MS values of FIGURE 1.10

Panel (a) shows the effect of ZFS (left side) and application of a magnetic field in three molecular directions on the spin states giving rise to the observed saturation magnetization behavior (VTVH MCD) plotted in panel (b) for a S ¼ 5/2, D > 0, and E/D ¼ 1/3

Kramers ion. 

[image: Image 24]
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the S ¼ 5/2 ground state split into three doublets in the absence of a magnetic field (left-hand side of Figure 1.10a). 

Kramers’ theorem requires that all half-integer spin systems be at least doubly degenerate in the absence of a magnetic field. Next, note that the splitting of these levels by a magnetic field depends on its orientation relative to the axes of the ZFS

tensor of the metal ion. The VTVH MCD saturation magnetization curve behavior reflects the difference in the population of these levels and their spin expectation values in a specific molecular direction. This direction must be perpendicular to the polarizations of the transition (Mij, where i 6¼ j are the two perpendicular polarizations required for circular polarization) (Equation 1.9).27

ð ð
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p 2p X 
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N
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As illustrated in Figure 1.10b, transitions with different polarizations show different saturation magnetization behavior even though they have the same ground state. Therefore, provided the ground-state parameters of Equation 1.8 are known from EPR (which is generally the case for Kramers ions), VTVH MCD can be used to obtain the polarizations of the electronic transitions in a randomly oriented frozen solution of a transition metal complex, which aids in spectral assignment and provides fundamental insight. 

Non-Kramers Ions: High-Spin Fe(II) S ¼ 2 Non-Kramers ions have a very different ZFS behavior.29 For a S ¼ 2 ground state with a rhombic ligand field (Figure 1.11, where E 6¼ 0), ZFS can eliminate all the MS degeneracy even in the absence of a magnetic field. 

Thus, for the non-Kramers ion, the  MS doublets split and this typically leads to the lack of an EPR signal for integer spin systems as this splitting is generally greater than the microwave energy (X-band, 0.3 cm1), making integer spin systems difficult to probe experimentally. However, these splittings have a very dramatic effect on the FIGURE 1.11

The effects of ZFS on a S ¼ 2, non-Kramers ion. 

[image: Image 25]
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FIGURE 1.12

VTVH MCD for a non-Kramers S ¼ 2 system with rhombic distortion. Panel (a) plots the data as a function of bH/2kT and panel (b) as a function of 1/kT. The inset shows the effect of ZFS and a magnetic field on the MS ¼  2 ground-state wavefunction.30

VTVH MCD data for non-Kramers ions allowing the measurement of spin Hamiltonian parameters of EPR inactive centers.29,34

As shown in Figure 1.12a, a non-Kramers S ¼ 2 system with rhombic distortion will show significant nesting in its saturation magnetization curves. 

Insight into the origin of this nesting can be obtained by replotting these data in a manner that uncouples the temperature and magnetic field dependencies of the MCD

signal. This is plotted in Figure 1.12b for a series of fields, each with decreasing temperature to the right. At a given field, the system saturates at low temperatures, corresponding to population of only the lowest component of the ground state. 

However, the amplitude of the temperature-saturated MCD signal increases with increasing magnetic field (arrow in Figure 1.12a) requiring that the wavefunction of the lowest energy component of the ground state (jYi in the inset of Figure 1.12) changes with magnetic field. This is exactly the behavior of a non-Kramers doublet depicted in the inset of Figure 1.12a. As indicated in the inset, in addition to the rhombic splitting of the non-Kramers doublet by d, the wavefunctions are completely mixed at zero magnetic field (jXi ¼ 1

pffiffi j þ 2i þ j2i and Y

j i ¼ 1pffiffi j þ 2ij2i). 

2

2

Increasing the field, Zeeman both splits the doublets (by gbH cos q), where q is the angle of the magnetic field relative to the molecular z-axis, and changes the wavefunctions such that the wavefunction of the lowest level goes from 1ffiffi

p ð 2

j ij2iÞ at zero field, which is MCD inactive, to the pure j2i, which will 2

have a large MCD signal based on its spin expectation value. 

Equation 1.10 describes this non-Kramers doublet behavior and its fit to the VTVH MCD data in Figure 1.12a (with orientation averaging for a frozen solution) allows the spin Hamiltonian parameters to be obtained.29,30 These, in turn, can be related to the ligand field splittings of the t2g set of d-orbitals, as described in Ref. 7, which probe the p-interactions of the Fe(II)

[image: Image 26]

18

INORGANIC AND BIOINORGANIC SPECTROSCOPY

with its ligand environment. 

qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðp=2

cos2u sinu

d2 þ ðgjjbH cosuÞ2

De ¼ Asat

qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi gjjbH  tanh du

0

2kt

d2 þ ðgjjbH cosuÞ2

ð1:10Þ

Thus, for non-Kramers ions, VTVH MCD uses an excited state to obtain ground-state EPR parameters of EPR inactive, but paramagnetic, metal sites. 

1.3

CHARGE TRANSFER EXCITED STATES

Ligands generally form s-donor bonds with metal ion sites. Several common ligands in bioinorganic chemistry also have strong p-donor interactions with the metal (thiolates and phenolates, in particular). 

As shown in Figure 1.13a, donor bonding interactions involve filled ligand valence orbitals at deeper binding energy relative to the metal d-orbitals. Donor bonding leads to ligand to metal charge transfer transitions that involve excitation of an electron from filled ligand valence orbitals to half-occupied and unoccupied metal d-orbitals. 

Ligands with intramolecular p-bonding in inorganic and organometallic chemistry also have low-lying unoccupied p orbitals that can have p-acceptor interactions with the occupied metal dp orbitals (the d-orbitals available for p-overlap with the ligands) (Figure 1.13b). This p-backbonding often results in MLCT bands in the absorption spectrum. Here we focus on donor bonding, but both types of CT processes can result in a large change in electron density along the LM bond leading to large electric dipole transition moments and intense absorption features polarized along the LM

bond (in contrast to their relatively weak contributions to the CD and MCD spectra, as discussed in Section 1.2). As developed below, the energies and intensities of CT

transitions reflect the ML bonding and can be used to quantitate the relative donor strength of the ligand. We first consider the simplest case of a one-hole Cu(II) complex and then the most complex case of a high-spin Fe(III) d5 site. 

FIGURE 1.13

Schematic energy-level diagram depicting ligand to LMCT and MLCT

transitions. 

[image: Image 27]
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FIGURE 1.14

Orbital interactions (right in the x–y plane; ip ¼ in plane and op ¼ out of plane) and relevant MO diagram for a tetragonal Cu(II) complex.7 Arrows represent the LMCT

transitions with the relative intensity indicated by the width of the arrow. 

1.3.1

Cu(II) Charge Transfer Transitions

As developed above, Cu(II) complexes generally have tetragonal geometries due to the Jahn–Teller effect with strong donor bonding in the equatorial plane. This leads to a half-occupied dx2y2 valence orbital with lobes oriented along the LM bonds due to the strong antibonding interactions with the ligands. 

Figure 1.14 shows the orbital interactions and a relevant molecular orbital (MO) diagram for this case. In Figure 1.14, we focus on monoatomic ligands that have three valence p-orbitals available for bonding with the metal ion, and first consider the energies of the CT transitions. EL is the ligand valance ionization energy. As the ligand becomes less electronegative (i.e., easier to oxidize), LMCT transitions shift down in energy (e.g., CuF 2

2

2

4

(>41,500 cm1) > CuCl4

(22,500 cm1) > CuBr4

(16,500 cm1)).35,36 EM is the metal valence ionization energy that depends on the effective nuclear charge on the metal ion (Zeff). This is determined by the atomic number (Z) of the metal ion, its oxidation state, and the number and types of donor ligands. From the MO diagram in Figure 1.14, ligand valence orbitals are stabilized and metal orbitals destabilized by forming ligand–metal bonds. This is described by Equation 1.11, where E 

¼

L

EM

D is the energy gap of the M and L valence

Ð

orbitals before bonding, and

f Hf

M

L dt is the resonance integral of the molecular

Hamiltonian that is proportional to the overlap of the metal and ligand orbitals Ð

(SML ¼ f f

M

L dt) that results in bond formation.37

ð
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f Hf dt
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ð1:11Þ
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As shown in Figure 1.14, the three valence p-orbitals of a monoatomic ligand split into two sets upon bonding to the metal. The pz (in a local coordinate system with each ligand’s z-axis directed along the LM bond) orbital is oriented along the ML bond and has s-overlap with the metal d-orbitals. The px, py set are perpendicular to the ML bond and available for p-overlap resulting in the in-plane and out-of-plane p-interactions shown in Figure 1.14. Since s-overlap is greater than p-overlap, Xps > Xpp and results in a doubly degenerate ligand pp ! Cu(dx2y2) CT at lower energy than the ligand ps ! Cu(dx2y2) CT. 

The CT intensities also reflect orbital overlap. In the limit of low overlap, the Ð *

electric dipole transition moment integral is given by c r

g cedt  rSM0L, where r is

the ML bond length and SM0L is the overlap integral for the ligand donor (L) and metal acceptor orbitals (M0) involved in the CT process.38 From Figure 1.14, it can be seen that ps has significant overlap with the metal dx2y2 orbital producing an intense ligand ps ! Cu dx2y2 CT transition at high energy. The pp set has no overlap with the dx2y2 orbital resulting in a doubly degenerate lower energy weak p CT (its limited intensity deriving from configuration interaction with the s CT).39 In summary, for Cu (II) complexes, the orbitals involved in the LM bonds result in a lower energy weak p and a higher energy intense s to Cu CT transition. This pattern can change for polaatomic ligands where intraligand bonding dominates and effects the valence orbitals of the ligand available for bonding to the metal. 

Proceeding further, the CT intensity can be used to quantitate the donor strength of a ligand.40 The donor strength is given by the amount of metal character in the ligand valence orbital due to bonding, and reciprocally the amount of ligand character mixed into the metal d-orbital. From Equation 12a, c2 quantitates the amount of electron density donated by the occupied ligand valence orbital to the metal through bonding. 

pffiffiffiffiffiffiffiffiffiffiffi

c* ¼

1c2ðf Þcðf Þ

M

M

L

pffiffiffiffiffiffiffiffiffiffiffi

ð1:12aÞ

c* ¼

1c2ðf Þ þ cðf Þ

L

L

M

ð

pffiffiffiffiffiffiffiffiffiffiffi ð

ð

c r*

f r*f

f r*f

g ce dt ¼ c

1c2

M

M dt þ ð1c2Þ

L

M dt

ð

pffiffiffiffiffiffiffiffiffiffiffi ð

ð1:12bÞ

c2 f r*f

f r*f

M

L dtc

1c2

L

L dt

Substitution of the wavefunctions in Equation 12a into the electron dipole transition moment expression generates Equation 12b. In Equation 12b, the first term on the right-hand side describes a d ! d transition that will not contribute to the intensity and from calculations the last term is dominant.41 This is the ligand–ligand term, which in the dipole approximation reflects the overlap of the ligand character in the bonding (donor) and antibonding (acceptor) molecular orbitals involved in the electronic transition. For this to be nonzero, the ligand character in the donor and acceptor orbitals has to be the same, which then gives Equation 1.13, where r

* is
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aligned along the LM bond. 

pffiffiffiffiffiffiffiffiffiffiffi ð

c 1c2 f r*f

L

L dt ffi cr

*

ð1:13Þ

Since CT intensity goes as the square of the transition moment integral, this shows that CT intensity is proportional to c2, the ligand donor strength. From molecular orbital Ð





theory, c  

f Hf

=ðE

Þ

M

Ldt

LEM and is therefore proportional to the LM

overlap as described above. Also, c2 and therefore CT intensity increases as E 

L

EM

decreases. This leads to the very important concept that low-energy, intense CT

reflects highly covalent LM bonds (i.e., strong donors). This high covalency can play a major role in activating a metal center for reactivity. 

1.3.2

High-Spin Fe(III) Charge Transfer Transitions

High-spin Fe(III) centers have five half-occupied d-orbitals (a spin) that are available for bonding. Since the transition energy decreases with increasing metal Zeff, high-spin Fe(III) complexes often exhibit low-energy LMCT transitions. From the Tanabe–Sugano diagram (Figure 1.4, left), the high-spin Fe(III) ground state is 6A1g, therefore lacking a Jahn–Teller distortion, and the strong z-axis for quantization of the d-orbitals is usually determined by the most covalent LM bond. This should also contribute the dominant LMCT transitions to the absorption spectrum. 

From Figure 1.15, the ligand pz orbital will have strong s-overlap with the metal dz2

producing a high-energy intense CT, while the ligand px,y orbitals have p-overlap with the dxz/dyz orbitals resulting in lower energy weaker p CT. Note that the hole produced in the ligand valence orbital will couple with the unpaired electrons on the metal and give a number of many-electron states; however, electron–electron repulsion is small between the metal and ligand centers. The LMCT transitions produce dn þ 1 final states given by the appropriate Tanabe–Sugano diagram, but with ligand field parameters reflecting the now reduced, in this case Fe(II), metal center.42

FIGURE 1.15

Metal ligand overlap and MO diagram for a Oh high-spin Fe(III) complex. 

Arrows indicate the LMCT transitions. The bold arrow shows the more intense s CT
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Thus, while Cu(II) CT transitions reflect s-bonding, in Fe(III) sites these can quantitate both s- and p-bonding interactions of the ligand with the metal d-orbitals. 

Identification of the specific ligand orbital in the CT process is accomplished by a combination of resonance Raman and polarized absorption spectroscopies (the CT

transition being polarized along the LM bond). The latter can be accomplished either in a single crystal using polarized light or in frozen solution using VTVH MCD, as described in Section 1.2.3.2. 

1.4

CORE EXCITED STATES: X-RAY ABSORPTION

SPECTROSCOPIES

The complete electronic energy level diagram of a representative transition metal complex (D

2

4h CuCl4

) is given in Figure 1.16. 

In Sections 1.2 and 1.3, we focused on transitions between valence orbitals spanning a range of 5 eV (40,000 cm1). Here we consider excitations of core FIGURE 1.16

The complete electronic energy level diagram of D

2

4h CuCl4

depicting the

various XAS pre-edge and edge transitions.17
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FIGURE 1.17

Photon flux versus energy for the SPEAR3 bending magnet spectrum at the Stanford Synchrotron Radiation Lightsource, Stanford University, SLAC. 

electrons into unoccupied and half-occupied valence orbitals. Metal 1s excitation corresponds to the metal K-edge (for Cu this is at 9000 eV), ligand 1s excitation generates the ligand K-edge (for Cl at 2820 eV), and metal 2p excitation generates the metal L-edge (for Cu(II) at 930 eV) (Figure 1.16). Absorption spectra taken at these X-ray energies require synchrotron radiation. This is produced by electrons moving in ultrahigh vacuum (<107 Torr) at relativistic velocities in a storage ring with paths bent by a magnetic field. 

As shown in Figure 1.17, the emitted synchrotron radiation is continuous in the X-ray region (in contrast to the discrete energies of X-ray anodes), intense and polarized in the plane of the electron’s orbit (inset). 

A representative XAS spectrum (metal K-edge) is generally divided into four regions, as indicated in Figure 1.18. 

The extended X-ray absorption fine structure region starts at 50 eV above the edge and corresponds to an electron excited from the core into the continuum in Figure 1.16.5 Scattering of the electron from adjacent ligands leads to constructive and destructive interferences with the outgoing de Broglie wave depending on the electron kinetic energy. The Fourier transform of this provides structure-sensitive information on the metal site in solution. To lower energy of the EXAFS is the near-edge region, whose information content is currently being developed through multiple scattering theory.43 The structure in the near-edge region corresponds to shape resonances where the ionized electron is trapped by the potential of the coordination environment. This can provide structural insight complementary to EXAFS.44 Here we focus on the edge and pre-edge regions that are rich in electronic structural information and systematically develop their information content. 
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FIGURE 1.18

Representative metal K-edge XAS spectrum. 

1.4.1

Metal K-Edges

1.4.1.1

Cu(I) d10

It is instructive to first consider a reduced Cu site that has a filled subshell d10 electron configuration. This cannot be studied by most of the spectroscopic methods used in inorganic and bioinorganic chemistry (the alternative approach is photoelectron spectroscopy (PES) that is presented in Ref. 45). The edge for a Cu(I) complex is at 8990 eV and corresponds to the threshold energy for FIGURE 1.19

(a) Pre-edges for various coordination geometries of Cu(I) complexes.47

(b) MO diagrams giving rise to the pre-edge features. 
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ionization of a metal core 1s electron into the continuum in Figure 1.16. As with PES, the edge energy depends on the effective nuclear charge of the metal ion and is referred to as the chemical shift of the core level.46 Zeff is defined by the oxidation state of the metal, its coordination number, and the strength of the donor interaction of the ligands with the metal ion (i.e., covalency). For Cu(I), all the d-orbitals are filled and the pre-edge feature corresponds to a Cu 1s ! 4p transition, which, as shown in Figure 1.19, occurs at 8984 eV. 

This transition is g ! u with DL ¼ þ1 and is therefore electric dipole allowed and intense in XAS. The energy and shape of this feature strongly depend on the ligand field of the Cu(I) site through its effect on the Cu 4p orbitals (Figure 1.19b).47 For a two-coordinate linear Cu(I) site (left of Figure 1.19), the 4pz-orbital is destabilized due to antibonding interactions with the ligands leading to a low-energy, intense, sharp pre-edge feature at 8984 eV corresponding to the 1s ! 4px,y transitions (arrows in Figure 1.19). For three-coordinate Cu(I), interaction with the third ligand in the now equatorial plane (y–z plane) removes the degeneracy of the 4px,y producing a doublet pattern in the 8984 eV peak (arrows in the center of Figure 1.19). Finally, for four-coordinate Cu(I), all 4p orbitals are involved in equivalent repulsive interactions with the ligands and no pre-edge intensity is present in the Cu K-edge below 8985 eV. 

1.4.1.2

Cu(II) d9

Cupric complexes typically have a hole in the dx2y2 orbital (Figure 1.5b and c) allowing a 1s ! 3d transition, which occurs below the edge at 8979 eV. The s ! d transition is electric dipole forbidden (g ! g and Dl ¼ 2); therefore, the transition will be very weak, but is observed even in centrosymmetric complexes (i.e., those with inversion symmetry) as shown in the blowup of the pre-edge region in Figure 1.20 for the D

2

4h CuCl4

complex. 

The origin of the nonzero intensity for this transition was determined by polarized single-crystal XAS at the Cu K-edge.48 As shown in Figure 1.20a, light was

*

propagated into the CuCl 2

4

crystal with its E vector oriented in the molecular xy-plane and the complex was rotated around the z-axis (by an angle f). The spectra in Figure 1.20 show that the intensity of the 8979 eV peak varies with f. The intensity of the pre-edge peak plotted as a function of f (inset of Figure 1.20) shows that it

*

*

maximizes every 90, when the E and k vectors bisect the LM bonds. This demonstrates that the intensity derives from an electric quadruple mechanism, where

^

*

*

Mðelectric quadrupoleÞ in Equation 1.2 is given by Equation 1.14, indicating that the E and k vectors of light project out the x and y components of the electron’s momentum (p) and position (r). 











* *

* * 

I / 1s E  p

k  r



Ye

ð1:14Þ

The quadrupole operator transforms as Mxy and makes the 1s ! 3d transition electric*

quadrupole allowed when the dx2y2 orbital (in molecular coordinates) bisects the k

*

and E vectors (which define the laboratory coordinates). Quadrupole intensity is usually very low; however, at 9000 eV the wavelength of light is 1.4 A and in this case the long-wave approximation no longer holds and higher terms in the multipole expansion in Equation 1.2 become important. 
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FIGURE 1.20

XAS spectra of D

2

4h CuCl4

.48 Panel (a) shows the orientation of the X-ray beam with the complex and the angle (f) by which the complex was rotated. Insets show a blowup of the pre-edge region and a plot of the pre-edge intensity as a function of f. 

In going to complexes lacking a center of inversion (i.e., noncentrosymmetric), the dx2y2 orbital can mix with the 4p-orbitals of the metal. From the above discussion, the 1s ! 4p transition is electric dipole allowed. In the X-ray region, electric dipole intensity is 100-fold higher than electric quadrupole intensity; thus, a few percent of 4p mixing into a d-orbital can have a large effect on the pre-edge intensity. 

This is developed in Figure 1.21 for the blue copper site in plastocyanin where the issue of Cu 4p mixing into the dx2y2 orbital was critical to understanding the unique EPR properties of the active site.49 From the orientational averaged XAS

spectrum in Figure 1.21a, the 8979 eV pre-edge peak in blue copper is much more intense than the 8979 eV peak in D

2

4h CuCl4

reflecting the 4p mixing in the

noncentrosymmetric protein active site. Importantly, from the polarized spectra of blue copper in Figure 1.21, the intensity is high only when the site was orientated

*

such that the E vector of light is in the xy-plane showing that 4px,y is mixed into the dx2y2 ground-state wavefunction of the blue copper site. These pre-edge data eliminated a 4pz mixing model that had generally been invoked to explain for the small Cu hyperfine coupling and allowed focus on the now accepted model that the small A|| value of the blue copper site actually reflects its high covalent delocalization into a thiolate ligand that activates the site for its function of rapid, directional electron transfer.50

[image: Image 34]
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FIGURE 1.21

XAS spectra of the blue copper site in plastocyanin and the D

2

4h CuCl4

complex.49 Panel (a) shows the orientational averaged spectra with a blowup of the pre-edge region and the inset shows an energy diagram showing the edge transition. Panel (b) shows the

*

polarized single crystal (X-tal) spectra with the E vector of light oriented in the directions

*

indicated. Note that with E parallel to the z-axis no pre-edge feature is observed (this is the direction for 4pz mixing). 

In summary, the intensity of a metal K-pre-edge peak is low and dominantly reflects a distortion of the metal site from centrosymmetric that allows metal 4p mixing into the valence 3d orbitals. 

1.4.1.3

Fe(III) d5

In going to a high-spin Fe(III) center there are now five half-occupied valence d-orbitals available for 1s ! 3d transitions, each having a quadrupole and a 4p electric dipole contribution; the latter if the site is noncentrosymmetric. 

These transitions split in energy into a number of dn þ 1 final states due to the ligand field splitting of the d-orbitals combined with electron–electron repulsions. The d6

final states available from a high-spin d5 ground state 1s core excitation are fairly straightforward. The d6 free ion has a 5D high-spin state that splits into 5T2g and 5Eg states separated by 10Dq for an Oh site. 

As shown in Figure 1.22a, for a six-coordinate center, even in a protein, the intensity of the pre-edge (at 7112 eV for Fe(III)) is low and has dominantly quadrupole character.51 Here we see two peaks in a 3:2 intensity ratio split by the 10Dq of the Oh ligand field. In going to a four-coordinate, Td structure (Figure 1.22b) 10Dq decreases, as 10Dq (Td) ¼ –4/9 10Dq (Oh) and the intensity of the peak greatly increases. The latter derives from the fact that the 4p orbitals have t2 symmetry in Td and will mix with the 3d set having the same symmetry resulting in significant electric dipole character in the higher energy (1s ! 3d (t2)) pre-edge transition. In going to a five-coordinate, square pyramidal (C4v) symmetry, the 4pz now mixes into

[image: Image 35]
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FIGURE 1.22

Effect of site geometry on the pre-edge of Fe(III) complexes.51 Below each spectrum the bar graphs indicate the contribution to the intensity from electric dipole and quadrupole mechanisms for each final state. 

the dz2 -orbital that is energy shifted due to the strength of the axial interaction with the Fe(III) (Figure 1.22c). Thus, for high-spin Fe(III), the pre-edge feature is more intense in five- and four-coordinate sites and the intensity/energy distribution reflects the specific ligand field mixing of 4p character into the dn þ 1 final states.51

1.4.2

Metal L-Edges

Metal L-edge XAS mostly focuses on transitions from the 2p6 core. The 2p ! 3d and 2p ! 4s are electric dipole allowed with the p ! d channel being 20-fold more intense.52 Therefore, L-edges are a more direct method to study d valence levels relative to the metal K-edges. Also, the spectra are taken at much lower photon

[image: Image 36]

CORE EXCITED STATES: X-RAY ABSORPTION SPECTROSCOPIES

29

energies; therefore, they have higher resolution (0.3 eV relative to 1.0 eV for K-edges). However, the energy range of interest is 500 to 1000 eV and the experiment must be done under ultrahigh vacuum conditions. The 2p5 excited configuration gives a 2P final state that has spin and orbital angular momenta that spin–orbit couple to produce the 2P3=2 (L3-edge) and 2P1=2 (L2-edge peaks), split by 10–20 eV depending on Z with the L3 at lower energy with approximately twice the intensity. 

1.4.2.1

Cu(II)

For d9 Cu(II) complexes, L-edge XAS is fairly straightforward. 

There can only be one 2p63d9 ! 2p53d10 transition, producing the L3 feature of the pre-edge at 930 eV (inset of Figure 1.23) and L2 feature at 20 eV higher energy. 

Since 2p ! 3d is electric dipole allowed and the Cu 2p orbital is localized on the Cu nucleus, the intensity of the Cu L-edge is a direct probe of the Cu d character in the half-occupied molecular orbital of the complex ((1  a2), in the inset of Figure 1.23) giving the covalency of the Cu site. As the L-edge intensity decreases, the ligand character increases, reflecting a more covalent active site. This was an important result in Cu bioinorganic chemistry. As shown in Figure 1.23, the L3-edge intensity of the Cu(II) blue copper site in plastocyanin is much lower than that of D

2

4h CuCl4

. Thus, 

there is less metal character; that is, the blue copper site is more covalent.53 Since FIGURE 1.23

L-edge XAS spectra of the blue copper site in plastocyanin and D4h CuCl 2

4

.53 Inset shows the relevant MO diagram and half-occupied HOMO wavefunction. 

[image: Image 37]

30

INORGANIC AND BIOINORGANIC SPECTROSCOPY

a variety of spectroscopies give for D

2

4h CuCl4

a ground state with 61% dx2y2

character, the intensity ratio in Figure 1.23 shows that the blue copper site is highly covalent with 41% Cu d character.53 This provided an explanation for the small hyperfine coupling in the blue copper site mentioned above and is further probed by ligand K-edge XAS in Section 1.4.3. 

1.4.2.2

Fe(III) d5

As for the K-edge, L-edges in d5 Fe(III) sites have transitions to the fives holes in its d-orbitals. These are again energy split due to the ligand field but we must also include the large effects of electron–electron repulsion and spin–orbit coupling that dominate the L-edge spectral shape.52 A multiplet calculation for the 2p63dn ! 2p53dn þ 1 final states includes the ligand field splitting of d-orbitals, 3d–3d and 2p–3d electron–electron repulsion, and p and d spin–orbit couplings. For a high-spin Fe(III) complex, this produces many states indicated by the vertical lines below the spectra in Figure 1.24a. These are lifetime and instrument broadened to produce the L-edge spectral band shape shown. 

Note in comparing Figure 1.24a and b that the shape strongly depends on the ligand field and greatly changes in going from high- to low-spin Fe(III) complexes. As for Cu L-edges, the total intensity decreases as the covalency increases and importantly for L-edges of metal sites with multiple holes, the differential orbital covalency (DOC) (the difference in the t2(p) and e(s) covalencies of the half-occupied and unoccupied d-orbitals) can greatly affect the band shape.54 This can be seen in Figure 1.24c, which compares the L-edge spectra of a low-spin Fe(III) complex with only s-donor ligands FIGURE 1.24

L-edge XAS spectra of FeIII complexes: (a) high spin,(b) low spin,54 (c) without (tacn) and with (heme) p-donor bonding, reflecting differential orbital covalency, and (d) without (tacn) and with (CN) p-backbonding.56 The vertical lines in (a) and (b) represent the calculated final states that are broadened to give the resultant, superimposed calculated spectra. 
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to that of low-spin Fe(III) where there is now p-donor bonding as well. Note that the low-energy peak at 706 eV is dominantly a 2p ! 3dðt2gÞ transition into the dp set of orbitals, while the intense peak at 710 eV reflects the multiplet split 2p ! 3dðegÞ

transitions to the ds set. The fact that the Fe(III) heme site has lower intensity in the t2

hole experimentally quantitates that the tetrapyrole ligand is a very strong p-donor that governs the metal dp character and plays a key role in the electron transfer reactivity of heme sites.55 Finally, Figure 1.24d demonstrates that the L-edge is perhaps the most direct spectral method to quantitate p-backbonding (compared to a vibrational frequency that has contributions from s-donor and mechanical coupling with other vibrations in addition to p-backbonding). Figure 1.24d shows that ferricyanide has a new intense feature at 3 eV above the 2p ! 3ds peak.56 This involves Fe 2p transitions into the CN p orbitals that gain d character, hence L-edge intensity due to their p-acceptor interactions with the occupied d-orbitals on the Fe. 

The details of using the L-edge to experimentally quantitate backbonding are presented in Ref 56. 

1.4.3

Ligand K-Edges

The ligand K-pre-edge corresponds to the ligand 1s ! metal 3d transition (Figure 1.25). 

FIGURE 1.25

Sulfur K-edge spectra for blue copper site in plastocyanin and the Cu(II) model complex tet b.49 Inset shows the MO diagram for a transition to the half-occupied HOMO. 

[image: Image 39]
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This method has been applied to second (N and O) and third (S and Cl) row coordinating atoms.6 We focus on sulfur here as the covalency of SM bonds has played an important role in bioinorganic chemistry and S K-edge spectroscopy has provided the most direct method to quantitate these bonds. The S K-pre-edge is at 2470 eV and involves the L 1s ! M 3d transition. Since the 1s orbital is localized on the sulfur nucleus and s ! p is electric dipole allowed, the S K-pre-edge intensity directly reflects the S 3p character mixed into the M 3d orbitals. Thus, S K-edge intensity provides a direct probe of the covalency of a sulfur–metal bond. This can be compared to the ligand superhyperfine coupling in EPR (Chapter 3) but is appropriate for unoccupied as well as half-occupied valence orbitals and the site does not have to be EPR active. 

1.4.3.1

Cu(II) d9

The blue copper active site in plastocyanin is used as an example of S K-edge spectroscopy as this method was first applied to this site.49 When reduced, the blue copper site has no sulfur K pre-edge feature. However when oxidized, the blue copper site exhibits an intense absorption peak at 2470 eV (Figure 1.25). This peak is 2.5-fold more intense than the S pre-edge feature of a model complex (tet b) that has a fairly normal thiolate SCu(II) bond with 15% covalency. The intensity ratio in Figure 1.25 demonstrates that a2 ¼ 38% in the half-occupied dx2y2 molecular orbital of blue copper (inset of Figure 1.25). This high covalency couples the Cu center into specific superexchange pathways through the protein and activates it for long-range electron transfer in biology.50

1.4.3.2

High-Spin Fe(III)

Again, for high-spin Fe(III) there can be 1s ! 3d transitions to five half-occupied molecular orbitals. These produce dn þ 1 multiplet final states split in energy by electron–electron repulsion and the ligand field splitting of the d-orbitals. 

In addition, as illustrated in Figure 1.26 for a Td d5 ion as found in the iron–sulfur proteins, the dp(e) and ds(t2) orbitals will have differences in covalency (i.e., FIGURE 1.26

MO diagram for a high-spin d5 ion in a Td ligand field with sulfur ligands. 

Right-hand side gives the wavefunctions. 
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FIGURE 1.27

Sulfur K-pre-edge XAS59 for (a) FeIII(SR) 

4

model complex, (b) the model

compared to several rubredoxins to illustrate the effect of the protein environment in reducing covalency, and (c) Fe2S2-type complexes with RS4 (black) replaced by Cl (red) or mS2 by mSe2 (blue). (See the color version of this figure in Color Plates section.) S character, therefore S pre-edge intensity) distributed over the dn þ 1 final states. In Figure 1.27a for a high-spin Fe(III)(SR) 1

4

complex, the thiolate pre-edge is well

separated from the S-edge and two overlapping peaks are observed.57

These correspond to the S 1s ! M dp(e) and S 1s ! M ds(t2) transitions split in energy by 10Dq (in the d6 final state). The resolved intensities provide the p and s covalencies (i.e., thiolate S character) in the d-orbitals of this site. In a comparison of the S K-edge data for the iron–sulfur model complexes of Holm and collaborators58

to the proteins with structurally congruent sites, the intensity is generally decreased
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(Figure 1.27b57). This reflects the electrostatic effects of H-bonding to the sulfur that reduces their donor interactions to the iron. This destabilizes the oxidized more than the reduced state and can make a major contribution to tuning up the reduction potentials of iron–sulfur proteins. Finally, the pre-edge energy depends on the Zeff of the sulfur ligand that produces a chemical shift of the core 1s orbitals. As shown in Figure 1.27c, the Zeff of bridging sulfide is very different from that of thiolate allowing pre-edge transitions from these chemically different ligands to be resolved for the same active site and their individual contributions to bonding quantified.59 This has proved very important in understanding why [Fe2S2] þ mixed valent sites are localized while [Fe4S4]2 þ clusters are delocalized even in low-symmetry protein environments.60

1.5

CONCLUDING COMMENTS

In this chapter, we have developed the information content of different excited state spectroscopic methods in terms of ligand field theory and the covalency of LM

bonds. Combined with the ground-state methods presented in the following chapters, spectroscopy and magnetism experimentally define the electronic structure of transition metal sites. Calculations supported by these data can provide fundamental insight into the physical properties of inorganic materials and their reactivities in catalysis and electron transfer. The contribution of electronic structure to function has been developed in Ref. 61. 
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2.1


INTRODUCTION

57Fe Mo¨ssbauer spectroscopy has proven to be a powerful tool for the investigation of the properties of materials that interest researchers in chemistry, physics, biochemistry, microbiology, and geology, to name a few of the fields strongly affected by application of this technique. The reader will undoubtedly recall the spectacular Mo¨ssbauer data sent home from the surface of Mars (NASA mission 2003/2004). The technique is very powerful because it has high resolution, and 57Fe is seen regardless of the spin and oxidation state of the iron site(s), as long as the material under study is in the solid state (such as polycrystalline materials or amorphous solids) or immobilized in frozen solution. In this chapter, we will focus on applications in bioinorganic chemistry and biochemistry, the home page of the authors. 

The purpose of this chapter is to familiarize the reader with the potential of 57Fe Mo¨ssbauer spectroscopy. We have chosen to present four examples of rather recent research, some still ongoing, from our laboratory. The examples discussed are anything but routine research, and they demonstrate what specific information can be obtained by the application of Mo¨ssbauer spectroscopy. We will not attempt to explain all details of the spectra as such explanations require a rather deep understanding of the technique and its methods of data analysis (which is often based on spin Hamiltonians). Since many review articles,1–3 some from our laboratory,4–7 have been published, another “introduction,” while perhaps convenient, would essentially repeat what is already in the literature. In writing this chapter, we think of readers, mainly chemists or biochemists, who wish to find out whether Mo¨ssbauer spectroscopy can provide information with fresh insights into their research. Thus, we recommend that the reader goes through the given examples with the view of finding out what information can be obtained, rather than aiming at understanding Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac
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how the information has been acquired (we leave the how to the Mo¨ssbauer spectroscopist). The reader will find much useful information on a web site dedicated to Mo¨ssbauer spectroscopy.8

2.2

BACKGROUND

57Fe is a stable isotope with 2.2% natural abundance. Its nuclear ground state has spin I ¼ 1/2. The first excited state at 14.4 keV, unusually low for a light nucleus, has I ¼ 3/2. Because the excited state has I > 1/2, the nucleus exhibits a spectroscopic quadrupole moment that yields a splitting of the excited nuclear state when the nucleus is embedded in an environment of less than octahedral or tetrahedral symmetry. The nuclear excited state has an unusually long half-life, t ¼ 1.4  107 s, corresponding to an energy uncertainty (linewidth) G ¼ h/t ¼ 4.6  109 eV, which defines the high resolution of the technique. The nuclear levels are frequently split (or shifted) by magnetic and electric interactions. In 57Fe (absorption) Mo¨ssbauer spectroscopy, we observe transitions between nuclear ground- and excited-state manifolds. These transitions depend on the electronic environment of the 57Fe through a variety of interactions, such as electric monopole (isomer shift) and quadrupole interactions, magnetic hyperfine interaction, zero-field splitting (ZFS), electronic Zeeman interaction, and exchange coupling (for multi-nuclear systems). 

Mo¨ssbauer spectra of paramagnetic complexes are generally analyzed in the framework of a spin Hamiltonian. The widely used software WMOSS9 can handle most of the situations that occur in practice. In the following, we briefly introduce the parameters that can be measured for simple systems. A spin Hamiltonian for Mo¨ssbauer and EPR analysis for mononuclear system may be written as H ¼ He þ Hhf

ð2:1Þ

with

He ¼ D½S2SðS þ 1Þ=3 þ EðS2S2Þ þ bS  g  B

ð2:2Þ

z

x

y

and

Hhf ¼ S  A  IgnbnB  I þ HQ

ð2:3Þ

with

HQ ¼ ðeQVzz=12Þ½3I215=4 þ hðI2I2Þ

ð2:4Þ

z

x

y

The first two terms in the electronic Hamiltonian, He, describe the ZFS of the multiplet of spin S. D is the axial ZFS parameter and E describes the rhombicity. 

Usually D and E/D are quoted, as D gives the magnitude and E/D the deviation from axial symmetry (E ¼ 0). By suitable choice of the coordinate system, that is, choosing the z-axis along the direction of the largest ZFS component and the y-axis along the second largest, E/D can be confined to the range 0  E/D  1/3. Typical D values for
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iron-based systems are in the range 0 < |D| < 30 cm1. For S ¼ 1/2, the ZFS term is absent. The third term in He is the electronic Zeeman term that describes the interaction of the electronic magnetic moment bSg with the applied magnetic field B. In some cases, such as high-spin FeIII and often FeIV, we can take g to be isotropic, g ¼ 2.0. The D and E terms of He are often probed with EPR spectroscopy or magnetic susceptibility. Many Mo¨ssbauer laboratories study samples by using superconducting magnets with fields up to 8.0 T (14.0 T in rare cases). At B ¼ 8.0 T, the Zeeman energy (bB ffi 4 cm1 at B ¼ 8.0 T) competes with the ZFS term, and sometimes dominates it (especially for Fe3 þ ). 

Hhf describes the hyperfine interaction with the 57Fe nucleus. A is the magnetic hyperfine tensor and HQ describes the interaction of the quadrupole moment Q of the I ¼ 3/2 nuclear excited state with the (traceless) electric field gradient (EFG) tensor V (the nuclear ground state has I ¼ 1/2 and lacks a spectroscopic quadrupole moment). In the absence of magnetic effects (for instance, for S ¼ 0, or S ¼ integer for B ¼ 0), the Mo¨ssbauer spectrum consists of a doublet with quadrupole splitting:



rffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2

DEQ ¼ eQVzz

1 þ

ð2:5Þ

2

3

where h is the asymmetry parameter of the EFG: h ¼ (Vxx  Vyy)/Vzz. For a diamagnetic compound (S ¼ 0), h can be determined from the shape of a spectrum recorded in an applied magnetic field. 

A very important quantity, generally not included in writing Equation 2.1, is the isomer shift d obtained by taking the centroid of the Mo¨ssbauer spectrum. This quantity measures the s-electron density at the nucleus, which is quite sensitive to the oxidation state.3,8 Figure 2.1 illustrates quadrupole splitting and isomer shift for the case when no magnetic effects are present. In Figure 2.2, we illustrate, for DEQ ¼ 0

and d ¼ 0, the magnetic dipole splitting for the case when a magnetic field B ¼

int

33.0 T acts at the 57Fe nucleus. 

Even in fairly small applied magnetic fields, say B ¼ 20 mT, the terms of He are much larger than the hyperfine terms. This implies that the expectation value of the electronic spin, hS, a|S|S, ai  hSi, is determined by He. Under these circumstances, we can replace the spin operator S in the magnetic hyperfine term by its expectation value, hSi, obtaining from Hhf the nuclear Hamiltonian Hn Hn ¼ hSi  A  IgnbnB  I þ HQ

ð2:6Þ

Equation 2.6 contains only nuclear variables. It will be useful to rewrite the first two terms as gnbn(hSiA/gnb þ B)I and define the internal magnetic field at the nucleus:

Bint ¼ hSi  A=gnb

ð

n

2:7Þ
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FIGURE 2.1

Energy levels, isomer shift, and quadrupole splitting for 57Fe. The Mo¨ssbauer spectrum shown was recorded at T ¼ 4.2 K with a sodium nitroprusside absorber, a diamagnetic (S ¼ 0) compound often used for velocity calibrations. The isomer shift, indicated by the vertical dashed line, has the value d ¼ 0.18 mm/s relative to Fe metal. 1 mm/s Doppler shift corresponds to 4.8  108 eV. 

We now combine B and Bint to obtain the effective magnetic field at the nucleus: Beff ¼ Bint þ B

ð2:8Þ

Beff interacts with the magnetic moment of the nucleus, mn ¼ gnbnBI, yielding the magnetic hyperfine splitting of the nuclear ground and excited states that we infer from the Mo¨ssbauer spectrum by measuring the transition energies. 

The most comprehensive information obtained from a Mo¨ssbauer spectrum is contained in Bint that depends on the magnetic hyperfine tensor A and, through hSi, on the ZFS, the electronic g tensor (and exchange couplings when we consider polynuclear systems). For samples containing randomly oriented molecules, such as polycrystalline powders or molecules in frozen solution, the Mo¨ssbauer spectrum depends on the orientation of the molecule relative to the direction of the applied field,4,6 which is fixed in the laboratory and is generally either parallel or perpendicular to the direction of Mo¨ssbauer radiation. As a consequence, the spectrum is a

“powder average” from which we have to extract the various tensor quantities of

[image: Image 42]
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FIGURE 2.2

Magnetic dipole transitions for the case where a strong magnetic field acts on the 57Fe nucleus. The magnetic quantum numbers, mg and me, are in reversed order because the nuclear magnetic moments of the ground and excited states have opposite signs. Shown below the diagram is a Mo¨ssbauer spectrum of a 6 mm Fe metal foil recorded at 298 K. In the figure, the lines marking the transitions between the ground and excited states are interrupted. 

If we would draw everything to scale and print the m ¼ þ ¼ 

g

1/2 and mg

1/2 levels of the

nuclear ground state 5 mm apart, the reader would find the nuclear excited states somewhere on the moon. 

Equations 2.1–2.4. Detailed information can be obtained by manipulating Bint and using its temperature dependence (hSi becomes temperature dependent when excited spin or orbital states become populated and/or when the spin relaxation rates change). 

For a variety of reasons, the most useful information is obtained at low temperature, typically at 4.2 K (at this temperature, the spin relaxation is generally slow and only the lowest electronic states are populated). Taking spectra at 4.2K has another big advantage: namely, the area under a Mo¨ssbauer spectrum is determined by the recoilless fraction f (Debye–Waller factor),3 which is practically the same for all compounds at 4.2 K. This allows us to determine the relative concentrations of various species in a sample. Using this rule, it was proposed in 1978 that the MoFe protein of nitrogenase has 30 Fe atoms (and the authors lived to see it verified by crystallography in 1992). 

Figure 2.3 shows zero-field splittings for an S ¼ 5/2 (such as high-spin FeIII) and an S ¼ 2 system (such as high-spin FeII or FeIV, or complexes Z and X discussed below). 

We use these energy diagrams to comment on some important points. Metals or metal clusters with an odd number of electrons are Kramers systems for which the spin levels are at least twofold degenerate in the absence of an applied field. A Kramers
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B

FIGURE 2.3 (a) Energy level diagram for an axial S ¼ 5/2 system, with the field B applied parallel to the z-axis. In zero field, the energy levels are twofold degenerate (Kramers doublets). 

(b) Energy level diagram for an S ¼ 2 system with D ¼ 4.4 cm1 and E/D ¼ 0.2. Note that the five spin levels are singlets in zero field. A magnetic field, up to 8.0 T, is applied along the y-axis. 

This diagram is relevant to the diiron(IV) complex of Section 2.3.2. 

system, at sufficiently low temperature (to have the system in the slow spin relaxation limit), exhibits 57Fe magnetic hyperfine interactions even in zero magnetic field. 

In contrast, the spin levels of systems with an even number of electrons (non-Kramers systems) such as high-spin FeII are generally singlets, as shown in Figure 2.3b. 

A theorem based on time-reversal symmetry states that singlets, in the absence of an applied field, have hSi ¼ 0, and therefore yield B ¼

int

0. Thus, the zero-field Mo¨ss-

bauer spectra of systems with integer spin S consist of quadrupole doublets at any temperature! (Very rare exceptions occur when two levels are separated by less than a few 103 cm1 due to true or accidental symmetry.10) By applying a magnetic field, the spin levels of the non-Kramers system of Figure 2.3b can acquire finite values of hSi. This can be used to elicit magnetic hyperfine interactions, that is, inducing B

6¼

int

0. A field applied along x or y, for

instance, mixes the excited spin levels into the ground state. Resulting

“magnetization” curves, hSx,y,ziground state versus B, are shown in Figure 2.4. These magnetization curves determine, by Equations 2.2 and 2.7, the field dependence of Bint, allowing us to evaluate the A, EFG, and ZFS tensors. 

In Mo¨ssbauer spectroscopy, we encounter two types of expectation values for the electronic spin4,6 that we illustrate briefly for an iron site with S ¼ 1/2 and g ¼ 2, taking the applied field along z. If the spin relaxation rate (spin flips between the MS ¼ þ 1/2 and MS ¼ 1/2 sublevels) is slow compared to the nuclear precession frequency (which is typically  10–30 MHz; Larmor precession around Bint or quadrupole precession), the nucleus senses the Fe atom in either the MS ¼ þ 1/2 or MS ¼ 1/2 state during the absorption process. In this case, we have hSzi ¼ þ 1/2 for spin up and hSzi ¼ 1/2 for spin down. Each electronic level produces a Mo¨ssbauer spectrum, and these two spectra are weighted by the probability (given by the
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FIGURE 2.4

Spin expectation values of the lowest spin level of the S ¼ 2 system of Figure 2.3. The curve labeled hSyi was obtained by applying B along the y-axis of the ZFS

tensor. The break in the curve for hSzi is due to level crossing; for Bz ¼ 4.6 T, the first excited state becomes the ground state. This diagram is relevant for the diiron(IV) complex of Section . 

Boltzmann factor) of finding the atom in the respective state. In the fast relaxation limit, the nucleus senses the average spin (actually the average Bint), obtained by thermally averaging the expectation values of the individual level, in the present case hSzi ¼

þ h

th

(hSzi þ 1/2

Szi1/2eDE/kT)/(1 þ eDE/kT), where DE ¼ gbB is the Zeeman splitting of the S ¼ 1/2 state. In the fast relaxation limit, the internal magnetic field is written as B

¼ h



int

Sith A/gnbn; for gbB  kT, that is, for weak applied fields or at sufficiently high temperature, Bint becomes vanishingly small and the Mo¨ssbauer spectrum consists of a quadrupole doublet. 

Figure 2.5 shows some simulated Mo¨ssbauer spectra that will aid the reader in following the discussions of Section 2.3. Figure 2.5a shows a quadrupole doublet with DEQ ¼ þ 1.1 mm/s and d ¼ 0.45 mm/s. We first assume that the iron of the complex representing the doublet is diamagnetic; that is, the complex has electronic spin S ¼ 0. 

Let us further assume that the sample consists of randomly oriented molecules (the case most often encountered) in either a solid or a frozen solution. In the presence of an external magnetic field, B ¼ 8.0 T, we would observe a pattern as shown in Figure 2.5b. The details of the shape depend on the sign of the largest component of the EFG tensor and the asymmetry parameter h; changing the sign of DEQ (i.e., Vzz) causes a left–right reversal of the spectrum. Suppose now that the material is paramagnetic (S > 0) and that the electronic environment produces an internal magnetic field B

¼ 

int

3.0 T, which we take to be orientation independent (isotropic) for simplicity. This situation would yield the spectrum of Figure 2.5c. Bint is negative and is therefore opposed to the applied field, yielding B

¼

eff

5.0 T and a smaller

splitting than that shown in Figure 2.5b. Thus, by observing whether the splitting is larger or smaller than that for the diamagnetic case, the sign of Bint can be determined

[image: Image 43]
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FIGURE 2.5

Simulated Mo¨ssbauer spectra for a site with DEQ ¼ 1.1 mm/s and d ¼ 0.45 mm/s. 

(a) Spectrum of diamagnetic complex for S ¼ 0. (b) Spectrum of diamagnetic (S ¼ 0) complex in a field B ¼ 8.0 T, applied parallel to the observed 14.4 keV radiation. (c) 8.0 T spectrum obtained by assuming that the complex of (a) has S 6¼ 0, with fast spin relaxation, and assuming that we have an internal field B

¼ 

int

3.0 T. (d) Assuming that the spectrum of (a) results from a high-spin Fe3 þ complex in fast spin relaxation at 4.2 K. In the presence of an applied field, B ¼ 8.0 T, (nearly) the full magnetic hyperfine splitting is observed, hSzi   h th

Szi ¼ MS ¼ 5/2 if D is

sufficiently small, say |D| < 1 cm1. 

(this is important for characterizing spin-coupled systems). Suppose we know that the sample contains high-spin Fe3 þ species. Observation of the spectrum of Figure 2.5a, say at 4.2 K, leaves us with two possibilities. First, we may have a mononuclear complex for which the electronic spin fluctuates rapidly even at 4.2 K, yielding hSi  



th

0 and therefore Bint

0 according to Equation 2.7. Alternatively, 

the ferric ions may belong to an antiferromagnetically coupled diiron(III) cluster with a diamagnetic ground state (in biological systems, this situation occurs, for instance, for oxidized Fe2S2 clusters or diiron(III) clusters in enzymes such as ribonucleotide reductase or methane monooxygenase; see Section 2.3.4). For the mononuclear case, application of an 8.0 T field at T ¼ 2K (in most cases, 4.2 K is sufficient) will generally put the system into the lowest spin level (often the MS ¼ 5/2 level), yielding a large hSith and therefore a large Bint; a typical spectrum is shown in Figure 2.5d. For the spin-coupled system, a spectrum like that of Figure 2.5b would result. Thus, monomeric iron is readily distinguished from a diamagnetic diiron(III) center. 

Often we do not initially know whether a spectrum like that of Figure 2.5a results from high-spin Fe3 þ . For instance, a low-spin Fe2 þ (S ¼ 0) complex may yield DEQ

and d values similar to those of the spin-coupled diiron center. In that case, addition of reductants or oxidants may settle the problem. 
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2.3

EXAMPLES

2.3.1

A Short-Lived High-Spin FeIV¼O Complex

In 2004, A. Bakac, at the Ames Laboratory at Iowa State University, suggested a Mo¨ssbauer study of a short-lived intermediate relevant to Fenton chemistry.11 This intermediate, a suspected FeIV¼O complex called Z, was generated by bubbling ozone through an aqueous solution of [FeII(H2O)6]2 þ . The ozone-generated transient decays exponentially with a half-life of 7 s in acidic aqueous solution. Preparing samples of Z had some constraints. First, Z has no UV/Vis features. Second, the short lifetime of Z required a rapid freeze method. (Freezing an aqueous sample by immersing a Delrin sample holder in liquid nitrogen takes ca. 20 s and was thus too slow.) The samples were therefore prepared by stopped-flow mixing equimolar concentrations of O3 and [FeII(H2O)6]2 þ and freeze quenching the sample by spraying it against the surface of a rapidly rotating (to create fresh metal surfaces) liquid nitrogen-cooled brass container. Third, ideally we would like to have 0.5 mL

Mo¨ssbauer samples containing ca. 1 mM 57Fe-enriched Z. However, the concentrations were dictated by the achievable concentrations of ozone in aqueous solution and the second-order reaction of FeIV intermediate Z with remaining FeII from the starting material. We settled for a sample containing ca. 250 mM Z in the presence of ca. 250 mM [FeIII(H2O)6]3 þ decay product. 

Figure 2.6a shows a 4.2K Mo¨ssbauer spectrum of a sample recorded in an applied magnetic field of 50 mT.11 This spectrum has contributions from two species. 

Approximately, 50% of the iron in the sample (i.e., 50% of the spectral area) belongs to a high-spin ferric species with parameters identical to those reported for

[FeIII(H2O)6]3 þ ;12 this species is the decay product of Z. The species of interest exhibits a quadrupole doublet with d ¼ 0.38 mm/s and (a small) DEQ ¼ 0.33 mm/s. 

The observed isomer shift is at the lower end of high-spin FeIII species, and thus we had to dig more deeply to prove that Z is indeed a FeIV complex. If Z were ferric, it could not be [FeIII(H2O)6]3 þ because the latter has d ¼ 0.50 mm/s. If Z were instead some other unidentified mononuclear FeIII species, its electronic spin would have to relax fast at 4.2K (to yield hSi  

th

0 for B ¼ 50 mT), to average out the expected

magnetic hyperfine interactions. Before proceeding one minor comment is in order. 

Why did we record the spectrum of Figure 2.6a in a weak applied field rather than in zero field? The reason for applying the weak field has nothing to do with Z; it has to do with imposing a known constraint on the spectrum of the ferric contaminant that is quite sensitive to weak applied fields, even the Earth’s magnetic field. 

Whether the relaxation is fast or slow at 4.2 K can be checked experimentally, using the following arguments. Figures 2.6b shows a 4.2 K Mo¨ssbauer spectrum recorded for B ¼ 8.0 T. The solid line outlines the contribution of Z. The remaining absorption pattern, well understood, originates from the [FeIII(H2O)6]3 þ contaminant. The sharpness of the absorption lines of Z shows that the intermediate has nearly axial symmetry; thus, we can set E/D ¼ 0 in Equation 2.2 and Ax ¼ Ay in Equation 2.3. We have recorded, and published, spectra in variable applied fields and at different temperatures.11 Since the spectra are a bit noisy, it will aid the reader if we
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FIGURE 2.6

Mo¨ssbauer spectra of intermediate Z recorded at 4.2K. (a) Spectrum recorded for B ¼ 50 mT. Solid line is a quadrupole doublet marking the absorption ( 50% of Fe) of Z. 

(b) 8.0 T spectrum. The contribution of Z is outlined by the solid line. The reader may wonder why the amplitude of the [FeIII(H2O)6]3 þ spectrum is so small in (a). At low field, the three Kramers doublets of the S ¼ 5/2 multiplet are populated at 4.2 K (yielding three distinct Mo¨ssbauer spectra). At 8.0 T, all molecules are in the MS ¼ 5/2 sublevel. 

proceed with presenting theoretical spectra, allowing us to better illustrate the crucial points. So, how do we determine whether Z relaxes slow or fast at 4.2 K? Let us consider first the electronic Hamiltonian of Equation 2.2. Figure 2.7a shows a plot of hSzi and hSxi ¼ hSyi ¼ hS?i as a function of B for the MS ¼ 0 ground state (the zero-field splitting parameter has to be positive because, for negative D, Z would exhibit the full magnetic splitting even in weak applied fields and would not follow the FIGURE 2.7

Expectation values of the electronic spin for an axial S ¼ 2 system with D ¼ 9.7 cm1, E/D ¼ 0, and g ¼ 2. (a) Expectation value for the MS ¼ 0 level, the ground state.(b) hSiith for B ¼ 8.0 T. Arrow is drawn at T ¼ 12 K. 

[image: Image 46]
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FIGURE 2.8

Theoretical spectra of FeIV intermediate Z calculated at 4.2 K for applied fields as indicated. These spectra fit the data quite well. 

“magnetization” curve of Figure 2.7). Figure 2.7b shows a plot of hSzith and hS?ith at 8.0 T for D ¼ 9.7 cm1 and E/D ¼ 0 as a function of temperature. The magnitude of hS?ith declines because excited states with positive and negative hS?i values enter the thermal average. With the aid of Figure 2.7, we can assess whether the spin of Z

relaxes fast or slow at 4.2 K. 

Figure 2.8 shows theoretical 4.2 K spectra of Z, which fit the data quite well. The internal field, Bint, extracted from the field dependence of the magnetic splitting follows the hS?i curve of Figure 2.7a for the quoted D values. Suppose we take data now at 12 K. If the electronic spin of Z relaxes slowly at 12 K, the resulting Mo¨ssbauer spectrum will be a superposition of the MS ¼ 0 ground-state spectrum (same as observed at 4.2 K) and excited-state (MS ¼ 1, 2) spectra with an intensity according the population ( 28% for D ¼ 9.7 cm1) of these excited states. 

Figure 2.9a shows such a calculated T ¼ 12K spectrum, with the contribution of the excited states (dashed) drawn separately. Let us now assume that the electronic spin relaxes fast, such that the thermal expectation value enters the expression for Bint. 

From the plot of hS?ith versus temperature, we can infer that Bint will be measurably smaller at 12K (arrow). The experimental spectra have exactly the same splitting at 4.2 and 12K. These observations imply that the electronic system is in the slow relaxation regime and, therefore, the doublet of Figure 2.6a belongs to a system with integer spin. 

It might appear that our concern about a fast relaxing high-spin FeIII species was unwarranted, as dilute high-spin FeIII complexes usually relax slowly at 4.2 K. 

However, it is well known that [FeIII(H2O)6]3 þ can aggregate upon (slow) freezing

[image: Image 47]
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FIGURE 2.9

Theoretical spectra of intermediate Z at T ¼ 12 K, assuming slow and fast relaxation of the electronic spin (S ¼ 2). The dashed line gives the contributions of excited spin states (MS ¼ 1, 2). The experimentally observed splitting of Z fits to the slow relaxation case. 

in the absence of a glassing agent, resulting in extensive spin–spin relaxation. Here, the rapid freeze procedure employed for preparing Z prevented aggregation of the

[FeIII(H2O)6]3 þ fraction. 

Having established that Z has integer spin and an isomer shift substantially below that of the high-spin ferric [FeIII(H2O)6]3 þ , d ¼ 0.38  0.02 mm/s versus 0.50  0.02 mm/s, it is clear that Z must be a FeIV complex (this assignment is also supported by the X-ray absorption near-edge spectra of Z11). Is Z a low-spin (S ¼ 1) or a high-spin (S ¼ 2) complex? Analysis of the magnetic hyperfine splitting of Z using an S ¼ 1 spin Hamiltonian requires Ax/gnbn ¼ Ay/gnbn   38 T, which is substantially above the largest values ( 25 T) observed for this spin state.13 Density functional theory analysis of Z as an S ¼ 2 [FeIV¼O(H2O)5]2 þ complex suggests the structure shown in Figure 2.10 and yields parameters in excellent agreement with the Mo¨ssbauer data. In particular, the DFT analysis provides an explanation for the large isomer shift of Z: thus, compared to nitrogen donor-based FeIV¼O complexes (which typically have 0.04 < d < 0.18 mm/s), the larger isomer shifts of Z reflect the reduced donor ability of the equatorial ligands and the larger Fe–Owater bond distances. Finally, we mentioned above that Z has relevance to Fenton chemistry. 

The Mo¨ssbauer results show that our samples contain only Z and the chemically inert

[FeIII(H2O)6]3 þ contaminant. When such samples were tested in the Bakac laboratory for Fenton reactants, the reactions yielded products quite different from those observed in Fenton chemistry. Thus, [FeIV¼O(H2O)5]2 þ is not a Fenton intermediate in acidic and neutral aqueous media. 

[image: Image 48]
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FIGURE 2.10

DFT optimized structure of [(H2O)5FeIV¼O]2 þ . For details see Ref. 11. 

(See the color version of this figure in Color Plates section.) Given that Z does not have any feature in the visible spectrum, no EPR feature at X- or Q-band, is short-lived, cannot (yet) be prepared in a pure state, and must be studied, for kinetic reasons, at low concentration, it is difficult to see which method other than Mo¨ssbauer spectroscopy could have succeeded in characterizing Z. 

2.3.2

A Ferromagnetically Coupled Diiron(IV) Complex

with a Terminal Oxo Group

For the past year, we have collaborated with the group of L. Que Jr., at the University of Minnesota, on a variety of Fe(IV)-containing compounds. Among these is a project for which Mo¨ssbauer spectroscopy is an optimal tool. In the following, we give a partial account of an ongoing study, and we trust that the reader will forgive us if we are holding back on some information a full account has been published.57

The starting material for the intermediate to be studied is the oxo-bridged diiron (III) complex, 1, shown in Figure 2.11. Using an optical setup for work down to 100 C, our collaborators prepared by addition of H2O2 at 30 C an intermediate thought to be diferric peroxo complex. A 4.2 K Mo¨ssbauer spectrum of an early preparation is shown in Figure 2.12a. The major component, outlined by the solid line, is a diiron(III) species that we thought, mistakenly, to represent the anticipated peroxo complex. What attracted our attention, however, are the two minor peaks (arrows). Interpreted as the low- and high-energy lines of one quadrupole doublet, with d ¼ 0.29 mm/s, a Fe(V) complex was indicated (for comparison, FeIV-TPA complexes have d   0.00 mm/s, while the diiron(III) species of Figure 2.12a has d ¼ 0.45 mm/s). The observation of a doublet at 4.2 K, together with the absence of an
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FIGURE 2.11

Structure of the diferric TPA complex, [Fe III

2

(O)(H2O)(OH)(TPA)2]3 þ . 

(See the color version of this figure in Color Plates section.) FIGURE 2.12

Mo¨ssbauer spectra of intermediate X recorded at 4.2K for B ¼ 0. (a) Earlier preparation containing a large fraction of diferric species, outlined by the solid curve. The two minor lines, indicated by the arrows, belong to sites a and b of X. (b) Zero-field spectrum of X, from a later sample, obtained by subtracting two contaminants as described in the text. Dashed line belongs to site a. 
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EPR signal, suggested a system with integer electronic spin, such as a diiron(V) complex (a mononuclear FeV complex would have S ¼ 1/2 or 3/2 and would exhibit magnetic hyperfine structure at 4.2 K). However, this interpretation could be dis-carded because the added peroxide was insufficient for producing a sample containing 84% of the iron in a diferric peroxo complex and 16% in a diiron(V) complex. When we studied the sample in external applied magnetic fields, it became evident that the leftmost peak in Figure 12.12a belonged to an integer spin species. This observation started a journey that led through 14 preparations and 115 recorded spectra to a very interesting result. 

From titrations with H2O2, we observed that the intensities of two peaks, marked by the arrows, increased linearly with [H2O2], with a pronounced leveling off at 1 equivalent peroxide added. These studies revealed that the two marked peaks actually belong to two different species (Figure 2.12b), namely, one with DEQ(a) ¼ 1.96 mm/s and d(a) ¼ 0.00 mm/s and the other with DEQ(b) ¼ 0.92 mm/s and d(b) ¼ 0.03 mm/s (in Figure 2.12a, the high-energy line of a and the low-energy line of b are masked by the diferric species). The isomer shifts of doublets a and b are characteristic of TPA-FeIV-oxo complexes, an assignment supported by the observation that both are transformed upon addition of protons into one doublet with DEQ ¼ 2.06 mm/s and d ¼ 0.06 mm/s that belongs to a symmetric diiron(IV) complex; the latter has recently been described elsewhere.14

Doublets a and b had equal intensities throughout the titration, showing that a and b are subsites of an asymmetric diiron(IV) complex, X. What kind of complex might X be? 

The next stage of exploring X by Mo¨ssbauer spectroscopy involved the study of spectra recorded in strong applied magnetic fields. Although we obtained most information from an analysis of spectra collected at 4.2 K, decisive information (for the present chapter) can be obtained by analyzing an 8.0 T spectrum recorded at T ¼ 80 K. (Our most intensively studied sample had  60% of the iron in species X; the remainder belonged to the diiron(III) species ( 35%) and a mixed-valent Fe(III)–

Fe(IV) dimer ( 5%). The spectra of the latter are reasonably well known and their contributions have been removed in Figure 2.13.) In applied magnetic fields, X behaved like an integer spin paramagnet. On the Mo¨ssbauer timescale ( 107 s), its electronic spin relaxes slowly at 4.2 K and is fast at 80 K. We will argue below that the ground state of X has cluster spin S ¼ 2. A multiplet with S ¼ 2 has a zero-field splitting that has a profound influence on the low-temperature Mo¨ssbauer spectra. However, at 80K the thermal expectation value of S, hSith, follows the Curie law and is essentially independent of D and E/D. Thus, in the limit of the Curie law, hSii ¼ 

th

gibB S(S þ 1)/3kT, where i refers to the direction of the applied field. For the present discussion, we can assume gi ¼ 2 and take hSiith to be isotropic. For the sake of a simpler argument, let us also assume that the A tensors of sites a and b are isotropic (actually they are anisotropic). With this assumption, the effective magnetic field acting on the 57Fe nuclei can be written as (dropping the subscript i)

Ba;b;eff ¼ B þ Ba;b;int ¼ BhSa;bi  Aa;b=gnb

ð

n

2:9Þ
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FIGURE 2.13

Mo¨ssbauer spectrum of intermediate X recorded at 80K in a parallel applied field of 8.0 T, same experimental spectrum in all panels. Solid lines in (a) and (c) are spectral simulations for sites a and b assuming diamagnetism; that is, B

¼

int

0. The solid lines in (b) and

(d) were obtained by adding, in both cases, a negative Bint. The solid lines are actually simulations for the full Hamiltonian of Equation 2.1 for a ferromagnetically coupled center. The sum of the theoretical curves in (b) and (d) fits the experimental spectrum quite well. 

The solid line in Figure 2.13a is a spectral simulation assuming that the doublet of site a belongs to a diamagnetic (S ¼ 0) complex. It can be seen that the calculated magnetic splitting for the low-energy feature is too large. Hence, we need Bint(a) < 0. 

For S ¼ 1 or S ¼ 2 FeIV sites, the major components of the 57FeA tensor are generally negative. It follows that hS i < 

a th

0. The solid line in Figure 2.13b is a simulation for which we have adjusted the A tensor components such that the magnetic splitting fits the data (the left shoulder belongs to subsite a). Next, we consider the low-energy feature of site b. Again, the simulation for a diamagnetic site b yields a magnetic splitting (Figure 2.13c) that exceeds the splitting of the experimental data. Hence, B

i < 

int(b) < 0 and hSb th

0 from Equation 2.9. Thus, the 80K spectrum of Figure 2.13

reveals that the expectation values of the spins of sites a and b are both negative, implying that the local spins of a and b are parallel. It follows that X, and that came to us as a great surprise, is a ferromagnetically coupled diiron(IV) complex. During the past few years, we have investigated a series of mononuclear TPA-FeIV-oxo complexes. All complexes studied had S ¼ 1. Thus, it is reasonable to assume that the local spins of sites a and b are S ¼

¼

a

Sb

1. Since the complex is ferromagnetically coupled, the ground state of the coupled system has S ¼ 2. 

We have studied the 4.2 K Mo¨ssbauer spectra of X in applied fields up to 8.0 T. 

These spectra are immensely complex and depend on many unknowns (12–28

depending on assumptions about the symmetry). After many spectral simulations (perhaps 1000), we have determined the essential parameters of X. Bint(y) of both sites
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FIGURE 2.14

Structure of the diiron(IV) complex X (Section 2.3.2) compatible with all experimental data. (See the color version of this figure in Color Plates section.) follows the magnetization curve of Figure 2.4. It turns out that the parameters of site b are nearly identical to those we obtained for a mononuclear TPA-FeIV-oxo complex. This observation forcefully suggests that site b has a terminal oxo group. 

Our structural ideas of X are summarized in Figure 2.14; this structure is supported by mass spectroscopic data that show that the bridging oxygen of the diferric starting complex and the two oxygen atoms of H2O2, as well as one H atom, are incorporated into X. 

2.3.3

Mo¨ssbauer and EPR Study of the First FeV¼O Complex In this section, we describe how we can combine Mo¨ssbauer and EPR spectroscopy to characterize a novel compound, namely, the first Fe(V)¼O complex. 

Our colleague T. J. Collins, at Carnegie Mellon University, has developed powerful catalysts based on a tetraamido macrocyclic ligand (TAML).15–19 As the deprotonated TAML presents the iron with four exceptionally strong amido-N s donors, it was expected that this ligand could stabilize an oxo-FeV complex. For this work, we used the TAML variant B (Figure 2.15).20 The reaction of [FeIII(B)(H2O)] with 2–5

equivalents of m-chloroperbenzoic acid at 60 C in n-butyronitrile produced a deep green species, X, with distinct absorption maxima at 445 nm (e ¼ 5400 M1 cm1) and 630 nm (e ¼ 5400 M1 cm1). We have extensively used a liquid nitrogen-cooled optical dewar that allows convenient temperature stabilization down to 100 C. 

The deep green species developed after the reaction passed through two intermediates. Figure 2.16 shows an EPR spectrum of X, recorded in the glass-forming solvent n-butyronitrile. Species X can also be produced in the non-glassing acetonitrile; 
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FIGURE 2.15

Structure of TAML ligand B. 

however, both the EPR and Mo¨ssbauer spectra indicated that considerable aggregation occurred upon freezing in that solvent. The major feature in Figure 2.16, representing 97% of the spin concentration, belongs to an S ¼ 1/2 species with g values of about 1.99, 1.97, and 1.74. The dashed line is a spectral simulation that accounts for 0.92 spins/TAML complex and thus represents essentially all the iron in the sample. 

The S ¼ 1/2 complex was obtained by treating the [FeIII(B)(H2O)] complex with a strong oxidant, and thus a FeV complex was indicated. However, it has been shown that oxidation of ferric TAML complexes can yield FeIV-containing TAML

dimers.17–19 Thus, one has to consider whether the reaction of [FeIII(B)(H2O)]

with m-chloroperbenzoic acid produced a FeIV–FeIII dimer (S ¼ 1/2). Such a species, however, could only yield a maximum spin concentration of 0.5 spins/Fe, in contrast to the experimental observation. Hence, X must be a monomer, but not necessarily a FeV complex because an antiferromagnetically coupled FeIV-radical complex containing an oxyl or a ligand-based radical could yield an S ¼ 1/2 species as well (a ligand-based radical has been reported for the TAML variant DMOB21). The mass 1.99
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FIGURE 2.16

X-Band EPR spectrum of [FeV(B)(O)] recorded at 28 K. The dashed line is a spectral simulation for the S ¼ 1/2 species, using the g values indicated. 
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FIGURE 2.17

Correlation between DFT calculated and experimental isomer shifts at 4.2 K

for TAML complexes.16 MAC, DMOB, and B are TAML variant ligands. 

spectroscopic data of X suggests a formulation [FeV(B)(O)] but do not reveal where the oxidation equivalents have been stored. In order to establish whether X is a genuine FeV complex, we will examine its Mo¨ssbauer spectra. 

The isomer shift is generally an excellent marker for the iron oxidation state. The graph of Figure 2.17 shows the correlation between DFT calculated and experimental isomer shifts of the TAML complexes.16 From this graph, we can see that FeIV- and FeIII-TAML complexes are nicely grouped. It is also pleasing to see that theoretical isomer shifts correlate well with experimentally determined d values, but this shall not concern us here. 

Figure 2.18a shows a Mo¨ssbauer spectrum of X recorded at T ¼ 140K. At this temperature, the electronic spin of X fluctuates fast between the spin-up and spin-down states. Recall from Section 2.1 that the magnetic hyperfine field, Bint, is proportional to the expectation value of the electronic spin (here hSzi ¼ þ 1/2 for spin up and 1/2 for spin down). Since the spin-up and spin-down levels are nearly equally populated at 140 K, the time-average internal magnetic field (see Section 2.1) seen by the 57Fe nucleus is essentially zero. Under these conditions, we observe a quadrupole doublet for X. The spectrum of Figure 2.18a yields DEQ ¼ 4.25 mm/s and d ¼ 0.46 mm/s (d ¼ 0.42 mm/s at 4.2 K). The d value of X is one of the most negative ever observed, and a glance at Figure 2.17 suggests that X is indeed an authentic FeV complex. 

A 4.2 K spectrum of [FeV(B)(O)] is shown in Figure 2.18b. At this temperature, the electronic system is in the slow relaxation regime and magnetic hyperfine
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FIGURE 2.18

Mo¨ssbauer spectra of [FeV(B)(O)] recorded at 140 K (a) and 4.2 K (b); 45 mT applied field in (b) perpendicular to the g-rays. Solid lines are theoretical curves.20 The arrows in (b) indicate a FeIV contaminant (5% of Fe). 

interactions are observed, as one must if [FeV(B)(O)] has spin S ¼ 1/2. The solid line in Figure 2.18b is a spectral simulation20 that yielded the magnetic hyperfine tensor and additional details about the quadrupole interactions. The reader interested in details of the electronic structure of [FeV(B)(O)] is referred to the original study that also presents electron ionization mass spectroscopy data, an EXAFS study, and a theoretical analysis (DFT and ligand field) of the electronic structure. 

After studying the above presentation, the reader may conclude that the synthesis and characterization of [FeV(B)(O)] was a routine enterprise. In fact, two gifted graduate students, A. Chanda and F. Tiago de Oliveira, spent many months studying the reaction conditions that led to a preparation of >95% purity. Initially, we worked in acetonitrile at T ¼ 40 C. However, acetonitrile is a non-glassing solvent that causes aggregation of [FeV(B)(O)] molecules upon freezing. For aggregated samples, spin-dipolar interactions can lead to the disappearance of the magnetic hyperfine interactions at 4.2 K when samples are studied in weak applied fields. One can overcome this problem partially by studying samples in strong applied fields (depending on the electronic system, the applied field decouples spin-dipolar interactions between aggregated neighbors). However, whenever possible one should use a glass-forming solvent (which also yields better resolved EPR spectra). Of course, acetonitrile is more resistant to oxidation than n-butyronitrile, and finding a suitable glassing solvent might not be possible. In some instances, we were able to prevent solute aggregation by rapidly quenching the sample on a liquid nitrogen-cooled metal surface. 

The reader may wonder why we did not introduce [FeIV(B)(O)]2 before discussing [FeV(B)(O)]. In fact, it took quite a while before we succeeded in preparing the FeIV-oxo complex. The FeIV complex readily reacts to form the very
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stable [(B)FeIV(O)FeIV(B)]2 dimer.15,19 However, the [FeIV(B)(O)]2 complex could be generated in >90% yield in aqueous solution at pH values >10. 

2.3.4

Evidence for a Diiron Center in Particulate Methane Monooxygenase Mo¨ssbauer spectroscopy has played a decisive role in the discovery of iron-containing proteins and enzymes. In this type of work, researchers frequently use Mo¨ssbauer spectroscopy and EPR, in conjunction with biochemical reactions, to identify iron sites involved in the protein’s activity. Examples are electron transport (e.g., [Fe2-S2]

and [Fe4-S4] clusters), storage and transport of O2 (e.g., myoglobin and hemoglobin), hydrogenases, and the eight-electron reduction by nitrogenase of N2 to ammonia. 

Recently, we have addressed the rather tricky problem of particulate methane monooxygenase (pMMO), considered to be a copper enzyme by many researchers in the field. 

Many biological organisms (methanotrophs) use methane as their sole carbon and energy source.22 There are two multicomponent enzyme systems than can oxidize methane to methanol. The catalytic cycle of soluble methane monooxygenase (sMMO) has been studied in detail. Its mechanism involves hydrogen atom abstraction from a high-valent iron species, diiron(IV) compound Q, to form a methyl radical. 

This radical recombines with an iron-bound HO group, whose oxygen atom is derived from O2, to form methanol. We do not know how the pMMO works. The active site of the soluble enzyme is well characterized by application of a variety of spectroscopic tools, foremost Mo¨ssbauer spectroscopy, and high-resolution X-ray structures are available for enzymes from two organisms (Figure 2.19 shows a cartoon of the sMMO diiron cluster).23–30 In the resting state, the enzyme contains an antiferromagnetically coupled diiron center containing two, roughly equivalent, high-spin FeIII sites with DEQ   1.05 mm/s and d ¼ 0.45 mm/s.27,29,30 The value for DEQ is unique among known diiron clusters. The catalytic cycle of sMMO leads through a diferrous state, a peroxo intermediate (P), and a diiron(IV) intermediate (Q).25,31 These states have been well characterized by Mo¨ssbauer spectroscopy. 

pMMO is expressed in large quantities when the bacteria are grown on media with high concentrations of Fe (>20 mM) and Cu (>40 mM). There is little agreement about the metal composition of the enzymes. Some groups22 believe that O
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FIGURE 2.19

Structure of active site of sMMO. 
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pMMO is a pure copper enzyme containing from 4 Cu/dimer to 20–30 Cu/dimer, proposed to be organized in mononuclear, dinuclear, and/or trinuclear Cu centers. 

There is also considerable controversy about the presence and the amount of iron.22,32–43 In 2005, Lieberman and Rosenzweig published an X-ray structure of pMMO isolated from Methylococcus capsulatus (Bath) for a preparation that lacked iron and, significantly, catalytic activity.41 The 2.8 A resolution structure was modeled to contain a monocopper site, a dicopper site, and a third site containing a Zn atom. It should be noted that the Zn originated from the crystallization buffer, as the original preparation did not contain Zn.41 The “Zn site” will attract our attention below. 

Together with A. DiSpirito of Iowa State University, we conducted in 2007 a Mo¨ssbauer study of pMMO from M. capsulatus (Bath), aimed at determining whether the (quite active) preparations contained iron components assignable to a catalytically active site.44 Before we discuss the Mo¨ssbauer spectra, a comment about MMO

catalytic activity will be in order. Biochemists have developed a propylene oxidation assay, and the MMO activity is measured in units of nmol propylene oxide/min/mg protein.45 The activities of pMMO samples investigated by us had 1500 units in whole cells, 500 units in membrane fractions (with the enzyme residing still in the membrane), and 160 units for the purified enzyme. Preparations from laboratories favoring a copper catalytic site have <20 units or no activity.33,34,38,39,46,47 The above values show that catalytic activity is lost in the course of the preparation, either by loss of metals from the active site or by conformational changes not yet appreciated. 

Figure 2.20a shows a Mo¨ssbauer spectrum of purified pMMO recorded at 4.2 K in a parallel applied field of 45 mT. The spectrum exhibits three spectral components. 

The central portion of the spectrum exhibits two overlapping doublets with DEQ(1) 1.05 mm/s and d(1) ¼ 0.45 mm/s, accounting for 20% of the iron (solid line in Figure 2.20a), and DEQ(2) ¼ 2.65 mm/s and d(2) ¼ 1.25 mm/s (18%). The percentages quoted have an error of 2%. Doublet 1 immediately caught our attention because its Mo¨ssbauer parameters are identical to those of the diiron(III) center of sMMO.27,29,30,48 If doublet 1 indeed represents a diiron(III) site as in sMMO, the iron must reside in a diamagnetic (S ¼ 0) site (compare the calculated spectrum with that of Figure 2.5b). That can be tested by applying a strong magnetic field and observing whether the magnetic splitting is solely attributable to the applied field, as it must for a diamagnetic compound (B

¼

int

0). The spectrum of Figure 2.20b shows that doublet 1

indeed originates from a site with B

¼

int

0; that is, the species has S ¼ 0. Thus, our data indicate that pMMO contains a diferric center just like sMMO. However, there are two other types of protein active sites that could yield a doublet 1 spectrum, namely, certain low-spin ferrous cytochromes and [Fe4-S4] clusters in the diamagnetic þ 2

oxidation state. The purified enzyme, on SDS gels, shows no bands other than those attributable to pMMO. Moreover, inspection of the UV/Vis spectrum indicated that contaminating hemes must be below 1 mM, which is more than 200-fold below the concentration of iron (240 mM) belonging to doublet 1. We can dismiss a [Fe4-S4]2 þ cluster as the source of doublet 1 by observing that no group has ever reported the presence of sulfide in pMMO preparations and, significantly, pMMO has only one
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FIGURE 2.20

Mo¨ssbauer spectra of purified pMMO recorded at 4.2 K at B ¼ 45 mT (a) and 8.0 T (b). Solid line identifies contribution of the diiron(III) center. Arrow in (a) indicates high-energy line of a high-spin ferrous species; its low-energy line coincides with low-energy feature of the diferric center. The simulation in (b) assumes that the center is diamagnetic. 

cysteinyl residue ([Fe4-S4] clusters are generally coordinated by four cysteinyl residues and in rare instances by three).49,50

Figure 2.20a shows a third spectroscopic component, recognizable by a broad and poorly resolved absorption pattern extending over a velocity range of 15 mm/s. Nearly 60% of the iron in the sample belongs to this component. This component most likely represents ferric nanoparticles. We will address this point after discussing the whole cell spectra of Figure 2.21. 

For high copper/biomass ratios in the growth medium, M. capsulatus (Bath) produces pMMO in significant amounts, accounting for 20% of the cell’s protein. 

Under these conditions, we can study whole cells by Mo¨ssbauer spectroscopy (the cells are spun down in a centrifuge, forming a dense pellet). Figure 2.21 shows Mo¨ssbauer spectra of whole M. capsulatus (Bath) cells recorded at 4.2 K. The spectrum of Figure 2.21a, recorded under the same instrumental conditions as the spectrum of Figure 2.20a, again shows three components, namely, doublet 1 (20% of Fe), a high-spin ferrous species with DEQ   3.0 mm/s and d   1.25 mm/s (20% of Fe), and a magnetic component exhibiting a six-line pattern (its two innermost lines are hidden). 

In the whole cell sample, doublet 1 has the same parameters as observed in purified pMMO. The 8.0 T spectrum of Figure 2.21b shows that the iron of doublet 1 resides in a diamagnetic complex, and thus this material most likely represents the same species in both samples. At this juncture, it will be useful to compare the amount of doublet 1 iron with catalytic activity. The purified sample of Figure 2.20a contained 240 mM iron associated with doublet 1; taking into account the pMMO protein concentration and our conclusion that doublet 1 represents a dinuclear cluster, we
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FIGURE 2.21

Mo¨ssbauer spectra of whole M. capsulatus (Bath) cells recorded at 4.2K. The features of the diiron(III) center (20% of total Fe) are indicated by the solid lines. The magnetic component, with absorption stretching from 8 to þ 8 mm/s Doppler velocity has been assigned to ferric nanoparticles (NP). 

arrived at a site occupancy of 0.11 clusters/pMMO, with a measured specific activity of 160 units. In whole cells, we found a site occupancy of 0.93 clusters/pMMO

and 1500 units of activity. Thus, the activity scales with the amount of iron represented by doublet 1! 

Methane monooxygenases are very difficult to work with. In the mid-1980s, the laboratory of J. D. Lipscomb, at the University of Minnesota, invested a considerable amount of time and resources in learning how to prevent loss of diiron centers during purification of sMMO. When this task had been accomplished, the specific activity of the enzyme had been raised by nearly a factor of 100. Purification of the pMMO is an even more daunting task as the enzyme has to be extracted from the membranes, and it would thus not be surprising (given the experience with sMMO) that most of the dinuclear centers are lost in the process. We have argued44 that the dinuclear center of pMMO resides in the site occupied by the Zn atom taken up from the crystallization buffer. The “Zn site” is attractive for two reasons. First, the site has two conserved histidine residues and two conserved carboxylates, plus four conserved carboxylates in the vicinity; that is, it has the requisite ligands to accommodate an sMMO-type diiron center. Second, the mentioned residues are conserved in all known pMMO

sequences, in contrast to the two copper sites that have His ! carboxylate mutations in some species. 

In our laboratory, we spend much of our time identifying contaminants. The studies described here are a case in point. Thus, the majority of the iron in the two samples described above belongs to a spectral component, NP (for nanoparticles), that exhibits magnetic hyperfine structure at 4.2 K. In whole cells, this component undoubtedly originates from ferric nanoparticles. What is the spectroscopic basis of this statement? 

NP exhibits at 120 K a quadrupole doublet with DEQ ¼ 0.65 mm/s and d ¼ 0.45 mm/s. 
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The value of d fits to high-spin Fe3 þ and certain low-spin Fe2 þ species, but since NP

exhibits magnetic hyperfine splittings at 4.2 K, low-spin (S ¼ 0) Fe2 þ can be ruled out. If NP would represent a mononuclear Fe3 þ complex, we would expect to observe an 8.0 T spectrum as displayed in Figure 2.5d. The 4.2 K spectral patterns of NP are strongly indicative of a material with long-range ferromagnetic or antiferromagnetic order. Before we assign NP to nanoparticles (of a few nanometer diameter), a few comments are in order. 

Magnetically ordered compounds, such Fe2O3, Fe3O4, or ferric phosphate polycrystalline powders, exhibit in general a well-developed six-line pattern below the critical temperature (Curie point for ferromagnets or Neel point for antiferromagnets).51 For nanoparticles, an additional phenomenon must be considered. Thus, as the temperature of the nanoparticles is raised above the temperature where a well-developed six-line pattern is observed, the thermal energy becomes comparable to the energy required to flip the bulk magnetic moment of the small particle, giving rise to the phenomenon of superparamagnetic relaxation.52 For sufficiently fast flip rates (roughly >108 s1), the 57Fe magnetic hyperfine interactions average to zero and a quadrupole doublet (or a single line if DEQ ¼ 0) is observed. In a population of nanoparticles with variable size, the smaller particles produce a quadrupole doublet already at lower temperature. The temperature at which half of the iron in the sample exhibits a quadrupole doublet is called the blocking temperature TB. The blocking temperature depends on the magnetic anisotropy of the particle and its volume,53 and this information can be used to determine its diameter. The blocking temperature is specific to the timescale of measurement; for example, TB (Mo¨ssbauer)

< TB (X-band EPR). For the nanoparticles observed in the whole cells of Figure 2.21, TB (Mo¨ssbauer) is above 4.2K. The presence of ferric nanoparticles can often also be established by EPR spectroscopy, by the observation of a very broad resonance near g ¼ 2 that declines in amplitude as the temperature is lowered.54,55 We have recently observed by Mo¨ssbauer and EPR spectroscopy nanoparticles (probably ferric phosphate) in yeast mitochondria, using a strain with a disabled iron–sulfur cluster biosynthesis machinery (see Figures 2 and 4 of Ref. 56). The indication of mitochondrial nanoparticles by Mo¨ssbauer and EPR spectroscopy prompted an electron microscopy study that revealed iron and phosphate containing particles of 2–4 nm diameter.56

We believe that the broad features in the 4.2 K spectrum of purified pMMO

(Figure 2.20a) also belong to aggregated forms of ferric iron, although the particle size must be smaller than that in whole cells. The reader might wonder why this stuff is present in a sample of purified pMMO. We do not yet have a good answer, but some of the aggregated material from whole cells may end up in the dodecyl b-D-maltoside detergent used to solubilize the enzyme upon extraction from the membrane. The reader may keep in mind that this section presents the initial phase of a long-term Mo¨ssbauer study of pMMO. Not only did this study reveal the presence of an sMMO-type diiron center that, if further substantiated, would lead to a paradigm shift in pMMO research, but it also revealed, for the first time, the presence of ferric aggregates in cells grown at high Cu and Fe concentrations (indicating that such cells may have a health problem). 
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3 Magnetochemical Methods and

Models in Inorganic Chemistry
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3.1


INTRODUCTION

Magnetochemistry focuses on the magnetic properties of compounds, in particular those that are characterized by electronic configurations giving rise to magnetic moments. Pioneered in the beginning of the twentieth century by scientists such as Paul Langevin, the discipline expands the traditional approach of condensed matter physics toward magnetism and aims for chemical design parameters that allow to control magnetic phenomena at the atomic level, as well as to establish systematic structure–property correlations.1 Over the past two decades, molecular magnetism has emerged as a strong new direction in materials sciences. The goal is to investigate the magnetic properties that are specific to quasi-zero-dimensional magnetic arrays and their networks.2 One primary motivation for investigating molecule-based materials is the general difficulty of controlling bulk magnetic properties, for instance, in alloys. In this context, a bottom-up approach that starts from functionalized molecules promises a more rational and systematic control over the magnetic properties resulting from various spin–spin interactions. In addition, it is of great importance in this context to probe whether, or to what degree, magnetic phenomena typically associated with the bulk state, such as cooperative effects, can already be realized within single molecules. 

In most instances, the magnetic structure of a compound can be understood to be based on interacting localized spin centers, such as classical 3d/4d/5d transition metal ions and 4f lanthanide or 5f actinide cations with unpaired electrons. Note that while the assumption of localized moments is valid for many compounds comprising such spin centers, even partial electron delocalization in mixed-valence coordination compounds renders many localized spin models inapplicable. 

As the example of molecular magnetism shows, modern magnetochemistry is now seeing more efforts toward the directed design and synthesis of novel magnetic materials, usually based on molecular building blocks as opposed to traditional two-or three-dimensional solid-state networks (bulk metals, metal oxides, etc.). 
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In this regard, the primary objective in magnetochemistry is to relate a set of experimental observables to a suitable quantitative model. For example, a discrete (molecular) magnetic system of interacting spins will be characterized by a set of multiplet states, each characterized by its eigenenergy and level of degeneracy. The exact knowledge of this manifold of states, summarized as magnetic excitation spectrum, is crucial for the determination of a parameterized model system. As will be seen, in several instances only a combination of several experimental techniques can pinpoint all relevant aspects of the magnetic excitation spectrum. 

Yet, apart from its core competence, that is, the characterization and the understanding of magnetic phenomena, magnetochemical techniques can also be fruitful for a wide range of other aspects of inorganic chemistry, ranging from tracing short-lived radical transition states to elucidating structural disorder. 

This chapter is oriented toward the nonspecialist. It tries to illustrate some standard experimental techniques and describe selected theoretical models used to interpret the observed magnetic data, along with their inherent limitations. Given the sheer complexity and diversity of magnetic phenomena of inorganic compounds, it is beyond the scope of this chapter to provide a complete overview. Instead, this chapter aims to highlight selected basic methods and models and, where reasonable, hands-on rules. 

3.2

MAGNETIC QUANTITIES AND BASIC RELATIONS

Magnetochemical characterization and analysis usually focuses on correlating the experimentally observed data with the parameters that characterize the appropriate theoretical model. The relevant parameters that primarily determine the observed magnetic properties can be divided into the following: 1. The characteristics of the individual spin centers, such as the spin quantum number, and parameters that arise from their interaction with their chemical environments: g tensor elements, zero-field splitting (ZFS) effects, and spin–

orbit coupling. 

2. The coupling between spin centers (in the case of molecule-based compounds, it is helpful to distinguish between intra- and intermolecular coupling), that is, the interaction energies. 

3. Critical limits of phenomena or magnetic states that coincide with phase transitions, for example, magnetic fields or temperatures in spatially ordered, cooperative spin effects. 

In the following, the fundamental types of magnetism are summarized, emphasizing the relations between the most accessible observables and their atomic parameters. 

3.2.1

Diamagnetism and Paramagnetism

On the level of single atoms and ions, only two fundamental types of magnetism exist, diamagnetism and paramagnetism. All other magnetic mechanisms (in particular, 
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magnetic behavior of bulk ferromagnetism, etc.) are based on these two fundamental magnetic phenomena. 

Phenomenologically, the difference between diamagnetism and paramagnetism becomes immediately apparent in the presence of an external homogeneous magnetic field, quantified by its magnetic field strength H or its magnetic induction (or magnetic flux density) B ¼ m H

0

0

, where m0 is the magnetic permeability

of vacuum. SI and CGS units for these and other quantities are listed in Appendix 3.A. 

When a sample of a substance is introduced into this field, the magnetic flux density within the substance B differs from B0 by the magnetization M. If M is negative, that is, if the magnetic flux density decreases within the sample, the substance is called diamagnetic. If M is positive (increase of magnetic flux density), then the substance is paramagnetic. The change in magnetic flux density manifests itself in a repulsion of a diamagnetic sample out of the magnetic field and an attraction of a paramagnetic sample into the magnetic field. This electromagnetic–mechanical response forms the basis for the historic susceptibility measurement methods, the Faraday and the Gouy balances. 

Thereby, the field dependence of M defines the magnetic susceptibility w (which can be referred to volume, mass, or molar units) in the following way:

@

w ¼ M

ð

@

3:1Þ

H

At low fields, w is virtually independent of the magnetic field and its definition simplifies to M ¼ wH. 

Diamagnetism is observed in the absence of unpaired electrons and in the presence of fully occupied molecular or atomic orbitals when no genuine magnetic moment exists. Classically interpreted, the external field yields precession of the atoms around the field direction axis. This implies circular currents of the individual electrons and consequently induces magnetic moments that according to the Lenz rule are antiparallel to H. All compounds exhibit diamagnetism, even if other dominating magnetic effects are present. The diamagnetic susceptibility wdia represents an additive quantity from all constituents of a substance, and several tabulated constants (the so-called Pascal’s constants) exist that allow estimation of wdia from atomic and bond increments. wdia is temperature and field independent.3

Paramagnetism is observed in the presence of unpaired electrons when intrinsic magnetic moments exist a priori, which stem from both the spin angular moment S

and orbital angular moment L. The angular momenta and the magnetic moment m ¼ ge(L þ 2S) are quantized with respect to the field axis z. Here, ge represents the gyromagnetic factor. In the absence of an external magnetic field, there is no preferred orientation of z. Consequently, the possible orientations of the magnetic moments are energetically degenerate. This degeneracy is, however, lifted in the presence of a magnetic field, resulting in different energies for the quantized orientations of the total angular momentum vector J ¼ L þ S. This so-called Zeeman effect can be described by an interaction energy operator H:
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H ¼ g g

¼

ð

J

JH

e

with

gJ

1 þ JðJ þ 1Þ þ SðS þ 1ÞLðL þ 1Þ

3:2Þ

2JðJ þ 1Þ

If the total angular momentum is derived only from an isotropic electron spin, that is, J ¼ S, the Zeeman operator can be rewritten as H ¼ gm M

B

SH

ð3:3Þ

Here, the quantization axis z is chosen along the field direction. Therefore, J ¼ S

is replaced by the Sz eigenvalues h MS and h is included in the Bohr magneton m ¼ 

B

h ge. The magnetic quantum numbers MS take on the values þ S, þ S  1, . . ., (S  1), S. Correspondingly, an external field will cause an even, linear splitting of the MS substates belonging to an S multiplet. In a bulk sample at a given temperature, the population of these states will follow a Boltzmann distribution. With increasing field, the energetically favorable states, especially the energetically lowest M ¼ þ S

S state, 

will be increasingly populated, thus reducing the overall energy of the system and explaining the attractive force F  @H/@x toward stronger fields experienced by paramagnetic samples. 

For the ensemble of microscopic magnetic moments mn that correspond to the eigenvalues En of their respective spin states, we thus obtain

@

m ¼  En

ð

n

@

3:4Þ

H

These individual magnetic moments combine to yield the macroscopic molar magnetization via the Boltzmann distribution scheme: P ð@E

M ¼ N

n

n=@HÞeEn=kBT

P

ð

A

3:5Þ

eEn=kBT

n

with the Boltzmann constant k ¼

B

1.38066  1023 J/K (SI) or 1.38066  1016 erg/K

(CGS). The knowledge of the field dependence of En is therefore essential for deriving M. A simple perturbation theory ansatz results in the Van Vleck equation that is central to the description of the molar magnetization of magnetic materials, as long as these materials do not exhibit spontaneous magnetization. 

Empirically, the temperature dependence of the susceptibility of paramagnetic materials (or, more accurately, w

¼ w

w

para

total

dia) in low fields follows the Curie law

w

¼ C=T

ð

para

3:6Þ

where C represents the Curie constant. This implies that the product wT and the effective magnetic moment meff

sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffipffiffiffiffiffiffi m ¼

3kB

wT

ð

eff

3:7Þ

NAm m2

0

B

[image: Image 56]
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pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi (with

3k

¼

B=NAm m2

0

2.8279 (cm3 K/mol)1/2 (CGS) or 797.74 (m3 K/mol)1/2

B

(SI)) are both temperature independent. 

Note that the omission of orbital angular momentum and the consequent reduction to spin-only magnetism for transition metal complexes is a consequence of the ligand field that lifts the orbital degeneracy of the L > 0 (P, D, F) terms, quenching the orbital momentum. However, this lifting of orbital degeneracy is not complete for certain configurations (e.g., octahedral complexes with T1g or T2g ground states) that then still retain a residual orbital moment. 

If the orbital momentum is completely quenched (spin-only magnetism), the Curie constant can be derived from the total spin quantum number S: wT ¼ C ¼ NAm0 g2SðS þ 1Þm2 ¼ NAm0 m2

ð3:8Þ

3k

B

eff

B

3kB

When all microscopic magnetic moments are aligned with the external field vector, we speak of saturation. To describe the saturation effect, observable at higher fields, the so-called Brillouin functions are used:









M ¼ 2S þ 1

2S þ 1 gSm H

gSm H

coth

B

1 coth

B

ð3:9Þ

Msat

2S

2S

kBT

2S

kBT

Here, the saturation magnetization M

¼

sat is defined as Msat

NAgSmB. The Brillouin

function is frequently used to establish the spin ground state of a magnetic material by recording the magnetization as a function of magnetic field (over a wide range) at low temperatures. Note that the Brillouin function strongly depends on the value of S, and saturation occurs at lower fields for higher S (Figure 3.1). At finite temperatures, the FIGURE 3.1

Brillouin functions describing the magnetization saturation of S ¼ 1/2, S ¼ 5/2, and S ¼ 7/2 centers in an applied field at T ¼ 2.0 K (according to Equation 3.9; g ¼ 2.0). 
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TABLE 3.1

Estimates for the Low-Field Susceptibilities of Octahedrally Coordinated 3dn Centers

Configuration

Ground State

Expected Susceptibility

3d5 (HS)

6A1

Curie paramagnetism; w ¼ C/T

3d1, 3d2, 3d6 (HS), 3d7 (HS)

T

Complex temperature dependence of w

3d4 (HS), 3d9

E

w ¼ C/T þ wTIP

3d3, 3d8

A

w ¼

2

C/T þ wTIP

3d6 (HS)

1A

w

1

TIP

C represents a modified Curie constant deviating from the equation due to spin–orbit and ligand field effects. HS: high spin; LS: low spin.4

magnetization of a bulk sample will approach the saturation limit only asymptotically since thermal modes will counteract a fully ordered saturated spin configuration. For SH/(kBT)  1, the function becomes linear with H again. For systems that are better described by the quantum number J due to significant orbital momentum, g and S are replaced by gJ and J. 

Table 3.1 offers a quick assessment whether a certain 3dn configuration in an octahedral ligand field can be treated as a spin-only magnetic center displaying Curie-type magnetism or if a more complicated temperature dependence of the susceptibility exists. For 4dn and 5dn systems as well as for actinide complexes, more pronounced ligand field effects and stronger spin–orbit coupling render the spin-only models moot. For lanthanide complexes, only the 4f7 configuration (8S7/2; Eu(II), Gd(III)) results in spin-only behavior. As a rule of thumb, due to the increasing spin–orbit coupling, the wT and meff values for homologous 4dn and 5dn complexes are lower than those of the corresponding 3dn configurations. For example, for V3 þ , Nb3 þ , and Ta3 þ , the spin–orbit coupling constants z increase from 158 to 475 and 1657 cm1. 

It is important to mention that a reduction of ligand field symmetry can strongly alter the magnetic properties of ions: If the symmetry of a 3d1 system with an Oh-symmetric ligand field is reduced (e.g., by an orthorhombic distortion), the entire orbital moment will be quenched and spin-only magnetism is observed. 

Several simple models exist5 that approximately describe the temperature dependence of w for transition metal cations that do not represent spin-only centers. As one example that is applicable to coordination complexes at low temperatures, the Kotani theory6 incorporates the effects of spin–orbit coupling into the Van Vleck equation and describes w(T) as a function of the spin–orbit coupling energy z. 

Some compounds exhibit considerable positive and temperature-independent susceptibilities despite their singlet (S ¼ 0) ground states, for example, several octahedral Co(III) complexes (1A1 ground state). This temperature-independent paramagnetism (TIP) arises as a result of mixing between the singlet ground state and excited states with orbital moments that otherwise cannot be thermally populated. 

Note that this second-order perturbation effect can also be present in paramagnetic compounds (w

¼ w

þ w

þ w

total

dia

TIP

para). 
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A similar temperature-independent paramagnetism, yet of different origin, is observed for metallic compounds and here caused by the electrons of the conduction band. 

3.2.2

Magnetically Condensed Systems: Ferromagnetism

and Antiferromagnetism

In general, magnetic moments of paramagnetic centers are not strictly isolated and will interact, even over longer distances, yielding bulk magnetic properties that can strikingly differ from paramagnetic phenomena discussed above. On the microscopic level, these spin–spin interactions can be caused by two types of mechanisms: via direct dipole–dipole interactions, where the interaction energy decreases with r-3, and (2) via indirect superexchange interactions involving interactions with orbitals of nonmagnetic centers. 

Regardless of the actual mechanisms involved, bulk magnetic properties can be phenomenologically categorized into antiferromagnetic and ferromagnetic coupling. 

Note that although magnetic interactions in solid-state structures occur in three dimensions, both interaction type and strength can differ for each spatial direction. 

This results in anisotropic phenomena, and usually the bulk material is characterized by the dominating, energetically strongest interaction. 

Ferromagnetic coupling between two spins causes their parallel alignment and a high net magnetic moment. Correspondingly, antiferromagnetic coupling causes antiparallel alignment and compensation of magnetic moments. Both types of interactions are characterized by a coupling or exchange energy Jex. Empirically, such interactions lead to susceptibilities whose temperature dependence can be described by the Curie–Weiss law:

w ¼ C

ð3:10Þ

Tu

Here, the Weiss temperature u is a function of the exchange energies Jex that can be obtained from a high-temperature series expansion: X

n

u ¼ 2SðS þ 1Þ

a

ð

i Jex;i

3:11Þ

3kB

i¼1

where n sets of neighboring spins interact so that a given spin center couples with ai neighboring sites with a site-specific exchange energy Jex,i. Positive and negative Weiss temperatures correspond to ferromagnetic and antiferromagnetic coupling, respectively. 

It is important to observe the applicability limits of the Curie–Weiss law and the implied physical meaning of the Weiss temperature: It can only be applied to magnetic materials containing spin-only magnetic centers, and it only applies to magnetically condensed systems (as opposed to magnetically dilute systems) at sufficiently high temperatures (kBT  Jex). 
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For systems comprising magnetic centers that are both exchange coupled and affected by ligand field effects (i.e., non-Curie paramagnetic centers), the susceptibility (above an ordering temperature) can be approximated by molecular field models. 

Long-range coupling causes collective spin order within spatially extended domains, resulting in cooperative phenomena such as bulk ferromagnetism or bulk antiferromagnetism. These ordered phases are characterized by stability limits, especially the critical temperatures (the Neel temperature TN for antiferromagnets and the Curie temperature TC for ferromagnets) above which the compounds exhibit paramagnetic Curie–Weiss behavior. 

Typical examples for ferromagnets are metallic phases such as Fe, Co, Ni, Tb, Dy, and certain oxides such as CrO2. For example, EuO displays a Curie temperature of T ¼

C

69 K and a Weiss temperature of u ¼ 74.2 K, with a saturation magnetization of M

¼

sat

6.94 mB. Ferromagnets display spontaneous magnetization within Weiss districts (which are separated by Bloch walls) even in the absence of an external field. An external field change induces the diffusion of the Bloch walls and the fusion of aligned Weiss domains, resulting in pronounced magnetization hysteresis. The magnetization hysteresis curves are parameterized by the remnant magnetization at zero field and the coercive field strengths that are necessary to quench the remnant magnetization. The area enclosed by the hysteresis graphs is proportional to the magnetic energy associated with the collective spin order. The so-called hard and soft ferromagnets display large and small hysteresis areas, respectively. 

Many ferromagnets are metals or metallic alloys with delocalized bands and require specialized models that explain the spontaneous magnetization below TC or the paramagnetic susceptibility for T > TC. The Stoner–Wohlfarth model,6 for example, explains these observed magnetic parameters of d metals as by a formation of excess spin density as a function of energy reduction due to electron spin correlation and dependent on the density of states at the Fermi level. However, a unified model that combines explanations for both electron spin correlations and electron transport properties as predicted by band theory is still lacking today. 

Upon reduction of the size of ferromagnetic systems, superparamagnetic systems (“particles”) are obtained that exhibit single-domain ferromagnetic behavior below a blocking temperature and superparamagnetic behavior above the blocking temperature. In the latter state, the collective magnetic moment of the particle freely rotates, and an ensemble of superparamagnetic particles acts as a paramagnet, with the difference that the constituent moments here stem from particles of ferromagnetic materials and not from atomic moments as in the case of a normal paramagnet. 

Several oxides and fluorides such as MnO, CoO, NiO, FeF

¼

2, and MnF2 (TN

74 K, 

u ¼ 113 K, M ¼

sat

4.98 mB), represent antiferromagnets in which below TN the susceptibility quickly approaches zero with decreasing temperature, to result in a diamagnet at 0 K. Usually the antiparallel alignment of spins is energetically favorable and antiferromagnetism is the most commonly observed cooperative effect. 

If a compound comprises two or more different spin centers with different magnetic moments (e.g., Fe(II), S ¼ 2, and Fe(III), S ¼ 5/2) that are antiferromagnetically coupled and if the crystal lattice features a pattern of alternating spins of
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FIGURE 3.2

Schematic temperature dependence of magnetic properties of a ferromagnet (a), a ferrimagnet (b), and an antiferromagnet (c). The behavior below the critical temperature of ferri- and ferromagnetic materials is described by the magnetization M (dashed lines), whereas the susceptibility (or w1) can be used for T > TC (solid lines). For antiferromagnets, w (or w1) can also be used to describe the system below TN. Curie–Weiss-type fits to the high-temperature regimes (extrapolated as dashed-dotted lines) indicate the negative Weiss temperature of ferri- and antiferromagnets. 

different magnitude, a net magnetic moment remains, giving rise to ferrimagnetism. 

Ferrimagnetism is common for garnets such as Y3Fe5O12 or spinels such as Fe2CoO4, Fe

¼

3O4, or Na2NiFeF7 (TC

88 K, u ¼ 113 K). Figure 3.2 summarizes the observed magnetic properties of ferromagnets, ferrimagnets, and antiferromagnets. 

Similar to ferrimagnets, canted antiferromagnets of uniform spin moments that cannot assume antiparallel orientations give rise to net moments as well. Examples for such materials are FeF3 or FeBO3. 

In addition, the aforementioned types of magnetic order can be combined to result in metamagnets that display field-induced anomalies, if layers of a two-dimensional ferromagnet couple antiferromagnetically along the third dimension in the presence of low external fields and ferromagnetically in the presence of high magnetic fields. 

3.2.3

Exchange Coupling of Magnetic Centers

The interaction between localized spin centers is usually modeled with a spin Hamiltonian that takes into account single-ion effects, exchange coupling effects, and interactions of the spin system with an external magnetic field. All of these effects determine the resulting stationary spin wavefunctions of the system. Central to the description of such systems is the exchange coupling between pairs of spin centers that can be either antiferromagnetic or ferromagnetic. For example, the antiferromagnetic coupling between two spin-1/2 centers results in states that are characterized by a total spin quantum number S ¼ 0 and S ¼ 1, whereby the energy of the singlet S ¼ 0 state will be lower than that of the triplet S ¼ 1 states. The difference E



S ¼ 0

E

¼

S ¼ 1

Jex is due to the electronic exchange interaction. Here, a negative Jex indicates antiferromagnetic exchange and a positive Jex indicates ferromagnetic exchange. Note that this description makes no assumption as to which exchange mechanism is involved, and Jex represents a fully isotropic parameter. In general, 
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superexchange interactions are stronger than magnetic dipole–dipole interactions, but both have a different dependence on the distance of the involved spin centers: The superexchange energy decreases faster with increasing distance than the dipole–

dipole interaction energy. 

While the singlet ground state will be unaffected by an external magnetic field, the S ¼ 1 state will become Zeeman split into the M ¼ 

S

1, 0, 1 sublevels. Thus, the

energies of the four possible |S, M i

S

states are known: E(|0, 0i) ¼ Jex; E(|1, þ 1i) ¼

gmBH; E(|1, 0i) ¼ 0; E(|1, 1i) ¼ þ gmBH. When these four expressions are introduced into the Van Vleck equation, the Bleaney–Bowers equation7 is obtained. 

This equation describes the temperature dependence of the susceptibility (for the zero-field limit), independent of the sign of Jex: wT ¼

2NAg2m2B

ð3:12Þ

k ð

B 1 þ 3eJex=kBT Þ

The resulting graphs for an arbitrary spin-1/2 dimer for J < ¼

> 

ex

0, Jex

0, and Jex

0

are shown in Figure 3.3. A plot of wT (or meff) versus T is especially useful in this context as one can immediately detect ferro- or antiferromagnetic interactions as a deviation from the horizontal graphs of an uncoupled spin-only system. Yet care must be taken in interpreting these plots, as orbital contributions can effectively give rise to very similar curves. 

In addition, magnetic level crossing effects can be observed in antiferromagnetically coupled spin systems. While the resulting multiplet states are energetically higher at zero field than the singlet ground state, Zeeman splitting causes the M ¼ þ

S

S levels of these excited states to decrease linearly with the field and to eventually undercut the field-independent singlet ground state at a certain crossing field. For example, for an antiferromagnetically coupled spin-1/2 dimer with an exchange energy of J ¼ 

ex

3 cm1, this level crossing of the singlet ground state with a |1, þ 1i state occurs at 3.2 T. In this case, the system is then magnetically saturated. 

Correspondingly, at 0 K the system’s magnetization would remain zero up until Bsat, where it jumps to the saturation magnetization value. For systems with more excited multiplet states, additional level crossings can take place as the slope of the

|S, M ¼ þ

S

Si lines differs. At low temperatures (usually mK) one can then observe step structures in M versus H plots, and from the corresponding crossing fields the energetic spacing between the zero-field multiplet states can be determined. As such, low-temperature/high-field magnetization measurements can be instrumental in verifying the magnetic excitation spectrum, for example, as predicted by a model calculation, as long as the crossing fields are still achievable (currently up to ca. 60 T). 

Likewise, the decreasing spacing between the ground state and the excited states can have a considerable impact on the field dependence of susceptibility data (Figure 3.4) that can be simulated for a given field using a number of programs.8

The quantum mechanical mechanisms that underlie exchange coupling are complex, but can be modeled by a phenomenological Hamiltonian that involves the coupling of local spin operators SA and SB, the so-called Heisenberg–Dirac–Van

[image: Image 57]
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FIGURE 3.3

Temperature dependence of wT (a), w (b), and 1/w (c) for a ferromagnetically, antiferromagnetically, and uncoupled spin-1/2 dimer as calculated by the Bleaney–Bowers equation (Equation 3.12). 

[image: Image 58]
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FIGURE 3.4

(a) Energies of |S, M i

S states as a function of the applied field B resulting from an antiferromagnetically coupled spin-1/2 dimer (J ¼ 

ex

3 cm1). (b) Corresponding w versus

T curves at static fields of 0.01, 3.0, and 5.0 T. Model calculations based on H ¼ J



exS1 S2

gmBBzSz. 

Vleck Hamiltonian, which for two spin centers A and B takes on the form H ¼ J



¼  ð

exSA

SB

Jex SAzSBz þ SAxSBx þ SAySByÞ

ð3:13Þ

S denotes a vector operator comprising three components Sx, Sy, and Sz. Note that generally a spin Hamiltonian replaces all the orbital coordinates required to define the system by spin coordinates. With the total spin operator S ¼ S þ A

SB and

S2 ¼ S2 þ S2 þ 2S

A

B

ASB, the Hamiltonian can be rewritten as

H ¼  Jex ðS2  S2  S2 Þ

ð3:14Þ

2

A

B

S2 possesses the eigenvalues S(S þ 1). For a spin-1/2 dimer (S can be 0 or 1), the same values are obtained from the derivation of the Bleaney–Bowers equation. For spin systems in an external magnetic field, the Zeeman operator H

¼ 

mag

gmBBzSz

accounts for Zeeman splitting. The isotropic Heisenberg Hamiltonian for multiple spin centers can be expanded by adding the individual coupling pairs: H ¼ J









ð

ex;1SA SB

Jex;2SC SD

3:15Þ

The Heisenberg approach remains valid as long as the magnetic centers act as spin-only centers and represents an entirely empirical model. Orbital contributions can be accommodated as perturbations. For example, ligand field effects can be effectively approximated by the following anisotropic spin Hamilton operator: H

¼

ani

S  D  S

ð3:16Þ

where D represents an anisotropy tensor (matrix), and upon appropriate coordinate transformation Equation 3.16 is usually rewritten as H

¼

þ



ð

ani

DS2

E S2 S2

3:17Þ

z

x

y
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In systems of axial symmetry, Equation 3.17 simplifies to H

¼

axial

DS2. Both

z

parameters D and E are phenomenological zero-field splitting energies. 

As stated above, no information about the actual microscopic coupling mechanism can be extracted from the exchange energy Jex. As a consequence, numerous studies have explored the relevant structure–property correlations of dinuclear transition metal complexes LaM(m-Lb)M0Lc, namely the relation between the value of Jex and the geometry of the M(m-Lb)M0 link. 

Nevertheless, a simple qualitative model can explain antiferromagnetic and ferromagnetic superexchange between two spin centers that involves the valence orbitals of bridging ligands. Key to this model is the assumption of a partial spin pairing between the unpaired electron of a “magnetic orbital,” usually a d-orbital of a magnetic transition metal cation, and the electrons of the fully occupied ligand orbital that overlaps with the metal d-orbital. If the ligand orbital, for example, a p-orbital, then overlaps with symmetry-equivalent d-orbitals of both metal sites, this partial spin pairing will result in an antiferromagnetic orientation of the two unpaired electrons localized on the two metal cations. Here, both s and p binding modes can cause the same result. 

Ferromagnetic coupling, on the other hand, requires that no overlap exists between the involved magnetic orbitals of the M and M0 sites. This then leads to a parallel spin orientation of the two unpaired electrons according to Hund’s rule. To this end, the magnetic orbitals of the metal centers need to be orthogonal, or the coupling involves two orthogonal orbitals on the same ligand donor position, for example, a px- and a py-orbital (Figure 3.5). 

If several exchange pathways exist in polynuclear coordination complexes, ferromagnetic and antiferromagnetic pathways can compete for a given spin dimer, usually resulting in a dominant antiferromagnetic exchange. 

(a)

(b)

FIGURE 3.5

Orbital overlap diagrams for M(m-L)M0 units: two paramagnetic metal centers with single-occupied d-orbitals bridged by a (monoatomic) ligand featuring fully occupied p-orbitals (one orbital lobe of each is highlighted in gray). (a) Overlap scenarios leading to antiferromagnetic exchange; (b) overlap scenarios resulting in orthogonal singly occupied d-orbitals, that is, ferromagnetic coupling. 
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To model several other electronic situations (e.g., in mixed-valence compounds), the Heisenberg Hamiltonian can be augmented by specific exchange operators that accommodate, for example, double exchange, antisymmetric exchange, anisotropic exchange, or biquadratic exchange. 

3.3

MEASUREMENT TECHNIQUES

At the core of magnetochemical analysis is the eventual determination of parts of (or the entire) magnetic excitation spectrum, that is, of the manifold of magnetic electronic states that are realized in a magnetic material, their energies, and degeneracies. The magnetic excitation spectrum is in the focus of both experimental methods that shed light on its features and theoretical models that aim to reproduce it. 

Several “thermodynamical” methods, for example, the measurements of susceptibility or specific heat capacity, yield values that reflect the Boltzmann population of various multiplet states at a given field and temperature (and possibly at other specified external parameters such as pressure or irradiation) and essentially are Boltzmann-weighted averages. Other techniques such as high-field electron paramagnetic resonance (EPR) spectroscopy or inelastic neutron scattering, on the other hand, result in energy parameters that correspond directly to gaps between multiplet states and are thus useful to directly establish the magnetic excitation spectrum, at least within the applicable selection rules and as long as probabilities of the involved transitions are known. 

3.3.1

General Considerations and Potential Pitfalls

Sample purity is one of the foremost criteria for reproducible magnetic measurements. Paramagnetic impurities become especially dominant at low temperatures in magnetization/susceptibility measurements and in EPR studies. Moreover, ferromagnetic impurities will affect the measured susceptibilities even if present only in microscopic amounts. Under certain circumstances (for instance, if the actual sample is characterized by a singlet ground state), these types of impurities that tend to saturate already at low fields can be detected by field-dependent measurements. The level of ferromagnetic impurities can be extracted, for example, from plots of w versus H1, where the measured susceptibility will be the sum of the susceptibility of the sample and the saturation magnetization of the impurity divided by the field, w(H) ¼ w(sample) þ Msat(impurity)/H. Diamagnetic impurities mainly cause an error in the sample mass. 

The selection of an appropriate applied field for susceptibility measurements represents a crucial requirement that is frequently overlooked. For example, an external field that is too strong can result in magnetic saturation or quenching of weak antiferromagnetic and ferromagnetic spin–spin coupling, complicating the interpretation of the obtained data (or consequently causing misinterpretation if field-dependence relationships are not taken into account). 
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3.3.2

Magnetization Measurements

A magnetochemical characterization usually starts with determining the magnetization (and its corresponding molar susceptibility) as a function of field and temperature. For this purpose, magnetometers utilizing a superconducting quantum interference device (SQUID) are widely used. These highly sensitive commercial instruments allow programmed measurements in fields up to 7 T and temperatures down to ca. 1.8 K (using rapidly evaporating liquid helium) or even down to ca. 400 mK (using a 3He cryostat insert). Only small amounts of samples are required (usually less than 10 mg, depending on signal strength). 

A SQUID magnetometer consists of a second-order gradiometer within the bore of a solenoidal superconducting magnet. The superconducting gradiometer acts as a pickup coil and a magnetic flux change caused by a sample that is moved through its coils induces a current (Figure 3.6). The SQUID (usually realized as a thin film) acts as an extremely sensitive current-to-voltage converter. The voltage measured at the SQUID is then proportional to the magnetic moment of a sample within the applied field. 

However, great care must be taken in choosing an appropriate sample holder and a suitable sample geometry.9 Cylindrical capsules machined from high-purity PTFE, enclosed in long polyethylene straws, allow the measurement of compressed polycrystalline samples or even solutions. Polycrystalline samples need to be pulverized so that preferential orientation can be avoided. The sample should be placed into a cylindrically shaped sample holder. Air-sensitive compounds can be sealed in small tubes from synthetic quartz glass. The field- and temperature-dependent contribution of the sample holder must be known precisely. 

Moreover, the sample should be perfectly centered within the sample tube, as even small deviations toward the inner walls of the sample tube can cause significant deviations in the measured signal.10

 Z

FIGURE 3.6

Geometry of pickup coils in second-order gradiometers used in SQUID

magnetometers. The sample is moved along the z-axis through the coils. 
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Importantly, a SQUID magnetometer allows both DC (equilibrium values at constant field) and AC (modulated field) magnetization measurements. In the latter configuration, the static field H0 is modulated by a sine wave of a given field amplitude H

þ

AC and frequency w: H ¼ H0

HAC sin(wt). This allows the direct measurement of dM/dH, that is, the differential susceptibility. At higher frequencies, the spin dynamics may lag behind the modulation, causing a phase shift j from which both the in-phase (w0, real) and the out-of-phase (w00, imaginary) components of the susceptibility can be determined (for frequencies of up to 1.5 kHz in commercial magnetometers):

w0 ¼ w cosðjÞ; w00 ¼ w sinðjÞ; w ¼ ðw02 þ w002Þ1=2

ð3:18Þ

AC susceptibility measurements are frequently used to identify thermodynamic phase transitions and to characterize spin-glass behavior and superparamagnets such as the single-molecule magnets discussed below. 

At higher temperatures (up to ca. 1000  C), a vibrating sample magnetometer represents an alternative to SQUID magnetometers. Here, a sample in a static and homogeneous field is coupled to a membrane and vibrates as a harmonic oscillator, usually at ca. 85 Hz. The change in magnetic flux caused by the vibrating sample is measured as an induced current in a pickup coil. 

An important aspect of reliable susceptibility measurements is the calibration of the magnetometers with respect to field and temperature; a number of high-purity compounds exist to calibrate (1) the applied field via measurement of the susceptibility (palladium metal, HgCo(NCS)4), (2) the temperature linearity via determination of the Curie constant of (NH



4)2Mn(SO4)2 6H2O, or (3) the absolute values of the sample temperature that are especially important for low-temperature measurements and for which the critical temperatures of pure-element low-Tc superconductors can be used, for example, lead (7.20 K) or indium (3.41 K).11

3.3.3

Specific Heat Capacity

The heat capacity Cm of a magnetic material comprises a magnetic component in addition to lattice, electronic, and rotational contributions, among others. The magnetic component is ideally derived as the difference between a measurement of the magnetic sample and a diamagnetic derivative (e.g., by substituting Fe(III) with Ga(III) ions). If this is not possible, the lattice contribution of nonconducting crystalline compounds can be assessed as



T

3

C ¼ 12p4 nk

ð

B

3:19Þ

5

uD

where uD is the Debye temperature and n the total number of atoms in the crystal. 

In many cases, it is helpful to measure the specific heat as a function of temperature with and without an applied magnetic field. Like the susceptibility, the magnetic specific heat capacity Cm at a given temperature is averaged over the contributions of
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all thermally populated levels of the magnetic excitation spectrum that basically reflect their degeneracies and the overall magnetic entropy DSm: ð

D

C

S ¼

m

m

dT

ð3:20Þ

T

Note that DSm is proportional to ln(2S þ 1); therefore, a high-spin state will contribute a larger entropic amount due to its higher degeneracy level. 

Broad maxima in Cm versus T (the so-called Schottky anomalies) frequently indicate partially populated discrete levels that are separated by an energy difference DE in the range of kBT. For a simple two-level system, the maximum occurs at k



BTmax

0.42DE. Phase transitions, for example, transitions between a long-range ordered ferromagnetic phase and a paramagnetic phase, produce a characteristic peak in Cm versus T graphs. 

Importantly, mononuclear impurities have virtually no effect on the magnetic specific heat capacity, in stark contrast to the susceptibility. 

3.3.4

Neutron Scattering

Neutron scattering can be due to two effects: the direct (nuclear) interaction of the neutron with the atomic nuclei and the interaction of the neutron’s magnetic moment with the local fields of unpaired electrons.12 In the case of elastic scattering, the energy of the scattered neutron does not change: the kinetic energy of the emitted neutron is equal to its energy prior to reaching the material. On the other hand, if the interaction of the neutron causes an excitation (or induces a relaxation) in the scattering material, the neutron’s energy is reduced or increased, which represents inelastic scattering. 

If the magnetic material exhibits magnetic ordering, for example, antiferromagnets, the observed scattering pattern displays additional signals that by their intensity and position indicate the magnitude and direction of a magnetic moment in the crystalline lattice, which allows the construction of spin density maps. 

Inelastic neutron scattering, on the other hand, usually employs a monochromatic neutron beam and records the intensity of the scattered neutron beam as a function of neutron kinetic energy. Such inelastic collision spectra are monitored as a function of the applied field and the (usually low) temperature. The observed peaks then represent the energy differences of thermally populated and excited unpopulated multiplet states. Inelastic neutron scattering experiments can be conducted using triple-axis, backscattering, or time-of-flight spectrometers. 

3.3.5

Electron Paramagnetic Resonance Spectroscopy

Electron paramagnetic resonance spectroscopy, also known as electron spin resonance (ESR) spectroscopy, detects the excitation of electron spins in an applied external magnetic field.13 Conventional continuous-wave (CW) EPR is based on resonance of a fixed-frequency standing microwave to excite some of the electrons in Zeeman-split spin multiplets to undergo a transition from a lower MS level to a higher
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M

¼ 

S level (selection rule: DMS

1). EPR is applicable to solid (powder, single

crystal, and frozen solutions) as well as liquid samples, and to electronic ground-state systems as well as to photoexcited and carrier injection-induced systems (i.e., device structures). The information contained in an EPR spectrum also reflects hyperfine interactions and magnetic anisotropy (zero-field) effects. 

Variable-temperature electron paramagnetic resonance spectroscopy represents a resonance technique to scan transitions between the Zeeman-split MS states that are induced by microwave radiation. Measurements require a minimum of sample (usually less than a milligram), either in solid form or in solution. EPR is broadly used since it allows direct determination of energy spacings within the thermally populated part of the magnetic excitation spectrum. The microwave radiation induces transitions within the MS states belonging to a given S multiplet split by an external magnetic field H, and EPR also allows for the determination of the spin ground state.14

Note that in a crystal field environment the Lande g factor is not necessarily an isotropic scalar, but in general a tensor, g. For a static magnetic field parallel to the z-axis of the g tensor, in the simplest case of S ¼ 1/2, the resonance condition for a transition between M ¼ 

¼

S

1/2 and MS

1/2 is met at

hv ¼ gzm H

ð

B

3:21Þ

Traditionally, the available microwave frequency determines the resonance field: For g ¼ g ¼

e

2.0023 (the isotropic g factor of a free electron) and a frequency of 9 GHz, the resonance field equals H ¼

e

0.3211 T (X-band), while 35 GHz correspond

to H ¼

e

1.2489 T (Q-band). Note that EPR spectra are usually evaluated using a spin Hamiltonian, and orbital contributions are effectively accommodated in the g tensor. 

The crucial importance of EPR is based on its potential to elucidate the anisotropy effects of the chemical environments of the paramagnetic centers (usually their coordination environments) that are associated with the spin–orbit coupling contribution. EPR thus produces the g and the anisotropy D tensors, and the A tensors. 

The latter, associated with the hyperfine interactions due to the magnetic moments of the nuclei, are effectively quenched in polynuclear (i.e., magnetically nondiluted) systems by the dipolar and exchange interactions between the magnetic centers. The anisotropy of the remaining g and D tensors can be directly obtained from aligned single crystals and, within limits, also from polycrystalline powders. For an anisotropic g, the three principal components gx, gy, and gz are easily obtained from spectra of the polycrystalline sample (Figure 3.7), but their relative orientation to the molecular frame can only be determined from single-crystal measurements. 

Zero-field splitting adds complexity to the spectra. For the case of an axial symmetry distortion, the resonance fields for various M ! 

þ

S

MS

1 transitions can

be derived from a perturbation approach:14

HðMS ! MS þ 1Þ ¼ ðge=gÞ½H  ð

Þð

e

D=2gmB 2MS þ 1Þð3 cos2 a1Þ

ð3:22Þ

where a denotes the angle between the unique anisotropy axis and the external magnetic field. For a given orientation, each Zeeman line is split into a total of 2S

[image: Image 59]
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FIGURE 3.7

X-band EPR spectrum of a polycrystalline powder of an S ¼ 1/2 molecule, characterized by g 6¼

6¼

¼ 6¼

¼ ¼

x

gy

gz (a), gx

gy

gz (b), and gx

gy

gz (c). 

components. Neighboring lines are separated by a field shift of (D/gmB)(3 cos2 a  1); therefore, the ZFS parameter D can be directly extracted from the spectrum. 

EPR configurations operating at higher microwave frequencies (i.e., Q- or W-band setups) are especially helpful since this increase in frequency corresponds to an increased resolution and sensitivity, thereby frequently simplifying the spectra. Furthermore, the use of higher frequencies and fields generally also allows the observation of otherwise

“EPR silent” systems characterized by an integer total spin S for which the separation between neighboring MS levels in the absence of an applied magnetic field is larger than the microwave energy (0.5KkB at 9 GHz, 2KkB at 35 GHz), which in turn limits the number of transitions that can be experimentally observed.15

The analysis of the low-temperature EPR spectra of aligned single crystals of the molecular magnet {FeIII} ¼ [Fe

4

4(OCH3)6(dpm)6] (dpm: deprotonated dipivaloyl-

methane) exemplifies the potential of single-crystal EPR at higher fields/-

frequencies.16,17 The triangular {FeIII} molecule (see Figure 3.8, inset) consists of 4

four s ¼ 5/2 spin centers (three outer centers binding to a central site) that are antiferromagnetically coupled to yield a net S ¼ 5 ground state. Since the octahedral ligand fields of oxo positions around the iron sites are axially distorted, the degeneracy of the |MS| ¼ 0, 1, . . ., 5 states at zero field is lifted. As the principal axes of the D tensor are largely determined by the local symmetry distortions of the iron sites in the molecule, the spectra of aligned {Fe4} single crystals show 10 approximately
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FIGURE 3.8

W-band EPR spectra of aligned single crystals of [Fe4(OCH3)6(dpm)6] at 5 K

(only the S ¼ 5 ground state is populated). Inset: coupling scheme of the four Fe(III) (s ¼ 5/2) centers. Additional smaller effects and structural isomers cause the spectrum to be more complex than anticipated.17

equidistant transitions along the crystallographic c axis (a ¼ 0 ) that yield a pattern of near-equidistant lines with half the splitting in the b direction (a ¼ 90  ) (Figure 3.8). 

From the spectrum, the parameters g ¼

¼

¼

x

1.995, gy

1.997, gz

2.009, and D ¼ 0.2



cm 1 can be derived with the help of least-squares fitting software.17

Furthermore, the short scan times of EPR (usually 500 ms or less) and the ability to measure species in diamagnetic matrices, for example, aqueous solutions, enable the time-resolved monitoring of chemical reactions involving radical reactants or intermediates. In this way, kinetics of such reactions can be studied even if multiple magnetic species are involved, as their characteristic signals typically differ sufficiently to deconvolute the resulting EPR spectra. Commercial pulsed EPR spectrometers are also available, enabling the study of spin dynamics, that is, the relaxation of the excited system via spin–spin and spin–lattice mechanisms. 

Note that the very high sensitivity of EPR spectroscopy also implies that these measurements are very susceptible to the presence of magnetic impurities. The sensitivity and resolution of EPR are greatly enhanced in pulsed EPR spectroscopy that entails applying a short (<20 ns) and intense (>300 W) microwave pulse and then measuring the microwave response signals generated by the samples’ magnetization in the probe head. Upon Fourier transforming the signal, a frequency spectrum from the sample is obtained. 

3.3.6

Other Common Methods

One other important measurement technique that focuses on the electronic surrounding of atomic nuclei is M€ossbauer spectroscopy, based on the
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recoilless nuclear resonance absorption of highly monochromatic g radiation (see Chapter 2).18 Hyperfine interactions between the nuclei and the magnetic and electric fields caused by the electrons interacting with the nuclei give rise to a number of measured parameters: (1) isomer shifts, originating from electric monopole interactions between protons of the nucleus and electrons, reflecting oxidation and spin states as well as bonding properties; (2) quadrupole splitting of the nuclear quadrupole moment and an inhomogeneous electric field at the site of the nucleus, again a function of oxidation and spin state as well as molecular symmetry; (3) magnetic splitting caused by the interaction of the nuclear magnetic dipole moment and the local magnetic field that is influenced by magnetic ordering in bulk ferromagnets and antiferromagnets below their critical temperatures. Note that M€ossbauer spectroscopy is limited to certain nuclei and mostly used for 57Fe-containing samples. 

Optical spectroscopy (UV/Vis/NIR) is of importance in magnetochemistry as well, as it yields information about ligand field splitting effects. 

3.4

INTERPRETATION OF EXPERIMENTAL DATA

As illustrated above, the microscopic explanation of observed magnetic properties hinges on the construction of an appropriate model. In most instances, simplifications have to be weighed and phenomenological models can be employed, such as the Heisenberg spin Hamiltonian. 

3.4.1

Model Systems for Extended Spin Systems

In magnetically condensed compounds, the interactions between spin centers can lead to cooperative effects that significantly influence the magnetic properties. Even for a wide variety of paramagnetic substances, magnetic ordering is observed at very low temperatures, caused either by direct magnetic dipole–dipole interactions or by weak superexchange via bridging entities or conducting electrons. A coupling of the magnetic centers in particular dimensionalities is obtained when these centers interact predominantly with neighbors that are situated in chains (1D), layers (2D), or networks (3D). While numerous theoretical models are known for one-dimensional spin systems, no complete expressions exist (with very few exceptions) for higher dimensional systems such as layers and networks. Thus, for these systems, approximation methods are necessary.19

To this effect, for the three different dimensionalities of extended spin systems (1D

to 3D), the spin dimensionality needs to be distinguished and categorized. Depending on mostly the single ion anisotropy, one can distinguish between the fully isotropic Heisenberg model, the anisotropic two-dimensional XY model, and the strongly anisotropic one-dimensional Ising model (Table 3.2). 

The differences between these three models are evident from the exchange operator Hex. This operator describes the interaction between localized magnetic centers with spin operators Si and Sj and their components Sia and Sja (a ¼ x, y, z) in
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TABLE 3.2

Models and Their Spin Dimensionality

Model

Allowed Spin Orientation

Heisenberg

a ¼ b ¼ 1

Isotropic

Ising

a ¼ 1, b ¼ 0

Restricted to the z-axis

XY

a ¼ 0, b ¼ 1

Restricted to the xy-plane

the following Hamiltonian:

X

H

¼ 

½

þ

þ

Þ

ð

ex

2

Jij aSizSjz

bðSixSjx

SiySjy

3:23Þ

i < j

The coefficients a and b (see Table 3.2) take into account the restrictions in spin dimensionality. For a ¼ b ¼ 1, the Heisenberg model with isotropic exchange interaction and isotropic susceptibility results. The combination of a ¼ 1 and b ¼ 0 yields the strictly anisotropic Ising model, in which the orientation of the spins is restricted to the z-axis. Consequently, the susceptibility is strongly orientation dependent and one needs to differentiate between w|| in the direction of the z-axis (“easy axis”) and w? 

perpendicular to z. The molar susceptibilities are then related as w ¼ 1 wjj þ 2 w? 

ð

m

3:24Þ

3 m

3 m

The XY model is characterized by a ¼ 0 and b ¼ 1, and all spins are oriented perpendicular to the z-axis. The anisotropy interaction can originate from single-ion anisotropy, magnetic dipole–dipole interactions, and anisotropic crystal morphologies. 

3.4.2

Chains (1D)

The simplest spin chain consists of equivalent spin centers M with local spins S ¼ 1/2

and uniform exchange energies Jex:

Mi       Mi þ      





1

Mi þ 2

Mi þ 3

In real systems, the number of spin centers N is, of course, too large to deterministically solve the corresponding eigenvalue problem of a corresponding spin Hamiltonian. Thus, no exact solution exists. Several approximate expressions were developed, such as the Bonner Fisher finite-chain model for equidistant antiferromagnetically coupled S ¼ 1/2-based chains.20 Here, the susceptibility is calculated for finite chain segments (ca. N ¼ 10 spin centers) and extrapolated to an infinite chain (N ! 1). The extrapolated expression for the susceptibility is as follows: w ¼ m NAg2m2

0:25 þ 0:074974x þ 0:075235x2

B

ð

m

0

3:25Þ

kBT

1 þ 0:9931x þ 0:172135x2 þ 0:757825x3
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with x ¼ |2Jex|/(kBT), which can be used to fit experimental w versus T data sets. As in discrete (e.g., molecular) antiferromagnetic spin systems, w versus T shows a maximum; however, the maximum obtained from Equation 3.25 is very broad, and c retains a finite value at T ¼ 0 K. No corresponding equation exists for analogous ferromagnetic chains; here, high-temperature series expansion methods (see below) offer an alternative. 

An equivalent procedure can be used for chains containing centers with S  1. 

Since the matrix dimension of the eigenvalue problem increases significantly with higher S, smaller chain segments are used to extrapolate to N ! 1, increasing the uncertainty of this approach. Therefore, for chains with S  5/2 centers, it is better to use an expression derived for classical spins (i.e., spin vectors that are not quantized with respect to spatial directions):





w ¼ m NAg2m2 1 þ u

2J

B

exSðS þ 1Þ 

kBT

ð

m

0

with

u ¼ coth

3:26Þ

kBT

1u

kBT

2JexSðS þ 1Þ

If the exchange interactions between nearest neighbors in the chain are not uniform (equidistant chains) but are alternating between two values (e.g., caused by alternating bridging ligands or nonequidistant spacings of the spin centers), “alternating chains” 

are formed. Note that all uniform chains will form alternating chains at sufficiently low temperatures (formation of dimers), as long as no three-dimensional order sets in at higher temperatures. This so-called spin Peierls transition is equivalent to the Peierls transition in quasi-one-dimensional metals. 

The simplest alternating chain is defined by coupled S ¼ 1/2 centers with two exchange energies J

¼ a

ex and J0

J

ex

ex, described by the Hamiltonian

X

N=2

H

¼ 



ð

ex

2Jex

S2i1 S2i þ aS2i  S2i þ 1

3:27Þ

i¼1

Here, a is called the alternation parameter specifying the ratio of the exchange energies J

¼ a

ex and J0

J

ex

ex. For 0 < a < 1, both exchange energies have the same sign, a ¼ 1 results in the equidistant chain, and a ¼ 0 describes isolated dimers. As with uniform chains, the susceptibility of such Heisenberg systems can only be approximated. 

3.4.3

High-Temperature Series Expansion

Exact solutions do not exist for the exchange Hamiltonian of two-dimensional layers and three-dimensional networks. These situations can, however, be described using approximation methods such as molecular field approximation and high-temperature series expansion. 

The latter case implies that a meaningful calculation of the susceptibility applies only to high temperatures in the case of three-dimensionally ordered compounds above TC or TN. Already in 1958, Rushbrooke and Wood developed a high-temperature
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expansion method to describe magnetic properties at high temperatures, for which magnetic exchange only results in short-range order and no long-range order forms.21

Upon approaching an order transition (e.g., a critical temperature), the short-range order affects ever larger areas, and the temperature dependence of the inverse susceptibility shows a characteristic deviation from linear Curie–Weiss behavior. 

High-temperature expansion tries to utilize this discrepancy to calculate exchange interaction parameters. 

Starting with a Heisenberg Hamiltonian in which Zeeman and exchange interactions (limited to nearest neighbors) are accumulated, the susceptibility is derived as follows:

w ¼ m NAm2 g2

B

m

0

3kBT

8

" 

#

" 

#! 9

< 

X

X

X

2=

1 Sp

S

S

ð

Þ  1

Sp

S

ð

Þ

Z

iz

jz exp bH

:

Z2

iz exp bH

; 

i

j

i

ð3:28Þ

Since the susceptibility cannot be evaluated in a deterministic way, the exponential function is developed at b ¼ 0 (which implies T ! 1) as a Taylor series: X

1 1

expðbHÞ ¼

ðbHÞk

ð3:29Þ

k! 

k¼0

The sum runs over an infinite amount of terms, of which only a limited number can be calculated due to the rapidly increasing computational demand. However, a sufficiently high order of the series is a requirement in order to describe the susceptibility in proximity to a critical temperature and determine the exchange parameters. If the series is cut short to zeroth order, a Curie expression follows for the susceptibility; if the series is developed to first order, the Curie–Weiss law follows. 

Thus, both Curie and Curie–Weiss expressions can be regarded as development stages in the high-temperature expansion, which also implies that these expressions should be valid only for high temperatures. 

For small magnetic fields, wm is virtually independent of the external field B in the paramagnetic region, and the zero-field limit B ! 0 can be used, resulting in P P

P





1

P

k

Sp

S

S

ð2bÞk=k! 

J

S

i iz

j jz

k¼0

i < j ex;ij Si

j

w ð

N

g2

B ! Þ ¼ m

Am2

B
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i

m

0

0

P

P

3k

1

BT

Sp

ð2bÞk=k! 

J

k¼0

i < j ex;ij Si  Sj

ð3:30Þ

The values of Jex;ij, on the one side, represent the spin–spin coupling parameters and, on the other side, define the coupling connectivity, that is, which magnetic centers
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of a given lattice interact with each other. This separation leads to a lattice-P

independent calculation of the spin products

Sj  Si and to a lattice-dependent

calculation as to how many times a graph (spin product) can be projected onto the given layer (the so-called lattice count). Evaluation of the spin products proceeds via the graphical procedure developed by Rushbrooke and Wood, in which the interaction between two centers is represented by a line and the centers are represented as knots in these lines. 

Computer program packages are available for the simulation of the susceptibility based on this model, based on the following information: the positions of the magnetic centers of a given lattice, their spins, and the connectivities, based on a finite number of exchange energies. 

3.4.4

Monte Carlo Simulations

One of the limiting problems of numerically solving the eigenvalue problem of a given spin Hamiltonian for a system with a finite number of spin centers is that the Hilbert space dimension Q that translates into the dimension of matrices that need to be diagonalized increases with

YN

Q ¼

ð2S þ

i

1Þ

ð3:31Þ

i¼1

where Si denotes the spin quantum number of the ith spin center and N is the total number of spin centers. For a molecule containing 12 Cr(III) centers, for example, Q

would grow to 412 ¼ 16,777,216. 

A number of techniques are known that can reduce the dimension of the involved matrices that either utilize symmetry arguments (in the case of the irreducible tensor operator method)22 or effectively limit the set of results to the lowest eigenvalues. 

A different approach simulates the thermodynamic parameters of a finite spin system by using Monte Carlo statistics. Both classical spin and quantum spin systems of very large dimension can be simulated, and Monte Carlo many-body simulations are especially suited to fit a spin ensemble with defined interaction energies to match experimental data. In the case of classical spins, the simulations involve solving the equations of motion governing the orientations of the individual unit vectors, coupled to a heat reservoir, that take the form of coupled deterministic nonlinear differential equations.23 Quantum Monte Carlo involves the direct representation of many-body effects in a wavefunction. Note that quantum Monte Carlo simulations are inherently limited in that spin-frustrated systems can only be described at high temperatures.24

3.5

CASE STUDIES

The following examples of magnetochemical phenomena are selected to showcase typical phenomena of inorganic compounds and their characterization. Molecule-based systems are chosen that illustrate various phenomena on the basis of finite spin architectures. 

[image: Image 61]
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3.5.1

High Spin–Low Spin Transitions

Transition metal ions in octahedral ligand fields with dn (n ¼ 4  7) configurations can assume different populations of the t2g and eg orbitals, depending on the relation between the spin-pairing energy P and the ligand field splitting D



LF. If DLF

P, high-

spin (HS) configurations with a maximum number of unpaired d electrons will result; if D



LF

P, then low-spin (LS) configurations with a reduced number of unpaired d electrons will represent an energetically more stable situation. If D and P are of approximately the same magnitude, and if the difference in free energy of the lowest vibronic levels of the HS and LS states is comparable to kBT, transitions between the HS and LS states can be thermally induced, as evidenced in particular for several Fe(II)-based compounds (usually comprising FeN6 environments) in which 1A1g (LS; (t2g)6) and 5T2g (HS; (t2g)4(eg)2) states are involved (Figure 3.9).25 The spin state change is accompanied by a structural change due to the difference in ionic radii of HS

and LS Fe(II), a consequence of an anisotropic redistribution of d electron density.26



This causes the Fe- L bonds to widen by up to ca. 0.2 A. Note that HS–LS transitions are characterized by both an enthalpy component caused by the change of M- L bond strengths and an entropic component due to the different degeneracy levels of the spin states involved. If structural changes induced by HS–LS transitions can propagate throughout the crystal lattice as elastic tensions, these can in turn cause cooperative effects resulting in very sharp LS–HS transitions that sometimes exhibit hysteresis—

and thus are a function not only of a critical temperature and external field but also of external pressure.27

The local LS–HS transition frequently corresponds to drastic changes in the visible absorption spectrum, and the spin states can also be switched by absorption of light. 

FIGURE 3.9

Thermally induced spin crossover in [FeII(1-propyl-tetrazole)6](BF4)2, plotted as the percentage of HS configuration. Note the slight transition hysteresis. Redrawn from Ref. 28. 
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For example, if [FeII(1-propyl-tetrazole)6](BF4)2 that shows a LS–HS transition at ca. 

130 K is irradiated by a 514 nm source at 20 K, corresponding to the energy of the 1A ! 1

1

T1 band, the complex undergoes a LS ! HS transition, and the resulting HS

configuration remains metastable at sufficiently low temperatures when phonon-mediated relaxation is slowed down. Notably, this process can be reversed if the HS

complex absorbs 820 nm radiation corresponding to the 5T ! 5E band:28

2

2

½

hv;514 nm

Feð1-propyl-tetrazoleÞ ðBF Þ ðLSÞ  

!½Feð1-propyl-tetrazoleÞ ðBF Þ ðHSÞ

6

4 2

6

4 2

hv;820 nm

Both photoinduced LS ! HS and HS ! LS transitions involve transition through a 3T1 state, from which the system can relax into the LS and HS ground states via intersystem crossing processes. This reversible state switching has been summarized as light-induced excited spin state trapping (LIESST) effect,29 and especially for Fe-based compounds it can be conveniently traced by M€ossbauer spectroscopy. 

3.5.2

Single-Molecule Magnets

An intensely investigated topic in molecular magnetism concerns so-called single-molecule magnets that exhibit slow relaxation of the magnetization below a blocking temperature and magnetization hysteresis of purely molecular origin (strictly speaking, this naming is not entirely correct as a magnet is characterized by divergence of the spin correlation length that cannot be the case in a cluster with a limited number of spin centers).30 To explain the source of these phenomena, two historical archetypes of such single-molecule magnets can be considered, the mixed-valence

{Mn12} complex [MnIIIMnIVO

8

4

12(CH3COO)16(H2O)4]

and the {Fe8} complex

[FeIIIO

8

2(OH)12(H2O)(tacn)6]8 þ (tacn ¼ 1,4,7-triazacyclononane). Both feature an S ¼ 10 ground state due to intramolecular ferrimagnetic ordering and a uniaxial magnetic anisotropy due to spin–orbit and ligand field interactions, parameterized as zero-field splitting parameter D. For D < 0, a parabolic barrier of |MS| < S states separates the energetically most favorable M ¼ 

S

S states so that the energy of the

M ¼

S

0 state, that is, the cusp of the barrier, lies by an amount of DS2 above the M ¼ 

S

S states (Figure 3.10), according to the ground-state Hamiltonian H ¼ DS2  gm SH

ð3:32Þ

z

B

An external field changes this symmetrical distribution of MS states: according to the Zeeman operator, the energy of the positive MS states decreases and that of the negative MS states increases. On the macroscopic scale, a repopulation of these states is hindered by this anisotropy barrier as phonon-induced transitions are limited to DM ¼ 

S

1, 2, causing slow relaxation of the magnetization characterized by Arrhenius-type kinetics, as evidenced, for example, in AC susceptibility data (Figure 3.11). However, several quantum tunneling mechanisms exist that enable direct tunneling between positive and negative MS states if their energies match, which happens at specific external fields. These tunneling effects can be seen as

[image: Image 62]
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FIGURE 3.10

(a) Ball-and-stick representation of the molecular structure of the {Mn12}

complex (MnIV: dark gray; MnIII: gray large spheres) with the central MnIVO

4

4 cubane

highlighted. (b) Energies of the zero-field split S ¼ 10 ground state resulting in an anisotropy barrier, here shown in the absence of an external field. Apart from phonon-induced transitions (curved arrows) quantum tunneling transitions (dashed arrow) are also possible. 

FIGURE 3.11

Schematic frequency-dependence diagram of out-of-phase (w00) AC susceptibilities measured for the single-molecule magnet {Fe8} for a range of frequencies, indicating the slowing down of spin relaxation at low temperatures. 

[image: Image 64]
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FIGURE 3.12

Magnetization hysteresis of {Mn12} at 2.1 K. Note the characteristic steps that are caused by quantum tunneling processes. Redrawn from Ref. 30a. 

discontinuous steps at specific fields in the hysteresis curves at low temperatures (Figure 3.12). However, the presence of not only an axial D term but also significant nonaxial magnetic anisotropy allows additional direct transitions, effectively lowering the blocking temperature. 

3.5.3

Geometric Spin Frustration and Spin-Phase Transitions Geometric frustration describes a situation in which a set of physical or geometric variables is incompatible with certain spatial or connectivity constraints. For example, regular pentagons cannot tile a two-dimensional plane—an example of purely geometric frustration.31 In a system of magnetic spin vectors, spin frustration can result from competing antiferromagnetic interactions between the spin centers. 

Physical phenomena caused by spin frustration—in network structures and within discrete molecules—include plateaus of the magnetization as a function of the external fields (M versus H), anomalously strong magnetic anisotropy, susceptibility minima in w versus H, or pronounced magnetocaloric effects, such as giant adiabatic cooling rates at magnetic fields for which large magnetization jumps occur.32

Frustration can even be associated with metamagnetic phase transitions demonstrat-ing that single-molecule hysteresis can be exhibited by purely isotropic systems.33

If we assume classical spin vectors, that is, magnetic moments that are not quantized in their orientation, such classical spin moments minimize their interaction energy by maintaining an antiparallel orientation with their neighbors, which cannot be strictly fulfilled, for example, for spin centers within a crystal lattice with triangular symmetry or three spin centers forming a spin triangle. In the ground state of the corresponding classical spin system, not all such interactions can be satisfied simultaneously, resulting in noncollinear orientations of the spin vectors, 

[image: Image 65]
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and therefore in geometrical spin frustration. For example, in the case of a spin triangle of antiferromagnetically coupled classical spins, all interacting with the same exchange energy, the ground state is characterized by three spin vectors in a plane that assume a 120  orientation toward each other. Note that the orientation of the plane is only defined in the presence of an external field, when the plane is oriented perpendicular to the field vector. Although this descriptive definition is limited to a classical spin system, we call a quantum spin system frustrated if its classical analogue is geometrically frustrated. In the following, we focus on molecular polyoxometalate systems that comprise diamagnetic molybdate-based groups forming a structural scaffolding into which spin-frustrated triangles M3 (M ¼ FeIII, VIV) are integrated.34

Frustration effects are especially pronounced in so-called Keplerate structures of Ih symmetry in which 12 pentagonal fMoIVg groups are interlinked via 30 hetero-6

metallic linker positions that can be occupied by a range of magnetic transition metal cations, for example, Fe(III). These 30 Fe(III) sites define the vertices of an icosidodecahedron.23,35 This body of 20 equilateral triangles arranged around regular pentagons can be considered as a spherical analogue of a classical Kagome lattice in which equilateral triangles are grouped around regular hexagons (Figure 3.13). 

Importantly, intramolecular superexchange is limited to nearest neighbors, so that 60 Fe–Fe contacts result in which the spin sites are bridged by a molybdate bridge, Fe–O–Mo–O–Fe. Next-nearest neighbor interactions are thought to be at least two orders of magnitude smaller. The Fe(III) ions reside in near-perfect octahedral FeO6

coordination environments resulting in 6A1 states with no significant zero-field splitting and therefore represent spin-only S ¼ 5/2 centers. 

Low-field susceptibility measurements on the magnetic Keplerate species abbreviated as {Mo72Fe30} (isolated as the neutral cluster hydrate [MoVIFeIIIO

72

30

252

(CH3COO)12{MoVIO

O

2

7(H2O)2}{H2MoVI

2

8(H2O)}(H2O)91]150H2O) reveal anti-

FIGURE 3.13

(a) A section of a Kagome lattice in which equilateral triangles (gray) are arranged around regular hexagons in a two-dimensional plane. (b) Arranging equilateral triangles around regular pentagons causes a fold into the third dimension and ultimately yields an icosidodecahedron in which 20 triangles share edges with 12 pentagons. 

CASE STUDIES

99

ferromagnetic coupling between the 30 s ¼ 5/2 FeIII centers, and down to approximately 5 K the compound displays near-perfect Curie–Weiss behavior with u ¼ 21.6 K.23 To establish a microscopic model that explains how 30 spins arrange on the surface of this highly symmetric cluster structure requires an approximate approach based on several simplifying assumptions as the underlying Hilbert space dimension for this system, (2s þ 1)N ¼ 630, renders futile any direct attempt to numerically determine the energy eigenvalues of the spin states. 

Note that, at least in a first approximation, all superexchange interactions are confined to the 60 edges of the Fe30 icosidodecahedron and that all Heisenberg interactions are characterized by a single exchange constant. 

The spin operators Sn of the Fe(III) centers are replaced by scaled classical vectors, 

[S(S þ 1)]1/2en, where en is a classical unit vector, free to point in any direction of space.36 Heisenberg-type interaction energies between two such moments n and m then amount to –Jexs(s þ 1)enem. In this context, s ¼ 5/2 denotes the spin quantum number of an individual Fe(III) center. By avoiding the quantization constraints of the spin moments, one can use a quantitative method to characterize the {Mo72Fe30}

system: Classical Monte Carlo simulations of the thermodynamic properties of a molecular ensemble as a function of temperature and external magnetic field (note that due to spin frustration, quantum Monte Carlo simulations cannot be used here). 

Applied to the low-field susceptibility data (corrected for paramagnetic impurity and diamagnetic contributions) down to 120 mK, this method yields an excellent fit with J ¼ 

1

ex

1.09 cm

and an isotropic g factor of 1.974.23 When the temperature approaches absolute zero, the simulations also yield a highly symmetrically frustrated classical ground state (Figure 3.14) that is characterized by a finite susceptibility w0(T ¼ 0 K) and a spin configuration in which the 30 spins are grouped into three sublattices of 10 spins each, whereby any given spin interacts with two neighbor spins of each of the other two sublattices. Within each sublattice, all 10 spin vectors assume the same parallel orientation. In the zero-field limit, all spin vectors are coplanar and nearest neighbors differ in angular direction by 120 . The same geometrically frustrated ground-state configuration also follows from techniques of analytical graph theory that exploits that the icosidodecahedron is three-colorable (i.e., the vertices have to be classified by a minimum of three types so that each position does not neighbor a position of the same type) and can be decomposed into triangles. For

{Mo72Fe30}, this method also yields a rigorous zero-temperature limit of w0 that coincides exactly with the extrapolated value for w0 from the aforementioned spin simulations. 

To account for quantum mechanical effects, an approximate quantum model that reproduces the findings of the two classical spin-based approaches was constructed in a next step.37 One foundation of this model was the finding that several (nonfrustrated) molecular antiferromagnets of N spin centers s (which can be decomposed into two sublattices) have as their lowest excitations the rotation of the Neel vector, that is, a series of states characterized by a total spin quantum number S that runs from 0 to N  s. In plots of these magnetic levels as a function of S, these lowest S states form rotational (parabolic) bands with eigenvalues proportional to S(S þ 1). While this feature is most evident for nonfrustrated systems, the idea of rotational bands can be

[image: Image 66]
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FIGURE 3.14

Representation of the highly symmetrically frustrated classical ground state of the Fe30 spin icosidodecahedron in {Mo72Fe30} in the absence of an external magnetic field. 

The 10 classical spin vectors of each of the three sublattices (green, red, and blue) assume 120 

relative orientation. Next to the Fe positions, only the bridging oxygen (small black spheres) and molybdenum (pink) positions of the {Mo72Fe30} cluster framework are shown for clarity. 

(See the color version of this figure in Color Plates section.) used to approximate the lower section of the magnetic excitation of {Mo72Fe30}. 

Then, to replicate the relative spin orientation of the classical three-sublattice configuration and the rigorous classical ground-state energy, the classical vector operators SA, SB, and SC for the three sublattices are exchanged for quantum mechanical angular momentum operators, and the resulting effective Hamiltonian results now are reduced to interaction between the sublattice A, B, and C net spins: H ¼  A ð 

þ



þ



Þ

ð

eff

J

S

S

S

S

S

S

3:33Þ

N

A

B

B

C

C

A

where the factor A is a function of the spin quantum numbers of the individual spin centers and is specific to the particular spin polygon (A ¼ 6 for {Mo72Fe30}) and N ¼ 30 is the total amount of spin centers. 

The resulting eigenvalues E again are a function of the net spin moments of the sublattices A, B, and C:



! 

X

E ¼ J

SðS þ 1Þ

SaðSa þ 1Þ

ð3:34Þ

10

a¼A;B;C

and, as seen in Figure 3.15, the lowest state for any given value of S forms a rotational band that is followed by first, second, and so on excited rotational bands. 
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FIGURE 3.15

(a) Lowest section of the magnetic excitation spectrum as derived from an approximate quantum model. Note that the resulting lowest S states, the first excited S states, and even higher S states each form a parabola. (b) If an external field lifts the degeneracies of the MS substates, this results in a “forest” of MS levels, the lowest of which intersect at equal field increments (n  0.24 T for {Mo72Fe30}).37

An external field, via the Zeeman term in the Hamiltonian, lifts the degeneracies of the individual M ¼ 

S

S, . . ., þ S substates belonging to an S state. Here, the parabolic character of the first rotational band causes equidistant spin-level crossing: the S ¼ 1, M ¼ 

S

1 substate undercuts the singlet ground state at 0.24 T, only to be undercut by a S ¼ 2, M ¼ 

S

2 state at 0.48 T, and so forth until the system eventually saturates in an S ¼ 75, M ¼ 

¼

S

75 state at Bsat

12/7|Jex|s(s þ 1)/(gmB) ¼ 17.7 T. In

the hypothetical case of T ¼ 0 K, these crossings cause the magnetization to rise in discrete steps of 1 Bohr with an increasing external field. With increasing temperatures, these quantum mechanical features continually erode until a Brillouin curve results. However, even at temperatures one order of magnitude lower than the phenomenological threshold temperatures below which quantum effects are typically observed in antiferromagnetically coupled magnetic molecules (approximately 3.4 K, given the single exchange value Jex for {Mo72Fe30}), this compound does not exhibit such quantum steps: Whereas high-field magnetization measurements (Figure 3.16) at 0.46 K, nearly one order of magnitude smaller than this threshold, confirm the saturation field Bsat, they also display a continuous, that is, nonquan-tized, increase in M versus B without a step-like structure reflecting the spin-level crossings. Importantly, such behavior complies with the purely classical description in which the three sublattice spin vectors fold up toward the external field vector while maintaining their 120  orientation in the plane perpendicular to the field vector (Figure 3.16).23

The underlying reason for this is that the lowest singlet–triplet energy difference is very small since the exchange energy factors into this difference only as Jex/10 (see Equation 3.4). The energy gaps between the first and the first excited rotational band states and the degeneracies of the lowest involved levels resulting from the approximate quantum model for {Mo72Fe30} were recently directly confirmed by inelastic neutron scattering measurements (Figure 3.17).38

[image: Image 68]
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FIGURE 3.16

(a) Low-temperature (0.42 K) magnetization data for the {Mo72Fe30} compound (squares, only a small fraction of data points is shown), compared to the expected quantum mechanical result (staircase graph), which is characterized by 75 discrete magnetization steps until reaching saturation at B

¼

sat

17.7 T. No such spin-level crossing steps are

observed for {Mo72Fe30} at 0.42 K. (b) Shown on a section of the Fe30 icosidodecahedron is a simplified representation of the “umbrella” spin phase, which is defined by a continuous alignment of the classical spin vectors of the three sublattices (light gray, gray, and dark gray arrows) with an external magnetic field vector B while retaining their 120   relative orientation in the plane perpendicular to the field vector. 

The field-dependent susceptibility at low temperatures displays a metamagnetic feature:40 While a continuous increase in M versus H due to the continuous alignment of the sublattice vectors should translate into a constant differential susceptibility dM/dB

until saturation (where dM/dB shoulddroptozero), alocalminimumin dM/dB isobserved at approximately 5 T (Figure 3.18). This feature iscaused not bytransitionsbetween states derived from the 120  three-sublattice “umbrella” configuration of spin vectors, but by thermal population of states that belong to an entirely different three-sublattice configuration. The latter is again characterized by a frustrated arrangement, the so-called

“up–up–down” phase. In this phase, two sublattice vectors are aligned parallel (“up”) to the external field vector, one is aligned antiparallel (“down”), regardless of the actual magnitude of the external field. This becomes evident from plots of the field dependence of the energy of any given spin phase: While the “umbrella” spin phase represents the energetically most stable one up until saturation (where it transforms into a fully aligned

“up–up–up” phase), the energy of the “up–up–down” spin phase gets sufficiently close to that of the “umbrella” phase at Bsat/3, which enables it to energetically compete, that is, to get populated at finite temperatures following a Boltzmann distribution (Figure 3.18). 

Since the “up–up–down” phase is, as per definition, magnetically stiff (i.e., the total magnetic moment remains independent of changes of the magnetic field), it is characterized by dM/dB ¼ 0; therefore, a partial population of its states subsequently decreases the total differential susceptibility in the proximity of Bsat/3. 

[image: Image 69]
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FIGURE 3.17

(a) Lowest energy levels calculated from the quantum rotational band model for {Mo72Fe30}. Arrows indicate allowed transitions from the S ¼ 0 ground state to states with S ¼ 1. The shading of the energy levels of the first excited rotational band represents potential deviations from the ideal single-Jex model due to the fact that the high degeneracy of these levels can be partially lifted due to a statistical variation in Jex.39 (b) Temperature dependence of the magnetic contribution of the inelastic neutron scattering intensity of deuterated {Mo72Fe30}, compared to the theoretical scattering patterns for different temperatures (inset), calculated using the quantum rotational band model and assuming identical probabilities for all involved transitions. 

FIGURE 3.18

(a) Experimental field dependence of the differential susceptibility of

{Mo72Fe30} at 0.42 K (pulsed field measurements). Note the minimum slightly below 1/3 of the saturation field B

¼

sat, indicated by a vertical line. Bsat

17.7 T is marked. (b) Competing

three-sublattice spin phases in {Mo72Fe30}. Whereas the “umbrella” phase is the most stable phase below saturation, at Bsat/3 (vertical line) the “up–up–down” phase energetically nearly matches the “umbrella” phase so that at finite temperatures it is populated significantly, thereby decreasing the net differential susceptibility. 
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3.5.4

Structural Information from Magnetic Parameters

A derivative of the Keplerate-type {Mo72Fe30} cluster discussed above illustrates that simple low-field susceptibility data can be employed to elucidate disorder problems that otherwise are difficult to solve by standard X-ray crystallography. 

The compound {Mo72Mo6Fe24} contains linear polymers of cluster spheres in which 6 out of the 30 Fe positions in {Mo72Fe30} are replaced by effectively diamagnetic Mo positions.41 The relative positioning of these Mo sites can take on a variety of scenarios: from a purely statistical distribution, with the six nonmagnetic positions evenly distributed over the icosidodecahedral sites, to a clustering pattern, where all six positions are situated adjacent to each other on one spot of the icosidodecahedron. 

The difference in magnetic properties emerging from these different scenarios stems from the number of Fe–Fe coupling interactions that are eliminated if one Fe spin center is replaced by one nonmagnetic center. In a hypothetical sequence, the change of the first spin center to a nonmagnetic center means that four Fe–Fe pairs are eliminated (i.e., the number of nearest neighbors of each given position on the icosidodecahedron). The next replacement can then again eliminate four further Fe–Fe pairs if it takes place on a distant site, or it only eliminates three Fe–Fe pairs if the two nonmagnetic sites are placed next to each other. If this pairing is continued, successively less Fe–Fe pairs will be eliminated. 

{Mo72Mo6Fe24} exhibits a temperature dependence of the susceptibility that is similar to that of {Mo72Fe30}, indicative of weak antiferromagnetic coupling within and between the cluster sphere units. Virtually identical geometries of the Fe–O–Mo–O–Fe exchange pathways mean that the single nearest neighbor Heisenberg exchange constant Jex can be assumed to be equal to that in {Mo72Fe30}. Yet, the Weiss temperature for {Mo72Mo6Fe24} of u ¼ 13.0 K is significantly lower than the value for {Mo72Fe30}, u ¼ 21.6 K. 

The value of the ratio u({Mo72Mo6Fe24})/u({Mo72Fe30}) can be explained as follows: u is proportional to the absolute number of nearest neighbor FeFe contacts per sphere, which in {Mo72Mo6Fe24} is decreased in comparison to {Mo72Fe30} as explained above. Assuming a uniform statistical distribution of these nonmagnetic centers over the 30 icosidodecahedron vertices results in 38 intact FeFe contacts compared to the 62 contacts of a hypothetical all-iron configuration (60 edges of the icosidodecahedron and two distinct bridges to the neighboring cluster spheres in the chain). We therefore obtain u({Mo72Mo6Fe24}) ¼ 38/62  u({Mo72Fe30}) ¼ 13.2 K, in excellent agreement with the experimentally determined value. Therefore, the additional Mo positions in {Mo72Mo6Fe24} must be distributed statistically, as a clustered pattern would decrease the number of Fe–Fe contacts and thus the value of u by a much smaller degree. 

Similar magnetochemical arguments have been used in mixed-metal derivatives of dodecanuclear fNiII g and fCoII g coordination complexes in which one of the 12

12

12

metal centers is replaced, resulting in fNiII CoIIg and fCoII NiIIg stoichiometries in 11

11

which the heterometal position can assume one of two symmetry-equivalent sites. In this case, simulations of the susceptibility data for the two possible scenarios of each

{M11M0} derivatives were able to identify the preferred substitution site.42
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Two principal unit systems are in use for electromagnetic quantities, the SI and the historic CGS-emu system.11 Whereas the latter system is still being used in the current literature, some quantities can be employed that are identical in value in both unit systems: (1) the effective Bohr magneton number meff and (2) the magnetic dipole moment m as well as the atomic magnetic dipole moment ma, divided by the Bohr magneton mB (Tables 3.3 and 3.4). 

Note that the dimensionless magnetic volume susceptibility w is related between the two systems by a factor of 4p. 

TABLE 3.3

Frequently Used Magnetic Quantities in the SI and the CGS System11

Quantity

SI

CGS

Conversion Factor

m0

Permeability of

4p  107 V s/(A m)

1

vacuum

B

Magnetic

B ¼ m0(H þ M)

B ¼ H þ 4pM

induction

T ¼ V s/m2

G

104 T/G

H

Magnetic field

A/m

Oe

103/4p (A/m)/Oe

strength

M

Magnetization

A/m

G

103 (A/m)/G

m

Magnetic

m ¼ MV

m ¼ MV

dipole moment

A m2, J/T

G cm3

103 A m2/(G cm3)

m/mB

1

1

1

m

¼

m ¼

B

Bohr magneton

mB eh/2me

B

e

h/2me

A m2

G cm3

103 A m2/(G cm3)

M

¼ M

¼ M

m

Molar

Mm

M/r

Mm

M/r

magnetization

A m2/mol

G cm3/mol

103 A m2/(G cm3)

m

¼ M

m ¼ M

a

Atomic magnetic

ma

m/NA

a

m/NA

dipole moment

A m2

G cm3

ma/mB

1

1

1

w

Magnetic volume

M ¼ wH

M ¼ wH

susceptibility

1

1

4 p

w

¼ w

¼ w

g

Magnetic mass

wg

/r

wg

/r

4p/103

susceptibility

m3/kg

cm3/g

(m3/kg)/(cm3/g)

w

¼ w

¼ w

m

Molar magnetic

wm

M/r

wm

M/r

susceptibility

m3/mol

cm3/mol

4p/106 m3/cm3

m

m 2

m 2

eff

Effective Bohr

[3kB/m0NA B ]1/2

[3kB/NA B ]1/2

[wmT]1/2

[wmT]1/2

magneton number

1

1

1

To obtain a quantity in SI units, the CGS quantity has to be multiplied with the conversion factor. 
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TABLE 3.4

Physical Constants11

Symbol

Constant

SI

CGS

h

Planck constant

6.626 08  1034 J s

6.62608  1027 erg s

kB

Boltzmann constant

1.380 66  10-23 J/K

1.38066  1016 erg/K

mB

Bohr magneton

9.274 02  1024 A m2

9.27402  1021 G cm3

c0

Speed of light, vacuum

2.99792458  108 m/s

2.99792458  1010 cm/s

me

Electron mass

9.10939  1031 kg

9.10939  1028 g

NA

Avogadro constant

6.022 14  1023 mol1

e

Elementary charge

1.602 18  1019 C
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4 Cryoradiolysis as a Method

for Mechanistic Studies

in Inorganic Biochemistry

ILIA G. DENISOV

4.1


INTRODUCTION

Ionizing radiation interacts with matter nonselectively, generating electrons and radicals. Multiple side reactions initiated by absorption and inelastic scattering of high-energy photons and/or electrons constitute a common problem for all experimental methods, which use X-rays or fast electrons. These include X-ray crystallography, all types of X-ray spectroscopy, and electron microscopy. In such situations, the radiation chemistry often represents an obstacle to the complete collection of the desired data and can compromise the physical and/or chemical integrity of the sample. 

Certain aspects of these reactions, which are usually described by negative terms such as “radiation damage,” will be reviewed because they provide useful information in the field of radiation chemistry of proteins in the solid state. 

More important, the same radiation chemistry can be used to initiate the desired chemical reactions, usually by using electrons generated by radiolysis of the solvent. When in solution, radiolysis generates highly reactive species due to multiple side reactions. Thus, solution radiolysis studies are usually done in a pulse mode and rely on the presence of specific quenchers to minimize the effect of side reactions. An attractive means of eliminating side reactions with nonspecific radicals is to conduct radiolysis in the solid state, while the target compound has to be dispersed in the neutral matrix at the relatively low concentration. In addition, direct observation of processes at low temperatures makes possible to study reactions, which are too fast at room temperatures. For instance, the reaction with activation energy of 40 kJ/mol is slowed down by the factor of 106 if the temperature is lowered by 135K. 
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4.2

MATRIX ISOLATION APPROACH: STABILIZATION OF THE

TRANSIENT INTERMEDIATES IN THE SOLID CRYOGENIC MATRIX

Understanding of chemical mechanism implies the knowledge of the most important steps of the reaction and is based on the sufficient information about the structure and functional properties of the main intermediate species on the path from reactants to products. Such information may be obtained through various kinetic methods. 

Traditional experimental methods for studies of chemical kinetics are based on time-resolved methods monitoring relaxation of the system after fast perturbation via rapid change of composition (mixing of the reagents), rapid changes of conditions, for example, temperature jump or pressure jump, photolysis, and so on. Another group of methods involves entrapment of reaction intermediates via quenching techniques, freeze quench, chemical quenching, and so on. Both approaches require sufficient buildup of the reaction intermediates, and can detect only those transient species that are accumulated up to certain levels during the reaction. This condition usually holds for the rate-determining reaction steps with the highest activation barriers. However, the rate-limiting steps in many cases do not involve the most important highly reactive intermediates, which define the chemical mechanism. This is often the case for the reactions involving radical intermediates and for the diffusion-limited reactions. 

Matrix isolation methods have been proposed in 19541,2 to resolve these problems and to allow generation, stabilization, and accumulation of such unstable reaction intermediates for spectroscopic studies. George Pimentel and George Porter were first to apply these methods to the studies of unstable radicals and molecules,2–8

including krypton fluoride, the first reported compound formed by the noble gas.9

A thorough review of earlier studies was given by Andrews,10 different aspects of matrix isolation methods have been described in the book11 and in many excellent reviews.12–16 Comprehensive reviews in matrix isolation chemistry have been published in the Annual Reports on the Progress of Chemistry, Section C, in 1985, 1991, 1997, 2001, and 2007.17 Trapping methods to study unstable intermediates in protein crystals have been reviewed by Schlichting.18,19

Radiolysis of the frozen solvent provides electrons, which can reduce a precursor of the unstable target compound. In this sense, cryogenic radiolysis is different from other approaches in matrix isolation chemistry, where reagents or reactive complex have to be perturbed directly, usually using UV photolysis. The latter requires a source of specific excitation and inert matrix, which does not interact with irradiation used in the experiments. In turn, the method of cryoradiolysis uses nonspecific ionizing radiation, which may interact with the compound of interest as well as with the solvent matrix. For the dilute solutions of the reactive complexes, the volume fraction of the solvent is much higher, and the effect of direct radiolysis of the target compound can be neglected. Note that the solvent can also serve as a selective quencher of undesired radiolysis products. For example, glycerol or ethylene glycol efficiently trap and immobilize hydroxyl radicals in experiments on cryogenic radiolytic reduction of metalloproteins and greatly improve the yield of solvated electrons, which in turn results in higher yield of reduced protein.20 On the contrary, to improve the yield of cation radicals in radiolysis of hydrocarbons and to prevent their recombination with

[image: Image 71]
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electrons, fluorinated hydrocarbons (freons) are used as a frozen solvent matrix to capture radiolytic electrons.21

In addition to more common approach—generation of the intrinsically unstable species using radiolysis of the one-electron precursor in solid state, there is another possibility—one-electron reduction of EPR-silent species of interest to make possible use of EPR.22–24 EPR-silent target complex is first frozen at cryogenic temperatures to maintain its geometry and prevent conformational relaxation of the new reduced state formed after radiolysis at low temperatures. Addition of electron generated by radiolysis of the matrix to the redox center results in appearance of EPR signal, which can be used to obtain structural parameters of the initial compound, which are supposed to remain the same in the solid matrix at low temperatures. 

4.3

RADIOLYTIC REDUCTION IN FROZEN SOLUTIONS

Radiolysis is decomposition or fragmentation of the molecule by high-energy particles or photons commonly termed ionizing radiation. Most popular and convenient to use are photons in the X-ray or gamma-range, or electrons from the linear accelerators. Sometimes radioactive isotopes such as 3H, 32P, and 35S can also serve as internal source of high-energy electrons. The yield of radiolysis is usually measured as an average number of corresponding products per 100 eV absorbed by the sample. The main reactions of the water radiolysis with the typical yields are shown in the Scheme 4.1. 

According to the published yields,25 one g-photon with the energy 1 MeVabsorbed in water will generate 27,000 electrons, and one 10 KeV X-ray photon (1.25 A

˚ ) will

SCHEME 4.1

Schematics of radiolysis and reducing species. As a result of ionization of the water molecule, hydroxyl radicals and hydrated electrons are formed. The final radiolytic yield depends on the secondary reactions in spurs and on the presence of other compounds. See Refs 25,26,190, and 191 for the detailed discussion and references. Solvated electrons are mobile enough to escape spurs and to react with the heme protein complexes even at 77K. All other reactive products of radiolysis are immobilized in the solid solvent matrix, or trapped by radical quenchers. 
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generate approximately 270 electrons. In other words, 1 Mrad absorbed dose from 60Co-source (1 rad ¼ 102 Gray, 1 Mrad is equal to 6.241019 eV/g, or 10 J/g) will result in generation of approximately 2 mM average concentration of free electrons, although in ice at 196C, the yields are several times lower.25 Typical doses used in the most experimental studies on cryoradiolytic reductions are within the range 1–10 Mrad, which can be compared with 100–200 Mrad used in X-ray crystallography and electron microscopy, or with doses less than 1 rad received during the chest X-ray exam. Heavier particles, like fast neutrons, a-particles, and others are rarely used because of generally lower ionization yields and inhomogeneous distribution of the products of radiolysis in spurs.21,25–27

Frozen solutions often are heterogeneous, with the solid crystalline solvent and microscopic inclusions of the supercooled solvent and concentrated solute. The solidification temperature of these inclusions depends on many factors, which include the cooling rate, composition of the solvent, and its ability to form eutectic mixtures with the solute. For example, phase state of the water–glycerol mixtures as a function of glycerol content from 0 to 100% has been studied by monitoring the OH stretch band in FTIR spectra in the temperature range 12–295K.28 Phase separation and formation of water ice crystals was detected in solutions with glycerol mole fraction lower than 0.25, that is, less than 1 : 3 mol/mol or 5 : 3 w/w glycerol/water ratio. At higher glycerol concentrations, the water–glycerol mixtures do not show phase separation over the whole temperature range and form optically transparent homogeneous glasses suitable for optical absorption spectroscopy. Analogous studies have been performed in search for the efficient cryoprotectants in protein crystallography. 

Garman and Mitchell29 documented the minimal fraction of glycerol in the mixture with 50 buffers used in crystal screening that was necessary to eliminate the ice crystalline powder diffraction rings. For most buffers, 15–35% v/v glycerol was enough, although in many buffers used in protein crystallography, high polyethylene glycol concentrations serve as good cryoprotectants. 

Proteins exist and operate in aqueous solvents, and their dynamics and relaxation properties are coupled to the dynamics of the nearby solvent molecules. At low temperatures, near and below the liquid–solid phase transition of the solvent, this coupling is becoming the main factor determining the ability of the protein to undergo conformational changes in response to the external perturbation.30–34 Small-scale conformational changes and mobility are possible even below glass transition of the solvent, while large-scale movements of protein molecule are frozen and can be observed only above solvent Tg. Hence, it is possible to generate and stabilize the nonequilibrium redox states in proteins via radiolytic reduction of one-electron precursors in the frozen glassy solvents below glass transition, that is, at 77 K. 

4.4

SPECTROSCOPIC STUDIES OF CRYOREDUCED

INTERMEDIATES IN METALLOPROTEINS

Early experimental studies of cryogenic radiolytic reduction of heme proteins in frozen solutions demonstrated that in most cases reduced proteins cannot undergo
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conformational relaxation at 77 K and retain the same (nonequilibrium) geometry and coordination state as their ferric precursors.35–49 In some cases, the spin state and geometry of the ferric precursor and of the equilibrated reduced ferrous product is similar. For example, cytochrome c has hexacoordinated low-spin heme iron with the same set of axial ligands (imidazole nitrogen of histidine and sulfur from methionine side chain) in both ferric and ferrous states. As expected, absorption spectra of the ferric cytochrome c cryogenically reduced at 77K and spectra of the same protein chemically reduced at ambient conditions reveal the same pair of well-resolved a- and b-bands at 545 and 518 nm, and Soret band at 415 nm.36 The small red shifts, 2–3 nm, which are observed for all bands in the spectra of cryoreduced cytochrome c at 77K

but disappear after warming up to an ambient temperature, can be attributed to the conformational relaxation of the protein matrix at ambient temperatures. 

Similar results have been observed when bovine liver catalase was cryoreduced by g-irradiation at 77K.50 As a result of reduction of high-spin ferric catalase, the ferrous protein retains the same high-spin configuration as it is at ambient conditions. 

On the contrary, when the spin state and coordination geometry of the heme iron changes from oxidized ferric to the reduced ferrous state, more pronounced differences between the spectral properties of heme proteins reduced at ambient conditions and in cryogenic frozen glasses are observed. Examples of this type include multiple cases when Fe3 þ is at the low-spin state with the sixth ligand position occupied by the weak ligand for the ferrous state, that is, H2O, F, OH, and so on.35,36,38–47,51,52 In such systems, the heme iron is 5-coordinated and high spin at the equilibrium at ambient conditions. Thus, the primary product of cryoradiolysis, which is reduced ferrous protein in the 6-coordinated low-spin state, is captured in nonequilibrium state and can relax and equilibrate after annealing at the temperatures near or above glass transition temperature of the solvent. X-ray structure and optical spectra of such hexacoordinated Fe2 þ –H2O heme complex in the cryoreduced ferric myoglobin have been used to monitor gradual relaxation to the equilibrium pentacoordinated ferrous myoglobin during annealing at higher temperatures53 (Scheme 4.2). 

Optical absorption spectroscopy and magnetic circular dichroism (MCD) have been used to monitor the appearance of EPR-silent ferrous complexes at the expense of the ferric precursor.35,36,38–47,51,52 Other spectroscopic methods such as SCHEME 4.2

Formation of nonequilibrium hexacoordinated ferrous myoglobin (2) as a result of cryoreduction of ferric myoglobin (1). Annealing of (2) above 180K results in protein relaxation to the pentacoordinated high-spin ferrous form (3). 
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M€ossbauer54,55 and X-ray absorption spectroscopy56,57 have been used in the studies of cryoradiolytic reduction of ferric proteins. EXAFS, EPR, and optical spectroscopy have also been used to detect redox changes caused by synchrotron radiation in proteins with other metal centers, like cytochrome c oxidase58 and stellacyanine.59 An insightful recent study of the radiolytic reduction and oxidation of iron complexes at different oxidation states from Fe(0) to Fe(IV) monitored by the soft X-ray absorption spectroscopy contains a good historic review of radiation chemistry and redox side reactions observed in spectroscopic and structural methods that use ionizing radiation, that is, X-ray diffraction, X-ray microscopy, electron diffraction and microscopy, and X-ray spectroscopy.60 This work also shows that during data collection in the soft X-ray range (300–750 eV), the Fe(0) and Fe(I) complexes are relatively easily oxidized, while Fe(III) and Fe(IV) complexes are reduced, and Fe(II) complexes do not change their redox state. The authors discuss important factors, which may determine the result of radiolytic reduction, including the metal concentration in the sample and the specifics of coordination chemistry of iron complexes. 

Cryoreduction of ferric metalloproteins has been mostly done by g-irradiating of frozen solutions of heme proteins at 77K, unless it is specially stated otherwise. 

Cryoradiolytic reduction of ferric cytochrome c and its complexes with fluoride, azide, cyanide, and imidazole were studied using optical absorption spectroscopy and magnetic circular dichroism.36,39,46,44 The primary products of cryoreduction of low-SCHEME 4.3

Cytochrome P450 and peroxidase pathways to hydroperoxo-ferric intermediate or Compound 0 (5). Ferric cytochrome P450 (1) is reduced to the ferrous state (2), which can bind dioxygen to form oxy-ferrous complex (3). Reduction of this complex results in the formation of peroxo-ferric complex (4), which is protonated to give hydroperoxo-ferric complex (5). The same hydroperoxo-ferric complex is formed in peroxidases and catalases via reaction with hydrogen peroxide. 
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spin ferric proteins exhibited small spectral differences when compared to the corresponding ferrous complexes chemically reduced at ambient conditions, although they retained the same hexacoordinated ligation geometry and low-spin state. 

However, only after annealing at 180K and conformational relaxation of the protein to the new redox state, the spectra of cryoreduced ferrous cytochrome c complexes become similar to the equilibrium spectra. More pronounced differences after annealing can be observed if the axial ligand (cyanide or azide) is lost in the ferrous state. 

Same results have been reported for the cryoreduced complexes of metMb complexes with OH, F, N 

3 , CN, and imidazole.41,52 In most cases, the primary products of metmyoglobin cryoreduction have been identified as nonequilibrium low-spin ferrous complexes, while in case of fluoride complex, the mixture of high-spin and low-spin states was observed. Optical absorption studies of cryoreduced complexes of methemoglobin with OH, F, N 

3 , 

CN, and imidazole35,43

and of lamprey metHb complexes with F, CN, N 

3 , and imidazole61 arrived to

the same conclusions. Notably, after the samples are warmed to room temperature, the formation of carbonmonoxy-ferrous

complexes of heme proteins is

observed41,43,62–65 due to the presence of high concentrations of CO, the product of glycerol and ethylene glycol radiolysis.25

Using optical absorption spectroscopy, we have studied the dose-dependent yield of cryoradiolytic reduction of the metmyoglobin at a broad protein concentration range 0.01–5 mM.66 The yield reached 50% after 2 Mrad, was higher than 90% at 16 Mrad total dose, and remarkably was the same within the error for all protein concentrations studied. 

Formation of nonequilibrium low-spin ferrous forms and subsequent relaxation to the equilibrated ferrous complexes in radiolytically reduced human methemoglobin67

and of monomeric insect methemoglobin68 was also studied by M€ossbauer spectroscopy. More recent M€ossbauer studies of the same system provide an extended analysis of relaxation kinetics during annealing.54,69 X-ray structure of cryoreduced 57Fe-enriched myoglobin resolved at 115K confirmed the presence of the water molecule as an axial ligand and in-plane position of the low-spin Fe2 þ .53 The reduction of iron in myoglobin crystals irradiated by X-rays at 90K was confirmed by M€ossbauer spectroscopy. In addition, relaxation of the hexacoordinated low-spin ferrous Mb to the equilibrium pentacoordinated high-spin state was monitored by resonance Raman and optical absorption spectroscopy of the frozen solutions.53

Relaxation of Fe- N and Fe- O bonds after thermal annealing of cryoreduced myoglobin was also characterized by XANES spectroscopy of frozen solutions and single crystals.57

Optical absorption spectra and MCD show the mixture of low-spin and high-spin states in cryoreduced HRP38 and HRP in complexes with F, N 

3 , and CN.40

Cryoreduced Fe3 þ - NO complex of HRP was characterized by EPR and optical absorption spectroscopy.70 In all cases, the low-temperature primary products of cryogenic reduction relaxed to the equilibrium states of corresponding heme complexes. 

Optical spectra of cryoreduced low-spin cytochrome P450 from rabbit liver microsomes have been reported in Refs 42 and 46. After irradiation at 77K, none-
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quilibrium low-spin hexacoordinated ferrous complexes have been identified by Soret bands at 423 and 441 nm and by characteristic absorption spectra in the visible range. 

Absorption spectra and MCD of cryoreduced ferric cytochrome b 48

5

also indicated

nonequilibrium ferrous low-spin state of the protein with Soret and Q-bands red shifted with respect to the corresponding spectra of chemically reduced protein at ambient conditions. 

Ferric chloroperoxidase (CPO) was reduced at 77K by gamma-irradiation of ethylene glycol/water solution. Optical absorption spectra indicated formation of the low-spin ferrous CPO with Soret band at 438 nm and Q-bands at 532 and 563 nm.71

Same authors described cryogenic reduction of the native ferric catalase from bovine liver in 50% ethylene glycol buffer monitored by optical absorption spectroscopy as a function of dose absorbed from 60Co source (gamma-rays).50 Soret band at 405 nm characteristic for the high-spin ferric catalase was gradually replaced by another band at 440 nm indicating one-electron reduction to the ferrous HS form. After annealing at 183K the partial formation of oxy-ferrous complex was observed in aerated solutions of catalase, while no sign of this complex was detected in deaerated solutions. 

Comparison with the similar experiments with HRP revealed difference between these enzymes, since no oxy-ferrous complex was observed in cryoreduced peroxidase during annealing. 

Cryoreduced mitochondrial cytochrome c oxidases from bovine heart47 and from the rat heart49 have been characterized by optical absorption spectroscopy. Spectra of the nonequilibrium reduced forms of these enzymes at 77K were red shifted with respect to the spectra measured for the reduced proteins in equilibrium, independent of the presence of cytochrome c or cytochrome a3. 

EPR and M€ossbauer study of two mutants of the mononuclear iron sulfur protein rubredoxin72 compared the results of chemical and cryoradiolytic reduction and concluded that the latter reduction method produces exclusively one reduced species (serine coordinated iron known from the X-ray structure of the ferric protein) because it leaves the coordination of the ferric precursor unaltered. The identity of another spectral form observed in the chemically reduced C42S mutant in solution could not be unambiguously identified. 

Co3 þ complexes of cobalamin have been cryoreduced by g-irradiation of aqueous–organic solutions at 77K, and the resulting Co2 þ complexes have been characterized by EPR spectroscopy.73,74 Various nonequilibrium forms kinetically stabilized at low temperature gradually relaxed to the normal reduced complexes after annealing at 150K and higher. 

Plonka et al.75 used EPR spectroscopy to detect hydroperoxo radicals loosely coordinated to the Cu2 þ site in superoxide dismutase from bovine erythrocytes, which was frozen in aqueous solutions and g-irradiated at 77K. The presence of 0.1 M

of sodium formate, the scavenger of hydroxyl radicals, improved the yield of HO2 by an order of magnitude and allowed to observe their signal at the temperatures up to 200K, where it begins to decay due to formation of H2O2. Absorption spectra and EPR

of another copper protein, human ceruloplasmin, have been studied to document the primary site of reduction using cryoradiolysis in ethylene glycol–buffer frozen solutions.76 Radiolytic electrons eliminated almost exclusively the signal from
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Type I Cu2 þ centers, possible through the transient formation of the radical on the disulfide group. 

Ni þ center in two forms of EPR-silent Ni2 þ methyl coenzyme M reductase was characterized by EPR and 14N ENDOR of cryoreduced enzyme.77 Based on these cryoreduction experiments, the reduced form of this protein was definitely assigned to the Ni1 þ valence state, ending previous ambiguities, and the coordination geometry of the metal center was determined for two forms of the enzyme. 

Diiron centers in several proteins have been studied by cryoradiolytic one-electron reduction, which is especially useful to create and stabilize mixed-valent intermediates suitable for EPR studies. Radiolytically reduced diferric centers in the protein R2

of the ribonucleotide reductase from Escherichia coli and in methemerythrin in 50%

glycerol–buffer frozen solutions have been studied by EPR.20 The maximum yields of one-electron reduction and of formation of the mixed-valent intermediate reached approximately 40% for metR2 and 50% for methemerythrin at 6 Mrad absorbed doses of g-irradiation at high glycerol content, but have been 50 times lower with no glycerol present in solution. Primary products of radiolytic reduction had EPR spectra with average g < 2 (g? ¼ 1.936, g ¼

¼

||

1.818 for the metR2 and g? ¼ 1.954, and g||

1.853

for the methemerythrin). These EPR spectra could be observed at temperatures up to 130K and have been attributed to the mixed-valent diferric centers with the low-spin S ¼ 1/2 EPR signal from the pair of antiferromagnetically coupled high-spin Fe3 þ with S ¼ 5/2 and high-spin Fe2 þ with S ¼ 2. After annealing and conformational relaxation, these nonequilibrium intermediates in metR2 changed the coupling mode from antiferromagnetic to the ferromagnetic with g-values 13.9, 6.7, and 5.4. The result of further aerobic annealing above 230K was the loss of S ¼ 9/2 EPR signal, most probably due to the oxidation of the mixed-valent center, although transformations into other EPR-silent species have been discussed. 

Mixed-valent centers in radiolytically reduced methemerythrin and azido-methemerythrin have been studied using EPR and two-dimensional ESEEM.78 Using the known X-ray crystal structures for these proteins and corresponding azido complexes from other species, the 2D-ESEEM spectra could be used to assign the diagonal components of nitrogen hyperfine tensors. Isotropic hyperfine coupling constants have been identified for the nitrogens coordinated to Fe3 þ and to Fe2 þ . 

Coordination geometry of the mixed valence diiron center in rubrerythrin was determined using EPR and both continuous wave and pulsed ENDOR spectroscopy in cryoreduced protein that retained the known X-ray structure of EPR-silent diferric site.79 A solvent-derived hydroxo-bridged ligand at the primary product of cryoreduction was identified based on the proton ENDOR and large anisotropy of the g-tensor (g ¼

3

1.58), indicating the facile proton transfer from the solvent water even at T ¼ 77K. Redox potential differences between rubrerythrin and methane monooxygenase have been attributed to the different coordination geometry of two diiron centers in the mixed-valent centers and to the changes accompanying the redox transition to the diferrous state. 

Conformational changes in diiron center of stearoyl-acyl carrier protein desaturase caused by substrate binding have been probed by EPR and proton ENDOR of cryoreduced diferric protein.80 EPR spectra of the one-electron reduced Fe(III)Fe(II)
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centers show the presence of two distinct conformers in the presence of substrate. 

The structure of substrate-free protein relaxes after annealing at 170K, while in the presence of substrate this happens at much higher temperatures. 

Cryoreduction of MMO hydroxylase component (MMOH) was also used to enable EPR study of the conformational changes in the diiron center after one-electron reduction.81 In the isolated MMOH, two species assigned as single hydroxo-bridged (35%) and dibridged diamond core (65%) have been detected as primary products of cryoreduction. Both species differ from the chemically reduced mixed-valent MMOH, showing the change in conformation and coordination geometry upon reduction of diferric state. In the complex with MMOB (B component of MMO that has no metal cofactors), structure of MMOH also changes, as indicated by the different EPR spectra of the mixed-valent state obtained at 77K by cryoreduction. In the following paper,82 M€ossbauer spectra of the reduced Q-intermediate (QX) in MMOH have been measured. EPR-silent intermediate Q has been quenched at approximately 35% yield as a product of reaction of diferrous MMOH with dioxygen. 

M€ossbauer spectra of these samples have been measured before and after g-irradiation, and the spectrum of QX was deconvoluted from the composite experimental spectra by subtraction of other components. Isomer shift and quadrupole splitting resolved for this spectrum turned to be similar to those reported for the well-characterized mixed-valent Fe(III)Fe(IV) state in the R2 subunit of ribonucleotide reductase from E. coli. 

A thorough study of radiolytically reduced diferric oxo-bridged complexes with different configurations and ligands was published by Davydov et al.83 Frozen solutions in acetone/acetonitrile (2 : 1 v/v), water/ethylene glycol (1 : 1 v/v), methanol, or ethanol have been irradiated at 77K using 137Cs source of g-rays to the dose 0.5–2 Mrad. For the reduced Fe(II)Fe(III) m-oxo complexes, the EPR spectra with the narrow g-span (average g in the range 1.92–1.96, Dg < 0.07) could be observed up to the temperatures 100–110K. After annealing at 135–180K, average g of the secondary species decreased to 1.80–1.87, and anisotropy increased to 0.19–0.32. Spectra of these relaxed reduced complexes could be observed only below 30K. For the compounds containing m-hydroxo bridge, the primary species immediately after radiolysis already revealed large anisotropies and low gav values, which did not change after annealing at 180K. Thus, mixed-valent m-oxo-bridged compounds have been protonated to form m-hydroxo-bridged species during annealing if the source of protons was available, as it happens in MMO and R2. In another work,84 EPR-silent diferric mixed-valent m-oxo- and m-hydroxo-bridged complexes have been prepared and frozen in acetonitrile/acetone, 2-methyltetrahydrofurane, or dimethylformamide, radiolytically reduced at 77K, and characterized by EPR spectroscopy. To reduce the large free radical signal generated by radiolysis, the samples have been annealed at 114K before EPR measurements. The yield of reduction was estimated as 40–60%

by comparison to standards. As a result, a clear difference was also seen between Fe(II)Fe(III) m-oxo-bridged complexes with a small g-anisotropy and m-hydroxo-bridged species with a large g-anisotropy and spectra observed only below 25K. The coordination environment of iron atoms was retained after irradiation and thus represented the original structure of diferric precursors. 
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Nonequilibrium state of the iron–sulfur cluster was also characterized by EPR and optical spectroscopy in cryoreduced bovine adrenal ferredoxin,85 in parallel with the similar experiments on cytochrome c and hemoglobin. Relaxation was monitored using thermal annealing at the temperatures 77–210K. 

Using cryoreduction under X-ray irradiation from the synchrotron beam, all-ferrous [2Fe–2S]0 and [4Fe–4S]0 clusters in a ferredoxin from Aquifex aeolicus and in the Fe protein of Azotobacter vinelandii nitrogenase have been characterized by M€ossbauer spectroscopy.86,87 In both clusters high-spin (S ¼ 2) iron atoms are antiferromagnetically coupled. Identical spectra obtained for the cryoreduced and chemically reduced [4Fe–4S]0 cluster proved that the structural asymmetry for these clusters is the intrinsic property identical for [4Fe–4S]0 and [4Fe–4S] þ 1 states.87 EPR

spectroscopy was used to derive the isotropic exchange coupling constants, which differ by a factor of 3. Two iron atoms in the diamagnetic diferrous cluster [2Fe–2S]

have the same isomer shift and quadrupole splitting values. Exchange coupling constant was estimated as J > 80 cm1, indicating substantial antiferromagnetic exchange between Fe2 þ atoms.86

Structure of (Fe- Mo) center of the molybdenum–iron protein of nitrogenase in the new redox state prepared by cryoreduction of MN state in the synchrotron X-ray beam was studied using M€ossbauer spectroscopy. Large value of the average isomer shift dav for this integer spin (S  1) intermediate termed MI suggests that the reduction

was

centered

on

iron

component. 

Tetranuclear

Mn

complex

[MnIV4O6(bipy)6]4 þ (bipy ¼ 2,20-bipyridine) was cryoreduced by g-irradiation at 77K in the frozen dimethylformamide solution and studied by EPR.88 EPR active species proved to be the one-electron MnIIIMnIV3 center with linear topology and terminal position of MnIII ion. 

4.5

PEROXO AND HYDROPEROXO INTERMEDIATES

IN HEME PROTEINS

The method of cryoradiolytic reduction earned a special attention in inorganic chemistry and biochemistry during the last decade, when it turned to be the main if not the only experimental route to the stabilization of peroxo and hydroperoxo complexes of heme proteins, which can be obtained in the high yield for the spectroscopic and structural studies. These complexes are the common intermediates of the oxygen activation in such enzymes as cytochromes P450, heme oxygenases (HOs), and nitric oxide synthases (Scheme 4.3). The same hydroperoxo-ferric intermediates are the direct precursors of the O- O scission step in the metabolism of hydrogen peroxide by peroxidases and catalases on their path to the high-valent ferryl catalytically active intermediates Compound I and Compound II. These peroxo- and hydroperoxo-ferric complexes have been proposed to be catalytically active in several important reactions, including the classical “aromatization” step in estrogen biosynthesis.89 Thus, understanding of the oxygen activation by the heme proteins would benefit from the detailed characterization of peroxo-ferric complexes. 

However, these complexes in heme enzymes are not stable enough at ambient
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conditions in aqueous solutions, and in general eluded the straightforward attempts to study them using fast kinetic spectroscopic methods,90,91 despite several successful reports that used fast reactions of myoglobins92–94 and cytochrome c55295 with a large excess of hydrogen peroxide. 

Peroxo- and hydroperoxo-ferric intermediates generated in frozen solutions by radiolytic reduction of oxy-ferrous complexes in different heme proteins have been studied using various spectroscopic methods. EPR characterization was reported by Symons and coworkers,96–102 Gasyna,103 Davydov et al.,104–107

Hutterman,101,108 Davydov et al.,22,109–119 and the Sligar group.63,120–126 Optical absorption spectroscopy was used by Gasyna,103 Davydov,104,106 Sligar and collaborators62–65,120,122,125,127,128 resonance Raman spectroscopy by Kincaid and Sligar,122,125,128–130 and M€ossbauer spectroscopy by Davydov and coworkers.131,132 In addition, several authors used optical absorption spectroscopy to confirm radiolytic reduction of oxy-ferrous complex and to monitor formation of (hydro)peroxo-ferric intermediates in single crystals of CPO133 and Mb.134,135 The absence of spectral changes was also used to confirm the presence of intact oxyferrous complex during the data accumulation in the X-ray structural study of heme oxygenase from Corynebacterium diphtheriae.136

The first EPR experiments on cryoradiolytic reduction of oxy-hemoglobin in the frozen suspension of the red blood cells have been performed by Symons,96 who identified two new signals from the low-spin Fe(III) center with gav 2.106 and 2.093

and a narrow g-span from a- and b-subunits. Later the products of one-electron reduction of oxymyoglobin and oxyhemoglobin have been assigned by the same author as peroxo- and hydroperoxo-ferric complexes.97–99 Using EPR spectroscopy on the single crystals of oxy-myoglobin, Symons and Petersen have been able to assign the principal components of the g-tensor.99 Significant spin density on the dioxygen moiety proved to be responsible for the 15 tilt of gmax component from the heme normal. Based on this assignment, the orientation of strongly tilted coordinated peroxo-anion was resolved as bisecting the N–Fe–N angle. 

In 1980, Davydov characterized cryoreduced oxy complexes in hemoglobin and myoglobin and their relaxation after annealing at 150–180K using optical absorption spectroscopy in addition to EPR.104 Next year he claimed that peroxo-ferric complexes are important intermediates on the oxygen activation pathway in cytochrome P450 chemistry,105 correctly pointing out that high electron density on the antibonding p orbital of dioxygen leads to the weakening of the O- O bond in these complexes. 

Later in 1983, Davydov and Khangulov106 described their EPR studies of radiolytically reduced oxy complexes in hemoglobin, myoglobin, leghemoglobin, peroxidase, and cytochrome P450cam (CYP101). High-quality EPR spectra of X-ray-reduced oxy complex in CYP101 in substrate-free and substrate-bound form107

confirmed the formation of (hydro)peroxo-ferric intermediate with g-values 2.27, 2.17, and 1.95. No changes have been observed after annealing at 178K, while at 190K

the signal from hydroperoxo-ferric complex disappeared, and EPR signal typical for the ferric low-spin CYP101 with g-values 2.44, 2.24, and 1.90. 

Somewhat surprisingly, all heme proteins showed similar pattern in EPR spectra of (hydro)peroxo-ferric complexes.106 This fact has been attributed to the location of the
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TABLE 4.1

EPR Parameters of (Hydro)Peroxo–Ferric Complexes in Heme Proteins Heme Protein

g-Values

Assignment

Source

Myoglobin

2.203, 2.103, (?)

Fe3 þ -OO2

Ref. 104

2.21, 2.11, 1.97

Fe3 þ -OO2

Ref. 103

2.30, 2.16, 1.94

Fe3 þ -OOH

Ref. 103

Hemoglobin

a-subunit

2.195, 2.104, (?)

Fe3 þ -OO2

Ref. 104

b-subunit

2.234, 2.132, (?)

Fe3 þ -OO2

Ref. 104

2.24, 2.14, 1.96

Fe3 þ -OO2

Ref. 110

b-chain

2.31, 2.18, 1.94

Fe3 þ -OOH

Ref. 110

Peroxidase

2.08, ? 

Fe2 þ -OO

Ref. 103

2.31, 2.16, 1.95

Fe3 þ -OOH

Ref. 103

2.27, 2.18, 1.90

Fe3 þ -OO2

Ref. 120

2.32, 2.18, 1.90

Fe3 þ -OOH

Ref. 120

Heme oxygenase

2.37, 2.19, 1.93

Fe3 þ -OOH

Ref. 110

Nitric oxide synthase

2.26, 2.16, 1.95

Fe3 þ -OO2

Ref. 112

Cytochrome P450

WT CYP101, T252A

2.30, 2.16, 1.96

Fe3 þ -OOH

Refs 109,111

D251N

2.25, 2.16, 1.96

Fe3 þ -OO2

Refs 109,111

G248T, G248V

2.24, 2.16, 1.94

Fe3 þ -OO2

Ref. 126

spin density in (hydro)peroxo-ferric complexes on iron and dioxygen with the very little contribution from other atoms.107 Minor differences have been suggested to originate from local structural and stereochemical variations of iron proximal ligands among different proteins.106 Due to this invariability among different proteins, the specific narrow g-span EPR spectral signature is used as the reliable test for the assignment of (hydro)peroxo-ferric intermediates (Table 4.1). This similarity, however, does not help to understand why and how some heme enzymes can efficiently catalyze O- O bond scission in the coordinated (hydro)peroxo-anion (P450, peroxidases), while others (globins, heme oxygenases) do not. The difference between properties of peroxo- and hydroperoxo-ferric complexes with respect to the pathways of oxygen activation in cytochromes P450 and peroxidases was not addressed in early works cited above. The discovery of two-point mutations, namely, D251N and T252A, which perturb proton delivery in CYP101 (reviewed in137,138), provided basis for the detailed and systematic studies of these important mechanistic issues of P450 chemistry and dioxygen activation in heme proteins. 

4.5.1

Cytochrome P450

In 1999, the first comparison of the cryoreduced oxy complexes in wild-type (WT) CYP101 and two site-specific D251N and T252A mutants was completed using EPR

and ENDOR spectroscopy.109 As a result of radiolytic reduction at 77K, an unprotonated peroxo-ferric complex with g-values 2.25, 2.16, and 1.96 was observed in D251N mutant CYP101, in agreement with the earlier biochemical studies showing
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that this mutation slows down proton delivery.139,140 On the contrary, the primary products of cryoreduction of the oxy complexes in the WT CYP101 and D252A mutant are already protonated and assigned as hydroperoxo-ferric complexes with larger g-span (2.30, 2.16, and 1.96). The same EPR spectrum was measured for D251N mutant after annealing at 180K. Proton ENDOR of exchangeable proton measured at g1 for hydroperoxo-ferric complexes showed the same coupling A  8

MHz, while unprotonated peroxo–ferric complexes revealed larger coupling, 11 MHz, as it was observed earlier for peroxo-ferric myoglobin. Catalytic competence of these intermediates generated by cryoradiolysis was proved by product analysis. In the accompanying communication, the same approach was applied to the study of hydroperoxo-ferric intermediate in heme oxygenase.110 Cryoreduction of the oxy-complex generated the hydroperoxo-ferric complex with g-values 2.37, 2.19, and 1.93 and hyperfine coupling in proton ENDOR spectra similar to that observed in cryoreduced and annealed oxy-complex in b-chains of human hemoglobin. After annealing at 238K, the high-spin EPR signal typical for the product, a-meso hydroxyheme complex of HO with g-values 6.07 and 5.72, was detected, again confirming that radiolytic reduction of oxy-ferrous precursors in the frozen solutions provides a convenient and functionally relevant method for generation and stabilization of (hydro)peroxo-ferric intermediates in heme enzymes. These works established the protocol for the application of cryoradiolysis for mechanistic studies of oxygen activation in heme enzymes. 

The thorough EPR and ENDOR study111 provided more detailed and unambiguous description of the cytochrome P450 catalytic cycle. In addition to the careful documentation of the primary products of cryoradiolysis in the same set of mutants in CYP101, the catalytically active intermediate in hydroxylation of camphor was identified as a putative ferryl-oxo p-cation porphyrin radical, or Compound I, based on the ENDOR spectroscopy of the product complex. The proton ENDOR of hydroxycamphor coordinated to the ferric iron was observed in H2O and in D2O

buffers, indicating that the alcohol proton on the product was not exchangeable and thus retained from the substrate camphor. This fact strongly supports the oxygen-rebound mechanism, in which hydrogen atom is abstracted from substrate by ferryl oxygen to form a transient radical on camphor with the fast recombination of coordinated hydroxyl to form hydroxycamphor. An alternative pathway with hydroxylation by hydroperoxo-ferric intermediate would incorporate the proton (or deuteron) commissioned from solvent and thus would be exchangeable. 

Formation of the nonequilibrium product complex was observed after brief annealing at 200K, but after further warming at 220K, the hydroxycamphor hydroxyl proton was no longer trapped. In addition, the yield of the stereospecific product 5-exo-hydroxycamphor was proportional to the irradiation dose in the range 0–3 Mrad, confirming the functional competence of radiolytically generated intermediates. 

The influence of different substrates on EPR and ENDOR parameters was studied using WT CYP101 and T252A mutants.118 With several substrates, including the native substrate camphor, as well as in the absence of substrate, EPR spectra revealed the presence of two different species in the primary products of cryoreduction of
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oxy-ferrous cytochromes P450 at 77K. In most cases, these were identified as peroxo-and hydroperoxo-ferric species based on the established earlier EPR signatures with g-values [2.25, 2.16, and 1.96] and [2.30, 2.17, and 1.96], However, different substrates modulate the g-span to the different extent, with the most large one with g-values [2.355, 2.212, and 1.935] exhibited by the hydroperoxo-ferric complex in the substrate-free CYP101 (WT). In all cases, the fraction of protonated intermediate in the primary product was considerably lower in deuterated solvent (ethylene glycol/

buffer), revealing the presence of the significant solvent isotope effect of the first proton transfer even at 77K. After annealing at 170–180K, protonation was completed in all samples, and relaxation of hydroperoxo-ferric complexes was detected by minor changes in EPR spectra (g-values) and changes in 1H and 14N ENDOR spectra. 

Further annealing allowed detection of the transient nonequilibrium product complexes. Analysis of the final thawed samples for product showed significant yield of epoxidation of 5-methylenyl camphor by the wild-type CYP101 attributed to the catalysis by Compound I. The lower but still considerable yield of epoxidated product has also been obtained with the mutant T252A CYP101, which is known to be strongly uncoupled and presumably very inefficient in formation of Compound I. The possibility of direct formation of epoxide by hydroperoxo-ferric intermediate is discussed, although no definite conclusion could be reached in this study. 

Later the same groups extended studies of the role played by substrate in the formation and reactivity of hydroperoxo-intermediate in CYP101 by implementing labeled substrates and using 13C and 19F ENDOR for the detection of multiple conformational substates of the bound substrate.117 Two distances and two azimuthal angles (r ¼ 4.5 A

˚ , u ¼ 30, and r ¼ 4.8 A˚, u ¼ 50) have been resolved for the radius-vector pointing from the heme iron to the 13C-labeled carbon atom C(1) of the substrate 5-methylenyl camphor bound to the ferric CYP101. These structural parameters have changed to a single set of r ¼ 5.2 A

˚ , u ¼ 40 derived from ENDOR

spectra in the hydroperoxo-ferric complex, indicating a shift of the substrate molecule from the heme iron after oxygen binding and reduction of oxy-complex. Cryoreduction of the ferrous CYP101 complexes saturated with substrates generated low-spin Fe(I) EPR signal with an axial g-tensor, g? ¼ 2.2, g ¼

||

1.95. This signal provides an

opportunity to use ENDOR for the studies of the substrate binding by ferrous cytochromes P450. Comparison of the kinetics of disappearance of hydroperoxo-ferric EPR signal in the camphor-bound CYP101 at 190K in H2O and D2O shows isotope effect that can be extrapolated to 1.6–1.7 at the ambient temperature. This was the first attempt to estimate the solvent isotope effect for the second protonation step in the P450 enzymatic cycle. 

A study of the mutant cytochromes CYP101 in which highly conserved G248 was substituted to valine and threonine illustrated how changes in hydration of the distal pocket can perturb coupling and inhibit protonation of the cryoreduced oxy-ferrous protein.126 In G248T and G248V mutants, the primary product of cryogenic reduction of oxy-ferrous complex is the unprotonated peroxo-ferric intermediate, as shown by EPR spectra with g-values 2.24, 2.16, and 1.94. Consistent with this observation, the key water molecule W901 is not observed in the X-ray structures of cyanomet complexes of these mutants. Taken together, the results of this study indicate the
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sensitivity of the proton delivery mechanism in CYP101 to the perturbations of the active site. 

Optical absorption and resonance Raman spectroscopy was also used to characterize peroxo- and hydroperoxo-ferric intermediates in cytochromes P450. Using 32P-enriched phosphate as an internal source of ionizing radiation, namely, high-energy electrons, as well as g-irradiation from the 60Co source, the conversion of the oxy-ferrous precursor into the hydroperoxo-ferric complex in cytochrome P450cam, CYP101, was monitored directly by optical absorption spectroscopy.62 Dose-dependent yield of radiolytic reduction of oxy-complex was estimated from the second derivatives of Soret bands at 417 nm (Fe2 þ -OO) and 440 nm (Fe3 þ -OOH). Similar absorption spectra and EPR of hydroperoxo-ferric complex have been reported in radiolytically reduced thermophilic CYP119.63

Recently, peroxo- and hydroperoxo-ferric complexes in cytochrome P450

CYP101 have been characterized by resonance Raman spectroscopy.125,128 Reduced CYP101 with substrate bound (wild type and D251N mutant) have been oxygenated in EPR tubes and frozen in liquid nitrogen. Resonance Raman spectra of oxy-ferrous CYP101 have been measured at 77K before g-irradiation. Formation and protonation state of Fe3 þ -OO(H) intermediate as a result of cryoradiolytic reduction of oxyferrous CYP101 have been confirmed by EPR spectroscopy. The resonance Raman spectra of (hydro)peroxo-ferric complexes have been obtained using excitation at 442 nm, close to the maximum of Soret band of these complexes in P450 enzymes.124,125,128 In agreement with earlier EPR studies,111 the H/D isotope shifts in Raman spectra confirmed that hydroperoxo-ferric complex was the primary product of cryoreduction of oxy-ferrous CYP101, while in the D251N mutant an unprotonated peroxo-ferric complex with no H/D shifts was identified at 77K. After annealing at 185K, the formation of hydroperoxo-ferric complex in D251N mutant was completed. These experiments allowed monitoring stepwise changes in Fe- O and O- O modes, and thus in corresponding bond strengths, from oxy-ferrous to peroxo-ferric to hydroperoxo-ferric complex using the same sample of cytochrome P450. 

One-electron reduction of oxy-ferrous complex significantly weakens the O- O bond with the n(O- O) decreasing from 1130 to 792 cm1 in peroxo-ferric D251N CYP101, with further weakening caused by protonation and formation of hydroperoxo-ferric complex with n(O- O) 774 cm1. The Fe- O bond simultaneously strengthens, with n(Fe- O) increasing from 537 cm1 in oxy-ferrous to 553 and 564 cm1 in peroxo- and hydroperoxo-ferric complexes, indicating the negative correlation between n(O- O) and n(Fe- O) modes. Weaker O- O and stronger Fe- O bonds are characteristic features of the low-spin nonheme end-on (hydro)peroxo-ferric complexes, as opposed to the high-spin side-on counterparts.141 However, to our knowledge, the direct comparison of n(O- O) and n(Fe- O) in oxy-ferrous (superoxo-ferric) and peroxo-ferric complexes was never reported before. In our works,125,142 cryoradiolysis provides a straightforward path to comparative spectroscopic studies of the precursor and one-electron reduced intermediate by measuring spectra before and after radiolysis, while in most of the previous studies, (hydro)peroxo-ferric complexes have been obtained directly using reactions with peroxides, bypassing formation of the precursor. 
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4.5.2

Hemoglobin and Myoglobin

A thorough study of cryoreduced oxy-myoglobin and oxy-hemoglobin in the frozen solutions101 used EPR, 1H and 14N ENDOR for the detailed assignment of the primary products and the secondary species obtained after annealing at higher temperatures. 

Radiolysis was performed at several temperatures between 77and 4.2K with g-rays and X-rays. In addition, UV photolysis (low-pressure mercury lamp) was also used to generate electrons, apparently from aromatic side chains of the protein amino acids. 

All primary products formed at low temperatures are assigned as unprotonated peroxo-ferric complexes ([Fe- O2] in author’s notation) with significant spin density on both oxygen atoms of peroxide confirmed by 17O splitting in EPR spectra. Proton ENDOR signal with coupling approximately 10 MHz observed at low temperatures in myoglobin and in both chains of hemoglobin is attributed to the hydrogen bond between O2 and distal histidine. Following this work, an advanced EPR study on the cryoreduced single crystals of MbO2 performed by Hutterman and coworkers108 used 17O and 57Fe substitution to assign the full set of EPR spectral parameters and spin densities on oxygen and iron. Two primary species detected after X-ray irradiation at 77K with g-values 2.23, 2.13, and 1.97, and 2.25, 2.11, and 1.95 have been assigned to the different orientations of O2 ligand. Spin densities on dioxygen and on iron have been estimated as 0.3 and 0.64, and Fe- O- O angle as 118, whereas gmax components turned to be approximately collinear to the O- O bond direction (angles between heme normal and gmax 44 and 57 for the two primary species). After annealing at 180–190K, these species relax to the secondary ones, presumably hydroperoxo-ferric complexes, with g-values 2.31, 2.18, and 1.93, and 2.35, 2.21, and 1.91. For these two species, the main components of the g-tensor have the same directions, but different principal values, with the angle between gmax and heme normal changed to 52. 

Bartlett and Symons reported an unusual EPR spectrum from cryoreduced monomeric oxy-hemoglobin from Glycera dibranchiate.100 In this hemoglobin, the distal histidine that usually provides a strong hydrogen bond to the coordinated dioxygen and is highly conserved in most globins is replaced by leucine with apolar side chain. As a result of the lack of hydrogen bond, the spin density on dioxygen in the reduced oxy-complex turned out to be much higher than in peroxo complexes in other heme proteins, with concomitant change in the EPR spectra to “superoxide-like” type with g-values 2.113 and 2.091. This signal was similar to the one observed in oxy complexes of myoglobin and hemoglobin with cobalt substituted for iron, where the spin density is located at the dioxygen moiety.143–146 Same conclusions have been reached by Davydov et al.114 in the recent study that also included model iron–porphyrin and iron–cyclidene compounds and employed proton and 14N ENDOR to assign the ferrous-superoxide EPR signal. The primary product of cryoreduction of oxy-hemoglobin from Glycera dibranchiate showed EPR spectra with g ¼ 2.114, and similar results were obtained with cryoreduced oxy complexes of ferro-octaethyl porphyrin and ferro-cyclidene in apolar solvents. After annealing the superoxo-ferrous complexes in Glycera, Hb could be converted to peroxo-ferric intermediates with characteristic rhombic low-spin EPR signal with g-values [2.26, 2.17, and 1.954]
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and confirmed by 14N ENDOR of the heme pyrrol nitrogens. Proton ENDOR from this species demonstrates the presence of hydrogen bond to the unprotonated peroxide ligand, likely from the nearby water molecule. Same sequence of events is observed in the model compounds, that is, formation of ferrous-superoxo complex after radiolytic reduction of the oxy-complex, then intramolecular electron transfer and transition to the peroxo-ferric complex that subsequently may be protonated to form hydroperoxo-ferric complex. 

EPR and ENDOR of peroxo-ferric complexes have been used to study conformational substates in a- and b- subunits of cryoreduced oxy-Hb, which is diamagnetic and cannot be probed by EPR.22 Two sets of signals with g-values [2.248, 2.146, and 1.966] (A) and [2.216, 2.118, and 1.966] (B) have been attributed to different orientations of coordinated dioxygen, similar to the earlier results obtained for oxy-myoglobin,101 and contrary to the earlier assignment of these sets to the signals from a- and b-subunits.98 Using Fe/Zn hybrid hemoglobins with selectively substituted hemes aO2b(Zn) and a(Zn)bO2, as well as glycols, sugars, and an allosteric effector inositol hexaphosphate to perturb conformation of hemoglobin tetramer, Davydov et al. confirmed the presence of conformers (A) and (B) in both subunits with the A/B fractional population dependent on conditions. Proton ENDOR from the distal histidine H-bonded to the peroxo-ligand indicated twofold stronger isotropic coupling for the (A) conformers, thus suggesting different oxygen affinities for these two conformers. As a side note, the yield of peroxo-ferric intermediate was reported to be two–four times higher in the presence of all polyols and sugars as compared to the aqueous frozen solutions of oxy-Hb, in agreement with the previous report by Davydov et al.20

A first attempt to obtain the M€ossbauer spectra of cryoreduced oxy-Hb was reported by Prusakov et al. in 1984.131 After g-irradiation at 77K of the frozen solution of oxy-hemoglobin with the dose 10–12 Mrad, a new asymmetric doublet was observed with parameters slightly different from those obtained before irradiation (isomer shift d ¼ 0.55 mm/s and quadrupole splitting DE ¼

q

2.04 mm/s after irradia-

tion versus 0.52 and 2.18 mm/s before). These changes have been attributed to the formation of peroxo-ferric complex by analogy to the previous EPR and optical absorption studies. Recent study132 provided much better resolution of M€ossbauer spectra of cryoreduced oxy complexes of heme oxygenase and myoglobin. For the peroxo-ferric myoglobin, the parameters are d ¼ 0.29 mm/s and DE ¼

q

1.71 mm/s

(0.27 and 2.32 mm/s for oxy-myoglobin), and for hydroperoxo-ferric complex in heme oxygenase, d ¼ 0.29 mm/s and DE ¼

q

2.03 mm/s (0.26 and 2.28 mm/s for the

oxy-ferrous heme oxygenase). An oxo-ferryl complex in myoglobin obtained after annealing of peroxo-ferric intermediate was also characterized by M€ossbauer spectroscopy (d ¼ 0.10 mm/s and DE ¼

q

1.49 mm/s). Transient concentration of hydro-

peroxo-ferric myoglobin was too low to obtain M€ossbauer spectra. In heme oxygenase, the hydroperoxo-ferric complex is converted to the product, a-meso-hydroxyheme, after annealing at 214K. 

First resonance Raman spectra of hydroperoxo-ferric intermediate in heme proteins, together with EPR and absorption spectra, have been documented in 2003 using horse heart myoglobin.122 Only Fe- O mode could be measured with Soret excitation
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(413 nm), while O- O mode was not detected, similar to the situation known for oxyferrous complexes of the heme proteins with histidine axial ligand. Attempts to observe the 18O-sensitive O- O mode using excitation at 442 or 568 nm also proved unsuccessful. The relatively strong Fe- O mode at 617 cm1 (can be compared with 580 cm1 for the same mode in oxy-myoglobin measured before irradiation at the same temperature 77K) with 25 cm1 18O=16O downshift is in the range typical for the low-spin nonheme mononuclear hydroperoxo-ferric complexes with end-on coordinated peroxide.147,148

In all experiments, the 5 cm1 downshift of Fe- O mode was observed when solutions have been prepared in deuterated solvent (50% glycerol/phosphate buffer), indicating that in Raman experiments the coordinated peroxide was mostly protonated to form hydroperoxo-ferric complex. On the contrary, EPR spectra measured on the same samples after Raman data collection confirmed that before annealing at 185K the samples retained mostly unprotonated peroxo-ferric structure with g-values 2.22, 2.12, and 1.96. Apparently, the power of the laser beam at the sample (4–5 mW) was too high, and the surface layer, from which the scattering is observed, was locally warmed up and as a result protonated, while EPR measurements indicated that the bulk of the sample still remained unprotonated. For this reason, resonance Raman spectra measured after annealing showed the same Fe- O mode at 617 cm1 (24 cm1

18O=16O downshift and 4 cm1 H/D downshift), while EPR indicated protonation of the sample with g-values typical for hydroperoxo-ferric complexes, 2.31 and 2.18. 

Substitution of iron by cobalt in myoglobin allowed the first direct comparison of both n(O- O) and n(Co- O) in Co3 þ -OO and Co3 þ -OOH complexes in heme protein with histidine axial ligand.149 Reduced Co-substituted myoglobin was oxygenated in 25% glycerol/phosphate buffer solution and frozen at 77K. Resonance Raman spectra have been measured at 77K using 415.4 nm excitation from Kr þ laser. 

Before irradiation, the n(O- O) and n(Co- O) modes have been identified at 1136 and 549 cm1, the latter mode can be compared with the analogous n(Fe- O) mode at 578 cm1 measured in the native myoglobin. After irradiation and cryoreduction, the n(O- O) mode in hydroperoxo-cobaltic myoglobin shifts to 851 cm1, and n(Co- O) is upshifted to 583 cm1. Assignment of both modes was based on 18O=16O shifts, and protonation state of Co3 þ -OOH intermediate confirmed by 6 cm1 H/D downshift of n(O- O). This work confirmed that the n(O- O) mode is enhanced in (hydro)peroxo-cobaltic complexes in histidine-ligated heme proteins, and suggested the resonance Raman studies of these intermediates in oxygen-activating enzymes such as heme oxygenases and peroxidases, using cobalt-substituted derivatives and cryoreduction of Co2 þ -OO precursors. 

4.5.3

Peroxidases

Hydroperoxo-ferric intermediate, termed also “Compound 0,” is the immediate precursor of the main catalytic intermediate Compound I in peroxidase enzymatic cycle. Attempts to study this intermediate directly in reactions of hydrogen peroxide with HRP using fast kinetic methods have been inconclusive, possibly because it is not accumulated in sufficient concentrations.90,91 However, Compound 0 could be prepared and studied by EPR and optical absorption spectroscopy via cryoreduction of
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oxy-ferrous HRP.103,120 In the earlier study, Gasyna103 reported for the first time optical absorption spectra of hydroperoxo-ferric complexes obtained in HRP and myoglobin by cryoreduction of oxy-ferrous precursors. His observations have been confirmed and extended in our work, which also included cryoreduction of Compound I and formation of Compound II.64 Absorption spectra of hydroperoxo-ferric complex in HRP are characterized by Soret band at 419 nm (416 nm for oxy-ferrous HRP) and two poorly resolved Q-bands at 556 and 526 nm.120 EPR spectroscopy reveals the mixture of peroxo- and hydroperoxo-intermediates after cryoreduction at 77K with corresponding parameters g ¼

¼

3

2.27 and g3

2.32. After annealing at 140–160K, the

signal from unprotonated peroxo-ferric intermediate disappears with concomitant increase of g ¼

3

2.32 signal, indicating complete protonation of coordinated peroxide. 

Further annealing at 190–210K resulted in gradual decay of hydroperoxo-ferric complex and appearance of the ferric HRP in the resting state with no indication of Compound I formation. We attributed this inability to observe Compound I to the inefficiency of oxygenase pathway in HRP. In general, peroxidase mechanism does not imply delivery of the external proton for activation of dioxygen coordinated at the heme iron, but rather rearrangement of the proton from the hydrogen peroxide molecule in the heme pocket. Thus, the second protonation of Compound 0, which is necessary for the catalysis of O- O bond heterolytic scission, does not happen before the hydroperoxo-anion dissociates from heme iron and escapes the protein. 

Similarly, no Compound I formation has been observed in analogous experiments with chloroperoxidase, a peroxidase with thiolate axial ligand to the heme iron. 

Optical spectra of hydroperoxo-ferric complex in CPO (Compound 0) have been measured in frozen aqueous–glycerol solutions after cryoreduction of oxy-ferrous precursor127 with approximately 50% yield. Large downshift of Soret band of Compound 0 as compared to that for oxy-complex (449 and 428 nm correspondingly) was in good agreement with the similar shifts observed in cytochromes P450, much larger than in histidine-ligated myoglobin, heme oxygenase, and peroxidase.124

Similar changes in optical spectra have been detected on the single crystals of oxy-complex (Compound III) in CPO during diffraction data collection at 90K with 12 KeV X-rays.133 These spectral changes indicated fast (within several seconds) radiolytic reduction of Compound III and formation of Compound 0, while the full diffraction data set takes 90 s to collect. Three composite data sets at low, intermediate, and high irradiation dose have been merged from the data collected on multiple crystals to assess the structure of CPO at the well-defined redox state, as described earlier for HRP.150 While it was still impossible to determine the structure of Compound III because of the fast reduction, the structure of Compound 0 was resolved at 1.75 A

˚ (see Section 4.7). 

4.5.4

Heme Oxygenases

Hydroperoxo-ferric complex in heme oxygenase reserves a special place among other heme enzymes being the main catalytically active intermediate on the first monooxygenation step of HO catalysis. Conversion of heme to biliverdin, catalyzed by HO, begins with reduction of the ferric heme iron, binding of dioxygen, and second reduction
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of oxy-ferrous HO to form hydroperoxo-ferric complex, as in P450 catalysis. However, instead of formation of Compound I, coordinated hydroperoxide directly attacks the meso-carbon atom of the heme and forms the first product, meso-hydroxyheme.151

Spectroscopic properties of hydroperoxo-ferric intermediate in HO were studied using cryoradiolysis by Ikeda-Saito and coworkers,64,110,113,115,116,119 and reviewed in Ref. 151. EPR spectroscopy indicates formation of hydroperoxo-ferric HO as a result of cryoreduction of oxy-ferrous complex at 77K110,113 and even at 4K.116 On the contrary, in D140A and D140F mutant, HO, the primary product of cryoreduction, is peroxo-ferric intermediate as assigned by EPR and proton ENDOR. As a result of mutation in this position, product formation is also inhibited, apparently through formation of Compounds I and II, which cannot catalyze heme hydroxylation.152

Later the same authors have measured both solvent isotope and secondary H/D

isotope effects for the heme hydroxylation in the cryoreduced and annealed hydroperoxo-ferric HO.115 The results indicate concerted mechanism with simultaneous proton transfer to the hydroperoxo-ferric complex and the bond formation between terminal oxygen of hydroperoxide and the heme a-meso-carbon to form a tetrahedral intermediate with subsequent release of water and leaves product, a-meso-hydroxyheme. 

Optical absorption spectra of the hydroperoxo-ferric intermediate in HO64

show Soret maximum at 421 nm (5 nm red shifted as compared with 416 nm band for oxy-ferrous HO) and Q-bands at 530 and 557 nm. After annealing at 212–215 K, a new species is formed with Soret band at 406 nm characteristic for the a-meso-hydroxyheme. 

4.5.5

Nitric Oxide Synthase

Peroxo-ferric complex in NOS was obtained using cryoreduction of oxyferrous precursor in the presence of substrate arginine and catalytically noncompetent derivative of tetrahydrobiopterin (H4B), 4-amino-H4B.112 After reduction at 77K, an EPR signal with g-values 2.26, 2.16, and 1.95 was detected and attributed to the H-bonded unprotonated peroxo-ferric heme complex based on proton ENDOR, which was similar to the 1H ENDOR results obtained on the peroxo-ferric complex in the D251N mutant of CYP101. After annealing at 165–170K, this complex converted to the product state with no significant accumulation of hydroperoxo-ferric intermediate. Based on this observation, a coupled proton–electron transfer was suggested as an essential part of NOS functioning at ambient conditions. 

In general, optical absorption spectroscopy appeared to be less sensitive than EPR

to protonation state of the (hydro)peroxo-ferric intermediate, as very similar spectra with only 2–3 nm difference in Soret maxima have been reported in cytochrome P450.142 However, the position of Soret band in absorption spectra of (hydro)peroxo-ferric intermediates in different heme proteins is sensitive to the type of the axial ligand trans to coordinated peroxide.124,138 In thiolate-ligated cytochromes P450 and CPO, Soret bands are shifted by 20–23 nm (1000–1200 cm1) to the longer wavelengths in (hydro)peroxo-ferric intermediates, as compared to oxy-ferrous precursors. 

On the contrary, in heme oxygenase, peroxidase and myoglobin, which have
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histidine as an axial ligand to the heme iron, these shifts are smaller, 4–8 nm (220–460 cm1).124

4.6

OTHER INTERMEDIATES IN HEME PROTEINS

Unusual ferric heme transition has been observed during annealing of the product of cryoreduction of the ferryl Mb studied by EPR and optical spectroscopy.153 The primary product was assigned as a low-spin ferric complex with g-values 2.41, 2.11, and 1.95. Annealing allows this low-spin complex to relax with concomitant changes of the g-values to 2.57, 2.17, and 1.85, typical to the ferric-hydroxide myoglobin complex. Simultaneously, a transient intermediate with g? ¼ 4.4 and optical absorption at 476 nm was observed and tentatively assigned as the midspin S ¼ 3/2 state, or quantum admixture of S ¼ 3/2 quartet and S ¼ 5/2 sextet. At higher temperatures, both spectroscopic methods confirm the recovery of the equilibrium high-spin metmyoglobin. 

A systematic study of radiolytically reduced ferryl-oxo intermediates Fe4 þ ¼O in several heme enzymes have been performed by Davydov and Hoffman.154 These intermediates are EPR silent, but addition of electron to the heme iron generates EPR

signal, which can be used to address the question on the protonation state of the ferryl precursor. Ferryl-oxo complexes have been obtained using reaction with hydrogen peroxide at the ambient conditions, quenched by freezing, and g-irradiated in the 60Co source to the dose 2–3 Mrad. Using EPR and 1H and 14N ENDOR spectroscopy, Davydov et al. compared the products of cryoradiolytic reduction of ferryl-oxo intermediates (formally Fe3 þ -O(H)) with corresponding ferric aquo or hydroxo complexes in the same conditions. Based on the very strong hyperfine coupling in the proton ENDOR spectra (A ¼ 20 MHz) and lower g-values, the reduced ferryl-oxo intermediates in myoglobin, hemoglobin, and DHP have been identified as unprotonated Fe3 þ - O complexes, which undergo protonation after brief annealing at the temperatures above 160–180K. On the contrary, in CPO, HRP, and CCP, the immediate products of radiolytic reduction of Cpd2 have been identified as Fe3 þ -

OH complexes, with much weaker hyperfine coupling in proton ENDOR. Assuming that protonation state of the oxygen ligand to the iron could have happen at the frozen solutions of HRP and CCP during radiolysis at 77K, it is suggested that the starting configuration of the ferryl-oxo species in CPO is Fe4 þ -OH, while in other proteins it is unprotonated Fe4 þ ¼O,154 as traditionally described.155,156

Cryogenic radiolytic reduction was also used to probe unusual redox state of the heme iron, Fe1 þ .154 In addition, direct ionization of the heme iron during cryoradiolysis of the ferrous heme proteins generated cryooxidized nonequilibrium ferric states. Hemoproteins used in his work included myoglobin, hemoglobins from carp, Glycera D and Ascaris, horseradish peroxidase, cytochrome c peroxidase, and cytochrome P450cam, all of which have pentacoordinated high-spin heme iron in reduced ferrous state. Hexacoordinated ferrous proteins included Fe- CO derivatives of hemoglobins, myoglobin, and cytochrome b5, as well as reduced cytochrome c. 

Both cryooxidized and cryoreduced states obtained by cryogenic radiolysis of the
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ferrous heme proteins turned to be very sensitive structural probes of the ferrous state for EPR spectroscopy. 

4.7

CRYOREDUCED INTERMEDIATES IN X-RAY

CRYSTALLOGRAPHY

Radiation chemistry at cryogenic temperatures is an essential part of protein X-ray crystallography and electron microscopy. These methods derive structural information using diffraction and scattering of X-ray photons or high-energy electrons on crystals or single molecules and molecular complexes. However, absorption and inelastic scattering of high-energy particles during data collection perturb the structural and/or chemical integrity of the target compound either directly, through ionization and bond breaking, or indirectly via reactions with electrons and radicals formed due to the solvent radiolysis. 

The gradual deterioration of resolution in X-ray diffraction data collection is termed radiation damage and constitutes effects from many different physical and chemical processes, including redox reactions, bond breaking, formation of radicals, and reactions of protein groups with the products of the solvent radiolysis. Radiation damage depends on the total energy absorbed by the protein crystal157 and thus depends on the photon energy, although this dependence is not directly proportional to the linear absorption coefficient because the influence of the secondary processes (reactions with the products of the solvent radiolysis) is also important. Radiation damage has been a subject of several conferences, and was extensively reviewed.158–167 It is worth noting that radiation damage is usually observed at much higher doses (107 Gy) than radiolytic reduction of redox centers (104–105 Gy). This means that cryoradiolysis can be safely used to generate unstable intermediates, and that the structure of the vast majority of protein molecules remains intact if the total absorbed dose of ionizing radiation does not exceed 100–200 Mrad (100 Mrad ¼ 106 Gy). In other words, sufficient yield of cryogenic radiolytic reduction can be obtained with the doses one or two orders of magnitude lower than those used in X-ray crystallography and can be applied in protein crystals. 

Because of high sensitivity and fast data acquisition, optical absorption spectroscopy appears as a method of choice to monitor the changes in redox state of metals in protein crystals.133–136,168–180 Commercially available microspectrophotometers can be used to measure absorption spectra of protein crystals in situ during X-ray diffraction data collection at cryogenic temperatures or between exposures.176,179

Results obtained on many different protein crystals, including heme proteins,133,135,169,171,174–177 nonheme proteins,170,181 and proteins containing other cofactors,168,173 all consistently show chemical transformations of cofactors induced by X-ray irradiation during diffraction data collection. The same conclusions have been made based on the EXAFS study of the single crystals of Photosystem II182 and on X-ray absorption spectroscopy of crystalline putidaredoxin.183 The high-valent Mn4 cluster is reduced by the irradiation doses at least an order of magnitude lower
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than those typical for the cryogenic X-ray crystallographic experiments. Oxidized

[2Fe–2S] cluster in putidaredoxin was mostly reduced at the irradiation dose 106 Gy at 110K, although at 40K the rate of reduction was approximately 30 times slower. 

Overall, cryoreduction of metal centers is an important factor in X-ray protein crystallography and has to be monitored by spectroscopic methods in order to assign correctly the structural parameters. As a result, the analysis of composite data sets obtained on multiple crystals with low dose absorbed by each crystal was suggested to minimize the effects of photoreduction.133,150,171

However, the same photoreduction caused by X-ray irradiation can be used intentionally in protein crystallography to generate unstable intermediates.184 The first successful attempt to use cryogenic radiolytic reduction in protein X-ray crystallography resulted in the structure of ferryl intermediate in CYP101.185 Crystals of ferric enzyme have been reduced by dithionite, oxygenated at high oxygen pressure and quickly frozen to avoid autoxidation. The structure of oxy-ferrous CYP101 was obtained using X-rays with the wavelength 0.91 A

˚ with no apparent radiation damage. 

Then these crystals have been irradiated with the 1.5 A

˚ X-rays with the goal to

radiolytically reduce oxy-ferrous complex and to initiate oxygen activation. The structure of CYP101 determined after this irradiation was consistent with formation of ferryl-oxo heme complex with a short Fe- O bond and iron atom on the distal side of the heme plane. In course of this study, multiple experimental problems have been solved for the first time, such as preparation of the relatively unstable (half-life 10 min at 275K) oxy-ferrous complex of CYP101 in the crystal, and most important, the reduction of this complex with a high yield in the crystal using cryoradiolysis. 

As a result, the validity of cryoreduction approach in protein crystallography was clearly established. More recent studies have extended the concept by using shorter wavelengths to collect diffraction data (structure of intact oxy-ferrous myoglobin determined using 0.6 A

˚ X-rays134), partial data collection on multiple crystals when necessary to minimize radiolytic reduction (structure of Compound I in HRP150 and of Compound 0 in CPO133), or vice versa, irradiating crystals to obtain the structure of the cryoreduced intermediate (structures of peroxo-ferric myoglobin134,135). 

Crystal structure of peroxo-ferric sperm whale myoglobin with resolution 1.20 A

˚

was resolved by Unno et al.134 Several data sets were obtained sequentially at 100K

using the same crystal. First, the structure of the oxy-ferrous precursor with resolution 1.25 A

˚ was obtained using synchrotron X-rays with a very short wavelength 0.6 A˚ to minimize radiolytic reduction. The absence of reduction after data collection was confirmed by almost identical absorption spectra in the range 450–700 nm, which have been measured before and after X-ray data collection. Then the same crystal was irradiated by the X-rays with 1.0 A

˚ wavelength to initiate radiolytic reduction. 

Appearance of peroxo-ferric Mb was also detected by the changes of absorption spectra, the loss of the well-resolved a- and b-bands of oxy-myoglobin, and appearance of poorly resolved bands at 565 and 530 nm, consistent with the spectra measured earlier in the frozen solution.122 A second diffraction data set from this crystal of peroxo-ferric myoglobin was collected using 0.6 A

˚ X-rays, and the stability

of peroxo-myoglobin was again confirmed by the lack of changes of optical absorption spectra. Overall, the structures of oxy-myoglobin and peroxo-myoglobin are
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almost identical, with the exception of several water molecules, because the crystal was always kept at 100K. However, the O- O bond length changed from 1.25 to 1.33 A

˚

after radiolytic reduction and formation of peroxo-ferric complex. Concomitant small increase of Fe- O bond length from 1.83 to 1.85 A

˚ apparently is beyond the resolution

limit and cannot be interpreted as significant effect. 

Similar results have also been reported by Hersleth et al.,135 who generated Compound III in myoglobin using reaction with hydrogen peroxide, instead of direct oxygenation in crystals. These authors observed fast formation of peroxo-ferric myoglobin from Compound III during data collection using 0.87 A

˚ X-rays at 110K. 

They also documented formation of Compound II from peroxo-ferric complex after irradiation with high dose (107 Gy) and brief annealing. A single oxygen atom is observed as a distal ligand to iron in the X-ray structure of this crystal resolved to 1.60 A

˚ , and the optical absorption spectra confirm formation of Compound II. Optical absorption and resonance Raman spectra of Compound II in crystal and frozen solutions have been reported by the same group,177,178 as well as the spectra of radiolytically reduced Compound II. 

X-ray crystal structure of hydroperoxo-ferric complex in CPO was determined as a result of cryogenic photoreduction of oxy-ferrous precursor during data collection in the synchrotron beam.133 Three data sets with low, medium, and high dose have been prepared from the data collected on multiple crystals with the goal to resolve the structures with well-defined redox state. Because of the fast reduction, the low-dose data set already had sufficient contribution of Compound 0, and the structure of Compound III could not be determined. The medium-dose data set was resolved to 1.75 A

˚ resolution and revealed a well-defined O- O ligand with 100% occupancy. 

Assignment of this structure to hydroperoxo- ferric versus peroxo-ferric was done based on the QM/MM calculation. 

Optical absorption spectroscopy was also used to monitor the extent of photoreduction at 100K in X-ray crystallographic study of catalytic intermediates in HRP.150 Fast reduction of the ferric enzyme, Compound III, Compound I, and Compound II, in the beam makes impossible complete data collection on the single crystal, so the structures of these intermediates have been resolved from the composite data sets. Same strategy allowed resolving 10 distinct structures of Compound III irradiated with progressively increasing dose. These structures revealed fast loss of the coordinated dioxygen ligand with concomitant formation of two water molecules. 

A systematic study of the dose-dependent reduction of myoglobin, cytochrome P450cam CYP101, and chloroperoxidase in the single crystals under X-ray irradiation showed that all three heme proteins are rapidly reduced from ferric to ferrous state in the conditions commonly used in the modern cryogenic crystallographic studies 176. 

The yield of trapped electrons at the flux of 5.7   1011 photons s1 was estimated as 2.1   1011 electrons s1 in a volume of 1.2   1014 m3, corresponding to concentration of 34 mM/s, comparable to the protein concentration in the crystal, 50 mM. The effect of several radical scavengers (ascorbate, glycerol, nitrate, and nicotinamide) on the rate of cryoreduction was studied using myoglobin crystals soaked in cryoprotec-tion solutions containing various concentrations of scavengers. On average, the photoreduction was slower only by 20% in the presence of radical scavengers. 
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Several studies also reported photoreduction of metal centers during X-ray diffraction data collection monitored by optical absorption spectroscopy and XAS.174,181,182,186,187 Photoreduction of the Rieske iron–sulfur cluster during the X-ray diffraction data collections was detected by optical absorption spectroscopy in the crystals of naphthalene dioxygenase.170 Sato et al. observed almost complete reduction of the high molecular weight cytochrome c from Desulfovibrio vulgaris during data collection.174 In Cu nitrite reductase, X-ray diffraction data have been collected together with X-ray absorption and optical absorption spectra measured on the single crystal.181,188 Spectroscopic results revealed that during X-ray data collection, one Cu center is reduced, while the other is not, and no internal electron transfer happens between these two Cu atoms. In ascorbate peroxidase crystals,187

cryoradiolytic reduction in single crystal was monitored by X-ray diffraction and optical absorption spectroscopy. An intermediate bis-histidine-ligated ferrous form of the mutant W41A protein was detected after photoreduction at low temperature, before dissociation of His42 and equilibration of pentacoordinated ferrous heme. In single crystals of photosystem II EXAFS and XANES have been used to monitor the redox state of the Mn4Ca center, as described in Ref. 186 and recently reviewed Refs. 182,189. 

4.8

CONCLUSIONS

Cryogenic radiolysis is established as the most general method of one-electron reduction of redox centers in the solid state at low temperatures. The main advantage of this method is the possibility to transfer an electron generated via ionization of the solvent matrix to the precursor compound immobilized in the solid state and to accumulate highly reactive and otherwise unstable intermediates. Stepwise thermal annealing can be used subsequently to monitor further reactions and equilibration of the system. During the last three decades, this approach was used for generation and stabilization of short-lived redox intermediates in a variety of metalloproteins and model compounds for spectroscopic and structural studies. Further studies of cryogenic radiation chemistry of proteins in frozen solutions and in crystals will help in detailed understanding of structure and catalytic properties of metal centers in biomolecules. 
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5 Absolute Chiral Structures

of Inorganic Compounds

JAMES P. RIEHL and SUMIO KAIZAKI

5.1


INTRODUCTION

Chiral inorganic compounds play increasingly important roles in current research efforts concerned with asymmetric catalysis, biochemistry, and supramolecular chemistry. Although our ability to determine precise chiral structures of inorganic compounds and relate these structures to chemical phenomena is a relatively recent achievement, this area of research has been a central and fundamental subject since the beginning of modern chemistry. The realization that substances other than those containing tetrahedral carbon atoms could occur as nonsuperimposable mirror-image forms was first made by the “father of coordination chemistry” Alfred Werner at the end of the nineteenth century.1 A critical consequence of his octahedral coordination theory was that certain isomers of six-coordinate metal complexes should exist as enantiomeric pairs. As early as 1897, Werner was speculating on whether or not he could verify the existence of mirror-image compounds from six-coordinate octahedral geometry, and the preparation and resolution of a chiral molecular metal complex was finally achieved by his research colleagues Ernst Scholze and Victor L. King with the publication of the separation of the optical isomers (enantiomers) of cis-bromoamminebis(ethylenediamine)cobalt(III) salts in 1911.2 Figure 5.1 illustrates the structure of the two possible mirror-image structures for this complex. The separated complexes were shown to possess equal and opposite optical rotations (OR) confirming their mirror-image relationship. Alfred Werner received the Nobel Prize in Chemistry for his development of the coordination theory 2 years after the publication of this milestone work in 1913. 

Following the experimental results of Werner and his colleagues, a number of theoretical attempts were made to correlate the sign and magnitude of the optical rotation to the exact chiral molecular structure of metal complexes. These approaches have been summarized by Richardson.3 The term “absolute structure” is sometimes limited to a discussion of the structure of noncentrosymmetric crystals, and the term Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac

Copyright  2010 by John Wiley & Sons, Inc. 

143

144

ABSOLUTE CHIRAL STRUCTURES OF INORGANIC COMPOUNDS

H2N

NH2

Br

NH2

H

Co

2N

Br

Co

H

NH

3N

2

H2N

NH3

H2N

NH2

Δ

Λ

FIGURE

5.1

Structures

of

the

two

enantiomers

of

cis-[Co(en)2(NH3)Br]2 þ

(en ¼ ethylenediamine). 

“absolute configuration” is commonly used to indicate that not only one knows all the bond connectivities of a molecular system, but one also knows the enantiomeric molecular identity, that is, whether the precise sample is “right-handed” or “left-handed”.4 We will use these terms absolute structure and absolute configuration somewhat interchangeably in this chapter, but the focus will be on chiral molecular structures, and will not be limited to chirality in crystals. It should be noted that the terms “right-handed” and “left-handed” are obviously imprecise, and the more correct nomenclature for such structures is discussed briefly later in this chapter. 

From the initial measurements of optical rotation through the present, a major goal has been the development of useful relationships between chiral-selective spectroscopic measurements and absolute structure. The most extensive early theoretical model of optical rotation was that of Kuhn and Bein in the 1930s.5,6 This strictly classical model was used to predict the sign of the optical rotation at the sodium-D line for the absolute structures of tris-bidentate chelated structures such as tris(ethylenediamine)cobalt(III) ion (Figure 5.2). Just as was the case for chiral 3+
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FIGURE 5.2

Absolute configuration of D-( þ )-[Co(en)3]3 þ . 
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organic compounds, the determination of the absolute structure (or configuration) of a chiral inorganic complex awaited the development of anomalous X-ray diffraction techniques. This was accomplished in 1955 by Saito et al.7 These authors reported that the structure of ( þ )-tris(ethylenediamine)cobalt(III) ion was the so-called D-configuration. Revised nomenclature rules, described in more detail in the next section, are based on the helicity of the complex (skew-line convention), and in this new nomenclature system the absolute structure of this complex is defined by the uppercase Greek letter L. This result was opposite to that predicted by Kuhn and Bein.5,6

In this chapter, we will be primarily concerned with the variety of chiral structures of coordination compounds that can exist, but we will also briefly describe the chiral structures that are found in some compounds of the main group elements that are not simple analogues of what exists for chiral tetrahedral carbon. Special attention will be given to the nomenclature of these chiral complexes and compounds, and the emphasis, as the title of this chapter implies, will be on current experimental and theoretical techniques that allow one to determine the absolute structure of such species. Inorganic compounds that contain chiral ligands will, of course, be chiral, but the main focus on this chapter will be on chirality due to the geometrical arrangement of ligands around a central atom, and not on the presence of chiral organic compounds that might be present in the coordination sphere. Many of the topics covered in this chapter have been previously treated by Fujita and Shimura,8 Hawkins,9 Douglas and Saito,10 Ziegler and von Zelewsky,11 Kuroda and Saito,12 and Peacock and Stewart.13,14

5.2

STRUCTURE AND NOMENCLATURE OF CHIRAL

INORGANIC COMPOUNDS

In this section, we will present and discuss a number of idealized chiral structures that are observed for chiral inorganic compounds. It would be impossible, of course, to list all the possible chiral structures that are observed or could be observed, and the approach to be used in the remainder of this chapter is to focus on relatively high-symmetry species, giving examples of each, and then in the following section present the experimental methods that may be employed to determine the absolute identity of these species. As described above, we will be primarily concerned in this chapter with coordination compounds of transition metals and rare earths that are chiral because of the arrangement of ligands around the central metal ion, and not due solely to the presence of chiral ligands. There are many situations in which the presence of chirality in ligands does influence the chirality of the coordination geometry, and some examples of this stereospecificity will be noted. 

Many chiral coordination compounds are very stable, and as such can be isolated, and studied by the various spectroscopic techniques described in Section 5.3. It is a very common situation in solution, however, that chiral coordination compounds may undergo internal rearrangements or ligand exchange with other excess ligand molecules in solution resulting in an interconversion of enantiomers. This process is

146

ABSOLUTE CHIRAL STRUCTURES OF INORGANIC COMPOUNDS

referred to as racemization. For the coordination compounds involving the lanthanide ions, in particular, these processes are normally quite rapid, and the isolation of chiral lanthanide complexes with achiral ligands is extremely rare. The result is that many chiral coordination compounds exist only as an equal mixture of the two possible mirror-image structures. These are referred to as racemic mixtures. As will be described below, in some cases it is possible to probe the absolute structure of interconverting enantiomers in a racemic mixture, even if they cannot be resolved. 

5.2.1

Nomenclature for Chiral Metal Complexes

It is obviously important to have an unambiguous nomenclature for chiral compounds for the communication of absolute configuration or absolute structure. In this section, we will present some of the important concepts as they apply to the naming of chiral species, but the reader is referred to the most recent IUPAC publication15 for more specific and detailed information on the nomenclature of chiral compounds than can be presented in this chapter. It is obviously impossible to elucidate all the possible chiral geometries that might exist, and thus the primary goals of this section will be to highlight some common geometries, discuss the relevant nomenclature, and illustrate them with specific compounds or complexes. In the next section, we will focus on these geometries in describing the ways that the absolute chiral structures may be probed. 

There are, in fact, currently three somewhat different nomenclature conventions being used to designate the chirality of a metal complex. Ultimately, when applied correctly, these conventions all give the same information on chiral structure and can be interrelated. The application of the different nomenclature systems depends to some extent on how closely the structures can be compared to tetrahedral carbon structures, how easy the nomenclature rules are to apply, and somewhat on keeping well-known previously applied historical nomenclature. 

The so-called R/S nomenclature is used for all tetrahedral (T-4)-based structures involving carbon, and also those with other central atoms. The four substituents attached to the central atom are assigned priority rankings based upon atomic weight, and then with the lowest priority substituent pointed down, it is determined whether the priority order of the remaining three substituents is situated in a clockwise (R) or an anticlockwise (S) direction according to the Cahn–Ingold–Prelog (CIP) rule.16

This is illustrated in Figure 5.3 for the compound Co(CO)(NO)(PPh3)(RCN), where Ph3-P

 (S)

CHO

Co

NO

R-CN

FIGURE 5.3

Structure of S-Co(CO)(NO)(PPh3)(RCN). 
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FIGURE 5.4

Structure of R-Te(Me)(Et)(Ph). 

the S-stereochemistry at the central cobalt atom is indicated.17 As can be seen, the geometry of the four bonds is approximately tetrahedral. 

According to the most recent IUPAC nomenclature, the R/S nomenclature may also be used with trigonal pyramidal TPY-3 structures. For TPY-3 structures, the vacant coordination site may be considered to be occupied by a lone pair of electrons or a

“phantom” atom and given lowest priority. In Figure 5.4, we illustrate the use of this nomenclature for ethylmethyphenyltelluronium ion.18

For polyhedra larger than tetrahedrons, it is still the case that the clockwise or anticlockwise sequence of ligating atoms is used to define the chirality of the metal center, but it is now recommended to use the symbol C (clockwise) and A (anticlockwise) instead of R and S. The rules for determining ligand priority are unchanged. 

For the idealized structures with a single rotation axis, for example, trigonal bipyramidal (TBPY-5), see-saw (SS-4), square prismatic (SPY-5 and SPY-4), and octahedral (OC-6) structures with nonidentical monodentate ligands or one bidentate ligand, the unique reference axis coincides with the unique principal rotation axis. 

The priority sequence of ligating atoms including the lone pair electrons in the trigonal or square planes is examined when viewed down the highest priority (1) ligator toward the central metal. In octahedral OC-6 complexes, the reference axis is the one that contains the highest priority ligating atom with the lowest priority trans ligand. The view from the highest priority ligand toward the central metal gives the priority sequence for the four bonded atoms in the perpendicular square plane. In these cases, the clockwise direction from high to low sequence is designated as C and the counterclockwise (or anticlockwise) one as A. In Figure 5.5, we FIGURE 5.5

Application of C/A nomenclature rules to [Co(CN)2(NH3)2(H2O)2] þ . The numbers are the CIP priority numbers, and the overall chirality is C. (See the color version of this figure in Color Plates section.)

[image: Image 75]
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FIGURE 5.6

Definition of the skew-line convention used to define the absolute configuration of tris- or bis(chelate) complexes and conformation of diamine chelates. 

illustrate the use of the C/A nomenclature for the all-cis octahedral OC-6 complex [Co (CN)2(NH3)2 (H2O)2] þ .19 The complex shown has C chirality. Application of the nomenclature rules is often not as straightforward as the examples given in this chapter, and the reader is referred to the most recent (2005) IUPAC nomenclature for a more complete description of the recommended conventions.15

For octahedral chelated metal complexes, especially for bis- and tris-bidentate complexes, configurational chirality or chirality around a central metal ion is commonly encountered. This is sometimes called metal-centered chirality or chirality at a metal, and is defined by the so-called skew-line convention. In the usual applications, skew lines are used to represent bidentate ligands and the relative orientation of the skew lines is defined and observed by aligning the common normal line perpendicular to the plane of the paper as shown in Figure 5.6. If the direction in going from the shortest angle (acute) from line B to line A is counterclockwise, then the species is classified as D, and if the direction is clockwise, then the octahedral complex is called L. This nomenclature is used for bis- and tris-bidentate complexes; only two of the three skew lines need to be considered for the tris species. A typical example is the octahedral six-coordinate OC-6 tris-chelated complexes such as

[Co(en)3]3 þ (Figure 5.2) or [Co(ox)3]3 shown in Figure 5.7. These complexes belong to the trigonal D3 point group. For complexes with polydentate (tri-, tetra-, FIGURE 5.7

Structure of D-[Co(ox)3]3. 

[image: Image 77]
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FIGURE 5.8

Absolute configuration of edta-type complexes in terms of the ring paring method. 

penta-, hexa-) ligands where there are pairs of chelate rings that do not lie in the common plane, nor share an vertex, the overall configuration is designated by all the appropriate symbols and the overall complex is defined as D or L by which chelate configuration is in excess. This is sometimes referred to as the ring pairing method, for example, L(LDL) for ()D-[Co(edta)] as shown in Figure 5.8.20 It should be mentioned that since the nomenclature for the absolute structures of tris- or bis-chelated complexes has not been consistently applied in the literature, comparison of the structure of complexes named according to different nomenclature symbols should be undertaken with some care.21 (The L, D nomenclature may also be applied to higher order polyhedra.)

A complete description of a chiral complex may also require the assignment of the ring conformation of chelating ligands. In these cases, the lowercase Greek letters l and d are used to describe whether the helical conformation of the chelating ligands are left-handed or right-handed helical. An example is given in Figure 5.9. 

The nomenclature used for chiral organometallic compounds has sometimes been defined in ad hoc ways, and as a result has not always been straightforward. For example, the helical chirality of 1,2-disubstituted metallocenes had been described in terms of planar chirality; later the center of chirality has been widely accepted using rules from the CIP system. Thus, the absolute configuration of the first resolved ( þ )-

1,2-(a-oxotetramethylene)ferrocene was described as the R-configuration, instead of the S-configuration according to the rules for planar chirality (Figure 5.10). For 1,20-or 1,30-substituents on metallocenes, when the substituent with the higher priority in position 1 on the top Cp ring overlaps with the other substituent with lower priority in position 20 or 30 on the bottom ring in a clockwise and counterclockwise rotation by a acute angle, they are described, respectively, as the P (plus) and M (minus) isomers. 

In the latter case, the substituent on the bottom Cp ring is in the 40 or 50 position as illustrated in Figure 5.11.22

[image: Image 78]
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FIGURE 5.9

Conformational isomers of ethylenediamine chelate. 

5.2.2

Examples of Chiral Metal Complexes

5.2.2.1

Octahedral: Six Coordinate

In addition to the tris-bidentate complexes

and the unidentate complexes discussed above, there are many other examples of chiral metal complexes that are based on octahedral geometry. For example, there are a number of reports of edge-sharing binuclear structures containing four bidentate chelates. The individual metal centers in these binuclear species can exist as either L

or D enantiomers, and, therefore, the overall structure can be chiral DD and LL, or the achiral (meso) DL pair as illustrated in Figure 5.12a and b. Studies of complexes of this type were important in the proof of Werner’s coordination theory. In these pioneering studies, Werner was able to prove by experiment the existence of the three isomers (DL, DD, and LL) of [Co2(m-NH2)(m-NO2)(en)2]4 þ .23 For Cr(III) complexes, Werner showed that the meso-DL-[Cr2(m-OH)2(en)4]4 þ may be prepared by FIGURE 5.10

Structure of S-2-(a-oxotetramethylene)ferrocene. 
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FIGURE 5.11

Absolute configuration of 1,20-disubstituted metallocenes with the nomenclature (solid line is upper ring substituent and dotted line is lower ring substituent). 

dehydrating the cis-[Cr(OH)(en)2(H2O)]S2O6.24 This result means that the starting hydroxo(aqua) complex must be a heterochiral aggregate or a racemic compound. 

Isomerization of the meso-dihydoxo Cr(III) complex in solution can give the racemic mixture of DD- and LL-[Cr2(m-OH)2(en)4]4 þ .25,26

Much more recently, Kaizaki and Azuma synthesized DD-[Cr2(m-OH)2(R,R-chxn  1,2-trans-cyclohexanediamine)4]4 þ and DL-[(R,R-chxn)2Cr(m-OH)2Cr(S,S-chxn)2]4 þ in the solid state by dehydrating the hydroxo(aqua) R,R-chxn complex and FIGURE 5.12

Racemic and meso structures of edge-sharing dinuclear complexes of

[M2(OH)2(LL)4] type with absolute configurations with absolute configurations (above) and hydroxoaqua complexes (below). 
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Co

Co

FIGURE 5.13

Structure of (NH4)6[Co2Mo10O34(OH)4]  5H2O. See Ref. 33. 

the corresponding pair of the R,R- and S,S-chxn complex (Figure 5.12).27 Two rare cases of the racemic DD and LL-[Cr2(m-OR)2(acac)4] (R ¼ Me and Ph) have also been reported,28–29 but it was not possible to exclude the formation of the meso species. It has been shown that the bis(m-alkoxo)tetra(3-halogenoacetylacetonato) Cr(III) complexes do take the meso configuration.30–31 For binuclear complexes with the formula

[Cr2(m-OH)2(N-N)4]4 þ with aromatic imine ligands, where (N-N) ¼ bipyridine, phenanthroline, or N,N0-bis-(2-pyridylmethyl)ethylenediamine, only racemic complexes are formed. This is because the meso isomer is prevented from forming due to the steric hindrance between the protons at the 2-position in the pyridyl rings in each chromium coordination sphere.32 Another interesting example of binuclear octahedral-based chirality is the anion [Co2Mo10O34(OH)4]6, where X-ray analysis has shown that the structure belongs to the same D2 symmetry group (Figure 5.13) as the racemic dihydroxo-bridged binuclear complexes discussed above.33 This complex has also been resolved into the enantiomeric complex ( þ )589-(NH4)6

[Co2Mo10O34(OH)4]  5H2O.34

Larger complexes composed of chiral octahedral complexes have also been synthesized and characterized. For example, the well-known tetranuclear hexol-type complex [Co{(m-OH)2Co(NH3)4}3]6 þ was resolved into D and L enantiomers by Werner in an epoch-making experiment aimed at proving the octahedral coordination theory by synthesizing a “carbon-free” chiral compound.35,36 The interesting structure for this species is given in Figure 5.14. Many years later, the more challenging complete resolutions of the tetranuclear complex [Co{(m-OH)2Co(en)2}3]6 þ together with the corresponding meso-butanediamine, R-propylenediamine, and 1R,2R-trans-cyclohexanediamine complexes were accomplished by Shimura and Kudo.37–40 The presence of bidentate ethylenediamine ligands results in each of the three coordinated Co units being chiral, so the complete resolution involved the separation of the mixture into eight different diastereomers D(DDD), D(DDL), D(DLL), D(LLL), L(LLL), L(DLL), L(DDL), and L(DDD).39 The separations was confirmed by circular dichroism (CD) measurements and the two racemic pairs (D(LLL)/L(DDD) and D(DLL/L(DLL)) of the ethylenediamine complex were
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FIGURE 5.14

Structures of [Co{(OH)2Co(NH3)4}3]6 þ . 

determined by X-ray structure analysis.41,42 In a related study of a chiral tetranuclear complex, X-ray diffraction analysis revealed that the complex [Co{(OH)2Cr (bispictn)



2}3]  (ClO4)5 6H2O exists as L[L(b)RR0]3 and D{D(b)SS0)3 enantiomers where bispictn ( N,N0-bis(2-pyridylmethyl)-1,3-propanediamine, and b and RR0 or SS0

refer to the cis-b(C1) unsymmetrical geometrical structure with cis coordination of the pyridyl groups and the absolute configurations of the coordinated nitrogen atoms in the secondary amine of bispictn, respectively.43 One other example in this category is a recent result that reported that instead of the eight diastereomers that could be present, only two have been isolated for the compound [Ir(IrCl2)(L-IrCl2({C,Ccis-N,N-trans}L)2)3] (L ¼ ()-2-phenyl-4,5-pinenopyridine), namely, D(DLL) and D(DDL).44 Another type of chiral hexol structures has been found in tell-uratocobaltate(III) Na3H3[Co4Te3O18(en)3]  6H2O and peridodatocobaltate(III) H3[Co4I3O18(en)3]  5H2O as shown in Figure 5.15.45 It has also been noted that the molybdenum dimer compound [Mo2Cl4((2S,3S)-bis-(diphenylphosphino)-butane)2]

was thought to have configurational chirality around the Mo atoms. However, it has been shown that each metal center does not have any chirality, but the bridging moiety exhibits a left-handed helical arrangement relative to each other.46,47

One last example in this section is the observation that for a particular OC-6 Co(III) complex, an atropisomer with rotamer conformation can be obtained as the diastereomeric trans-[CoCl2py4](hydrogen L-dibenzoyltartrate) compound in solid powder, but in solution the racemization is too fast to observe the CD spectrum.48

5.2.2.2

Tetrahedral: Four-Coordinate T-4

In contrast to the chemistry of carbon

compounds, and some main group compounds such as the structure shown in Figure 5.4, Werner-type T-4 coordination complexes are too labile to isolate in solution as individual enantiomers. The presence of chiral ligands can influence the racemic (diastereomeric) equilibrium and make the preparation and isolation of
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FIGURE 5.15

DL0(L00)3-[Na3H3[Co4M(x)3O18(en)3](243x) (M(x) ¼ TeVI and IVII), where D, L0, and L00 concerns the absolute configurations around the central Co(MO6)3, Co(CoO4en)3, and the peripheral Co(en)(MO6)2. See Ref. 45. 

diastereomers possible. For example, chiral tetradentate bis-pinene-bipyridine-type ligands synthesized with ()-a-pinene form chiral T-4 complexes with Ag(I) and Pd(II). (These ligands have also been shown to form chiral diastereomeric structures with other metal ions that have controllable TBPY-5, and SPY-5, or OC-6 geometries.)49 It should also be noted that chiral T-4 organometallic half-sandwich complexes with four different ligands such as S- or R-[Mn(Cp)(NO)(CO){P(C6H5)3}]

(Cp : C

¼

5H5

cyclopentadienyl) have been synthesized,50,51 including commercially available ( þ )- and ()-[Fe(Cp)(CO){P(C6H5)3}(COMe)]. These Cp complexes are assumed to be a T-4 structure as if the Cp were a unidentate ligand. The absolute configuration around the metal is described as R and S symbols with use of the priority sequence of the ligands according to the CIP rules where the Cp ligand is treated as a pseudo-atom with an atomic number equal to the sum of the atomic numbers of the constituent atoms. 

5.2.2.3

Square Planar: Four-Coordinate SP-4

A very early example of a chiral

metal complex based on SP-4 geometry was reported by Mills and Quibell.52 They resolved enantiomers of meso-(stilbenediamine)(isobutylenediamine) Pt(II) salts as part of a study to confirm the square planar geometry of four-coordinate platinum compounds (Figure 5.16a). If this compound was tetrahedral, it would not be chiral. 

There are numerous examples of square planar chiral compounds that are chiral because of chirality in the ligands, but a more interesting example is [PtCl3(trans-2-butene)], which has also been shown to be chiral due to the fact that the two coordinated carbon atoms of the achiral 2-butene becomes asymmetric on binding to the Pt(II) ion (Figure 5.16b).53 Various kinds of planar chiral metallocycles with SP-4

structures are formed with 1,2-substituted metallocene ligands as in Figure 5.16c.54

5.2.2.4

Distorted Square Planar: Four-Coordinate

The first example of helical

chirality for a “square planar” complex with achiral ligands is cis-bis(2,6-diphenyl-
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FIGURE 5.16

Examples of chiral planar complexes: (a) cyclometallate ferrocene-Pt, (b) [PtCl3(trans-2-butene)], and (c) [(meso-stilbenediamine)(isobutyldiamine)Pt]2 þ . 

pyridinato-N,O0)platinum(II) as determined by the X-ray structure. This compound shows no racemization in solution on the NMR timescale.55,56

5.2.2.5

Square Pyramidal: Five-Coordinate SPY-5

Diastereomers of the SPY-5

complex with a four-legged piano stool geometry having an apical half-sandwich Cp were found for [M(Cp)(CO)2(N-N0)], where N-N0 is a chiral unsymmetrical bidentate Schiff base of pyridine-2-aldehyde and ()-a-phenylethyamine.57

5.2.2.6

Supramolecular Metal Complexes: Chiral Self-Assembled Supramolecular Helicates

Since the first introduction of the term helicate by Lehn et al. in 1987,58

there have been a number of investigations of self-assembled supramolecules with
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topological helicity due to noncovalent interactions such as hydrogen bonds and meta–ligand coordination bonds.59–62 These species are reminiscent of more complicated natural biopolymers of DNA and proteins. There are two chiral forms in helical oligonuclear complexes; the first is the metal center chirality (D and L) and the second is due to the helical arrangement of the bridging ligands with a sense of rotation that is defined to be P if right-handed and M if left-handed. The supramolecular self-assembled helicates are formed with single, double, triple, or quadruple-stranded arrangements in mono-, di-, tri-, and tetranuclear species, and other polynuclear complexes with bidentate, or tridentate ligands. These have been observed in four-coordinate Cu(I) and Ag(I) complexes, six-coordinate Cu(II), Ni (II), and Cr(III) complexes, and nine-coordinate Ln(III) complexes. 

We present here a few examples of enantiomeric supramolecular absolute structures. In fact, many supramolecular diastereomers with chiral ligands have been isolated stereoselectively. For example, enantiomers of the chiral self-assembled triple helicates trinuclear [Ni3(L)3](ClO4)6 (L ¼ tris(bpy)) and dinuclear [Co2(L)3]4 þ (L ¼ 5-bismpmb) were partially resolved by SP Sephadex chromatography.63,64 The ligands and structures are given in Figure 5.17a and b. 

More recently, Lacour and Jordy determined the absolute configuration of the enantiomeric (M)-[Fe2(L)3]6 þ (L ¼ 1,2-bis(4,40-methyl-2,20-bipridyl)ethane) that was separated as a precipitate by asymmetric extraction/precipitation with D-TRIPHAT.65 This structure is reproduced in Figure 5.17c. These helicates are more stable toward racemization than the analogous tris(bpy) complexes in isolated metal center structures. Enantiomers of the double helicates are illustrated by dinuclear [Fe2(L)2](PF6)4, where L ¼ bis(terpyridine) (see Figure 5.18a), and trinuclear [Fe3(L)2]6 þ , where L ¼ tris(terpyridine) (see Figure 5.18b), both of which were resolved by SP Sephadex C-25 cation exchange chromatography.66,67 Even in normally labile metal complexes containing lanthanide(III), the interlocked-stranded helicates can give stable chiral structures. 

Of the typical chiral self-assembled circular helicates, the first example of the so-called molecular square (Figure 5.19a) was a tetranuclear [Ni4(L)4] type with the bis-tridentate ligand L ¼ 3,6-di-2-pyridyl-1,2,4,6-tetrazine.68 Following this report, the spontaneous resolution for the corresponding zinc(II) complex was published.69

More detailed chiral stereochemistry has been studied for a iron(II) complex

[Fe4(L)4]8 þ with the hexadentate ditopic ligand L ¼ 2,5-bis([2,20]bipyridin-6-yl) pyrazine (Figure 5.19b).70 In this complex, all the Fe(II) ions with two tridentate ligands have metal center chirality with the same configuration within one complex cation. This was shown to be due to the interwoven arrangement of the ligand strands as shown in Figure 5.19c. An enantiomer was obtained with the use of antimony tartrate as the chiral auxiliary. The short, quadruple-stranded helicity in the entire complex ion is of P helical configuration for the ~

L configuration around the four metal

ions,70 where ~

L is the chiral descriptor according to the oriented skew-line reference system.71

Another class of chiral tetranuclear complexes are tetrahedral metal–ligand assembled clusters of M4L6 stoichiometry for Ga(III), Al(III), and Fe(III) with N,N0-bis(2,3-dihydroxybenzoyl)-1,5-diamino-naphthalene. This ligand acts as a
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FIGURE

5.17

Examples

of

triple

helicate

structures. 

(a)

[Ni3(L)3](ClO4)6.63

(b) [Co2(L)3]4 þ 64 (c) [Fe2(L)3].6 þ 65
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FIGURE 5.18

Dinuclear double helicates. (a) Dinuclear [Fe2(L)2](PF6)4.66 (b) Trinuclear

[Fe3(L)2]6 þ .67

bidentate catecholato ligand for each metal ion. These complexes were reported to form chiral DDDD and LLLL [M4L6]2 units as determined by resolution with the chiral cation S-nicotinium.72 In this complex, the chiral tetrahedral cluster has the six-ligand strands “wrapping” around the four metal ions with three bidentate chelates in an interwoven fashion as illustrated in Figure 5.20. The absolute configuration around each metal ion is determined on the basis of the exciton CD couplets in the p-p transitions of the catecholate and confirmed by X-ray diffraction analysis. These tetrahedral clusters are more robust than mononuclear tris(catecholato) metal complexes. 

There are also chiral topological supramolecular structures in molecular knots, rotaxanes, catenanes, and Borromean rings with metal complexes.73,74

5.2.3

Lanthanide Complexes

Although some of the lanthanides form compounds with oxidation states other than þ 3, the vast majority of stable species involve the trivalent state. Due to the nature of the weak bonding f electrons, complexes in solution are normally quite labile, and as described below, the preparation and the isolation of pure enantiomers containing a central lanthanide ion and achiral ligands are extremely rare. The coordination number of lanthanide(III) ions is somewhat variable and depends on the size and charge of the coordinated ligands, and the size of the lanthanide ion that varies slightly
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FIGURE 5.19

(a) Chiral molecular square of the [M4L4] type, (b) ligand structure, and (c) X-ray structure of [Fe4(L)4].70

from La(III) to Lu(III)). Many of the most interesting and useful chiral complexes involving lanthanide(III) ions are formed from multidentate ligands, especially those that are bidentate and tridentate.75 These relatively high-symmetry complexes are also the species whose absolute configuration may be probed by the various spectroscopic measurements presented in Section 5.3. 

5.2.3.1

Tricapped Trigonal Prism: Nine-Coordinate

Nine-coordinate com-

plexes of lanthanide ions are quite common and the structures are normally based on a tricapped trigonal prism as shown in Figure 5.21. For the case of tris-tridentate
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FIGURE 5.20

Schematic drawing of the binding of N,N0-bis(2,3-dihydroxybenzoyl)-1,5-diamino-naphthalene to M4 clusters.72

species, two situations are usually encountered. Either the chelate occupies all three corners of a triangular face (facial), or it spans the structure from one position on a trigonal face to a capped position of the other trigonal face as drawn in Figure 5.21

(meridonal). It is the meridonal structure that is usually seen in chiral tris-terdentate lanthanide(III) species such as Eu(2,6-pyridinedicarboxylate) 3

3

. This complex has

approximate D3 symmetry, and the chiral nomenclature (L and D) is completely analogous to the tris-bidentate octahedral complexes seen for transition metals. These FIGURE 5.21

Meridional and facial isomers of tris-terdentate structures based on a tricapped trigonal prism. 
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FIGURE 5.22

Square antiprism structure of Eu(2,20-bypyridine-N,N0-dioxide) 3

4

. 

complexes all exist in solution as racemic mixtures. Only one D3 lanthanide complex has been isolated as a pure enantiomer in the solid state. This is the tris-terdentate complex Na



3[Eu(oxydiacetate)3]  2NaClO4 6H2O that crystallizes as the spontaneously resolved pure D or L enantiomer from an initially racemic solution.76,77

5.2.3.2

Square Antiprism: Eight-Coordinate

Eight-coordinate chiral lanthanide

complexes are also observed. For example, the tetrakis bidentate chelate complex Eu(2,20-bypyridine-N,N0-dioxide) 3

4

has the square antiprism (SAPR) structure

depicted in Figure 5.22.78 Also, chiral tetrakis chelate complexes with four 3-hepta-fluorobutyryl-( þ )-camphorates (( þ )-hfbc), Na[Ln(( þ )-hfbc)4]  CH3CN, takes D-SAPR-8 configuration.79,80 This complex is stabilized by interaction of the fluorocarbon moiety with the Na ion in CHCl3. The structure was determined on the basis of the exciton CD (see below), although the X-ray structure analysis showed only one pseudo-enantiomer with “pseudo-achiral D2d configuration.”79,80 There have also been a number of compounds formed with tetra-azo-cyclododecane-based ligands such as the tetraphosphinate complex shown in Figure 5.23. These complexes have approximate C4 symmetry. 

Upon complexation with a lanthanide ion, these complexes may form square antiprism or twisted square antiprism (TSAPR) structures with a vacant coordination site in the “cap” position, which is assumed to be occupied by a solvent molecule. 

Just as in the chelated complexes described previously, two distinct types of chiral stereochemistry are present. In analogy with OC-6 species, the sense of rotation of the pendant “arms” is denoted as L or D depending upon if the arms rotate clockwise (D) or counterclockwise (L) as one proceeds down the direction of the C4 axis. There is also chirality (or helicity) associated with the nonplanar 12-membered ring. If one looks along the skew-line connecting the coordinated nitrogens, the carbon atoms
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FIGURE 5.23

Structure of a C4 symmetric Eu(III) tetraphosphinate complex based on tetra-azo-cyclododecane. 

either have a right-handed ( þ NCCN torsion angle) (d) or left-handed ( NCCN

torsion angle) (l) twist. Since in the tetra-azo-cyclododecane ligand there are four connecting segments, the full description of the molecular stereochemistry must include the overall helicity of the arms, and the helicity of the four segments. Although for this ligand all the segments are connected, one finds only dddd or llll conformations. The ring conformations are further coupled to the arm configuration, so that the D(dddd) and L(llll) enantiomers have a twisted-SAPR structure, whereas the D(llll) and L(dddd) enantiomers have a SAPR geometry.81

The complex shown in Figure 5.23 and related complexes in which the “arms” are achiral all occur as racemic mixtures.82,83 However, when the arms are chiral, only one of the configurational enantiomers is formed depending upon the chirality of the asymmetric center. For example, it has been shown that the C4 symmetric chiral tetraamide

ligand, 

1,4,7,10-tetrakis-[(S)-1-(1-phenyl)ethylcarbamoylmethyl]-

1,4,7,10-tetraazacyclododecane, and several para-substituted derivatives give enantiomeric lanthanide(III) complexes that do not readily undergo interconversion of the D/L isomers in the temperature range 220–320 K and, also, exist as one predominant isomer in aqueous solution.84,85 The crystal structures of the Eu(III) complexes with both enantiomers of these ligands lead to formation of one enantiomer of the complex in which the chirality is controlled by the absolute configuration at the remote chiral carbon center (S and R give D(llll) and L(dddd), respectively).84,85 These structural conclusions have been based on X-ray crystallographic analysis and NMR studies of these compounds. It is interesting to note that the configurational chirality has been shown to be maintained when one of the three chiral arms has been replaced by an achiral group.86,87

5.2.3.3

Other Chiral Geometries

Many other chiral structures exist for lanthanide complexes; however, due to the labile nature of the coordination, there are few, if any, generalizations that one can make about the absolute structures of these species. There
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Ligand L8 (see text). 

have been only two examples published of a stable chiral environment for a lanthanide (III) ion with achiral ligands. Cantuel et al.88 have recently published the crystal structure and spectral results for a Eu(III) complex containing achiral ligands that forms resolvable enantiomeric structures. This species was crystallized as the enantiomerically pure d–f helicate both the LL-()EuCr(L8) 3](CF3SO3)6

4CH3CN

and the DD enantiomer have been studied. The ligand denoted L8 is given in Figure 5.24. Eu(III) in this complex sits in a chiral site of C3 symmetry. Subhan et al. reported a chiral interaction between L-[Cr(acac)2(ox)] and a racemic mixture of [Ln(HBpz3)2] þ resulting in the stereospecific formation of chiral (L-D)

[(acac)2Cr(ox)Ln(HBpz3)2] on the basis of single-crystal X-ray structural analysis and CD spectra.89,90 The transition metal complexes have the effect of stabilizing the overall helical structure, preventing the racemization of the lanthanide 5.2.4

Miscellaneous Inorganic Compounds

In addition to the important role that chiral absolute structures play in the coordinate chemistry of metal complexes, the chirality of many other compounds has been exploited in asymmetric syntheses or as chiral molecular probes. The presence or lack of chirality, as measured, for example, by optical rotation, is also an important characteristic in efforts at probing molecular structure. The chirality of compounds containing boron, nitrogen, sulfur, phosphorus, and others is most often connected with studies of chiral carbon compounds. There are, however, interesting chiral compounds involving these elements that are not based on the asymmetry of carbon centers. For example, the role of chiral sulfur centers in biological processes has been reviewed recently,91 and there have been a number of reports of the use of chiral phosphorus in asymmetric synthesis and toxicological studies.92,93 Kamigata has reviewed recent work on the chemistry of chiral selenium and tellurium compounds18; chiral organotin compounds94 are well known, and some stable compounds with
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chirality at the boron atom have been synthesized and exploited in asymmetric syntheses.95,96 A number of interesting chiral structures are also known for boranes.97

Although chiral lanthanide complexes are widely known, chiral actinide complexes of known stereochemistry are very rare. Enantiomers of pyramidal U(CH2)(F)(Cl) have recently been identified in a matrix isolation study.98

5.3

METHODS FOR DETERMINING ABSOLUTE

CHIRAL STRUCTURES

The existence and detection of chirality in inorganic structures has been known for more than one hundred years. The determination of the absolute structure, and, in particular, the correlation of chiral structure with the measurement of optical rotation or other physical property of the chiral compound is an ongoing research problem. 

In general, in order for a spectroscopic probe to supply direct information on chiral or absolute structure, the probe itself must be chiral. So the optical spectroscopic probes described below either use a circularly polarized probe beam, or analyzes a scattered or emission beam in terms of its circular polarization. Resonance techniques such as NMR are, of course, essential to a chemist seeking to study molecular structure, but cannot distinguish between enantiomeric structures. NMR is extremely widely used as a structural probe of chiral species when the samples are diastereomeric. For example, chiral complexes of transition metal and lanthanide ions have been often used as NMR shift reagents for determining the absolute configurations of chiral organic compounds. In the following sections, we attempt to summarize the various ways in which one can get information about the absolute structure of a chiral inorganic compound. 

5.3.1

Optical Spectroscopic Methods

The first spectroscopic probe of chiral inorganic compounds was the measurement of optical rotation. Although this technique was well known at the beginning of the nineteenth century, the application to the study of inorganic compounds awaited the preparation and isolation of the first chiral transition metal compound by Werner at the beginning of the twentieth century.2 By the late nineteenth century, the standard wavelength for reporting optical rotation values was the Na-D line at 589 nm. 

Although there is some correlation between the sign of the optical rotation and the chirality of a metal center, this method alone is not suitable for the determination of absolute configurations of metal complexes. This is primarily due to the fact that far removed from an absorption band, OR depends only on small differences in the total scattering of circularly polarized components of the linearly polarized probe beam by every atom in the species under study. The wavelength dependence of the OR

through a region of the spectrum in which the central metal ion was absorbing was significantly more reliable, since this was measuring chiral differences associated with the metal ion alone. This technique is referred to as optical rotatory dispersion (ORD). Rather than measuring the OR through an absorption band, it is now common
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to measure the absorption differences between circularly polarized beams. It is easy to show that these are equivalent experimental techniques.99 At a particular wavelength l, the differential extinction coefficient D«(l) may be related to the extinction coefficients of left (L) and right (R) circularly polarized light as follows: D«ðlÞ ¼ «LðlÞ«RðlÞ

ð5:1Þ

Experimentally, it has been customary to calculate the so-called rotatory strength, R, of a transition. The integrated rotatory strength of a transition b is related to D« as follows:

ð D«

RðtransitionÞ ¼ 3hc2303

dn

ð5:2Þ

16p2N

bn

band

where h and c have their conventional meanings, N is Avogadro’s number, n is the frequency in wavenumbers, and b is the Lorentz field correction for the refractivity of the solvent [(n2 þ 2)/3]. It is becoming common to report CD results in terms of the absorption dissymmetry ratio, gabs(l), which is defined in Equation 5.3. 

D«ðlÞ

gabsðlÞ ¼

¼ «LðlÞ«RðlÞ

ð5:3Þ

«ðlÞ

1 «

½



2

LðlÞ þ «RðlÞ

Advancements in CD instrumentation and the development of a better understanding of the UV–visible spectra and electronic and vibrational structure of metal complexes have resulted in CD methods being the most popular for the quick determinations of absolute configurations of chiral metal complexes. As described below, however, there are often exceptions and complications in the development of reliable rules relating CD sign patterns to absolute configuration, and confirmation by X-ray analysis of suitably grown single crystals is often needed. 

5.3.1.1

Electronic Circular Dichroism

In contrast to most organic compounds in

which CD measurements are limited to the ultraviolet region, most metal complexes possess d–d absorption bands in the more accessible visible and near-infrared regions, allowing for relatively easier application of electronic circular dichroism (ECD) measurements. In fact, the first observation by Cotton of optical rotation measurements through an absorption band and interpretation in terms of differential absorption of the circularly polarized beam was performed on solutions of L-tartrate chromium(III) and copper(II) complexes.100

The availability of commercial instrumentation in the 1960s led to numerous investigations aimed at the determination of chiral absolute structures through the measurement of ECD as well as associated advances in the chiroptical (chiral optical) theory for metal complexes. The relationships between chiral structure and ECD

for inert cobalt(III) and chromium(III) complexes with d6 and d3 configurations have
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FIGURE 5.25

CD spectrum of L-( þ )-[Co(en)3]3 þ in water (- - - - -) and the axial single-crystal CD spectrum of L-( þ )-{[Co(en)



3]Cl3}2

NaCl  6H2O. E and A2 are the representations

of the trigonal excited states.110

been the most often studied, since stable chiral complexes can be prepared, and the d–d bands have been very well characterized on the basis of the ligand field theory. 

ECD of Co(III) Complexes

As shown in Figure 5.25, a major positive and then a minor negative component for the CD of the five-membered diamine ring complex L-( þ )-[Co(en)3]3þ from the lower frequency side are observed in solution for the electric dipole-forbidden and magnetic dipole-allowed 1T   1

1

A1 band around

21,000 cm1. These correspond to the trigonal split states, 1E and 1A2, which originate from the orbital triple degenerate excited 1T1 state in an octahedral field as shown in Figure 5.26. Uniaxial single-crystal polarized CD measurements reveal that the CD

sign for the 1E component is positive, and hence the major positive band observed in solution is due to the 1E component. Moreover, the crystal CD intensity is found to be an order of magnitude larger than that of the solution CD. On the other hand, apparent trigonal splitting estimated from the solution CD is 3000 cm1, whereas the single-crystal measurements revealed that it is 0–70 cm1. These facts indicate that the weaker solution CD and the apparent large trigonal splitting result from a cancellation between oppositely signed 1E and 1A CD components with similar intensities. The net CD sign is the same as that of the 1E component.11,12,101

The experimental results given in the previous paragraph led to an empirical rule for the absolute configurations of trigonal complexes including bis-bidentate chelate complexes of cis-[CoX2(en)2] type that a positive sign of the major 1E CD component (or the same transition in lower symmetry) indicated a L complex and a negative sign indicated a D complex.102 It is important to note that some exceptions for the diamine complexes were found through the measurement of single-crystal CD measurements. 
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FIGURE 5.26

Energy-level diagram for Co(III) complexes in an octahedral and a trigonal field. 

In particular, the six-membered diamine chelate complex, L-[Co(tn)3]3 þ (tn ( tri-methylendiamine), the strained five-membered diamine chelate complex L(ddd)-

[Co(RR-cptn)3]3 þ (cptn ¼ trans-1,2-cyclopentanediamine), and the seven-membered diamine chelate complex L-[Co(tmd)3]3 þ (tmd ¼ 1,4-diaminobutane) display a major negative CD in the spin-allowed 1T   1

1

A1 transition, where the diamine

ligand structures and abbreviations are shown in Figure 5.27. 

FIGURE 5.27

Bidentate diamine ligands: (a) trimethylenediamine(tm); (b) tetramethylene-diamine(tmd); (c) trans-1,2-cyclopentanediamine(cptm); (d) 2,4-pentanediamine(ptm). 
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The results for the L-[Co(tn)3]3 þ complex are due to the reciprocal (negative) signed 1E CD component for the L-configuration, probably owing to the chelate bite angle a ¼ N- Co- N > 90 or the azimuthal expansion (f > 60) with the twist around C3 axis from octahedron, as compared to the cases for the L-five-membered diamine chelate complexes with the azimuthal contraction (a < 90 or f < 60), giving a positive major 1E CD as theoretically predicted.103,104 For the L(ddd)-[Co(RR-cptn)3]3 þ complex, the conformational contribution D«(ddd) from the three RR-cptn ligands exceeds the configurational D«(L) contribution, as found experimentally from the CD for the mixed RR- and SS-cptn complexes, so that the apparent solution CD intensity for the lower frequency 1E component is smaller than that for the 1A2

one.105 Thus, the empirical rule still holds with respect to the configurational CD. 

However, these exceptions clearly are problematic if one is relying upon ECD

measurements to determine absolute configuration.105,106 The same empirical rule has been shown to be applicable for tris-diamine Ni(II) complexes; namely, the L-configuration gives a positive major CD band in the 3T   3

2

A2 d–d transition.107

The CD component rule may also be applied in situations involving ligand to metal charge transfer (CT) transitions in the UV region. In this application, a negative CD

peak in the CT region around 40,000–50,000 cm1 is associated with the L-configuration, and a positive one assigned to a D-configuration. The validity of the extension of this rule to the CT region is reasonable if one considers the “borrowing” of the major 1E(1T1) CD intensity from that of the lower frequency 1E(CT) rather than the 1A2(CT) as assigned from the single-crystal CD (Figure 5.25). An exception showing a positive sign due to the large contribution from the conformation of the ptn (2,4-diamino-pentane) ligand (Figure 5.27) in the six-membered diamine chelate, L-( þ )546-

[Co(RR-cptn)3]3 þ , however, has been observed.12

There have been a number of qualitative or quantitative theoretical attempts3 to develop a theoretical basis for CD component rules for [M(en)3]3 þ (M ¼ Co, Cr) and related complexes by using the crystal field theory with d–p metal orbitals mixing103

and the molecular orbital models (ligand field theory) with mixing between the d metal and ligand orbitals.108–113 These efforts have primarily been concerned with developing possible chiral spectra–structure relationships or the so-called “sector rules”. Mason and Seal110 have calculated more rigorously the rotational strengths in the d–d transitions for various kinds of Co(III) complexes with diamine ligands by using the so-called dynamic-coupling ligand polarization model that is complementary to the crystal field theory. This afforded quantitatively the net rotational strengths, R(1T1), as well as the rotational strengths R(1E) and R(1A2) for the 1E and 1A2

components. These calculations were based on X-ray crystallographic data and the polarizabilities of each XHn (X ¼ C and N) group in the ligands together with the hexadecapole moments of the cobalt ion. The calculated signs and magnitudes for the rotational strengths are in fairly good agreement with the observed ones, but still not consistent with the net rotational strength R(1T1) for the D-[Co(tmd)3]3 and D(lll)-()-[Co(R,R-ptn]3]3 complexes. 

Very recently, time-dependent density functional theory (TD-DFT) calculations have been applied to bis-diamine as well as tris-diamine Co(III) or Rh(III) complexes spanning the entire experimental spectral region including the charge transfer
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transitions.114–116 This ab initio theoretical method reproduces the experimental CD

spectra not only in the entire d–d transitions, but also in the charge transfer region. For the Rh(III) complexes, there is a good fit in energy and signed magnitude between the observed and calculated CD, but for the Co(III) complexes, energy shifts are needed to fit the observed spectra. This shift in the CT region is corrected with a theoretical estimation of the solvent effect for þ 3 charged Co(III) complexes.114

The TD-DFT calculations of the hypothetical L-[M(NH3)6]3 þ show that the CD is dependent on two geometrical deformations from regular octahedron.115 One is the azimuthal distortion that allows the even d(eg) orbital to mix with the odd ligand orbital, resulting in nonzero rotational strengths in the magnetic dipole-allowed d–d transitions. The model calculations for the L-configuration predict a positive 1E CD

for the azimuthal contraction with f < 60 and a negative 1E CD for the azimuthal expansion with f > 60. The other is the polar distortion along C3 axis giving rise to trigonal splitting or governing the signs of the trigonal splitting parameter K ¼ 2/3

{E(E)  E (A)}. It has been demonstrated in these calculations that K > 0 for the polar elongation (s/h < 1.22) and K < 0 for the polar compression (s/h > 1.22) (h denotes the intertriangle distance and s is the length of the triangle side in the octahedron). The TD-DFT calculations also reproduce CD spectra by considering such geometrical deformations of the nitrogen ligating atoms due to the lel and ob chelate conformations in the diastereomers of tris-diamine complexes.116 It appears that the description of the relative contributions of the d–d and ligand to metal charge transfer transitions to the CD spectrum is supported by the DFT calculations116 (see 5.3.2.2 and figure 3.34). The simple geometrical aspect for the chiroptical spectra–structure relationship is important in developing an understanding of the CD spectra. 

In contrast to the somewhat more complicated ligand polarization model and some other related theoretical approaches that are applicable by a limited number of specialists, the simple analysis provided in a black box manner by DFT is expected to afford a new reliable tool on a semiquantitative basis for the future determination of absolute configurations of inorganic complexes even for nonspecialists. 

ECD of Cr(III) Complexes

The CD spectra of the diamine Cr(III) complexes have been studied in an analogous way to the corresponding Co(III) complexes. The empirical CD rule is valid for tris-chelated and bis-chelated Cr(III) complexes. 

In contrast to Co(III) complexes, it has been found that characteristic weak but sharp CD patterns in the spin-forbidden transitions within the t2g subshell of Cr(III) complexes yield important information on the CD behavior in the spin-allowed and spin-forbidden transitions, and are correlated with the absolute configuration. The solution CD spectra of L-( þ )-[Cr(en)3]3 þ gives only one positive component that is assigned to one of the trigonal split 4E(4T2) states (Figure 5.28) by the single-crystal polarized CD measurement.117,118 In the room-temperature solution CD spectra in the spin-forbidden 2E, 2T   4

l

A2, d–d transitions of L-( þ )-[Cr(en)3]3 þ three sharp peaks, ( þ ), (), and ( þ ), are observed as shown in Figure 5.29.119,120

These were assigned to the 2E(2Eg), 

Eb(2A2(2T1g)), and (2 

A, 

Ea)(2T1g) states

(Figure 5.28) from the lower frequency side, where G denotes the double group

irreducible representation.119,120 This assignment was based on the theoretical
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FIGURE 5.28

Energy-level diagram for Cr(III) complexes in octahedral and trigonal fields. 
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FIGURE 5.29

Absorption and CD spectra in the spin-allowed and spin-forbidden transitions of L-( þ )-[Cr(en)3]3 þ . 
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approaches for the rotational strengths between the spin-forbidden and the spin-allowed transitions in terms of the intensity borrowing mechanism between the quartet–doublet states through the spin-orbit coupling. The sign of the lowest frequency 2E component is the same as that of the major CD component, or the net rotational strength R(4T2) ¼ R(4E) þ R(4A1) as predicted according to the theory that gives

R½2Eð2E Þ ¼ 32k½Rð4EÞ þ Rð4A Þ

ð5:4Þ

g

1

where k ¼ z02/18[E(4T2g)  E(2G)]2, z0 is the spin-orbit coupling constant of Cr(III) ion, and E(4T2g)  E(2G) is the energy difference between the 4T2 and 2G states. The signs of the remaining higher frequency negative and positive peaks are in accordance with those derived from the theory

R½

Ebð2A Þð2T

Þ þ Rð4EÞ

ð5:5Þ

2

1gÞ ¼ 2k½4Rð4A1

R½2 

A; 

Eað2EÞð2T1gÞ ¼ 2k½5Rð4EÞ þ 2Rð4A Þ

ð5:6Þ

1

using the assumption that the 4A1 and 4E CD components or R(4A1) and R(4E) are negative and positive, respectively. This is contradictory to a much more exact theoretical approach by Hilmes et al. that predicts that the sign of R(2E) is opposite to that of the net R(4T2).121

However, a number of tris-chelate mixed ligand Cr(III) complexes do exhibit a correlation of the same signs between the lowest frequency 2E component and the major 4E component.119,120,122,123 This relation has been verified by examining the CD for diastereomers of [Cr(en)x(diamine)3x]3 þ (x ¼ 0, 1, 2), cis-[Cr(NH3)2

(diamine)2]3 þ , where the diamines used were (R)- or (S)-propylenediamine and (1R,2R)- or (1S,2S)-1,2-trans-cyclohexanediamine. The differences in CD patterns between each pair of the diastereomers were accounted for by separability and additivity of the configurational and conformational CD contributions. The CD in the spin-allowed 4T   4

2

A2 transitions shows a positive major component (4E) for the configurational contribution and a minor negative (4A1) and major positive (4E) components from the lower frequency side for the conformational contribution as shown in Figure 5.30. 

Assignments for these configurational and conformational CD peaks to the spin-forbidden 2E, 2T   4

1

A2 transitions were consistently made in connection with the CD in the spin-allowed 4T   4

2

A2 transitions. That is, in the spin-forbidden transitions, the three configurational CD peaks of L-tris(diamine) Cr(III) complexes, ( þ ), (), ( þ ), were due to 2E(2Eg), 

Eb (2A2(2T1g)), and (2 

A, 

Ea)(2E(2T1g)), as for L-( þ )-

[Cr(en)3]3 þ . The four conformational CD peaks due to R-diamine in the Cr(III) complexes, (), ( þ ), (), ( þ ), are observed from the lower frequency side as in Figure 5.30, being unambiguously assigned to the 2 

A(2Eg), 

E(2Eg), 

Eb(2A2(2Tlg)), 

and (2 

A, 

Ea)(2E(2T1g)), since the energy ordering (l ¼ E(2 

A)  E(

E)) is negative

according to l ( 4Kz0/[E(2Eg)  E(2Tlg)] with the positive trigonal splitting parameter
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FIGURE 5.30

Configurational CD (a) and vicinal CD (b) curves of L-( þ )-[Cr(R,R-chxn)x (S,S-chxn)3x]3 þ in the spin-forbidden and spin-allowed transitions, which are calculated according to (1a) D«(D) ¼ 1/2{D«(lel3) þ D«(ob3)}(––), (2a) D« (D) ¼ 1/2{D«(lelob2) þ D«(lelob2)}(- - - - -), (3a) D«(D) ¼ 1/2{3D«(lel2ob)  D«(lel3)} (       ) and (1b) D«(R,R-chxn) ¼ 1/6{D«(ob3)  D«(lel3)} (––), (2b) D«(R,R-chxn) ¼ 1/2{D«(lelob2)  D«(lel2ob)}

(- - - - -), (3b) D«(R,R-chxn) ¼ 3/2{D«(ob3)  D«(lelob2)} (       ). The CD curves of the diastereomers are assumed as follows: D«(lel3) ¼ D«(D)  3D«(R,R-chxn), D«(lel2ob) ¼ D«(D) D«(R,R-chxn), D«(lelob2) ¼ D«(D) þ D«(R,R-chxn), D«(ob3) ¼ D«(D) þ 3D«(R,R-chxn).119

K ¼ 2/3[E(4E)  E(4A1)] in terms of the perturbation theory and the intensity borrowing mechanism giving

R½2 

Að2E Þ ¼ 4k½3Rð4EÞ þ 6Rð4A Þ

ð5:7Þ

g

2

R½

Eð2E Þ ¼ 4k½5Rð4EÞ þ 2Rð4A Þ

ð5:8Þ

g

2

as well as Equation (5.5) for 

Eb(2A2(2Tlg)) and Equation (5.6) for (2 

A, 

Ea) (2E(2T1g)), 

assuming R(4E) > 0 and R(4A2) < 0 from the observed CD in the spin-allowed

METHODS FOR DETERMINING ABSOLUTE CHIRAL STRUCTURES

173

transitions. From this result, it is evident that doublet components are attributed to electronic origins but not vibronic origins. Since the energy ordering and CD signs between the solution spin-allowed and spin-forbidden CD are consistently interrelated within a group of diastereomers, the assignments by the solution CD

measurements are more valid than those obtained from the single-crystal polarized measurements118 or the theoretical model of Hilmes et al.121

Exceptions to the 2E CD sign rule are observed for ( þ )546-[CrIII(acac or acaX)2

(en)] þ

(acac ¼ actylacetonate; acaX ¼ 3-halogenoacetylacetonate) and ()D-

[CrIII(bgH)3]3 þ (bgH ¼ biguanide (NH{C(NH2)NH}2)) complexes, the sign of the lowest frequency doublet component being opposite to that of the major CD

component in the spin-allowed and magnetic-allowed 4T   4

2

A2 transition. In these

cases, since the 2E component is largely split into the 2 

A(2Eg) and 

E(2Eg) levels owing

to the large trigonal splitting (K) of the 4T2 state, the two components at the lower frequency side are assigned to the 2 

A(2Eg) and 

E(2Eg), of which the observed signs, 

() and ( þ ), for the L-isomer with R(4E) > 0 agree with the predicted signs and energy ordering according to Equations 5.7 and 5.8.120

The empirical rules for the d–d CD bands are supported not only by the measurement and interpretation of exciton CD in the UV region of the intraligand transitions as described in the next section, but also by the stereospecific formation of diastereomeric complexes having chiral ligands as described in Section 5.3.2. 

5.3.1.2

Exciton CD

For tris- and bis-chelated complexes having p conjugated aromatic bidentate ligands, a large CD couplet can be observed in the UV region. 

These CD bands are attributed to the exciton splitting and the zero-order rotational strengths induced from the helical charge displacement by the coulombic coupling of the two or three long-axis p-p transitions of the same ligands.11,124–126 For tris-chelate complexes with D3 symmetry, there are E and A2 couplings of which the rotational strengths are positive and negative for a L-configuration, respectively, from the lower frequency, and vice versa on the base of the simple exciton approximation. 

For bis-chelated complexes, the situation is the same as for the tris complexes. On the basis of this exciton model, the absolute configurations can be determined for tris- and bis-chelated complexes with 2,20-bipyridine (bpy), 1,10-phenanthroline (phen), acetylacetonate (acac), 1,2-benzenediolate or catecholate (cat), and related aromatic ligands. The exciton CD for an octahedral six-coordinate metal complex with a closed-shell configuration were observed for L-( þ )-[Si(acac)3] þ by Larsen et al.127

and L-( þ )-[As(cat)3] þ by Mason and Mason,128 which were shown to give a positive and a negative couplet from the lower frequency in the pure p-p transition of the acac and cat ligands. This assignment was confirmed by the X-ray analysis of L-( þ )-

[As(cat) 3] by Ito et al.129 Even for the transition metal complexes with an open-shell configuration such as [M(bpy)3]n þ and [M(phen)3]n þ (M ¼ Fe2 þ ,3 þ ; Ru2 þ ,3 þ ; Os2 þ ,3 þ ) where there is mixing of the d–d and CT transitions, the exciton couplets have been observed for the intraligand p-p transitions. In particular, Co(III) and Cr(III) complexes exhibit agreement between the absolute configurations based on the d–d CD and the exciton CD and/or the X-ray structure determinations.11,130 For

[Ni(bpy)3]2 þ , however, the absolute configuration based on the exciton CD analysis
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is in agreement with the X-ray crystal structure, but the empirical d–d CD gives the incorrect result.107 For tris-biguanide (bgH) complexes with planar unsaturated six-membered chelates, another problem has been raised. That is, L-()D-

[CoIII(bgH)3]3 þ and L-()D-[CrIII(bgH)3]3 þ complexes (bgH ¼ NH{C(NH2)NH}2) of which the absolute configurations were determined by X-ray analysis exhibit the same CD pattern in the d–d transitions, but the enantiomeric CD couplets with opposite signs in the ultraviolet region. The major CD rule gives the correct absolute configuration for both the complexes with the positive major CD component, and the UV CD couplet for the Cr(III) complex accords with the exciton CD prediction, but not for the Co(III) complex. This may be due to uncertain assignment of the intraligand transition arising from large mixing of the d-orbital with the biguanide orbital in the Co(III) complex.131–134

Recently, in a theoretical study using TD-DFT, it was shown that the exciton CD for

[M(phen)3]2 þ (M ¼ Fe, Ru, Os) complexes and related complexes is reproduced in good agreement with the experimental pattern, though for the latter two complexes the calculated charge transfer CD bands are in agreement with the experimental one, but not for the corresponding iron(II) complex.135,136

Exciton theory may also be applied with success to nonidentical dipole–dipole coupling in mixed ligand complexes such as [M(bpy)2(phen)]n þ or [M(bpy) (phen)2]n þ (bpy ¼ 2,20-dipyridyl; phen ¼ 1,10-phenanthroline). These complexes exhibit the expected characteristic exciton CD patterns with three components, ( þ ), ( þ ), (), from the lower frequency for the L-isomers.125,126,130 There are more confirmative and direct evidences showing the exciton coupling between the nonidentical p-p transitions of the aromatic ligands as predicted by the exciton theory. The first examples are D-()589-[(bpy)(phen)Cr(OH)2Cr(bpy)(phen)]4 þ and D-()589-[Cr(ox)(bpy)(phen)]þ, which exhibit a negative and a positive CD band at the bpy and phen p-p transition, respectively, as shown in Figure 5.31.137 Another example is ( þ )546-[Cr(acac)(acaBr)(en)]2 þ , where the mixing of the p-p band with the charge transfer bands has to be taken into consideration as observed for ( þ )-[Cr(acac)3].138

Generally, the exciton CD spectra result from the intraligand interaction within the same metal ion. In some polynuclear complexes including helicates, exciton CD is observed in the intraligand p-p transition for each metal center, but for many of these species the CD depend on the bridging units connecting the individual chromophores, leading to anomalous CD patterns.11 Recently, the anomalous CD spectra observed in the p-p transitions for the polynuclear complexes have been elucidated by the semiempirical (ZINDO) calculations.139 In this work, interligand exciton coupling in different metal ions was considered, and this led to the correct determination of the absolute configurations. 

In summary, even though the implicit approximations used in the application of exciton CD to determine absolute configuration ignore important complications such as the exciton splitting order, d-orbital mixing, and vibronic couplings, it has been a remarkably successful method for determination of the absolute configuration. 
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FIGURE 5.31

Exciton CD curves with absorption (AB) curves of ()589-[(bpy)(phen) Cr(OH)2Cr(bpy)(phen)]4 þ (––––) and ()589-[Cr(ox)(bpy)(phen)] þ (- - - - -) in water.137

5.3.1.3

CD in the f–f Transitions

Due to the fact that lanthanide complexes with

achiral ligands occur in solution as racemic mixtures, the use of techniques such as CD

has been quite limited. In order to observe CD from a racemic mixture, one must perturb the equilibrium in such a way as to generate a nonracemic ground state. This has been accomplished in a number of cases by adding to the solution a chiral environment compound (the so-called Pfeiffer agent) that does not coordinate directly to the lanthanide ion and leaves the complex of interest unaffected. The situation is made even more difficult by the fact that the intraconfigurational f $ f transitions are very weak. Certain transitions, namely, those that are magnetic dipole allowed (DJ ¼ 0, 1) are most suited to chiroptical spectroscopy because they are associated with large differences in absorption between left and right circularly polarized light.140 These same transitions, however, are not usually the strongest in total
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CD and absorption spectra of an aqueous solution of Dy(2,6-pyridine-dicarboxlate) 3

3

at pH ¼ 3 after the addition of L-histidine in a 5:1 ratio. The spectral region shown corresponds to the 4F

6

15/2

H15/2 transition of Dy(III). 

absorption. This means that one must use very high concentrations and long path lengths in order to see a reliable CD signal. 

An example of a CD measurement for a lanthanide complex is given in Figure 5.32. 

The spectra displayed are for an aqueous solution of Dy(2,6-pyridine-dicarboxlate) 3

3

at pH ¼ 3 after the addition of L-histidine in a 5:1 ratio.141 The lower curve is the total absorption, and the upper curve is the circular dichroism. Even for these relatively high-symmetry (D3) species, there has as yet been no success at calculating the sign of the CD expected for a particular enantiomer. There have also been no reports of reliable calculations on which enantiomer would be generated in excess by a particular chiral Pfeiffer agent, although this has been the target of numerous investigations.142

5.3.1.4

Emission Detected Circular Dichroism

In some cases, it is possible to

measure the differential absorption of circularly polarized light by measuring the difference in emission intensity following circularly polarized excitation. This technique is usually referred to as fluorescence detected CD (FDCD), but since this application involves emission from long-lived lanthanide excited states, we have used the more generic name of emission detected circular dichroism(EDCD).143,144 It should be noted that this technique suffers from experimental artifacts and analysis complications,145 but these are not significant in applications to weakly absorbing
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long-lived emitting states such as those observed for lanthanide(III) complexes. 

Muller et al. has compared the FDCD from a Pfeiffer-perturbed Eu(DPA) 3

3

solution

to that obtained from CD and got essentially the same result.143

5.3.1.5

Vibrational CD

The measurement of the difference in absorption strength in the infrared region corresponding to chiral vibrations has developed into an important probe of organic and biochemical structure.146 Applications of vibrational CD (VCD) to tris chiral metal complexes have progressed since the initial publication by Young et al. in 1986 of the VCD spectrum of [Co(en)3]3 þ .147 The interpretation of VCD results is more complicated than the CD of electronic transitions, since the VCD spectra of chelate complexes depend explicitly on the chirality of the chelate ring configurations and on the counter ion.148 Recent theoretical and experimental studies have also shown that the low-lying electronic excited states and the d-electron configuration of the central metal ion does affect the vicinal ligand vibrations.149,150

Although VCD measurements on chiral metal complexes can reliably model the intensities and sign patterns, it is not yet the case that one is able to use this technique to determine the absolute identification of an unknown metal complex without support of TD-DFT calculation. 

5.3.1.6

Circularly Polarized Luminescence

Circularly polarized luminescence

(CPL) from chiral luminescent species has been shown to be a useful technique in the investigation of organic, biochemical, and inorganic systems.75 This experimental technique is the emission analogue of CD spectroscopy, and as such reflects the symmetry of the excited (emitting) state. Whereas CD measurements reflect the average structure of the absorbing species in the ground state, in CPL information regarding the symmetry, solution structure, energetics, and dynamic processes that occur between the time of absorption and that of emission can sometimes be obtained.82 In this experimental technique, the luminescence from a chiral sample is analyzed and the differential emission intensity, DI, which is related to the intensity of left (IL) and right (IR) circularly polarized light, is determined.75

DI ¼ ILIR

ð5:9Þ

In circularly polarized luminescence spectroscopy, one normally reports the ratio of DI to the total intensity I. The results are most often reported in terms of the luminescence dissymmetry ratio, glum, which is defined as the ratio of the differential emission intensity to the average total emission intensity.75

DI

glum ¼

¼ ILIR

ð5:10Þ

1 I

1 ðI

2

2

L þ IRÞ

CPL in the d–d Transitions of Transition Metal Complexes Although the very first

reports151 of the use of CPL as a structural probe were on resolved solutions of

[Cr(en)3]3 þ , the number of applications of this technique to chiral transition metal complexes has been quite limited. Peacock and Stewart have measured the CPL from
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[Cr(en)



3]3 þ by embedding it in a uniaxial crystal of [Rh(en)3]Cl3 NaCl  6H2O.152

Very weak CPL results have been reported for solutions of L and D-Ru (bipyridine) 2 þ

3

,153 and more recently CPL has been measured from the chiral Cr (III) center in the bimetallic helicate LL-()-[EuCr(L8) 3](CF3SO3)6

4CH3CN and

the DD enantiomer in solution.88 CPL has also been observed for fac-D-Ir(RR-pppy)3

and fac-L-Ir(RR-pppy)3 diastereomers where the chiral ligand RR-pppy is (8R,10R)-2-

(20-phenyl)-4,5-pinenopyridine.154 In this work, equal weak magnitude, but opposite signed CPL, is reported for the two species, and this has been interpreted in terms of the lack of influence of the remote chiral centers (RR-pppy) on the chiral optical properties of Ir(III), the CPL being primarily due to the helical nature of the first coordination sphere. Applications of CPL to chiral transition metal complexes have been few due to the requirements that the complex must luminesce and have a significant amount of circular polarization. The experimental characteristics of CPL spectroscopy limit applications of this technique to moderately luminescent chiral systems with the absolute value of the luminescence dissymmetry values, glum, greater than 104. 

CPL in the f–f Transitions of Lanthanide Complexes CPL is a technique that is

widely used as a probe of chirality in lanthanide complexes.75 Almost all lanthanide ions emit to some extent in solid and in solutions; Eu(III), Tb(III), and Dy(III) complexes are usually the most emissive in the visible region of the spectrum, and Yb(III) and Nd(III) emit in the near-infrared region. Complexes with chiral ligands in solution may exhibit a large amount of circularly polarization, but the structure of most complexes of this type often have little or no symmetry. In many other cases, the complexes are quite fluxional and often emission occurs from an unknown distribution of solution complexes with different coordination geometries and coordination numbers. The tris-terdentate D3 complexes of lanthanide ions with achiral ligands such as 2,6-pyridine-dicarboxylate introduced previously occur in solution as racemic mixtures. CPL from these systems may be observed if the equilibrium between the enantiomers is perturbed either by the addition of a Pfeiffer agent as described above, or in some instances, by photo-preparing a nonracemic excited-state distribution of complexes by circularly polarized excitation.155 In Figure 5.33, we show the CPL

spectrum of Tb(III) with the tetraphosphinate complex shown following circularly polarized laser excitation.155 This experiment is successful because the racemization process is slow relative to the emission lifetime of Tb(III) ( 2 ms). 

To date only one example of a chiral lanthanide complex with achiral ligands that crystallizes as a pure enantiomer is known. The space group is R32 allowing for chiral spectroscopy. The precise formula for this compound is Na3[Eu(ODA ¼ oxydiacetate)



3]  2NaClO4 6H2O. Since, CPL156 (and CD77) from a crystal of this compound have been published, and the structure of the identical complex was determined by X-ray crystallography, an unequivocal relationship between the sign of the CD and CPL signals and the chirality of the Eu(III) has been determined. 

A negative g

! 7

3

lum for the 5D1

F0 transition of Eu(III) in Eu(ODA)3

corresponds to

the D enantiomer.157

Although CPL from crystals containing Eu(DPA) 3

3

are not possible to obtain, it is

possible to obtain the absolute value of the dissymmetry ratio for a pure enantiomer as
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FIGURE 5.33

CPL (upper curve) and total luminescence (lower curve) for a 0.05 M aqueous solution of Tb(III) with the ligand shown. CPL is observed from this racemic mixture following circularly polarized laser excitation at 488 nm. 
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shown by Hilmes and Riehl by measuring CPL from the racemic mixture, and the CD and CPL of an aqueous solution in which the racemic equilibrium is perturbed by an added chiral agent.154 For the racemic mixture, it has been shown that the glum measured under conditions of left circularly polarized excitation can be related to the dissymmetry ratio of the pure enantiomers as follows: gL ðlÞ ¼ 1 gL ðl0ÞgL ðlÞ

ð5:11Þ

lum

2

abs

lum

where we have explicitly labeled the excitation wavelength as l0 and the emission wavelength as l. If the addition of the added chiral compound results in a simple perturbation of the racemic equilibrium, then we can relate the measurement of CD

and CPL under these conditions to the resultant enantiomeric excess, h, as follows: gabsðl0Þ ¼ hgL ðl0Þ

ð5:12Þ

abs

glumðlÞ ¼ hgL ðlÞ

ð5:13Þ

lum

where the enantiomeric excess is assumed to be the same in the ground and excited states. 

½L½D

h ¼

ð

½L þ ½D

5:14Þ

Equations 5.11–5.13 describe three measurements, and the three unknowns may be determined. There is an ambiguity in sign in this analysis, and although the values for the pure dissymmetry ratios may be obtained, it is not possible to assign a plus or a minus value to a specific enantiomer. The most difficult measurement of the three is the measurement of the CD using the excitation wavelength used to study the racemic mixture. Such a measurement was possible for ( þ )-dimethyl-tartrate added to an aqueous solution of Dy(DPA) 3

3

, and assuming that the enantiomeric excess that was obtained could also be used for Eu(DPA) 3

3

. Comparison of the results shows that the

sign of the CPL and CD results for D-Eu(ODA) 3

3

described above and those obtained

for an aqueous solution of Eu(DPA) 3

3

perturbed by ( þ )-dimethyl-tartrate led to

the conclusion that the species in excess was most likely the L enantiomer.158 This conclusion assumes that the sign of the CPL for the highly circularly polarized magnetic dipole-allowed transitions in the two D3 enantiomers in the two complexes would be the same. 

5.3.2

Chemical Methods

There are a number of chemical methods that may be used to probe the chiral absolute structures of inorganic complexes. Werner established a “diastereomer solubility criterion” that he used to relate absolute configurations from complexes to complexes
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based on comparing the solubility of diastereomeric salts. This approach was limited to species with the same chemical compositions or isomorphous crystals. Another was Delepine’s active racemate method, by which a mixed racemate [D-M]–[L-M0]

precipitates as the less soluble compound after a chiral complex [D-M] is mixed with a similar racemate [DL-M0]. More reliable methods are based on the stereospecific formation of diastereomeric complexes with more than one chiral center in a complex. This has the effect of restricting the number of possible diastereomers due to the influence of intramolecular interactions. 

5.3.2.1

Stereospecific Formation of Diastereomers

The major CD component

rule presented above is best applied to complexes with at least trigonal symmetry. 

Use of this rule in low-symmetry complexes is often problematic due to the fact that it is difficult in lower symmetry to identify the transitions that are derived from the E state of the reference complexes such as L-( þ )-[Co(en)3]3 þ for which the absolute configuration is known. In these cases, the stereospecific formation of diastereomers is useful to determine the absolute configuration. An octahedral metal complex with more than one enantiopure chiral bidentate or polydentate ligand often is diastereoselectively formed; that is, only a limited number of the possible absolute structures are formed, and these can often be predicted or predetermined on the basis of a given chirality of ligands. Such diastereoselectivity affects the absolute configurations at the metal center, and in the best cases this chemical information can be combined with the CD component rule and X-ray structural results to give very reliable absolute structure determinations. Induced stereospecificity, such as described here, not only is important in expanding our knowledge of chiral structures to binuclear, polynuclear, and supramolecular species, but also is key to developing structural insights into asymmetric catalysts and various bioinorganic probes. 

Von Zelewsky has published many examples of the stereoselective synthesis of metal complexes using what he refers to as “chiragen” ligands. These are enantiopure natural compounds synthesized from the natural product ()-a-pinene, which is combined with species such as bipyridine units to provide impressive control of metal-centered chirality.159–161 In this section, we will focus on the determination of absolute configurations in terms of stereospecific formation from different points of view in connection with absolute conformations in the ligands. 

5.3.2.2

Chiral Bidentate Complexes

The absolute structure of [Co(en)3]3 þ is

described by the l or d conformation of the bidentate ligand due to ethylenediamine puckering as well as the L- or D-configuration around the central Co ion as mentioned before. A combination of L- or D-configuration and l or d conformation gives eight possible diastereomers: L(ddd), L(ddl), L(dll), L(lll) and the corresponding enantiomers that are also denoted, respectively, by lel3, lel2ob, lelob2, and ob3 with respect to the difference in geometrical structures, where lel and ob refers to the

“parallel” and “oblique” directions of the ethylene C- C bond with respect to the C3 axis of the complex (Figure 5.34). In solution, the four diastereomers are in equilibrium with the thermodynamic stability order L(ddd)lel > L

3

(ddl)lel2ob > 

L(dll)lelob > L

2

(lll)ob3 owing to intraligand interactions This is verified by

[image: Image 93]
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FIGURE 5.34

Four diastereomers of L-[M(en)3] complexes. 

observing the effect on the solution CD spectra when polyoxyanions such as PO 3

4

or

SeO 2

3

ion are added to shift the equilibrium to the lel3 isomer. The result for a resolved sample is the major 1E band is diminished and the minor 1A1 band is enhanced.162

If the S-propylenediamine (S-pn) is used instead of ethylenediamine, the chelate ring puckering is avoided by taking preferentially the equatorial position of the methyl group with respect to the diamine ring with the d conformation as shown in Figure 5.35. The same situation is encountered for (1S,2S)-trans-1,2-cyclohexanediamine (S,S-chxn) with the d conformation. Of two possible diastereomers for tris(S-diamine) complexes, the most abundant diastereoselectively formed species of [M(S-pn)3]3 þ and [M(S,S-chxn)3]3 þ (MIII ¼ Co, Cr) is the L(ddd)lel3 isomer that exhibits a positive major CD component in the spin-allowed and the magnetic allowed transition, and the less abundant species is D(ddd)ob3 with a negative major CD band. This is in agreement with the major CD component rule for the absolute configuration.111,163
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Absolute configuration of (S)-propylenediamine (upper) and its chelate conformations (l and d) with axial and equatorial orientations (lower). 
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Two diastereomers of [Co(S-pdta)].163

5.3.2.3

Hexadentate Polyaminocarboxylate Complexes

Of the two possible

diastereomers for [M(S-pdta)] (S-pdta ¼ S-propylenediamine-N,N,N0,N0-tetraacetate) and [M(S,S-cdta)] (cdta ¼ trans-1,2-cyclohexane diamine-N,N,N0,N0-tetraacetate) of Co(III) and Cr(III), only one of each complex is isolated as main products. 

These isomers with the d conformation of the S-diamine backbone are diastereoselectively formed with a L(LDL) configuration owing to the preferable equatorial orientation of the methyl group with respect to the diamine ring (Figures 5.8 and 5.36), even though Koine et al. isolated a very small amount of the diastereomer D(DLD)-

( þ )546-[Co(S-pdta)] having the l conformation with the axially oriented methyl group, giving the enantiomeric CD pattern.164

On the basis of the CD spectra of L(LDL)-[M(S-pdta)] and -[M(S,S-cdta)], the configuration of an enantiomer of [M(edta)] (edta ¼ ethylenediamine-N,N,N0,N0-tetraacetate) can be determined: for example, L(LDL) for ()546-[Co(edta)] was confirmed by the X-ray analysis. For the present edta-type complexes, the major CD

component rule for the absolute configuration results in inconsistent assignments of the absolute configurations, but are in agreement with the empirical rule that edta-type complexes take a L(LDL) configuration when the lowest frequency A(C2) CD

component derived from the E(D4h) state in the holohedralized tetragonal (D4h) field is positive.165–167

In contrast to the high diastereospecificity found in the edta-type complexes with strained five-membered acetate rings, the edtp (ethylenediamine-N,N,N0,N0-tetra-3-propionate) complexes with the less strained flexible six-membered propionate rings (Figure 5.37a) displayed stereospecificity arising from the enantiomeric ethylenic gauche conformation of the propionate rings other than the diamine conformation.168,169 The reaction of S-propylenediamine-N,N,N0,N0-tetra-3-propionate (S-pdtp) and (1S,2S)-trans-cyclohexanediamine-N,N,N0,N0-tetra-3-propionate (S,S-cdtp) ligands (Figure 5.37b) with chromium(III) ion gave three isomers of [Cr(S-pdtp)]

and [Cr(S,S-cdtp)] in comparable formation ratio. These are referred to as P-I, P-II and P-III for the S-pdtp complex and C-I, C-II and C-III for the S,S-cdtp complex in the eluting order in anion exchange QAE-Sephodex column chromatography. 

Of the three isomers, the CD spectra of the third eluates (P-III and C-III isomers) are almost enantiomeric or mirror image in pattern and sign to that of ( þ )D-

[Cr(edtp)] of which the D(DLD) absolute configuration was determined by the

[image: Image 94]
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FIGURE 5.37

Structures of tetradenate and hexadentate ligands (a) ethylenediamine-N,N, N0,N0-tetra-3-propionate, 

(b)

1,2-trans-cyclohexanediamine-N,N,N0,N0-tetra-3-propionate, (c) 1,2-trans-cyclohexanediamine-N,N0-diacetate, and (d) N,N0-bis (2-pyridylmethyl)-1,2-trans-cyclohexanediamine. 

X-ray analysis by Parvez et al.170 This shows that the P-III and C-III isomers take a L(LDL) configuration diastereoselectively owing to the preferential d conformation as in the S-pdta and S,S-cdta complexes.168,170 Since the other two isomers, P-I (C-I) and P-II (C-II), exhibit a negative major CD component near 19000 cm1, similar to that of the P-III (C-III) isomer (Figure 5.38), two P-I (C-I) and P-II (C-II) isomers are stereospecifically formed with a L(LDL) configuration owing to the preferential equatorial orientation of the methyl group of the S-pdtp, though in this case the major CD component rule does not hold. 

The observation that the CD spectra of P-II (C-II) are intermediate or average in pattern between those of P-I (C-I) and P-III (C-III) suggests that these isomers are diastereoisomers arising from a pairwise combination of two chiral l and d conformations at the two 3-propionates in the out-of-plane relaxed (R) ring (Figure 5.39). 

With support from a 2H NMR spectral study, and the unexpected C- N bond cleavage of the propionate arms in the P-I (C-I) and P-II (C-II) isomers, the isomers P-I (C-I), P-II (C-II), and P-III (C-III) are assigned as L(ll)ob2, L(ld)lelob, and L(dd)lel2

conformational diastereomers, respectively. The notation lel and ob means that the direction of the propionate ethylene C- C bond is parallel and oblique almost to the twofold axis (the bisector of N- Cr- N) in the complex as shown in Figure 5.39. 

Because the edtp-type complexes have flexible six-membered rings, more conformational diastereomers are present, and neither the empirical rule nor the major CD

component rule can be precisely applied to the determination of the absolute
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CD spectra of three diastereomers of [Co(S-pdtp)] in water. (a) P-I, (b) P-II, and (c) P-III.168

configuration. As a result, the absolute configuration as well as the chelate ring conformations that are based on the stereospecific formation and CD spectra tends to be more reliable. 

5.3.2.4

Tetradentate Polyaminocarboxylate Complexes

As the following exam-

ples indicate, stereospecific formation of metal complexes with chiral tetradentate polyaminocarboxylate ligands do not always lead to the same absolute structures as that of the corresponding complexes with achiral ligands.171

[Cr(R,R-cdda)(H2O)2] þ and [Cr(R,R-cdda)(phen)] þ (tetradentate R,R-cdda ¼

1R,2R-trans-1,2-cyclohexanediamine-N,N0-diacetate) (Figure 5.37c) with the l conformation of the diamine backbone give a negative major CD component in the (a)

(b)

(c)

Cr

c

o

N

FIGURE 5.39

Proposed structures for the three diastereomers of (S)-pdtp complexes: (a) lel2

L(dd), (b) lelob L(dl), and (c) ob L

2

(ll).168
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FIGURE 5.40

Geometrical isomers of cis-[Cr(edda)X2]-type complex. See figure 5.34 and section 5.3.2.2. 

first 4A   4

2

T2 magnetic dipole-allowed transition region. Thus, these diastereomers assume a D absolute configuration according to the major CD component rule. Of the possible two sym-cis and unsym-cis geometrical isomers for Cr(III) complexes containing tetradentate linear ligands with only five-membered chelate rings (Figure 5.40), the cdda ligand prefers a sym-cis configuration over an unsym-cis one in view of the preparative process of the pzdc-bridged dinuclear [Cr2(m-pzdc) (edda or cdda)2] complexes (pzdc3 ¼ pyrazorate-3,5-dicarboxylate; edda ¼ ethylenediamine-N,N0-diacetate).171,172

If the absolute configuration around chromium(III) ion is L, the R,R-cdda takes a sym-cis configuration with an axial orientation (normal) of two glycinates (NCax), as depicted in Figure 5.41. On the other hand, the D-sym-cis configuration results from stereoselective coordination of the equatorially oriented glycinates (abnormal NCeq) (Figure 5.41). Thus, these D-sym-cis-R,R-cdda mononuclear complexes may take the abnormal eq–eq form in the R,R-cdda coordination rather than the normal ax–ax one as usually found for the edda complexes. This is because in the reverse L-configuration of the normal ax–ax form there is a steric repulsion between one of the methylene protons of the terminal acetate chelate ring and the methylene proton attached to the cyclohexane carbon atom adjacent to the asymmetric carbon one as shown in Figure 5.41. Thus, the R,R-cdda complexes take an overall absolute structure designated as D-

(SN,SN; l) with an abnormal NCeq–NCeq form, where SN stands for the S-configuration of the coordinated asymmetric nitrogen atom of the cdda as shown. This is also verified by examining the diastereomer formation of the dinuclear [(R,R-cdda)Cr(m-pzdc)Cr(S, S- or R,S-cdda)] complexes (Figure 5.42) on the basis of the CD spectra. 

The X-ray structural evidence of the abnormal NCeq–NCeq form was given for D-sym-cis-[CrCl2(R,R-pichxn)]ClO4 (R,R-pichxn ¼ 1R,2R-N,N0-bis(2-pyridylmethyl)-1,2-cyclohexanediamine) (Figure 5.37d) by Yamamoto et al.173 As reported by Vagg and Fenton, the corresponding Co(III) complex, [CoCl2(R,R-pichxn)] þ , shows opposite CD sings to the Cr(III) complexes.174 As far as the CD signs are considered, it seems as if the major CD component rule does not hold for either the Co(III) or Cr(III) complex. However, the Co(III) complex is assigned to the L-unsym-cis configuration by examining the NMR. Though Vagg et al. did not
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Molecular models showing diastereomers of the D-sym-cis-R,R-cdda complex with respect to the absolute configurations of the coordinated asymmetric nitrogens and the normal axial (a) and abnormal equatorial (b) orientations of the terminal acetate rings. The solid circles in (a) refer to the acetate and the cyclohexane methylene of which the protons suffer severe steric contact as shown by arrows.170

discuss the axial or equatorial orientation of the pyridylmethyl arms, it is likely that the R,R-pichxn or cdda Co(III) complex takes stereospecifically the whole absolute structure of a L-unsym-cis-(S 



N , RN; l) and/or L-unsym-cis-(SN , SN; l) (N for the nitrogen at the out-of-plane R-ring (Figure 5.41)) with the abnormal NCeq as found for FIGURE 5.42

Proposed structures of two diastereomers of D,D-[(R,R-cdda)Cr(m-pzdc) Cr(S,S-cdda)] (a, b).170
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the reverse structure of D-unsym-cis-[Cr(S,S-cdda)] moiety, which is stabilized by intramolecular hydrogen bonds in [(R,R-cdda)Cr(m-pzdc)Cr(S,S-cdda)] as shown in Figure 5.42. In view of the fact that the R,R-cdda or R,R-pichxn complexes have the abnormal equatorial orientation of the chelate arm, the conformation or configuration of the stereospecifically formed diastereomers with chiral ligands (e.g., R,R-cdda) is not always the same as that of the stable enantiomers with the corresponding achiral ligands (e.g., edda) or depends on the identity of the central metal ion (e.g., Cr versus Co), indicating difficulties in determining absolute structures by directly comparing CD spectra. It should be noted that overall absolute structures induced by stereospecificity are governed by the geometrical regulation due to the intramolecular interaction in diastereomers that do not necessarily appear in the corresponding enantiomers with achiral ligands. 

5.3.2.5

L-Tartrate Complexes

There are two coordination modes for bidentate

L-tartrate complexes: [O1, O2] with binding of one carboxylate and one hydroxy (or alkoxy) group, and [O2, O3] with two hydroxyl (or alkoxy) groups. The induced stereospecificity is markedly different in these two types of L-tartrato complexes. The stereoselective formation of [Cr(acac)2(L-tartH)]2 occurs with a preferred L-configuration.175 The historically famous tris(L-tartrato)Cr(III) complex, [Cr(L-tartH)3]6, used in the first measurement of the Cotton effect (see above) appears to form stereospecifically with a L(ddd) configuration through [O2, O3] coordination having two dangling equatorially oriented carboxylate groups with a d conformation. This mode results in almost perfect stereospecificity as found for L(ddd)lel3-[M(S,S-chxn)3]3 þ as described previously. The [O2, O3] coordination mode plays an important role in asymmetric oxidation of allylic alcohol catalyzed by titanium diethyl L-tartrate. On the other hand, the [O1, O2] coordination mode of L-tartarate leads to another type of stereospecificity by forming binuclear complexes such as

[Cr2(L-tart2H)(bpy or phen or acac)2]n (n ¼ 1 for bpy and phen; 2 for acac). It is predicted that these complexes exhibit perfect stereospecificity for steric reasons such that two Cr(III) centers take the D-D-configuration through the tetradentate coordination of two L-tartrates by one each carboxylate and hydroxylate in the [O1, O2] mode according to a molecular model.176,177 This binuclear structure was later confirmed by X-ray analysis.178 The structure is shown in Figure 5.43. It should be noted that the negative CD sign of the major component for the D-D-configuration of the L-tartrato binuclear complexes conforms to the major CD component rule as shown in Figure 5.44. 

This type of complexation affords another criterion for the absolute configuration on the basis of the CD signs in the intraligand p-p transitions where positive single CD band(s) for the D-configuration is observed. By comparing the CD spectra in both the ligand field and the intraligand transition, the absolute configurations of the analogous complexes such as [Cr(ox)2(bpy or phen)] and [Cr(acac)(en)2]2 þ can be accurately determined. Similar types of L-tartrate-bridged binuclear bpy and phen complexes of Mn(III), Fe(III), Co(II), Ni(II), and Cu(II) have been diastereospeci-fically formed as supported by ESI-Mass and/or intraligand CD spectra. These complexes provide the d–d CD criterion for the absolute configurations of each

[image: Image 97]
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FIGURE 5.43

Molecular structure of Na[Cr2(L-tart2H)(phen)2].177
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Absorption (AB) and CD curves of [Cr2(L-tart2H)(phen)2] (––––) and ()546-[Cr(ox)2(phen)] (- - - - - - -).176
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metal complex for which there are few reported reference complexes.179 It should be noted that chiral homoleptic L-tartrate dinuclear complexes are crucial building blocks for chiral magnets.180

5.3.3

Single-Crystal X-Ray Diffraction

By far the most reliable method to determine the absolute configuration of chiral inorganic and organic compounds is by single-crystal X-ray crystallographic analysis.4 By 1974 Saito listed 59 chiral metal complexes whose absolute structures were determined by X-ray diffraction.181 Advances in the speed of computer processing and other aspects of X-ray instrumentation have resulted in the ability to determine absolute structures from much smaller crystals. As a consequence, the number of crystal structure determinations of inorganic compounds has increased enormously in recent years. 

Absolute structures are determined by the so-called Bijvoet method that employs resonant scattering of the incident X-ray beam by atoms in the compound under study leading to phase shifts that can be interpreted in terms of the three-dimensional structure.4 Although this technique has been employed for the determination of absolute configurations of metal complexes since the first report in 1955, the complicated nature of the analysis limited its use to crystallographers for many years, but the introduction and use of the refinement software program SHELXL93/

SHELXL97 has opened up the field to many noncrystallographers.182 The currently accepted method for determination of absolute structures is based on the Flack parameter, x, which describes the enantiomer mole fraction. A Flack parameter of zero means that the crystal is enantiomerically pure.183,184 Accuracy in absolute structure determinations relies upon obtaining this parameter and related ones within specified error limits, and suitable care must be taken when selecting a single crystal from the bulk sample. It is important to investigate other crystals in the same sample or to confirm whether the bulk or other crystals of the sample have the same enantiopure compounds as the single crystal by measuring physicochemical properties such as CD spectra. Enantioselective chromatography and X-ray powder diffraction are also helpful, and, of course, one needs to be concerned with differences in chiroptical confirmation between crystals and solutions. 

For diastereomeric metal complexes with known absolute configurations of chiral ligands such as R,R-chxn, the entire absolute structure including the absolute configuration around metal ion can be determined on the basis of the known absolute configuration of the chiral ligands acting as an internal reference. The reliability of this method depends on the enantiopurity and the absolute configuration of the internal reference.4

5.4

SUMMARY

Clearly, chiral inorganic compounds are going to become even more important as chiral-selective structural probes, as asymmetric catalysts, and as key components of
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biomolecular processes. It will become increasingly important for researchers to know the absolute structure of these chiral inorganic materials in order to be able to understand various mechanisms and to be able to design new chiral substances. The relationship between absolute structure and specific chemical or spectroscopic data is certainly difficult. However, the development of chiral-optical spectroscopic techniques, the advances in theoretical computation of chiral spectroscopic properties, and the remarkable advances in X-ray crystallography in recent years have certainly resulted in newer, more reliable ways to determine the absolute structure of inorganic complexes. 
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6 Flash Photolysis and Chemistry of Transients and Excited States

GUILLERMO FERRAUDI

6.1


INTRODUCTION

Energy supplied to a molecule in the form of light is degraded through the emission of light (fluorescence and phosphorescence) and radiationless processes. The latter include the photochemical reactions and those photophysical processes where the energy of the excited state is dissipated as nuclear motions of the molecule and transferred (phonons) to the medium. All or some of these processes may occur when radiation is absorbed by a molecule. This is expressed in another form known as the first law of photochemistry (enunciated first by Grottus and Draper),1,2 which establishes that “the only radiation effective in inducing photochemical changes is that absorbed by the system.” The second law of photochemistry resulted from our understanding of the corpuscular nature of light and the quantified absorption of light energy by matter. It establishes that “a molecule in a photochemical reaction absorbs one quantum of radiation that induces the reaction.” It means that one photon must be absorbed to produce the excited state from where some of the processes mentioned above are initiated. These processes are commonly named primary photochemical processes. The quantum yield f

¼

i of the primary process i is defined as fi

np/nhn, 

where np is the number of molecules that experience a given transformation in such a process and nhn is the number of absorbed quanta. It is possible to reinstate the second law of photochemistry as Sf ¼

i

1, namely, “a molecule in a photochemical reaction absorbs one quantum of radiation that induces the reaction so that the sum of quantum yields fi of primary processes must be unity.” If both np and nhn are divided by the period Dt in which they were measured and (Dnp/Dt)/(Dnhn/Dt) is passed to the limit Dt ¼ 0, the expression of the quantum yield is f ¼

i

(dnp/dt)/(dnhn/dt) ¼ (dnp/dt)/Iab. 

Here, dnp/dt is the rate of the photochemical process and dnhn/dt ¼ Iab is the intensity of the light absorbed by the molecules. Because a mole of quanta is named Einstein, Iab is expressed in Einstein per unit time to have dnp/dt in mole per unit time. 

In the photochemical work with solutions, it is convenient to divide dnp/dt and dnhn/dt by the volume of the irradiated solution. The quantum yield is therefore Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac
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f ¼

i

I1(

ab

d[np]/dt), where [np] is the molar concentration of molecules transformed per second by the process induced when a light intensity Iab (in Einstein/(L s)) is absorbed by the photolyte. 

6.2

LIGHT REPRESENTATION FOR OPTICAL PHENOMENON

AND ABSORPTION

The phenomena of light interference, diffraction, and polarization led to the model of light waves. A competing model was based on the corpuscular nature of light. It was proposed that the particles in a ray of light obey the laws of mechanics. The corpuscular model failed to account, however, for the interference and diffraction phenomena. Light waves were associated for a long time with mechanical waves moving through a medium called “ether.” The light waves have only transverse components, whereas mechanical waves have transverse and longitudinal components. The concept of mechanical waves cannot explain the high speed of light propagation without making extreme assumptions about the density and elastic properties of “ether.” These problems were resolved when Maxwell suggested that light was not a mechanical but an electromagnetic phenomenon.3,4 The differential equations 6.1 and 6.2 describing the propagation and oscillations of the electric field ~

E

and magnetic induction ~

H are derived from the Maxwell’s equations. 

@2~

m

E ¼ r2~E

ð

0«p @

6:1Þ

t2

@2~

m

H ¼ r2~H

ð

0«p @

6:2Þ

t2

In Equations 6.1 and 6.2, «p is the electric permittivity and m0 is the magnetic permeability. The solutions of Equations 6.1 and 6.2 are vectors vibrating in coordinate planes perpendicular to each other (Figure 6.1). ~

E oscillates in the xz

plane and ~

H in the yz plane when a linearly polarized wave is propagating in the positive direction of the z-axis. 

An optical wave as well as electromagnetic waves in general can be considered as energy flux.4,5 The energy flux per unit area in an electromagnetic field is given by the “Poynting vector” ~

S ¼ ~

E ^ ~

H, where ^ is used to denote the vector product

between the electric and magnetic fields. The electric and magnetic components, Ex and Hy, of the linearly polarized optical wave are related by the expression Hy(z) ¼ («/m0)1/2Ex(z). Therefore, the flux of energy is rffiffiffiffiffi

~

«

S ¼

~

m E2k

ð6:3Þ

x

0

where ~

k is the unit vector pointing in the positive direction of the z-axis. Equation 6.3

shows that the energy flows in the direction of the optical wave. Since it gives the
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FIGURE 6.1

Propagation of a plane electromagnetic wave along the z-axis. The wave’s electric and magnetic field vectors oscillate parallel to the x and y axes. 

amount of energy crossing a given surface perpendicular to the propagation axis per unit time, S is the intensity of light. The light intensity is therefore proportional to the square of the electric field. An explicit solution of Equation 6.1 is necessary before addressing other aspects of light propagation and absorption. A solution of the wave equation 6.1 in the vacuum is given in Equation 6.4. 







~

~r~n

E ¼ ~

A cos

v t

Þ þ d expð~r~jÞ

c

ð~r ¼ x~iþ y~jþ z~k;~n ¼ n ~

~

~

~

~

~

xi þ nyj þ nzk ; and ~

j ¼ jxi þ jyj þ jzkÞ

ð6:4Þ

The vector ~

r points in the direction of propagation of the wave and the refractive indexes and extinctions of the wave along the coordinate axis are the components of the vectors ~

n and ~

j, respectively (Figure 6.1). In addition, the components of the vector ~

A are the areas of the surfaces crossed by the wave, c ¼ 2.997  108 m/s is the speed of light in the vacuum, v ¼ 2pn, and



" 

! 

#!! 

~

~r~n

~r~j

E ¼ ~

A Re exp i v t

þ i

þ d

c

v





!! 

¼ ~

A Re expðidÞexpðivtÞexp  2pi~

ð

l r  ð~ni~jÞ

6:5Þ

where d is the absolute phase. It is convenient to express Equation 6.4 as a complex function (Equation 6.5), where Re is the operator that selects the real part of the complex function. For a wave propagating along the z-axis, the conditions A ¼

x

0 or

A ¼

¼

¼

y

0 and ax

ay or dx dy mp, where m is an integer, correspond to linearly
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FIGURE 6.2

Trajectories of the electric vector when the electromagnetic wave travels along the z-axis. Projections of the trajectories on the xy plane are a line (a) corresponding to oscillations in a plane and a circle (b) when the vector rotates around the z-axis. 

polarized light (Figure 6.2a). In this polarization, the electric vector vibrates in a plane containing the z-axis. When d 

¼

x

dy

mp/2, where m is an odd integer, and Ax ¼ Ay, 

the light will be circularly polarized (Figure 6.2b). If A 6¼

x

Ay, the light will be

elliptically polarized. Optical components in the path of a light beam can create the conditions indicated above, and this may lead to artifacts affecting the experimental results of time-resolved optical spectroscopy. On the other hand, time-resolved optical spectroscopies with polarized light provide substantial structural and kinetic information. 

It is now possible to estimate the flux of energy carried by a beam of light and derive a law for absorption of such energy. A parallel beam of light aimed in the positive direction of the z-axis is a plane electromagnetic wave moving along such a direction (Figure 6.1). The electric intensity (Equation 6.6) will have the components Ex and Ey
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of the electromagnetic wave shown in Equation 6.5. 

Eðz; tÞ2 ¼ E ð

ð

x z; tÞ2 þ Ey z; tÞ2

ð6:6Þ

Integration over a time interval long enough compared to the period of the wave, that is, where cos2 x approaches to 1/2, gives the mean square value E(z, t)2 (Equation 6.7): hE2i ¼ ðA2 þ A2Þ=2

ð6:7Þ

x

y

From the relationship between the electric field and the magnetic induction, one arrives at the mean square value of the magnetic intensity that combined with Equation 6.7 gives the intensity of the light wave in the vacuum (Equation 6.8).5

p

h

ffiffiffiffiffiffiffiffiffi

Si ¼ ð«

ð

þ Þ

¼ ð

þ Þ

0E2 þ m H2Þ=

A2

A2 =

A2

A2 c

ð

0

2 ¼ «0

2

6:8Þ

x

y

«0m0

x

y

Equation 6.8 demonstrates that the energy flux per unit area and unit time depends only on the square of the amplitude and the speed of light. 

Attention must now be paid to the exponential factor, expð2pi~

r  ð~

ni~

jÞ=lÞ, in

Equation 6.5, where ð~

ni~

jÞ is known as the “complex refractive index” of a substance. It can be seen that the effect of this factor upon the electromagnetic wave increases with the distance |r| that the light travels in that medium. In the general case of an anisotropic medium, ~

n and ~

j are referred to as a specific set of axes, usually chosen to coincide with the optical axes of the medium. For example, the axes of maximum and minimum transmittance are selected for anisotropic absorption. 

The extinction ~

j for an anisotropic medium is related to the extinction coefficient through Equation 6.9. 

~

l

j ¼ 2pC~B

ð6:9Þ

The extinction ~

j is proportional to the concentration C of light absorbers in the medium and the directional nature of absorption in an anisotropic medium is denoted by the vector~

B, known as the molar extinction. Because Equation 6.8 was derived for a wave propagating in the vacuum, the contribution of the extinction to the light intensity is lost in Equation 6.7. For an optical wave propagating in an isotropic medium, Equation 6.7 can be rewritten in the form of Equation 6.10. 

I ¼

t

I0 eðBdCÞ ¼ I0 10ð«dCÞ

ð6:10Þ

I0 is the intensity of the light entering the medium (incident light intensity) that is attenuated to a value It (transmitted light intensity) when the optical wave has penetrated a distance d in the isotropic medium of molar extinction B containing a molar concentration C of absorbing particles. Conversion of the molar extinction B

to the extinction coefficient, « ¼ 0. 434B, allows us to express the decay of light
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intensity in powers of 10, which is the well-known Beer’s law for liquid solutions. 

The decay expressed in powers of e is usually used with gases, by the physicists, and for spectroscopy and spectrophotometry. Although Equation 6.10 shows the most common expressions of the Beer’s law, other expressions can be found in the literature. The absorbances of liquid and gas samples are, respectively, defined by the logarithms log10(I0/I) and ln(I0/I). While the measured absorbance will be the same in each case, the invariance results from the difference in the values of B and «. 

Because the solution of Equation 6.1 was obtained under very simple physical conditions, departures from the Beer’s law are observed when the conditions used for the measurement of absorbance or light intensity are more extreme. Deviations from the Beer’s law due to extremely intense light will be discussed in the following section. An experimental condition that must be fulfilled by the medium is that the absorbing particles must be homogeneously distributed in the interaction volume and must not scatter the radiation. Because of this condition, the law tends to break down at very high concentrations of absorbing particles, especially if the medium is highly scattering. The reason for the law failure is the implicit assumption (made in solving Equation 6.1) that every absorbing particle behaves independently of the rest. 

On the contrary, absorbing particles lying along the same optical path behave as being in the shadow of others when concentrations and light scattering are large. That every absorbing particle behaves independently with respect to light is approximately correct only in very dilute solutions but this gradually becomes an incorrect proposition with increasingly concentrated solutions or long optical paths. In addition, Equations 6.1 and 6.10 were derived strictly for a single frequency. Radiation should preferably be monochromatic, but this is not an extremely restrictive condition and can be fulfilled when the bandwidth of the radiation is narrower than the absorption band of the transition. A more restrictive limiting condition results when Equation 6.1 is resolved for a plane electromagnetic wave. In optical terms, this corresponds, as mentioned above, to parallel rays of light traversing the same distance in the medium. The absorption of light will not follow Equation 6.5 when the incident beam of light rays is largely divergent or convergent within the volume of interaction. A practical example is a beam where the rays from a point source are placed at a distance L from a cylindrical medium containing a concentration C of absorbing particles with an extinction coefficient « (Figure 6.3). The angle u is the maximum aperture of the beam (corrected by the difference in refractive indexes) and l is the thickness of the medium. When u > 0, the attenuation of the beam of light intensity as it passes through the medium is given by the differential Beer’s law (Equation 6.11). 

@IðdÞ ¼ 

1

ð

@

2:33«IðdÞ r2

6:11Þ

d

tg2u ðL þ dÞ2

The distance d from the front surface of the cylinder to a cross section s is measured along the center axis Z of the beam. Integration over the distance d and conversion to
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FIGURE 6.3

Absorption of light of a highly divergent beam by a substance placed in a cylindrical cell. Although the effect of reflection on the window has not been considered here, it can be introduced by a simple application of the laws of geometrical optics. 

an exponential form gives the intensity of the light transmitted through the rear window (Equation 6.12). 

It ¼ I0 10«CðlL=ðL þ lÞÞ ¼ I0 10«Cð1=ð1 þ tgðuÞ=tgðaÞÞÞ

ð6:12Þ

Conditions such as L  l or tg(u)/tg(a)  1 reduce Equation 6.12 to the Beer’s law (Equation 6.10). These are conditions corresponding to a beam of near-parallel rays in relation to the path length l of the medium. 

The electromagnetic theory of optical waves provides a solid rationale for optical phenomena such as interference, diffraction, and polarization. However, the absorption and emission of light, namely, the absorption and emission of energy, do not take place in a continuous manner as it can be deduced from the solutions of Equations 6.1

and 6.2. The absorption of light by the absorbing particles (atoms or molecules) takes place in discrete quantities, quanta. This phenomenon led to the conclusion that light is composed of photons that are particles of energy E ¼ hn, where h ¼ 6.24  1034 J s is the Plank’s constant and n is the frequency of light. On the basis of the theory of relativity, the photon has a kinetic momentum p ¼ 2hn/c ¼ h/l and a mass m ¼ 2hn/

c2 ¼ h/cl. Therefore, the mass and momentum of photons increase from the IR to the UV region of the spectrum. In the quantum theory of light, the quantities It and I0 in the Beer’s law (Equation 6.10) are the number of photons per unit time or the flux, namely, the number of photons crossing the interface per unit time and unit area. Some photochemists use the total light intensity or the flux, I, incident in the reaction cell. 

Other photochemists use the average number of photons absorbed by the material per unit volume and unit time. The two forms of expressing the light intensity are related
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by Equation 6.13. 

R ~J~nda

I ¼ A Ð

¼ I

Ð

ð6:13Þ

dv

dv

V

V

where V is the volume of the medium where the absorbing particles are placed,~

J is the

flux (number of photons per unit area and unit time crossing the surface A) and~

n is the

unit vector perpendicular to A. For example, Equation 6.13 is reduced to Equation 6.14

for a prismatic cell illuminated by a beam of constant photonic density.6

j~

J jA

I ¼

¼ I

ð6:14Þ

V

V

6.3

ABSORPTION OF LIGHT AND PHOTOCHEMICAL PROCESSES

Deviations from the Beer’s law when the condition of a parallel beam of monochromatic light is fulfilled are also possible if very high-power lasers are used in photochemistry and spectroscopy. A phenomenon, commonly known as the

“ground-state depletion,” occurs when the intensity of the absorbed light, Iab, and the concentration of absorbing particles, C, are of the same magnitude. In a medium containing a concentration C of absorbing particles, the decay of light intensity with the distance d to the window of incidence must be expressed as

@

I ¼

Þ

Þ

@

«ðCI

I þ «0ðCI

I2

ð6:15Þ

d

ab

ab

A significant number of particles are removed from the ground state in the process of absorbing light and they are not available for the absorption of light. The concentration of available particles is reduced to C  Iab in accordance with the photochemical laws. If two photons are simultaneously absorbed by a molecule, the absorption of light is a three-body collision between two photons and the molecule. The dependence of @I=@d on I2 is therefore a consequence of a “biphotonic event” and the integration of Equation 6.15, when the “biphotonic absorption” is ignored, gives Equation 6.16. 

ÞÞ

It ¼ I ð

Þ

10ð«dðCI0

ð

0 CI0

6:16Þ

CI

ÞÞ

0 10ð«dðCI0

A more complicated solution (Equation 6.17) results when Equation 6.15 is integrated after the incorporation of the “ground-state depletion” described by Equation 6.16. 





10«dðCI Þ

ÞÞ

ab

It ¼ I

¼

Þ

10ð«dðCI0

0«

; where Iab

I0 1ðCI0

CI

ÞÞ

ÞÞ

0 10ð«dðCI0

CI0 10ð«dðCI0

ð6:17Þ
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FIGURE 6.4

A spectrophotometer cell with an absorbing medium. I0 is the intensity of light after reflection on the front window and It is the intensity of light not absorbed by the medium. 

The ground-state depletion is more commonly observed in photochemical experiments such as flash photolysis than the simultaneous biphotonic absorption. Another common deviation from the Beer’s law due to the sequential absorption of two photons will be discussed later in this section. 

Let us consider a photochemical process (Equation 6.18) occurring with a quantum yield f in a photochemical reactor of a prismatic geometry, for example, a spectrophotometer cell (Figure 6.4). 

A þ hv ! 

f

pP

ð6:18Þ

Insofar as the absorption of light is appreciable over the reaction cell, the absorbed light depends on the distance l measured from the front window. Therefore, the rate of the photochemical reaction, a rate that is proportional to the absorbed light, must change with such distance. The intensity of light absorbed between l and l þ dl, Iab(l, dl), is the difference between the intensity of the light crossing the respective surfaces (Equation 6.19). 

ItðlÞItðl þ dlÞ ¼ 2:303I0«½Ae2:303«l½A dl

ð6:19Þ
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The average intensity of the light absorbed per unit length within this subcell is I ¼

ab

2:303I0«½Ae2:303«l½A

ð6:20Þ

The average rate of the photochemical reaction, based on the changes of the A and P

concentrations across the path between l and l þ Dl, is given by Equation 6.21. 









l ð

þ Dl 



l ð

þ Dl 



1 @½P

@½

@½

@½

¼ 

A

¼  1

A

P

dl ¼ 1

dl

p

@t

@t

Dl

@t

pDl

@t

average

l

l

ð6:21Þ

To obtain the measured reaction rate, the average rate must be integrated over the path of the light beam. For example, the measured rate for a photochemical reaction in a prismatic cell of optical path ‘ (Figure 6.4) is given by Equation 6.22. 





ð‘ 



@½

@½



A

¼ 

A

@

dl

ð6:22Þ

t

@t

measured

average

0

In a photochemical reaction with a complex mechanism, the local rate of change of the reactant or product concentrations might have a nonlinear dependence on the light intensity absorbed locally. For example, the rate to be used in Equation 6.19 can be dependent on the nth power of the light intensity. 





@½P

¼

ð

@

fðI

lÞÞn

ð6:23Þ

t

ab

at l

Inserting the expression of the average intensity absorbed at l (Equation 6.20) in Equation 6.23, one obtains the local rate (Equation 6.24) and the measured rate (Equation 6.25) of the photochemical reaction. 





@½P

¼

@

fð2:303I

t

0«½AÞne2:303n«l½A

ð6:24Þ

at l





ð‘

@½P

¼

½

@

fð2:303«I AÞn eð2:303n«½AlÞ dl

t

0

measured

ð6:25Þ

0

ð

¼

2:303I

fI

0«½AÞn1 ð

0

1eð2:303n«½A‘ÞÞ

n

No mass transport has been considered in arriving at Equations 6.24 and 6.25, and these equations will be valid in cases where the concentration of A does not change significantly during the irradiation. This condition is usually fulfilled when
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FIGURE 6.5

Normalized rates of product formation at different distances from the front window when the absorbance of the solution in the 1 cm cell is 2 (red) and 4 (green). 

(See the color version of this figure in Color Plates section.) the medium of the reaction is mechanically stirred and the conversion to products is kept as small as possible. Equation 6.24 shows that a deceleration of the reaction occurs as the light traverses the cell from the front to the back window (Figure 6.5). 

The larger the absorbance of the solution, the more pronounced is the deceleration and no reaction will occur in an increasing number of subcells, starting from the back of the cell, if the absorbance of the solution is larger than 2. Nonuniform distributions of rates through the cell can affect the measured rate of a reaction and therefore the quantum yield. It can also change the products of the photochemical process. 

It will be observed when, in the mechanism of the photoprocess, reactions that are kinetically of first order occur in parallel with reactions that are kinetically of second order, each of them giving different products. A nonuniform distribution of reaction rates can also lead to artifacts in flash photochemical experiments. 

In many photochemical reactions, n ¼ 1 and the measured rate (Equation 6.24) exhibits only a linear dependence on the incident light intensity (Equation 6.26). 





@½A

¼

ð

@

fI 1eð2:303«½A‘ÞÞ

ð6:26Þ

t

0

measured
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The rate is measured under “optically dilute” conditions when the absorbance is

«‘[A]  0.1 and Equation 6.26 is reduced to Equation 6.27. 





@½A



@

fI

t

0« A

½ ‘

ð6:27Þ

measured

On the other hand, the photolysis rate is said to be measured under “optically dense or concentrated” conditions when «‘[A] > 2 (Equation 6.28). 





@½A

¼

ð

@

fI

6:28Þ

t

0

measured

6.4

THE IDEAL AND REAL PHOTOCHEMICAL REACTOR:

TECHNICAL CONSIDERATIONS FOR THE STEADY-STATE

IRRADIATION OF SAMPLES AND FOR THE DETERMINATION

OF QUANTUM YIELDS

Photochemical reactions are driven in reactors of various volumes and shapes at the laboratory scale. Modified spectrophotometer cells of a slab geometry are very popular for both continuous and flash photolyses. Cylindrical cells, for example, a modified fused silica test tube, are very convenient when the irradiated volume of liquid is larger than that of a spectrophotometer cell. Aside from the shape of the reaction cell, Equations 6.26–6.28 will be valid when the reactor provides ideal photochemical conditions and the photochemical reaction has a mechanism with a linear dependence on the light intensity. Useful chemical information can be obtained therefore, from photolyses conducted under optically dilute and dense conditions. 

Nevertheless, the intrinsic technical problems associated with each of these conditions must be considered during the planning of a photochemical experiment. For example, Equation 6.29 gives the measured rate if the photoreaction is driven with a divergent beam of light (Equation 6.12), and the rate of the photoreaction linearly depends on the light intensity, namely, n ¼ 1 in Equation 6.22. The effect of the divergence of the beam is mostly noticeable when optically dilute conditions are used for the photolysis. If optically concentrated conditions are used, Equation 6.29 is reduced to the Equation 6.28 and the divergence of the beam has no effect on the photochemical experiment. 
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measured

Optically dilute and concentrated conditions usually give very different results when the photochemical reactions form products that absorb a significant fraction of light that has driven the photochemical reaction. The effect of light absorption by a product is known as “inner filter” when the product is photochemically inert. When
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the product undergoes a photoreaction as a consequence of light absorption, the phenomenon is known as “secondary photolysis.” When the product of Equation 6.18

absorbs a fraction of the photolyzing light and the Beer’s law is valid, the transmitted light intensity at a distance l from the front window is I ð

½A þ « ½

P PÞl

ð

t 1Þ ¼ I010ð«A

6:30Þ

A combination of Equations 6.21 and 6.30 gives the intensity of the light absorbed by A between l and l þ Dl. The local rates of the photochemical reaction in the subcell between l and l þ Dl and in the cell are
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Therefore, the inner filter effect causes a local and overall deceleration of the reaction. This effect is more pronounced when «P[P] is of the same order of magnitude as «A[A]. To asses how much the inner filter effect determines the rate of the photochemical reaction, a commonly followed strategy is to make measurements of product and/or photolyte concentration as a function of the irradiation period and to make the measurements using widely different concentrations of the photolyte. 

In the absence of the effects of inner filter and secondary photolysis, plots of the concentration of the photolyte or the product versus the period of irradiation will be linear when the photolysis is conducted under optically dense conditions. 

Logarithmic plots of the concentration of the photolyte versus the period of irradiation will be linear when the photolysis is conducted under optically dilute conditions. 

The secondary photolysis and its effects are not limited to the photolysis of a long-lived product. Significant effects of the secondary photolysis on the reaction rate can be observed when the light used for the irradiation of a photolyte is also absorbed by a photoreactive excited state or reaction intermediate created in the photochemical process. Because the longer the lifetime of the excited state or the reaction intermediate the higher the probability of absorbing a photon, the light intensity necessary for the occurrence of secondary photolysis will decrease with increasing lifetime. 

When the goal of the experiment is to establish the mechanism of the photochemical reaction, the optical conditions of irradiation must always be a major concern. A nonuniform absorption of light through the reaction volume has the strongest effect when the integrated rate law of the photolyte and/or the products has a nonlinear dependence on the light intensity. This is illustrated in the UV photolysis of a CoðNH Þ

3

OCOCH2 þ solution where Cu2 þ ions are

5

3. 

used as scavengers of the photoproduced CH3 radicals with a quantum yield f (Equations 6.33–6.36).7,8
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A steady-state (also named stationary-state) approximation on the concentrations

. 

of CH

. 

3

radicals and CuCH2 þ , namely, @[CH ]/@t ¼ @[CuCH2 þ ]/@t ¼ 0, gives a 3

3
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stationary concentration of radicals:
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The contribution of Equation 6.34 to the reaction rate has been ignored because of the low concentrations of the Co(III) complex used in the UV photolysis. Nevertheless, the extinction coefficient of the complex is sufficiently large at the wavelength where it is irradiated, lex, for example, at 254 nm, to give an absorbance A > 2. Substitution of Equations 6.23 and 6.37 in the corresponding rate equations of the products Cu þ and C2H6 leads to the local rates (Equations 6.38 and 6.39)
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(@[P]/@t)local has been already defined in Equation 6.19. The absorbance A of the solution at the wavelength lex has been measured over the optical path of the beam in the reaction cell. The 3D diagram in Figure 6.6 shows the distribution of the rates of
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FIGURE 6.6

Local rates @[Cu þ ]/@t)local (gray) and (@[C2H6]/@t)local (black) as a function of Cu2 þ (aq) concentration and optical path l. 

product formation, (@[Cu þ ]/@t)local (gray) and (@[C2H6]/@t)local (black), as a function of light penetration in the cell (A ¼ 2) and the concentration of Cu2 þ ions. While the rates of the products decrease monotonically with the decrease of light intensity toward the back of the cell, the rate of radical–radical coupling (Equation 6.36) is dominant through the cell at extremely low concentrations of Cu2 þ ions. The rate of Cu þ ion formation (Equation 6.35) is dominant through the cell for large concentrations of Cu2 þ ions. The relevance of one reaction respect of the other changes along the optical path length as the Cu2 þ concentration is varied between the low and high concentration limits. A similar effect on the distribution of rates along the path length of the reaction cell (Figure 6.7) is caused by the intensity of the incident light, I0. 

The integration of Equations 6.38 and 6.39 over the path length of the cell gives cumbersome expressions. Even the most simple expression contains geometrical factors affecting the kinetic parameters (reaction rates and quantum yield). However, the integration gives simple results under the limiting condition [Cu2 þ ] ¼ 0

(Equation 6.40). 
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Under the limiting condition (k35[Cu2þ])2 > 8fIabk36, the rate of Equation 6.35 is much larger than the rate of Equation 6.36 and the integration of Equation 6.38 also yields a simple result (Equation 6.41). 
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FIGURE 6.7

Local rates @[Cu þ ]/@t)local (gray) and (@[C2H6]/@t)local (black) as a function of the incident light intensity I0 and optical path l. 

The rates measured under these limiting conditions, or the yields of given species, fspecies, when the rates are divided by the absorbed light intensity, provide information on the stoichiometry of the process and can be used to calculate the quantum yield f (Equation 6.42). 

f ¼ 2f

¼

C

f

2 H6

Cuþ ¼ fCo2þ

ð6:42Þ

Intense labor is usually required in the search for experimental conditions leading to the stoichiometric relationship illustrated in Equation 6.42. This search for the optimum conditions can be greatly ameliorated when the steady-state photolysis is used in conjunction with flash photochemical techniques. 

6.5

FLASH IRRADIATION: TIME-RESOLVED SPECTROSCOPIES

FOR THE DETECTION OF THE TRANSIENT PHENOMENON

The technique of flash photolysis was developed between 1949 and 1950 by several groups. Basically in the technique, a pulse of light of extremely high-intensity and short duration (the pump) is passed through the absorbing medium. Under these conditions, large concentrations of excited states and/or reaction intermediates are formed. Because of their concentrations, normal spectroscopic techniques can be used to identify them and to follow their reactions. In order to detect the transient species by following changes in the UV, Vis, or IR regions of the spectrum, a second beam of light (the probe) is passed through the irradiated medium. The probe must traverse (as close as possible) the same or a smaller space irradiated by the pump in order to sweep the space of the medium where the transient species have been created by the pump. The errors resulting from a poor pump–probe overlap are discussed
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below. Two types of probes are used in flash photolysis: a steady beam of light or a short pulse of light arriving at the medium with a convenient delay from the pump. 

While a steady beam of light is generally used when the observations are made in a timescale equal to or longer than 1 ns, the pulsed probe is used for observation in shorter timescales such as from the femtosecond to the nanosecond. Other techniques using the detection of emitted light, for example, flash fluorescence and single photon counting techniques, scatter light; for example, time-resolved resonance Raman (TRRR),11,12 time-resolved IR (TRIR),9,10 and time-resolved electron paramagnetic resonance (TREPR)13,14 can be regarded as variations of the flash photolysis technique. They are extremely useful tools for the structural characterization of the excited state and reaction intermediates. 

6.5.1

The Setup for Flash Photolysis in the Nanosecond–Second Time Domain Typical configurations of laser flash photochemical apparatus for the detection of transients in a timescale longer than 1 ns are shown in Figure 6.8. The pump–probe configurations in Figure 6.8 are used for the front-face and side-on irradiations of the L
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FIGURE 6.8

Typical side-on (top) and front-face (bottom) optical arrangements for laser flash photolysis to detect transient changes in the absorption spectrum. Abbreviations: S ¼ light source (probe); L ¼ lens; C ¼ cell holder þ cell (typical path lengths: 1–0.5 cm (top) and 0.5–0.2 cm (bottom)); M ¼ mirror; Mo ¼ monochromator; P ¼ photomultiplier. The most commonly used lasers deliver powers equal to or larger than 0.5 MW per pulse. 
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sample, respectively. The side-on arrangement is conveniently used when the medium has a large extinction coefficient at the wavelength of the pump, lex, causing the absorption of the pump’s light over a short distance after entering the absorbing medium. If the cross section of the pump can be enlarged into the shape of a rectangle, the side-on configuration allows us to work with an optical path for the probe close to a centimeter without the problems of a poor pump–probe overlap. The front-face configuration usually limits the path length to a few millimeters for a good pump–

probe overlap. The pump usually travels in the opposite direction of the probe and away from the detector in order to minimize the effects of scatter light. To minimize the effects of the scatter light in either configuration, the monochromator is in general placed in front of the light-sensitive device (photomultiplier, photodiode, or photodiode array) and is seldom used between the source of the probe beam and the reaction cell. In this configuration, the light-sensitive device must be protected not only from the scatter light from the pump but also from the light coming to it from any other source, for example, the flickering room light. 

The monochromator–photomultiplier combination remains today the most popular device for the detection of transient species within the UV, Vis, and NIR regions of the spectrum in a timescale longer than several nanoseconds. Conditions that the detection system must have for the spectroscopic detection of transient species can be deduced from the analysis of the sensitivity and the response time of the detector’s electronics. A typical photomultiplier wiring is shown in Figure 6.9. A set of resistors Rd form the voltage divider that causes a stepwise increase in the potential from one stage (dynode) to the other, starting from the photocathode. All the resistors have the same value, which is much larger than the internal resistance. Capacitors are placed parallel to the Rd resistors for fast-pulsed applications that develop high currents. 

For less demanding applications, the capacitors are omitted. Each dynode in the hn
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FIGURE 6.9

Typical wiring of a photomultiplier. Each of the dynodes, beginning in the photocathode, is linked stepwise by resistors RD of the same value. The photocurrent is read as the voltage drop across the load resistor RL with high impedance filter (RF, CF) and oscilloscope or transient digitizer (detector). 
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photomultiplier collects electrons from a previous stage and ejects a much larger number of electrons toward the next stage. Hence, the number of electrons collected by the anode is multiplied through the many stages and it is much larger than the number of electrons initially ejected by the photocathode. The larger the number of stages, the larger the quantum efficiency of the photomultiplier or response to the light; that is, a larger photocurrent is produced per Einstein per second of incident light. In this limit, where the response of the photomultiplier is faster than any fluctuation of the light intensity, such fluctuations are perfectly mimicked by fluctuations of the photocurrent. The multiplication effect increases with the potential difference between the cathode and the anode and (between certain minimum and maximum values of the potential) the number of electrons increases linearly with the number of photons. In these linear regions, the light intensity is proportional to the photocurrent if the electrons can flow through the photomultiplier and the electric circuit with a rate as fast as or faster than the rate of change of light intensity. The intrinsic delay to the flow of electrons in the photomultiplier is caused by the stages and a compromise has to be made between the number of stages, namely, the number of dynodes, used for multiplication purposes and the delay caused by these stages. 

While five or six dynodes of a type 1P28 photomultiplier can be used only when the required time response for the experiment is about 1 ns, all the dynodes of the photomultiplier can be used when the required time response is longer than 10 ms. 

The high-frequency electronic noise is removed by the capacitor CL, placed parallel to the load resistor RL (Figure 6.9). An alternative sample-and-hold (SH) circuit can be placed between RL and the transient digitizer (TD). The role of the SH circuit will be discussed later in connection with the error in the measurement of the absorbance change DA. A fast responding oscilloscope is generally used to measure and digitize, namely, to convert from analog to digital, the voltage drop across RL during a certain period of time. 

When the photomultiplier is functioning in the linear region, i ¼

phRL

V ¼ aI, where

a is the proportionality constant between the voltage drop V on RL and the intensity I of the light illuminating the photomultiplier’s photocathode. Using this relationship, the Beer’s law (Equation 6.10) can be rewritten as

It ¼ it ¼ Vt ¼ 10ð«dCÞ

ð6:43Þ

I0

i0

V0

where V0 and Vt are the voltage drops across RL when the sample is out and in the path of light, respectively. The formation and decay of a transient species in flash photolysis induces detectable changes in the intensity of the probe (and therefore in Vt) when the difference between the extinction coefficients of the transient and the photolyte is sufficiently large. How large this difference must be is determined by the sensitivity of the detector. In order to illustrate the relationship between the sensitivity of the detector and the difference in the extinction coefficients of transient and photolyte, it is convenient to use a typical flash photochemical reaction. The short-lived doublet excited state, ð2EÞCrðbpyÞ 3 þ ,15,16 is formed by 3

the flash irradiation of an aqueous CrðbpyÞ 3 þ solution containing 1.5 M NaHSO

3

4
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(Equation 6.44). 

1:5M NaHSO

CrðbpyÞ3 þ þ hv 

!4ð2 EÞCrðbpyÞ3þ

ð6:44Þ

3

3

The excited state returns back to the ground state (Equation 6.45) with a lifetime of 70 ms. 
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The voltage drop Vt(0) before the flash irradiation of the solution is 3 þ
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6:46Þ

where «GS is the extinction coefficient of CrðbpyÞ3 þ at the wavelength used to make 3

the spectroscopic observation, l



ob, and ½CrðbpyÞ3 þ

is the concentration of the

3

0

complex in the solution. The voltage Vt(t) is recorded at a time t after the irradiation when ½CrðbpyÞ3 þ  and ½ð2EÞCrðbpyÞ3 þ  are, respectively, the concentrations of 3
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t

CrðbpyÞ3 þ and ð2EÞCrðbpyÞ3 þ in the solution. They are related by the mass balance: 3
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the Beer’s law when the excited state is present in the solution. 
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A substitution of the first factor in the second equality of Equation 6.47 by the expression of Vt(0) (Equation 6.46) leads to Equation 6.48. 
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The change in the absorbance of the solution, DA(t) at t, with the formation of the excited state is obtained (Equation 6.49) with some minimum manipulation of Equation 6.48:





D

V

AðtÞ ¼ ½

tð0Þ

« 

ð2



ð

ES

«GS EÞCrðbpyÞ3 þ d ¼ 0:434 ln

6:49Þ

3

t

VtðtÞ

The probable error of DA,17 dDA, is related to the relative errors of Vt(0) and Vt(t) by Equation 6.50. 

sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi dV

2

2

tð0Þ

dV

dDA ¼ 0:434

þ dVtðtÞ

0:6

ð6:50Þ

Vtð0Þ

VtðtÞ

Vt

It has been assumed that the measurements of Vt(0) and Vt(t) are affected by the same error, dV, in the derivation of Equation 6.50 and that both are of the same magnitude Vt. 
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The inverse proportionality between dDA and Vt in Equation 6.50 demonstrates that the brighter the probe the smaller is the error in DA and the better is the sensitivity for the detection of weakly light-absorbing transients. Since V < t

5  101 V for a

photomultiplier using five or six stages, a determination of DA with dDA  103

measures the voltage with an error dV  5  104 V. Because of the saturation of the electronics in the transient digitizer, one cannot measure voltages of the order of a volt with an accuracy of 1/10 of a millivolt. In order to circumvent this limitation, the sample-and-hold circuitry (Figure 6.10)18 is added to the detector. The purpose of adding the SH to the detector is to measure the large voltage Vt(0) and the much smaller difference S(t) ¼ Vt(0)  Vt(t) in two different channels of the oscilloscope or transient digitizer with the maximum sensitivity allowed by the instrument. In the sample phase, the SH acquires Vt(0) before the irradiation of the photolyte by the pump. The value of Vt(0) is held constant in the hold phase of the SH during the measurement. This is achieved by either charging a capacitor to the Vt(0) voltage (Figure 6.10) or converting the analog value to a digital one with a convenient analog-to-digital converter capable of holding the Vt(0) value. This value of Vt(0) is supplied to one channel of the digitizer and it is also supplied to an operational amplifier (OPA) with an inverter configuration that changes the sign of Vt(0) to Vt(0). The latter and the value of Vt(t) are fed to another OPA with a differential configuration. In this configuration of the OPA, the two inputs are added and the output voltage is zero before the irradiation of the photolyte because Vt(0) ¼ Vt(t). When the sample is irradiated and Vt(0) 6¼ Vt(t), the output of the differential OPA is the difference S(t) that is supplied to another channel of the digitizer. The operation of the SH and the digitizer must be synchronized with the firing of the pump and other operations such as the opening and closing of shutters and the exchange of information between the computer and the flash photolysis apparatus. A duty cycle will be described at the end of this section. 

With the SH incorporated in the detector, the two channels of the digitizer measuring, respectively, Vt(0) and S(t) can operate with different sensitivities. For 50 W
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FIGURE 6.10

Scheme of a typical SH circuit where the values of the resistors Ri and the capacitor C are selected in accordance to the desired time response of the SH circuit and the amplification factors affecting Vt(t) and Vt(0). The fast switch S1 is closed when S2 is open in order to have C charged to the voltage Vt(0). After C has been charged to the voltage Vt(0), the positions are reversed (S1 is open and S2 is closed) to create the offsetting voltage, Vt(0), for the adder amplifier. 

220

FLASH PHOTOLYSIS AND CHEMISTRY OF TRANSIENTS AND EXCITED STATES

example, Vt(0) can be measured in the 1–102 V range and S(t) in the 102–103 V

range. The absorbance change shown in Equation 6.49 is given by Equation 6.51 when Vt(0) and S(t) are measured with the digitizer. 
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tð0Þ

0:434 ln

ð6:51Þ
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The error in DA remains inversely proportional to Vt(0) and depends also on the relative errors of Vt(0) and S(t) (Equation 6.52). 
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The convenience of having a value of Vt(0) as large as possible has been shown in Equations 6.50 and 6.52. A common practice is to pulse a xenon lamp with a steady power of 500 W or 1 kW for periods of several milliseconds when the photomultiplier is used with only five or six dynodes. The lamp is run steadily at a power lower than 500 W or 1 kW but it reaches a much higher power, that is, several times the steady power, when pulsed. Over a period of several hundred microseconds, at the peak of the pulse, the intensity of the lamp remains constant. The flash photolysis experiment is timed to happen over this period when the intensity of light is constant at its maximum value. Although the lamp is being pulsed, the probe is a steady light beam for at least several hundred microseconds. 

In addition to the sensitivity of the detector, the other concern is how fast it responds to a change in the intensity of light. Equation 6.53 gives the voltage drop Vt(t) on the load resistor RL that will be fed to the SH and digitizer (Figure 6.10). 
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Equation 6.53 was obtained for the case of the flash irradiation of CrðbipyÞ3 þ 3

(Equations 6.44 and 6.45). ð2EÞCrðbpyÞ3 þ (Equation 6.45), formed by the short flash 3

returns thereafter to the ground state changing Vt(t). Of the two time-dependent terms in Equation 6.53, one, exp(kt), has the lifetime tð2EÞCrðbpyÞ 3 þ ¼ 1=k of 3

ð2EÞCrðbpyÞ3þ and the other, exp(t/Z), determines the temporal response of the 3

detector with a lifetime t

¼

detector

Z (Equation 6.54). 

Z ¼ RLrintCF

ð6:54Þ
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L
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Because of the elements in the detector’s circuit (Figure 6.10), it has a capacitive–

resistive impedance Z that must be correctly gauged in order to achieve a much faster
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rate of change than the photoinduced changes of the light intensity. Ignoring the preexponential factors, this condition is reformulated in Equation 6.55. 

R þ

L

rint  k

ð6:55Þ

RLrintCF

Equation 6.55 must always be kept in mind for the correct determination of time-resolved optical changes intended for a study of reaction kinetics. An incorrect value of Z will make the response of the detector to be coupled to the temporal voltage changes associated with the chemical process. For example, if R 



L

rint 50 W and

C ¼

F

5 nF, only the decay of transient species with k < 107 s1 will be unaffected by the rate of the detector’s response. This will be an excellent condition for the determination of the rate constant of the ð2EÞCrðbipyÞ3 þ decay (Equation 6.55) 3



with a rate constant k ¼ 1.43  104 s 1. It will be marginally good for studying the decay of the Re2Cl2 excited state (in CH

8

3CN) with k ¼ 7.1  106 s1 and it will be

definitively inadequate for the study of RhðNH Þ3 þ 3

excited state (in H

6

2O) with

k ¼ 2.5  107 s1. 

While there are different electronic designs to address the detection problems presented by Z, more pesky difficulties are created by the light scattered when the pump irradiates the photolyte. Saturation of the photomultiplier and/or the detector’s electronics are consequences of the photomultiplier illumination by the high-intensity scattered light. Aside from the irreversible damage that this may cause to the devices, recovery from saturation usually takes a longer time than the response lifetime estimated on the basis of Z. The kinetics of the recovery will be coupled to the kinetics of the investigated reaction in short timescales, for example, for times equal to or shorter than 1 ms. Even with a fine-tuned optics that greatly reduces the intensity of scatter light, the phenomenon will still be perceived and it will be more noticed at wavelengths near the wavelength of the monochromatic pump. With a fast detector capable of following the changes of light intensity in the time domain of the scatter light, Vt(t) will have contributions from the scatter light and the intensity of the probe of the chemical process. Therefore, it will be possible to relate the absorbance change to the chemical process only after the fading of the scatter light. Another artifact happening also in the timescale of the scatter light is caused by the finite duration of the pump. For example, the formation of the ð2EÞCrðbipyÞ3 þ (Equation 6.44) is fast 3

3 þ

and its rate of formation, @[ð2EÞCrðbipyÞ3 þ ]/@t ¼

), 

3

fI0(t)(1  10«d½CrðbipyÞ3

changes with the intensity I0(t) of the pump. The coupling between the rate of ð2EÞCrðbipyÞ3þ formation and the pump’s temporal profile may also affect the 3

temporal profile of the ð2EÞCrðbipyÞ3 þ decay. In other words, one cannot assume an 3

instantaneous rate of ð2EÞCrðbipyÞ3 þ formation when the pulse width of the pump 3

and the lifetime of the chemical process differ by less than one order of magnitude. 

This is illustrated in Figure 6.11 for the photogeneration of a transient species with a laser pump whose temporal profile is given by Equation 6.56, where t ¼

1

3, 6, or 9 ns

and t

¼

1/t2

1.5. 

I ð

ð

0 tÞ ¼ I0 tÞð1et=t1 Þet=t2

ð6:56Þ
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FIGURE 6.11

Line plots showing profiles of the absorbance change when a species is formed by a flash of finite duration. Lines calculated for a species with a 200 ns lifetime. 

The species is formed by a process that is kinetically of first order and tracks the absorption of light. 

It can be seen that the coupling of the formation and decay processes increases with the width of the flash. In an intermediate case, the time dependence of the absorbance change will have the functional form of a double exponential, A exp(t/t0) þ B exp (t/t00). One lifetime will be close to the lifetime of the transient species and the other to the lifetime of the pump. In the most unfavorable conditions, the functional form will be a single exponential with nearly the lifetime of the pump. The determination of the lifetime of a transient species formed by the decay of transformation of an excited state offers a similar difficulty. The reduction of methylviologen, MV2 þ , by the metal to ligand charge transfer (MLCT) state19 of the Re(I) complex and the reoxidation of the produced radical, MV . þ, are illustrated in Equations 6.57–6.59. 

hn;f

ReIðCOÞ ðbpyÞCl !ð3MLCTÞReIIðCOÞ ðbpy.ÞCl

ð6:57Þ

3

3

ð3MLCTÞReIIðCOÞ ðbpy.ÞCl þ MV2þ ! 

k

3

ReIIðCOÞ ðbpyÞCl þ þ MV. þ

ðl

¼ 620 nmÞ

ð6:58Þ

3

max

MV. þ þ O ! 

ð

2

MV2 þ þ O. 

6:59Þ

2

. þ

The effect of the excited-state lifetime on the temporal profile of the MV

con-

centration is illustrated in Figure 6.12, where the reaction with MV2 þ (Equation 6.58) causes the decrease of the excited-state lifetime. The increase in the overlap between
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FIGURE 6.12

Line plots showing concentration profiles of a species formed by the decay of an excited state whose lifetime decreases in the order 100 ns (a), 50 ns (b), and 30 ns (c). The blackened area is the pump’s profile and the species has a 100 ns lifetime. 

time profiles of the pump and the rise of the MV. þ concentration with the rate of Equation 6.58 is noted in Figure 6.12. An increase in the rate of Equation 6.59 has a similar effect (Figure 6.13) on the amount of overlap between time profiles of the pump

. 

and the rise of the MV þ concentration. The effect that the variation of the rates of

. 

Equations 6.58 and 6.59 has on the maximum of the MV þ concentration produced by a given intensity of the pump is also noted. 

6.5.2

The Setup for Flash Photolysis in the Femtosecond–Nanosecond Time Domain

The pump and probe approach is used for flash photolysis studies in the femtosecond–nanosecond time domain. A probe made of a high-intensity continuous beam, such as the one used with the type of detector described in the previous section, cannot be used because a photomultiplier has a 1 ns limiting response time. Photodiodes and CCD devices must be used for the detection of the transient phenomenon. The probe is therefore made with a pulse of light generated from the same laser (a mode-locked Nd:Yag or a titanium:sapphire (Ti:S) laser) used for generating the pump pulse. It has nearly the pulse width of the pump and it passes (with a given delay from the pump) through the same region irradiated by the pump. Differences in the length of the optical paths traveled by the pump and the probe are used to generate the various
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FIGURE 6.13

Line plots showing concentration profiles of a species whose lifetime decreases in the order 100 ns (a), 20 ns (b), and 10 ns (c). The excited state forming the species has lifetimes of 100 ns (a), 50 ns (b), and 30 ns (c), and the blackened area is the pump’s profile. 

delays. Also, the insertion of optical elements with a refraction index different from that of air, for example, a slab of glass, is used to create and control the delays. If Dl is the difference in the length of the optical paths traveled by the pump and the probe in the air and li is the length of the optical delay i with a refraction index ni, the delay P

between the pump and the probe is Dt ¼ 3.34  1011(Dl þ nili) with the lengths

given in centimeters and the delay in seconds. When the flash photolysis experiment requires that the measurements of the time intervals are made with an accuracy of 1012 s, the difference between the pump and probe optical paths must be 0.3 mm. 

This accuracy is easily attained with micrometers. To obtain an accuracy of 1014 s (such as the one achieved by some commercially available apparatus covering the femtosecond–nanosecond time domain), the difference between optical paths must be 3  103 mm and other methods, for example, interferometry, are required to obtain delays on the order of femtoseconds. In some flash photolysis apparatus, a pulse polychromatic light is generated when the first harmonic of a Nd:Yag laser irradiates a cell containing D2O. Harmonic generators have become a convenient substitute of the D2O for work in the femtosecond–nanosecond time domain. The harmonic generator converts the output of the mode-locked Ti:S laser systems into the blue and ultraviolet wavelength range. Using frequency doubling in an LBO crystal and subsequent sum frequency mixing in a BBO crystal, the Harmonic Generator 9300 covers the wavelength ranges 350–500 and 240–320 nm. 
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6.5.3

Flash Photolysis Using Polarized Light

A probe of polarized light has been used in flash photolysis to investigate the circular dichroism (CD)20 and magnetic circular dichroism (MCD)21,22 of reaction intermediates and excited states. The technical difficulties of the experiment are the small difference between the respective extinction coefficients for the right, «R, and left, «L, circularly polarized light at a given wavelength and the small relative shift of the spectra obtained with each light polarization. The latter usually makes CD or MCD appreciable over a bandwidth no longer than 20 nm. In the direct method for the measurement of a CD or MCD spectrum, the CD or MCD spectrum is obtained as the difference of the spectra obtained for each light polarization. A very stable detection system capable of measuring absorbance changes with error as small as or smaller than 104 is needed when the direct method is used. Ellipsometry is used in the indirect method and an oscillating quartz retarder between two polarizers provides a light intensity proportional to the difference of the extinction coefficients, « 

L

«R, of each light polarization. 

When the CD or MCD of an excited state or a reaction intermediate is measured by flash photolysis, the recorded spectra must be corrected for contributions made by the CD or MCD of the ground-state or parent compounds. 

6.6

DOUBLE-PUMP FLASH PHOTOLYSIS

One laser pulse is used for the generation of a transient species (excited state or reaction intermediate) and a second laser pulse conveniently delayed with respect to the first one is used for the photolysis of the transient.24–30 Because most of these photochemical processes occur in the nanosecond–second time domain, the probe of preference has been the pulsed Xe lamp described in Section 6.5.2. A short-lived laser pulse, delayed with respect to the second laser flash, can also be used as a probe of the photolyzed transient species. 

The double-pump flash photolysis technique has been used for two different applications:the photogeneration of products different from those obtained with the pump and probe flash photolysis technique anda mapping of the potential surfaces of electronic excited states positioned above the lowest electronic excited state. For example, the flash irradiation of the metallophthalocyanine, M(pc)X (M ¼ Rh(III), Al (III) and X ¼ Cl or Br) in the presence of CoðbpyÞ3 þ produces the cyclic process 3

described in Equations 6.60–6.62.28

 hν

M(pc)X              (3E)M(pc)X

ð6:60Þ

– hν′

ð3EÞMðpcÞX þ CoIIIðbpyÞ3þ ! Mðpc.ÞXþ þ CoIIðbpyÞ2þ ð6:61Þ

3

3

Mðpc.ÞX þ þ CoIIIðbpyÞ2 þ ! MðpcÞX þ þ CoIIðbpyÞ3 þ ð6:62Þ

3

3

The long-lived triplet state of the phthalocyanine complex (3E)M(pc)X is generated (Equation 6.60) when a 620 nm laser flash irradiates the solution (Equation 6.60). An
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electron transfer reaction (Equation 6.61) between (3E)M(pc)X and CoðbpyÞ3 þ 3

produces the phthalocyanine radical, M(pc .)X þ . The back electron transfer reaction between the products (Equation 6.62) consumes the phthalocyanine radical. In the double flash experiment, a 521 nm laser flash delayed several hundred microseconds with respect to the first laser flash was used to photolyze the phthalocyanine radical (Equation 6.63). 

 hν

M(pc )X+             *M(pc )X+            I

ð6:63Þ

– hν′

The delay of the second flash was timed to prevent the photolysis of the (3E)M(pc)X

and to avoid any significant decay of the radical via Equation 6.61. The 520 nm photolysis of the radical produced a reaction intermediate that, based on the kinetics and the concentration dependence of the phthalocyanine radical recovery, decayed via several parallel reactions (Equations 6.64–6.66). 

I ! decomposition products

ð6:64Þ

I ! Mðpc.ÞX þ

ð6:65Þ

I þ I ! Mðpc.ÞX þ þ decomposition products

ð6:66Þ

The photonic energy (wavelength) of the flash used for the photolysis of the excited state must be varied over a wide range in order to map the potential surfaces of electronic excited states.29 For example, the metal to ligand charge transfer excited state, MLCTRe ! 4-Phpy, of ReI(CO)3(4-phenylpyridine)2Cl was produced with a 308 nm laser flash and it was photolyzed later with a laser flash of a longer wavelength in order to probe the spatial disposition of potential surfaces (Figure 6.14). To show that multidimensional surfaces are required to describe the photochemical properties of the complex, the results indicate that the surface of IL states may have a stepped rise at nuclear coordinates where the energy of the MLCTRe ! 4-Phpy is at a minimum. 

6.7

DEGRADATION OF THE EXCITED-STATE ENERGY

The energy stored in an excited state is dissipated by the unimolecular radiative and radiationless relaxations. For strongly allowed electronic transitions, Strickler and Berg have obtained an expression for the rate constant of the excited-state radiative decay (Equation 6.67).31

ð

k

¼

Þ

rad

2:88  109hn3i1 g1 n2 « dðln n

g

em

2

ð6:67Þ



g1

2:88  109n2

n2

D

em;max

«

n

g

max

em

2

In Equation 6.67, n is the refractive index, g1 and g2 are, respectively, the degeneracies of the ground state and excited state, and the term in angle brackets is the reciprocal of
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FIGURE 6.14

Potential energy curves of Re(CO)3(4-phenylpyridine)2Cl. They account for the photophysical processes observed when the excited state is produced by the absorption of one photon (left) and the photochemical reaction induced when the excited state is produced by the sequential absorption of two photons (right). 

the mean value of n3 in the fluorescence spectrum (Equation 6.68). 

Ð IðvÞ dv

Ð

¼ hv3i1

ð6:68Þ

v3IðvÞ dv

f

Av

The intensity of the fluorescence, I(n), must be measured in relative number of quanta at each frequency. An approximated expression of Equation 6.68 is obtained with a substitution of the term in angle brackets by the frequency of the fluorescence Ð

maximum, n

D

em,max, and

« d(ln nem) by a product «max nem, that is, the extinction coefficient at the maximum of the absorption band times the bandwidth of the emission band. Electronic transitions fulfilling electric dipole restrictions will Ð

make

« d(ln nem) (the integral of the extinction coefficient « over the emission band) to take a sizable value. Due to simplifications in the derivation of Equation 6.68, it is expected to fail when the electronic transition is between electronic states
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showing a large difference between their nuclear equilibrium configurations. Corrections can be made with the introduction of vibronic contributions. Phosphorescence emission due to the radiative decay of an excited state with a different spin multiplicity of the ground state spin multiplicity is possible due to the spin–orbit and hyperfine coupling perturbations. They were not considered, however, in the deduction of Equation 6.68 for the fluorescence emission from the singlet excited states of organic molecules. Equation 6.68 may still be valid if the spin–orbit coupling blurs out the difference between spin states as it could be the case with some transition metal complexes. Otherwise one must include an additional factor calculated on the basis of the spin projections of each state in addition to g1/g2. 

The rate constant for the radiationless relaxation of the excited states of inorganic compounds has been derived on the basis of the Fermi’s golden rule (Equation 6.69). 

k ¼ 1 ¼ 2p jhY j ^ jY ij2

ð

t



H

6:69Þ

h

E

T

L

YE and YL are, respectively, the wavefunctions of the excited state and the ground state and ^

HT includes all the terms that were excluded from the zero-order Hamiltonian for which YE and YL are eigenfunctions. Evaluation of the transition probability requires to use some scheme for the electronic levels of the molecule (Figure 6.15). It is possible to partition the states of the system (molecule plus medium) into two or more subsets of zero-order levels.32 One subset, the sparse set, consists of a finite number of discrete energy levels corresponding to a small subset of the total number of degrees of freedom. The other set of zero-order states, the dense part, has a continuum spectrum corresponding to an infinite or a quasi-infinite degree of freedom. The nonradiative decay probability in Equation 6.69 can be recasted into Equation 6.70

 f i

yE

 f e

Energy

 f 0

FIGURE 6.15

Compound state associated with the conversion from zero-order states fi to the sparse set cE (associated with a finite number of discrete energy levels) and {fe} and the dense set (consistent with an infinite or effectively infinite number of degrees of freedom). f0 is the ground state. 
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with the Born–Oppenheimer approximation.32–37

X X

k ¼ 1 ¼ 2p

j ij2

t



rðs iÞjhus ij^

V

u

dðEiEjÞ

ð6:70Þ

h

s i;dj

dj

i

j

where r(si) is the probability of the system to be in the zero-order state si at t ¼ 0 and hus ij^Vs i;djjudji is the electronic coupling element between the zero-order electronic functions Moreover, if the rates of excitation and decay within the sparse set are much faster than the rate of radiationless decay, a state of equilibrium exists and the probability of each state can be expanded on the basis of statistical mechanics (Equation 6.71). 

X X eEsi=kBT

k ¼ 1 ¼ 2p

X

jh
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u

h
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ð6:71Þ

i

j
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k

Two limiting cases based on the relative displacement of the potential surfaces of the two electronic states (Figure 6.16) can be considered. It can be seen from Figure 6.16

P

that the molecular rearrangement energy, E

¼



M, is half the Stokes shift, EM

(1/2)
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W D 2
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Qj , where Wj and DQj are, respectively, the frequency of the jth normal mode of vibration and the displacement of the positions of nuclear equilibrium. When E 

M

P

h

¯W

¼

av, where Wav

W

1jN

j =N is the mean vibrational frequency, the coupling is described as a strong coupling. In the strong coupling limit, Equation 6.71 is reduced to Equation 6.72. 
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Potential surfaces illustrating two limiting cases: strong coupling (a) and weak P
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where EA is the point intersection energy measured from the equilibrium position of the excited state and T is the effective temperature. There is a similarity between the exponential form of Equation 6.72 and the expression of the rate constant of a reaction in the activated complex theory. It can be said therefore that the radiationless relaxation occurs with an activation energy EA in the strong coupling limit. Different expressions of the electronic coupling factor Ck are used for the radiationless process s d

between states with the same spin multiplicity (internal conversion) (Equation 6.73) and those with different spin multiplicity (intersystem crossing) (Equation 6.74). 
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The vibronic coupling operates upon the nuclear and electronic functions of the electronic states involved in the internal conversion (Equation 6.74). Mk is the effective mass associated with the kth vibrational mode. Because of the different spin labels of the states involved in the intersystem crossing, the spin–orbit coupling gives a finite value to the electronic coupling in Equation 6.74. 

The condition E  

M

h

¯Wav implies a small displacement for each normal mode and therefore for the potential surfaces of the electronic states. This condition is recognized as “the weak coupling limit” of electronic states and Equation 6.75 gives the rate of radiationless conversion in this limit. 
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The exponent G is the phonon coupling strength, namely, G ¼ ð1=2Þ

D2ð2n

j

j

j þ 1Þ, 

where Dj is the reduced displacement of the origins (equilibrium positions) of the
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states and nj is the number of excited vibrations with frequency Wj. In the weak coupling limit, G  1. The normal molecular vibrations are separated into n groups such as C–H or C–D stretches, skeletal stretches, skeletal bends, and so on. The vibrational frequencies, Wi, within a given group i are considered equal. If di is the P

number of modes within the group i, then N ¼

d

i i, N being the number of

vibrational modes of the molecule. The mean reduced displacement of the group i P

is d D2 ¼

D2

i

, where the summation is taken over the reduced displacements of i

j6¼i

j

the nearly degenerate modes in the group. The subindex M is restricted to the group of d

6¼

M modes of maximum frequency WM such that D2

0. Other parameters in

M

Equation 6.75 are expanded in Equations , using definitions given early in the text. 
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In contrast to the activated radiationless relaxations (Equation 6.72), it is possible to see from Equation 6.75 that the rate constant of the radiationless process of weakly coupled electronic states decreases with the energy gap between the equilibrium positions of the two states (Figure 6.16). When there is a competition between the radiative and radiationless relaxations of an excited state, the larger the energy gap between the electronic states, the more favored is the radiative relaxation. The radiationless relaxation of the excited states of numerous transition metal complexes follows the energy gap rule. For example, [Co(CN)6]3 and [Rh(NH3)6]3 þ LF excited states decay radiatively but not the LF excited state of [Co(NH3)6]3 þ . This is a consequence of the large energy gap between the ground state and the lowest energy LF excited state created by the strong ligand field in the cyano and Rh(III) complexes. A much weaker ligand field in [Co(NH3)6]3 þ places these states in close proximity making the radiationless relaxation the deactivation process of the excited state. 

In addition to the excited-state chemical reactions and the radiative and radiationless relaxations, the energy of the excited state can also be degraded by bimolecular processes. One of such processes is the formation of exciplexes (A 6¼ X) or excimers (A ¼ X). In these processes, the energy is degraded when the excimer or exciplex decays via radiative or radiationless processes (Equation 6.80).38–40

ð6:80Þ
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Oxidized and reduced species can be produced when the excimer or exciplex is formed in a polar medium. The excited state–excited state annihilation reaction is another bimolecular process transforming the excited-state energy. An excited state of a higher energy, A in Equation 6.81, or charge separation (Equation 6.82) can be produced in the annihilation process. 

*A þ *A ! **A þ A

ð6:81Þ

*A þ *A ! A þ þ A

ð6:82Þ

The latter can be regarded as the electron transfer process discussed in the following section. Exciplexes of Cu(I) complexes have been well characterized.40 The exciplex is formed because of the tendency of the Cu(I) complex to expand its coordination sphere in the MLCT excited state by the addition of an additional ligand. 

A more common process than those illustrated in Equations 6.80–6.82 is the transfer of electronic energy of the excited state S to an acceptor A (Equation 6.83). 

*S þ A ! S þ *A

ð6:83Þ

The transition probability of Equation 6.83 is also expressed on the basis of the Fermi’s golden rule (Equation 6.69). In the application of Equation 6.69 to the energy transfer process, Y ¼ Y Y

¼ Y Y

E

*S

A and YL

S

*A are, respectively, the wavefunctions

of the initial and final states and ^

HT is the coupling Hamiltonian. The coupling

Hamiltonian in the Dexter’s treatment42 of the energy transfer includes terms representing the electronic dipole–dipole and the dipole–quadrupole interactions between S and A. Considering only the dipole–dipole interaction, Equation 6.85 is then the rate constant kd-d for the transfer of energy. 
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The functions fS(E) and FA(E) are, respectively, the normalized spectral distribution of the fluorescence of S and the normalized absorption of A, and FS(E) is the normalized absorption of S. A correction factor («/«c)2 gives the ratio of the electric field amplitude in the vacuum, «, to that in the condensed medium, «c. The parameters Qi are defined according to Equation 6.85, 

ð

Qi ¼ sðEÞdE; 

i ¼ S or A

ð6:85Þ

where s(E) is the absorption cross section and it can be measured as the area under the absorption band. The intermolecular distance between S and A is R, n is the refractive
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index of the medium, gi (i ¼ S and S) are the degeneracies of the excited and ground states of S, and tS is the lifetime of the excited state. When values are substituted in Equation 6.85, the expression of the rate constant for the dipole–dipole energy transfer is reduced to Equation 6.86. 
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The energy E in Equation 6.86 has been replaced by the frequency n (in cm1), FA(E) has been replaced by the extinction coefficient «A(n) of the acceptor, wF is the fluorescence quantum yield, and k2  2/3 is an orientation factor. An expression similar to Equation 6.87 was deduced by F€oster using a simpler mechanism of the energy transfer.41 The rate constant deduced from the dipole–quadrupole interaction is given in Equation 6.88, where a  1.266 and other parameters and functions are as defined above. 
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The donor–acceptor distance dependences are 1/R8 for the dipole–quadrupole transfer and 1/R6 for the dipole–dipole transfer. It is possible to demonstrate that for close neighbors, the rate constant of the dipole–dipole transfer is one order of magnitude larger than the rate constant of the dipole–quadrupole transfer. 

An exchange mechanism has also been considered for the transfer of energy. The rate constant of the exchange mechanism (Equation 6.88) resembles the rate constant of a radiationless relaxation in the activated limit showed in Equation 6.72. 

k ¼ 2p

jh

q

rK Vij2F

ð6:88Þ

h

0

In Equation 6.88, K0 is the equilibrium constant for the formation of the collision complex, jhVij2 is the electronic coupling, and F is the Franck–Condon factor. In contrast to the radiationless relaxation, the energy transfer process cannot be rationalized only in the limit of the strong and weak coupling limits shown in Figure 6.16. 

6.8

ELECTRONIC EXCITED STATES OF INORGANIC COMPOUNDS

IN SOLUTION PHASE

Substantial efforts were made at the beginning of modern inorganic photochemistry to establish the nature of the excited states and to map them through different families of compounds. Aside from the photoprocesses in solid-state phase, one can consider the

234

FLASH PHOTOLYSIS AND CHEMISTRY OF TRANSIENTS AND EXCITED STATES

solution-phase photochemistry of the compounds of representative elements and the photochemistry of transition metal elements, which include the gigantic subchapter of organometallic photochemistry. Because of the immense volume of work in these areas from 1970 to today, it is convenient to focus on the type of excited states that may be available in a compound and the photobehavior that they may exhibit. 

6.8.1

Excited States of Compounds of Representative Elements The electronic structure of these compounds leads to excited states that can be named according to the high- and low-energy orbitals in the electronic transition: np (for nonbonding n orbital to antibonding p orbital), sp (for bonding s orbital to antibonding p orbital), ss (for bonding s orbital to antibonding s orbital), and pp (for bonding p orbital to antibonding p orbital). A more elaborated denomination involves the use of point group symmetry-based labels emanating from the symmetry of the molecule. If the molecule is closed shell, that is, it has no unpaired electrons, the excited state will be labeled according to the product of the reduced representations of the lowest and high energy, half-filled, orbitals in the excited state. 

In terms of the photophysics and photochemistry of the np, sp, and pp excited states, some similarities (and striking differences too) are to be expected with those of organic compounds having heavy atom heteroatoms. Because of the heteroatoms, spin–orbit coupling will have a dominant role making the singlet–triplet state crossovers faster processes than in the photochemistry of organic compounds devoid of such heavy elements in their molecular structure. Phosphorescence will be found to compete with fluorescence because of a fast intersystem crossing process, that is, the one converting the lowest energy singlet excited state into the lowest energy triplet excited state. Also, the radiationless relaxation from the lowest triplet excited to the ground state will be accelerated by the spin–orbit coupling. Because of the competition between the phosphorescence and the radiationless relaxation of the triplet excited state, the quantum yield of the compound’s luminescence can be largely diminished. Chemical reactions in the excited state can be as fast as or faster than internal conversion and radiationless relaxations and the reaction products can be formed with large quantum yields. Photodissociation, that is, bond breaking, and photoisomerization (cis–trans or linkage isomerizations) can be expected in ss, sp, and pp. The possibility of hydrogen atom abstraction has to be additionally considered when np excited states are populated. 

A photoprocess rather common with inorganic compounds is the formation of solvated electrons, e in organic solvents and e in aqueous solutions.43,44 The sol

aq

photoprocess is most commonly observed with anions whose absorption spectrum exhibits a characteristic charge transfer to solvent, CTTS, band in the ultraviolet. It is the typical photoprocess of the halide anions shown in Equations 6.89 and 6.90 where X ¼ Cl, Br, and I. 

X ! 

hn X.þ e

ð6:89Þ

sol

X þ X. > X

ð6:90Þ

2
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FIGURE 6.17

Absorption spectra of X2 radical anions. 

The radicals X . can be produced in an excited state depending on the wavelength of the irradiation. Since they are generated in an excess of the corresponding halide, the X . radicals are converted to X radicals (Figure 6.17) with dissociation constants 2

K ¼ 8.8  106 M1 (X ¼ I),45K ¼ 4.6  106 M1 (X ¼ Br),46 and K < 102 M1

(X ¼ Cl).47 In addition to scavenging experiments with O2 and N2O, the photogeneration of e in the photolysis of the halides was confirmed when the spectrum of aq

e was recorded with the flash photolysis technique and compared with the one aq

obtained in the pulse radiolysis of water. 

The CTTS band can also be found in the absorption spectrum of some polyatomic anions together with transitions to the excited states described above.43,44 In the case of SCN, an intense absorption band with l

¼

max

225 nm (« ¼ 3.5  103 M1 cm1)

has been assigned to a charge transfer to solvent transition. The wavelength-dependent photochemistry of SCN

induces, however, the formation of solvated

electrons according to Equation 6.89 and the detachment of S (Equation 6.91) in a parallel process. 

SCN ! 

hn S þ CN

ð6:91Þ

The excited state responsible for the SCN cleavage is placed at a lower energy than the CTTS excited state. Therefore, the photocleavage is observed when the SCN
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solutions are irradiated at the longer wavelength of this anion absorption spectrum. 

The presence of excited states at lower energies than the CTTS excited states in polyatomic anions gives rise to a different photochemistry with competing primary processes. The irradiation of ClO and BrO (n ¼ 1, 2, and 3) produces atomic n

oxygen in the 3P excited state (Equation 6.92). 

XO ! 

hn XO þ ð3PÞO

ð6:92Þ

n

n1

Photoelimination of the oxide radical, O ., has been induced in the photolysis of ClO (n ¼ 1 and 3), BrO (n ¼ 1 and 2), IO (n ¼ 1 and 3), S

, NO (n ¼ 2 and 3), 

n

n

n

2O2

3

n

and HO 

2

(Equation 6.93). 

ðm

XO ! 

hn XO

1Þ þ O. 

ð6:93Þ

n

n1

Photoelimination of oxygen and photoisomerization were proposed in the photolysis of NO (Equations 6.94 and 6.95). 

3

NO ! 

hn NO þ O

ð6:94Þ

3

2

NO ! 

hn ONOO

ð6:95Þ

3

However, flash photolysis experiments suggest that NO 

3

photodecomposes forming

the oxide radical, O ., and O atoms via parallel primary processes (Equations 6.92

and 6.93).48 All the other products such as NO and O2 are the products of secondary reactions. It can be seen that in the confirmation of the transient products in reactions such as those shown in Equations 6.89–6.95, flash photolysis plays a fundamental role. 

The photochemistry of some boron compounds provides examples of photoprocesses similar to those observed in organic photochemistry. The photocyclization of anilinoboranes has been recently reported (Equation 6.96).49

CH3

+

H3C

NH

 hn

B– C6H5

CH3

CH

ð

3

6:96Þ

+

H

+

3C

NH

NH

+

B– C

B–

6H5

C6H5

It leads to the formation of an equimolar mixture of products, which indicates that demethylation competes favorably with the formation of the dimethyl derivative. 
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FIGURE 6.18

Absorption and emission spectra of 1–3 in C6H12. 

Charge transfer (CT) excited states are characterized by a radial displacement of charge from one group or atom to another. In arylboranes (Figure 6.18), CT excited states are responsible for the compound’s luminescence.50 The reverse solvatochromism of the fluorescence and the CT absorption bands appear to be related to an inversion of the dipole moment in the electronic transition, S ! 

0

S1, that is, from the

ground-state singlet S0 to the lowest singlet excited state S1. The CT excited states are also responsible for the Tl2B12H12 cluster’s luminescence (Figure 6.19).51 The excited states localized in the B12H2 are too high in energy and the corresponding 12

electronic transitions from the ground state are observed at wavelengths equal to or shorter than 220 nm. The HOMO is positioned, however, at a sufficiently high energy to make the cluster an electron donor of a mildly oxidant counterion. Because B12H2

12

is also regarded as a weakly coordinating ligand, the emission of the Tl2B12H12 has been attributed to a Tl þ -centered emission, MC-sp, which has acquired some ligand to metal (LMCT) character. 

6.8.2

Excited States of Transition Metal Compounds

The electronic excited states of coordination compounds have been labeled under the assumption of a weak metal–ligand interaction. Although the validity of this
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of solid Tl2B12H12 at 77K; intensity in arbitrary units. 

assumption is questionable when there is considerable mixing of the ligand(s) and metal orbitals, it has provided a very general nomenclature for the classification of the electronic excited states. Because of the weak interaction, the energies of the electronic states of the ligands are not largely modified. Therefore, the electronic transitions to these ligand-centered (LC) excited states are observed at nearly the same wavelengths in the absorption spectrum of the complex and the free ligand. This is a valid rule when electron pairs of the ligand in nonbonding orbitals are not used in the coordination to the metal. If electrons of the free ligand involved in n to p electronic transitions are used for coordination to the metal, the nature of the nonbonding orbital changes and also the characteristics of the excited state. This is, for example, the case for azine (pyridine, bipyridine, phenanthroline, etc.) ligands where the pair of electrons in the nonbonding orbital of the nitrogen is used for coordination. The metal-centered (MC) excited states involve transitions between orbitals that have a very large contribution from orbitals of the metal ion. There is an angular redistribution of the electronic density and only a minor radial change in the transition from the ground state to the MC excited state. They are labeled according to corresponding reduced representation in the point group of the molecule. 

In a generic manner, they are also named ligand field (LF) excited states when the electronic transition promotes electrons between d and/or f orbitals. When the electronic transition from the ground to the excited state causes a significant radial displacement of charge, the excited state is a charge transfer excited state. It is a MLCT excited state when the charge moves outward from the metal to the ligand(s) and a LMCT excited state when the charge moves inward from a ligand or ligands to the metal. In addition to the photophysical process, some characteristic reactions are initiated in the LC, MC, and CT excited states because of their specific electronic configurations and their elevated electronic energy. These reactions will be discussed and exemplified below. 
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6.8.3

Ligand Field Photochemistry

The most common photoreaction observed when LF excited states are populated is ligand substitution. Equation 6.97 exemplifies the photoprocesses observed with pentaammine complexes of Cr(III).52–59

[CrIII(NH3)4(H2O)X]2+ +  NH3

 hν

[CrIII(NH

ð6:97Þ

3)5X]2+H2O

[CrIII(NH3)5(H2O)]3+ +  X–

Table 6.1 gives some of the quantum yields obtained when the pentaammine complexes (X ¼ H2O, Cl, Br, I, and NCS) are irradiated in either of the two ligand field bands in the visible part of the spectrum. 

The preferentially photolabilized ligand will have the smallest excited-state bond P

energy, I*ðMLÞ ¼ 

niEi, where the summation runs over all the orbitals i (bonding and antibonding) with an occupational number ni.60,61 Although the model was based on the ligand field theory, other applications used the angular overlap model to include geometry changes in a transition state. No doubt, further refinements can be made with more modern computational methods such as DFT. 

Considerable mechanistic information has been obtained on the mechanism of the ligand photosubstitution occurring when complexes of the second and third row d6

metal ions are irradiated at wavelengths of the ligand field bands. Much of this information has been obtained using time-resolved spectroscopies. It has been argued62–65 that in complexes of rhodium(III) the observed photochemistry and luminescence, as well as nonradiative deactivation to the ground state, occur largely as competitive processes from the lowest energy excited state (or those states in thermal equilibrium with it). This excited state has been assigned as an LF triplet state, formed by rapid, efficient internal conversion/intersystem crossing from the ligand field states populated upon initial excitation (Figure 6.20). The ligand field excited-state reaction dynamics of the rhodium(II1) complexes RhðNH Þ3 þ 3

in H

6

2O and

RhðNH Þ3 þ

3

in D

6

2O was probed by nanosecond flash luminescence techniques. It was TABLE 6.1

Quantum Yields of Ligand Substitution of [Cr(NH3)5Xz þ (z ¼ 2 or 3) Complexes40–46

X

Irradiated LF Band

fX

fNH3

H2O

L1

0.15

–

L2

0.20

–

Cl

L1

0.36a

0.005

L2

0.38

0.007

Br

L1

0.35a

0.009

L2

0.37

0.011

NCS

L1

0.48a

0.021

L2

0.46

0.030

a Product with cis configuration. 
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Excited-state diagram for RhðNH Þ 2þ

3

. 

6

found that deuterium isotope effects on the rates of radiationless deactivation from the reactive excited states are responsible for the greater quantum yields for ligand photoaquation in the perdeuterio complex. Moreover, HO or DO ions quenched in both complexes the emission from the LF excited state as well as the ligand photosubstitution reaction. The quenching rate constants obtained for the protio and deuterio complexes, k

¼

qH and kqD, give a deuterium isotope effect kqH/kqD

1.5. 

These observations provide further evidence for a proton transfer quenching mechanism for the lowest energy LF excited state(s). 

In addition to photolabilization processes, the LF excited state can be engaged in energy and electron transfer processes. The rate of the electron transfer in the LF

excited state can be much faster than that in the ground state. The acceleration is a consequence of the difference between the redox potential of the LF excited state, «0, and that of the ground state, «0. The two potentials are related by Equation 6.98. 

h n00N

*«0 ¼ «0

ð6:98Þ

F

Equation 6.98 is general and it is easily deduced from the Born cycles in Figure 6.21, where hn0–0N is the molar Gibbs energy (in V C) gained in the 0–0 electronic
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Δ G 0 hν =  N h ν 0-0

Δ G 0 = - f  ε 0

A

FIGURE 6.21

Born cycles for the reduction and oxidation of an excited state. 

transition by the excited state and F ¼ 96,500 C is the Faraday constant. The reactions in Equations 6.99, 6.100,66 6.101, and 6.10216 exemplify the photogeneration of LF

excited states and the subsequent electron transfer reactions with electron donors. 

½RhIIIðphenÞ 3þ þ h

3þ

ð6:99Þ

3

n ! 

f

ð3LFÞ½RhIIIðphenÞ3

½ð3LFÞ½RhIIIðphenÞ 3þþ ½FeIIðH

2þ ! ½RhIIðphenÞ ðphenÞ2 þ þ ½FeIIIðH

3þ

3

2OÞ6

2

2OÞ6

ð6:100Þ

½CrIIIðphenÞ 3þ þ h

3þ

ð6:101Þ

3

n ! 

f

ð2EÞ½CrIIIðphenÞ3

ð2EÞ½CrIIIðphenÞ 3þ þ ½RuIIðNH Þ 2þ ! ½CrIIðphenÞ 2þ þ ½RuIIIðNH Þ 3þ 3

3 6

3

3 6

ð6:102Þ

These outer-sphere electron transfer processes are made possible by the large change in the redox potential when the complexes are promoted to the LF excited state. On the other hand, the expression of the rate constant of an outer-sphere electron transfer reaction in the excited state is given by Equation 6.103.33,34,67–85

2p

k ¼

jhY

ðDG* =RTÞ

ð

et

k

Q

6:103Þ



f j ^

HjYiij2 e

hð4pErkBTÞ1=2

The electronic matrix element,jhYf j ^

HjYiij, couples the electronic wavefunctions of

the precursor complex, Yi, and the successor complex, Yf, through the exchange operator ^

H. When the reaction is adiabatic, the value of the factor k measuring the
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nonadiabaticity of the reaction approaches unity. The Frank–Condon reorganization energy, DG* , takes into consideration the quantization of the vibrational modes. 

Q

Another expression of ket was derived from the semiclassical approximation of quantum mechanics. In the semiclassical model, the reactants form an encounter complex (Equation 6.104). 

kD

A þ B >½A    B

ð6:104Þ

kD

The redistribution of charge occurs in the precursor or encounter complex [A    B]

with a first-order rate constant k1 (Equation 6.105). 

½A    B ! 

k1 ½Aþ    B ! Aþ þ B

ð6:105Þ

An expression for the overall rate constant, ket, of the electron transfer process is given in Equation 6.106 for competing diffusional and activated modes of reaction. 

1 ¼ 1 þ 1

ð6:106Þ

ket

kD

KAk1

The diffusional rate constant kD is calculated on the basis of the Debye–H€uckel theory (Equation 6.107), where the distance s is the sum of A and B radii in the hard-sphere approximation. 

ð¥

k ¼

D

4pD= expðwr=RTÞr2 dr

ð6:107Þ

s

where D is the sum of the diffusion constants of the reactants and wr is the electrostatic work done when A and B are brought together from ¥ to the distance s. 

The encounter complex formation constant is K ¼

A

kD/kD and the expression of

k1 is given in Equation 6.108. 



! 

X

X

1=2

k ¼

2

=RTÞ

ð

1

k

dj =

d

eðDG*FC

6:108Þ

j

j

j

j

The factor k gauges the nonadiabaticity of the reaction. It has a value near 1 for an adiabatic electron transfer and less than 1 for a nonadiabatic reaction. The square root of the expression between parentheses is the weighted sum of the vibrational frequencies nj. The weights are provided by the displacements from the equilibrium position, dj, of all the vibrational modes contributing to the passage through the potential barrier. It takes a value close to 1012 s1. The Frank–Condon reorganization energy, DG* , is given in Equation 6.109, where wi (i ¼ r stands for reactants and FC

i ¼ p stands for products) are the work terms, li (i ¼ o or in) are the inner- and outer-
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sphere reorganization energies, and DG0 is the standard (Gibbs) free energy of the reaction. 





l þ l

ðD

D

G0 þ wpwrÞ

G* ¼ wr þ wp þ o

in

1 þ

ð6:109Þ

FC

2

4

l þ

o

lin

The work terms wi (i ¼ r or p) are associated with the electrostatic work done when the reactants are brought together from infinity to a distance s, or the reactants are separated from s to infinity. The distance s is estimated as the sum of the radii, aA and aB, of the reactants under the assumption that they are rigid spheres. For ions of charges z1 and z2 in a medium with a dielectric constant D, wi, i ¼ r or p, can be calculated on the basis of the Debye–H€uckel theory (Equation 6.110). 



1=2

wi ¼

z1 z2 e2

; where b ¼

8pN2e2

ð6:110Þ

D sð1 þ bsI1=2Þ

1000 DRT

l0 is the energy invested in reorganizing the solvation sphere when the isolated reactants are brought to contact in the activated complex (Equation 6.104). An expression of l0 was derived under the rigid sphere approximation (Equation 6.111). 







l ¼ ðD

þ 1  1

1  1

ð

0

eÞ2

1

6:111Þ

2aA

2aB

s

n2

D

l0 is a function of the dielectric constant D and the refractive index n of the medium, and De is the amount of charge, that is, the number of electrons, transferred from one reactant to another. The reorganization energy lin is the energy required by the process of bringing the nuclear configurations of the reactants and the products to the common nuclear configuration of the activated complex. This energy is calculated under the approximation of the classical harmonic oscillator (Equation 6.112). 

X kr kp

l ¼

fj fj

ðD

in

qjÞ2

ð6:112Þ

kr þ kp

j

fj

fj

Each term of the sum is the geometrical average of the reactant, kr , and product, kp , fj

fj

force constants for the jth normal mode multiplied by the displacement, Dqj, of this normal mode from the equilibrium position. The sum runs over all the normal modes necessary to achieve the change in the nuclear configuration. 

When wp  wr   0 and the reaction is somewhat exothermic, Equation 6.113 can be used instead of Equation 6.109. 





l

DG*   wp þ wr þ

1 þ 2DG0

ð6:113Þ

FC

2

4

l
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The work terms, w, and outer-sphere reorganization energies, l0, of the LF

excited-state reaction and the similar ground-state reaction may be nearly the same, namely, w ¼ w and l   l

0

0. Differences between the reorganization energies of the LF excited states, lin, and the ground states, lin, can be too large to be ignored. These differences are the result of changes in the bond distances and force constants of the ground and LF excited states. A more important factor in establishing the redox reactivity of the LF excited state is the photonic energy stored in the electronic transition (Equation 6.76). Because of the stored photonic energy and the ensuing change in the standard free energy, the reaction in the LF excited state can have the reverse sense of the reaction in the ground state (Figure 6.22). For example, Equations 6.101 and 6.102 have shown that the LF excited state of [2E]

CrIIIðphenÞ3 þ is capable of oxidizing RuIIðNH Þ2 þ . A back electron transfer reaction 3

3 6

takes place in the ground state with the reverse sense of the reaction in the excited state (Equation 6.114). 

½CrðphenÞ 2þ þ½RuðNH Þ 3þ ! ½CrðphenÞ 3þ þ½RuðNH Þ 2þ ð6:114Þ

3

3 6

3

3 6

6.8.4

Redox Reactions of Charge Transfer Excited States The energy of a vertical transition to a CT excited state, mi (i ¼ LMCT, MLCT, or LLCT), is expressed by using the ionization potentials and electroaffinities of the D + *A

Energy

+ hn

D+ + A–

D + A

Reaction coordinate

FIGURE 6.22

Potential surfaces for the excited-state forward electron transfer and the product back electron transfer reactions. 
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various redox couples and the reorganization energies spent when the configurations of the solvent, oxidized donor, and reduced acceptor are made equal to those they have in the ground state.86 Therefore, the energies of the CT excited state (Equations 6.115–

6.117) are expressed in terms of the ionization potential, IMz Mz1 and IMzþ1 Mz, the electroaffinity, w, and the differences between the ground-state and excited-state spin-pairing energies (dSPE) and between reorganization energies, l.2,69,87,88

m

¼ ðw

MLCT

LL=LL IMz þ 1 Mz Þ þ dDMz þ 1Mz þ lðMz þ 1LLÞsolv=ðMzLLÞsolv þ dSPEMzþ1Mz þ   

ð6:115Þ

m

¼ ðI

LMCT

Mz Mz1 wL0. þ =L0 Þ þ dDMzMz1 þ lðM0L0. þ Þsolv0=ðMzL0Þsolv þ dSPEMz1=Mz þ   

ð6:116Þ

m

¼ ðw

þ   

ð

LLCT

LL=LL w

6:117Þ

L0. þ =L0 Þ þ lðLL.L0. þ Þsolv0=ðLLL0Þsolv

Since the ionization potentials are referred to as the electronic configuration of the free ions MZ þ 1 and Mz in the gas phase, the terms dD are contributions to the energy due to the displacement and splitting of the donor or acceptor orbitals from such a configuration when the ions are forming the complex. In terms of the ligand field theory, dD is the difference between the ligand field stabilization energies of the metal ion in different oxidation states. A combination of Equations 6.115– 6.117 relates the energies of the three optical transitions (Equation 6.118). 

m

¼ðm

þ m

Þ þ ðI

LLCT

MLCT

LMCT

Mz þ 1 Mz IMz Mz1 Þ þ dDMz þ 1Mz1 þ DlDdSPE þ   

Dl¼lð

ðl

l

Þ

LLL0.þ Þsolv0=ðLLL0Þsolv

ðMz1L0. þ Þsolv0=ðMzL0Þsolv

ðMzþ 1LL. Þsolv0=ðMzLLÞsolv

DdSPE ¼ dSPEMz1=Mz þ dSPEMzþ1=Mz

ð6:118Þ

In complexes with I

< 0, the transition to a LLCT excited state

Mz þ 1 Mz  IMz Mz1

may appear at lower energies than optical transitions to MLCT or LMCT excited states. Large inner-sphere reorganization energies associated with the population of MLCT and LMCT excited states will decrease, in relative terms, the energy of the transition to the LLCT excited state. 

The first term (w  I) in Equations 6.115 and 6.116 contains intrinsic parameters of the ligand and the metal ion. It has been expressed by Jørgensen as (w  I) ¼ A (X 

L

XM), where XL and XM are the optical electronegativities. The proportionality constant, A ¼ 3.58  102 kJ ¼ 3.0  104 cm1, arbitrarily makes the optical electronegativity of F (XF  3.9) equal to Pauling’s scale of electronegativities. 

The relaxation of the MLCT or charge-separated complex, for example, Re (CO)3(LL .)(L0 . þ ), where L0 and LL0 are, respectively, mono and bis azines, to the ground state can be regarded as an intramolecular electron transfer. The rate
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constant, kb, for the process has been successfully calculated on the basis of the theory of Marcus and Hush for electron transfer reactions.89,90 The energy gap law predicts that ln(kback) varies linearly with the driving force.33,34 Equation 6.119 relates the rate constant to experimentally measurable parameters. 

lnkb ¼ ln b þ

0

ln F

where b ¼

h1 

0

expðð2pÞ1=2H2

103Þ

ðin cm1Þ

AB



2

F ¼ ð1=2Þlnðhv



g ð

Þ1 þ ðg þ

Þ1

ME0

103ÞSM

E0 hvM
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The parameters used in this expression are as follows: E ¼

0

energy gap ¼ jDG0jl0, 

where l0 is the sum of the intramolecular and solvent reorganization energies, and SM

and hvM are, respectively, the electronic–vibrational coupling constant and vibrational spacing for the average acceptor mode of the group of dM modes of maximum frequency. The value of DG0 is usually calculated from the electrochemical potentials, and the electronic coupling between donor and acceptor, HAB, is related via Equation 6.120 to the optical properties of the molecule. 

ð«

D Þ1=2
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1=2

H
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2:06  102

6:120Þ

r

It is assumed that the CT optical transition gives rise to a band with a Gaussian shape. 

This absorption band is characterized by an extinction coefficient at the maximum, 

«max, an absorption maximum at nmax, and a full width at half-height Dn1/2. The redox sites in the molecule are separated by a distance r given in units of angstroms in Equation 6.120. Experimental results and theoretical expectations have been found to be in good agreement.91,92 It must be noted that optical transitions to LLCT

and MLCT excited states are not always being observed in the spectrum of a complex. It has been stated that direct optical transfer between the donor and the acceptor has a low probability; that is, the transition will have a small oscillator strength, when there is negligible overlap between the orbitals involved in the transition.92,93

A further property associated with the radial displacement of charge associated with CT electronic transitions is a change in the dipolar moment of the molecule. If the electronic transition causes, for example, an increase in the dipolar moment, the energy of the CT excited state will decrease (other factors aside) with the polarity of the solvent. Therefore, the CT absorption bands will experience solvatochromic shifts of tens of nanometers. Related solvatochromic effects will be detected in the emission spectrum of CT excited states. While the solvatochromism of absorption bands is a tool for the assignment of CT transitions in the absorption spectrum of complexes, the rationalization of such effects in terms of the solvent properties, for example, the dielectric constant, is not always possible. 
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6.8.4.1

The Intramolecular Photochemistry of LMCT Excited States A large

number of questions about photophysical features of LMCT excited states and the redox reactions initiated in them were answered by the early studies of photochemistry of Co(III) complexes.94 Many of the Co(III) ammino and amino complexes exhibit simultaneous photoredox and photosubstitution reactions when their solutions are irradiated with ultraviolet or visible quasi-monochromatic light, that is, with a bandwidth Dl   10 nm. These wavelengths correspond in the spectrum of the complexes to absorption bands associated with ligand field and/or ligand to metal charge transfer transitions. To account for a dual ligand photooxidation and photolabilization in Co(III) complexes, the relaxation of the LMCT excited states to electronic states of a lower energy and the reactions of various radical-ion pairs have to be incorporated in the photochemical mechanism. Equally intriguing is the possibility of mixing LMCT character into an LF excited state via suitable perturbations as a way to alter photochemical roles.95Useful examples for the description of the mechanism of the photochemical reactions initiated in LMCT

excited states are provided by the photochemistry of Co(NH3)5X2 þ complexes, where X ¼ NH



3, Cl, Br, I, N3 , NCS, and CO2. Because the ligands form 3

s and p bonds

with Co(III), the LMCT excited states have been classified by the symmetry of the ligand and metal orbitals involved in the electronic transition, for example, LMCTegðCoÞ sðXÞ and LMCTegðCoÞ pðXÞ. The electronic configuration of the Co center in the LMCT excited state can be a low-spin, t6 e1, or a high-spin configuration, t5 e2, 2g g

2g g

giving rise to multiple LMCTegðCoÞ sðXÞ and LMCTegðCoÞ pðXÞ (Figure 6.23). 
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FIGURE 6.23

Orbital populations and electronic configurations associated with electronic states of a d1. A multiplet of excited states grouped under CT1 are listed in the figure. 
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Although there is a considerable energy gap between LMCTexcited states derived from different electronic configurations, for example, CT1 and CT2 in Figure 6.23, the multiplet of each CTexcited state spans a narrow band of energies. The multiplet of each CT state is therefore ignored and it is regarded as a single level for photochemical and spectroscopic purposes.96,97

Crossings of the potential surfaces of excited states corresponding to different electronic configurations occur along the reaction coordinate (Figure 6.24).98 Radicalion pairs with metallo fragments in a high-spin electronic configuration will be produced when the surface crossing allows a rapid passage from one surface to the other.98,99 The effect of the magnetic field on the value of the quantum yield has given unique information about such surface crossings.100,101 Although it is possible to represent a multiplet of CT excited states (discussed above) by a single state, the formation of radicalion pairs with different spin states cannot be ignored (Scheme 6.1). 

The spin restriction rules are valid for the radical-ion pairs. A radical-ion pair is formed in the spin state of the predecessor electronic excited state. The recombination to reform the ground state of the complex is allowed if the radical-ion pair and the ground state have the same spin label, that is, they are both singlet states. Otherwise, only some levels of the spin multiplet will allow the recombination of the radical-ion pair that regenerates the complex in the ground state. The selection rules therefore control the probabilities of the radical and ion fragments to recombine or escape from the solvent cage, namely, where they are created by the excited-state bond dissociation. 
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Potential surfaces for the conversion of excited states to radical-ion pairs of a given multiplicity. 
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SCHEME 6.1

Photodissociation from the LMCT excited state produces the primary radicalion pair within a solvent cage. Collisions among the primary products lead to recombination. The recombination competes with the diffusion out of the solvent cage. In this primary process, the fragments may never attain a separation of as much
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as a molecular diameter. Recombination takes place in a period that is longer than a molecular vibration (1013 s) and less than the time between diffusive displacements (1011 s). There is a finite probability that primary products that diffuse out of the solvent cage will reencounter each other after a number of random displacements. These pairs are often called solvent-separated pairs undergoing a geminate recombination. Products failing to undergo primary or geminate recombinations diffuse into the bulk of the solution to participate in other reactions. There are several models that express the probability of geminate recombination. It is commonly assumed in them that the solvent is a continuum and the diffusive displacements are randomly oriented. The Noyes model has been applied to the processes following the photodissociation of the LMCT excited state into radical-ion pairs.102 It considers the probability of geminate recombination inversely proportional to the separation d12 of the two primary products that are, respectively, represented by spheres of radii r1 and r2 and masses m1 and m2. The spheres move in opposite directions and the relationship between d12 and the corresponding distances x1 and x2

to the center of mass is given by Equations 6.121 and 6.122. 

d

¼

þ

ð

12

x1

x2

6:121Þ

x

¼

ð

1m1

x2m2

6:122Þ

The rate of motion of the spheres through a medium of viscosity h is obtained from the Stokes relationship (Equation 6.123). 

@ _

xi ¼ 6phri _xi ; 

@

i ¼ 1; 2

ð6:123Þ

t

mi

A double integration of Equation 6.123 gives d12 (Equation 6.124) at an instant t after the creation of the pair. 
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¼ m1 _x01

þ m2 _x02
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1exp  6phr1 t
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ð6:124Þ

The instantaneous velocities of the spheres after their creation are _x0 and _x0 and the 1

2

temporal terms are vanishingly small when t   1012 s. Eliminating the exponential 0

terms and using the expansions m ¼ m

þ

¼ _ þ _

1m2/(m1

m2), _d

x0

x0, and

12

1

2

r ¼ r1r2/

(r þ

1

r2), Equation 6.124 is reduced to Equation 6.125. 

m _ 0

d

d

¼

12

ð

12

6:125Þ

6phr
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In the approximation of Noyes, the recombination probability is þ

b ¼

r1

r2

ð6:126Þ

r þ

þ

1

r2

d12

Substitution of d12 in Equation 6.126 by its expression in Equation 6.125 gives the relationship between the pair separation and the viscosity of the medium (Equation 6.127). 
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r þ Þ

þ þ

ð

1

r2 = r1

r2

m _d =6phr

6:127Þ

Since the initial velocity is related to the energy that propels the fragments apart by Equation 6.128, 

2

m _ 0

d

¼ DE

ð

0

6:128Þ

Equation 6.128 can be recasted as

ðmD Þ1=2

b

E

1 ¼

0

1 þ

ð6:129Þ

6phrðr þ Þ

1

r2

If the probability a of reaction in one collision of the fragments is less than unity, the fragments that have collided will collide again. Then, the probability of recombination is given by a probability of successive collisions b0(Equation 6.130). 

b0 ¼ ab þ að1aÞb2 þ að1aÞ2b3 þ    ¼ ab=ð1b þ abÞ

ð6:130Þ

Moreover, the probability of reaction in one collision may not be unity at the contact distance and it must be reduced by a factor Q ¼ (r þ 1

r2)/(distance of reaction)

(Equation 6.131). 

b0 ¼ Qab=ð1b þ abÞ

ð6:131Þ

A combination of Equations 6.129 and 6.131 gives an expression for b0. 



h

i

b0 ¼ Qa= a þ ðmDE Þ1=2

þ Þ

ð

0

=6phrðr1 r2

6:132Þ

Insofar as the fraction of radical-ion pairs that experience geminate recombination is 1  f in a photodissociation with quantum yield f, b0 ¼ 1  f. One assumption in the model of Noyes is that the kinetic energy that propels the fragments apart is the excess energy after the dissociation of the bond. If Ebond is the bond energy and Ehn is the electronic energy stored and available in the excited state, the excess energy is DE ¼



0

Ehn

Ebond and it can be replaced in Equation 6.125 in order to obtain the
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dependence of quantum yield on the viscosity and the available energy of the excited state (Equation 6.133). 
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hn
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=6phrðr1 r2

6:133Þ

In the limit of E



hn

Ebond or very close to it, the thermal contribution of n translational coordinates (Equation 6.135) to the separation of the radical-ion pair must be included. 



! 

ðm

b0 ¼ Qa= a þ nkBT=72Þ1=2

ð6:134Þ

6phrðr þ Þ

1

r2

Some researchers have used E

¼

hn

hn in Equation 6.133, but this approximation

has no general validity. If the population of the reactive excited state occurs from excited states of higher energy than the reactive excited state, Ehn may become a constant independent of the frequency of the light used for the irradiation. If additional energy is E



< 

hn

Ebond Ehn, the limiting quantum yield, flim, will be less than unity. In addition, Noyes has also pointed out that one reason of the failure of Equation 6.133

could be the treatment of the solvent as a continuum of viscosity h at distances of a molecular dimension. 

The separation of the caged radical-ion pair can also be rationalized using the model of Konig and Braun, Rajbenbach, and Eirich.103 The probability w(t) that the radical and the ion are at a distance x at a time t (Equation 6.136) depends on the collision diameter a and the effective diffusion coefficient D of the pair, and A is a normalization constant. 
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The probability function w(t) gives the unity probability when the pair is within the interval a/2 < x < a/2 at t ¼ 0. Therefore, A is obtained integrating Equation 6.135

between the limits x ¼ a/2 with t ¼ 0. The diffusion coefficient D is the sum of the individual diffusion coefficients D ¼

i

kBT/6phri (Einstein equation), where ri is the

radius of the component i of the radical-ion pair. Integration of Equation 6.135

between the limits ¥ < x < a/2 and a/2 < x < ¥ gives the probability of a diffusively separated pair (Equation 6.136). 
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Besides the destruction of the pair by diffusion, further annihilation of the pair may occur in the cage by reactions with a rate constant kc and decomposition with a rate constant k2. The probability f(t) that the caged pair exists at a time t is therefore
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fðtÞ ¼ eðkc þ k Þ

2 t ð1w ðtÞÞ

ð

d

6:137Þ

The yield of cage recombination, fc, is the integral of kcf(t) from 0 to infinity (Equation 6.138). 
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The yield of cage escape is 1  fc and it can be combined with other yields, such as the yields of intersystem crossing, radiationless and radiative relaxations, and so on, to have a complete description of the LMCT excited-state photodecomposition. In this description of the phenomenon, the dependence of fc on the frequency of the absorbed light is therefore a consequence of the variation of the quantum yields, that is, rate constants, of the various photophysical processes that compete with the formation of the radical-ion pair. Moreover, it has been recognized that, at least in the photochemistry of [Co(NH3)5X]2 þ complexes, the greater the drag (cage effect) effected by the medium on the separation of the primary products the smaller the flim. 

Equation 6.138 provides sometimes a better fitting of the experimental data than the Noyes model. It has, however, the same limitations imposed by the assumption of a continuum medium at distances of the molecular dimensions. 

In an unbound LMCT excited state, the quantum yield of the fragments from the dissociation of the metal–ligand bond will approach unity, that is, f ¼

lim

1.99,104 This

is the case in the LMCT photochemistry of [Co(NH3)5NO2]2 þ (Figure 6.25). The MLCT excited state is not necessarily an unbound electronic state.93 Radiationless relaxations can compete with the bond dissociation in LMCT excited states when there is a residual bond energy along the photoreaction coordinate. A measure of that competition is how much smaller than 1 is flim. The medium appears to have a significant role in establishing the bound nature of the excited state in addition to preventing the separation of the primary products.105

Different photoreactions can be initiated in structurally related complexes of a metal ion as a result of the intrinsic properties of the LMCT excited state and radicalion pairs. The excited-state reactions of azido complexes of Co(III) are one example of this chemical diversity.106–109 Irradiation of CoIIIðNH Þ

3

N2 þ aqueous acidic

5

3

solutions

in

the

spectral

region

214 nm  l



exc

330 nm

produces

CoIII(NH3)4(H2O)N2 þ , 

3

f   0.6, and Co(aq)2 þ , f   0.2, in a 3:1 molar ratio.93 The ammonia photoaquation has two sources that also account for the large quantum yield of the photoprocess. One source competes with the formation of Co(aq)2 þ from radical-ion pairs. These pairs must be produced with a quantum yield f   0.5. 

The second source is a process unrelated to the Co(aq)2 þ production and it has a quantum yield f   0.3. It may arise in a LMCT excited state where a Co–NH3

bond has been considerably elongated and where the electronic relaxation of the excited state has been coupled with aquation. A second rationale for the large aquation quantum yield is that a reactive LF excited state is populated by the LMCT

excited state. 
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FIGURE 6.25

Typical action spectra of [Co(NH3)5X]2 þ complexes. X ¼ Cl (~), Br (&), and NO2 (.). Quantum yields of Co2 þ (aq) formation as a function of the frequency of irradiation. 

In contrast to the UV photochemistry of CoIII ðNH Þ

3

N2 þ , the photoaquation of

5

3

Br and NH3 is insignificant when CoIII(NH3)5Br2 þ is irradiated at wavelengths shorter than 300 nm. The efficiency of the solvent cage recombination that regenerates aquated Co(III) complexes (Scheme 6.1) and/or the population of reactive LF excited states in the UV photochemistry of CoIII(NH3)5Br2 þ must be insignificant. Further-

. 

more, the dependence of the quantum yield of Br radicals on the magnetic field100,110

indicates that only radical-ion pairs where Co(II) has a t6 e1 electronic configuration 2g g

(Scheme 6.1) contribute to the Co2 þ (aq) quantum yield.111–114 In such pairs, a fast radical–metal ion recombination is the only process that can compete with the collapse of the caged radical-ion pair and the liberation of its constituents to the bulk. This competition is in accordance with a sluggish spin relaxation in the metallo fragment, that is, a process much slower than the collapse of radical-ion pair. When NH3 is replaced by alkylamine ligands, that is, CoIII(NH2Me)5X2 þ where X ¼ Cl or Br, the oxidations of the amine and the acido ligand, X, are induced by irradiation in different LMCT bands.114 The two bands correspond, respectively, to transfers of charge from the acido ligand and from the amine ligand to the metal center. Since the
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LMCTe ð

g CoÞ sðXÞ is placed at a higher energy than the lowest lying acido ligand to Co (III) excited states and photoredox reactions are, respectively, initiated in each of these excited states, a nonradiative conversion of one into the other electronic state must be sluggish or not available. The experimental observations clearly demonstrate that the photophysics of LMCT states in complexes CoIII(NH2R)5X2 þ with R ¼ alky is different from that with R ¼ H and exemplifies how the properties of the excited state have control over the photochemical properties. 

In the photolysis of methylaquocobaloxime and ethyl(N,N0-ethylenebis(salicyli-deneaminato)Co(III), 1H CIDNP suggests that the homolysis of the Co–C bond generates a singlet radical pair.115,116 It was concluded that the formation of the radical-ion pair occurs in an unbound 1LMCTe ð

Þ. The conclusion is also in

g CoÞ sðCH3

agreement with experimental observations made with related methyl complexes where the low threshold for the photohomolysis of the Co–C bond, l exc

570 nm, 

supports the idea that the lowest LF absorption band corresponds to electronic transitions with considerable LMCT character (Figures 6.24 and 6.25).117

The irradiation of some complexes at wavelengths of the CT bands induces reactions that do not involve a homolysis of the metal–ligand bond. Some of the products are formed when the radical has more than one way to recoordinate or remain attached to the metallo fragment. The LMCT photochemistry of the carbonate complexes produces Co(II) species and CO3H . radicals.117 In addition, the photoproduct Co(NH3)4(H2O)OCO2H2 þ was also found in the UV photolysis Co(NH3)4

þ

þ

CO

¼

3

. Inspection of the early photochemical events of [CoIIIN4CO3] , N4

(NH3)4

or (en)2, complexes in a timescale 10  t  103 ps revealed the formation of a Co(II) species with a coordinated CO3H . radical and a lifetime of 102 ps. The rapid spectral changes were related to the formation of metal–ligand radical species (Equation 6.139). 
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ð6:139Þ

The assignment of the transient species as [CoIIN4-OC(O)O .] þ is consistent with the chelate nature of the carbonate ligand in these complexes and the timescale of the Co(II)–O bond dissociation in the spin-paired species. [CoIIN4-OC(O)O .] þ is probably a precursor of the [CoIIN4]2 þ and CO3H . products in the bulk. It appears to experience a configuration change in a nanosecond time domain. Linkage isomerization to CoIII(NH3)5ONO2 þ and redox decomposition but no photoaquation results when CoIIIðNH Þ

3

NO2 þ is irradiated at wavelengths of the visible and UV
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2

bands (Equations 6.140 and 6.141).105,119,120
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Since the photoreactions occur in a constant ratio, that is, f L/fR

2.5, an

LMCTe ð

excited state is eventually populated regardless of whether the g CoÞ NO2

256

FLASH PHOTOLYSIS AND CHEMISTRY OF TRANSIENTS AND EXCITED STATES

D A

0.08

40 mM Br-

0.06

0.04

6 mM Br-

0.02

0 0

2

4

6

 t x 10 (ns)

FIGURE 6.26

Kinetic traces at 360 nm for the formation of Br . 

2

at two different con-

centrations of bromide ions. 

irradiation is done at wavelengths of the LMCT or LF absorption bands. The linkage isomerization is attributed to recombination within the radical-ion pair and the reactive LMCTe ð

appears to be unbound. Similar reactions account for the g CoÞ NO2

photoinduced isomerization and redox decomposition of macrocyclic sulfite complexes.27,121

The 266 nm laser flash photolysis of [Cr(H2O)5ONO2]2 þ in the presence of halide ions X (X ¼ I, Br, and Cl) generates halogen atoms on nanosecond timescales, followed by the known X ./X reactions to yield dihalide radical anions, X . 

2

(Figure 6.26).122 Rates and quantum yields when the halides are used as scavengers suggest that a short-lived, strongly oxidizing intermediate reacts with X to generate X . in parallel with the decomposition to Cr

. 

aqO2 þ and NO2 . The latter products were

identified in steady-state photolysis experiments in the presence of selective trapping agents. The reactions of the intermediate are schematized in Figure 6.27. Bromide was oxidized quantitatively to bromine, and a combination of molecular oxygen and methanol channeled the reaction toward superoxochromium(III) ion, CraqOO2 þ . In the absence of scavengers, nitrite and chromate were produced. 

Although the transient spectrum of a radical-ion pair was recorded in a picosecond–nanosecond time domain in the flash photolysis of Co(III) alkylcobalamins,123

there has been no direct spectroscopic observation of the LMCT excited states. The observed photochemical behavior may be simply described by the following sequence of events: (1) absorption of radiation produces a Franck–Condon excited state, which (2) rapidly loses its excess vibrational energy (k > 1011 s1) to form the thermalized excited state, followed by (3) product formation and internal conversion to the ground state. The existence of LMCT excited states with a finite lifetime in the
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Mechanism featuring reduction of an excited state (or, more likely, an intermediate derived from it) by X in parallel with the self-decay of the intermediate. Both of these reactions must take place prior to the observed X ./X reaction. Kinetic trace for the decay of Br . 

2

at 360 nm following a 266 nm laser flash of a solution containing 3.8 mM

(H

2 þ

2O)5CrONO2

and 20 mM Br in 0.16 M HClO4. 

femtosecond–nanosecond time domain in solution phase at room temperature cannot be discounted. Indeed, a recent report has attributed the low-temperature luminescence of binuclear Cu(II) compounds to LMCT excited states (Figure 6.28).124 From the large Stokes shift value of the emission spectra in solvents of different polarity (more than 6500 cm1 in acetonitrile), the charge transfer nature of the emissive LMCT state of the complex has been concluded. Biexponential decay of the excited complex in acetonitrile and frozen propanol suggests that two different CT conformers (0.8, 4.12 ns and 1.99, 15.2 ns, respectively) exist in the excited state in solution phase. On the other hand, one CT form is indicated by a monoexponential decay (9.0 ms) in the solid. 

The photochemistry of complexes with more than one oxidizable ligand, for example, in the diacido ligand complexes, [Co(NH3)4XY] þ , may be complicated by a vibronic mixing of the LMCT excited states. Because the mixing of the excited states increases with a decreasing energy gap, the excited states will have to be very close in energy in addition to satisfying the selection rules imposed by the symmetry of the molecule. 

Molecules in the second coordination sphere, that is, solvent or partners of an ion pair, can transfer charge to the metal ion of a coordination complex in an optically induced electronic transition. The excited states are, respectively, known as solvent to metal charge transfer (SMCT) and ion pair charge transfer (IPCT) excited states. A typical example are the ion pairs, {[CoIII(NH3)6]3 þ , X}, formed between

[CoIII(NH3)6]3 þ and halide and pseudohalide ions X. The UV-Vis spectrum of ion

[image: Image 103]
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Room-temperature emission spectra of the binuclear Cu(I) complex (top) in the solid state, l
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pairs exhibits new absorption bands at longer wavelengths than those of

[CoIII(NH3)6]3 þ corresponding to such electronic transitions. Irradiation at wavelengths of the IPCT results in the photoreduction of the Co(III) complex and the

. 

formation of the X radicals (Equation 6.142). 

ð6:142Þ

6.8.4.2

Redox Photochemistry of MLCT

The existence of intense absorption

bands in the spectra of MzL complexes where the redox potentials of the Mz1/Mz

. 

couples, for example, Cu(I), Fe(II), and L/L , are not too negative was associated by spectroscopists with MLCT electronic transitions.125–128 The MLCT electronic transition causes a radial displacement of charge from the metal to the ligand. There
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are a large number of examples in the literature of MLCT excited states whose lifetimes span a range from several nanoseconds to hundreds of microseconds and that have been used as sensitizers of chemical reactions. Considerable attention has been paid to their electron transfer reactions. In the latter role, the redox quenching of the MLCT excited state has provided diverse methods for the kinetic study of highly exothermic electron transfer reactions. Equations 6.143–6.146 are examples of electron transfer reactions of the MLCT excited states with reactants Q whose reaction rate constants are presented in Table 6.2. 

½

hn; 

MIIðbpyÞ 2 þ !ð3MLCTÞ½MIIIðbpyÞ ðbpy.Þ2 þ ! 

þQ ½MIIIðbpyÞ 3þ

3

2



3

Q

ðM ¼ Ru; OsÞ

ð6:143Þ

½MIIIðbpyÞ 3þ þ Q ! ½MIIðbpyÞ 2þ þ Q

ð6:144Þ

3

3

½

hn; 

MIIðbpyÞ 2 þ !ð3MLCTÞ½MIIIðbpyÞ ðbpy.Þ2 þ ! 

þQ ½MIIðbpyÞ ðbpy.Þþ

3

2



2

Qþ

ðM ¼ Ru; OsÞ

ð6:145Þ

½MIIðbpyÞ ðbpy.Þ þ þ Qþ ! ½MIIðbpyÞ 2þ þ Q

ð6:146Þ

2

3

The quenchers Q can be organic or inorganic molecules. For example, the Re(I) triscarbonyl complexes are a better oxidant than the ground state and they can be TABLE 6.2

Typical Electron Transfer Quenching Rate Constants, kq, of MLCT

Excited Statesa

MLCT Excited State

Quencher

kq (M1 s1)

Solventb

Ru(2,20-bpy) 2 þ

3 þ

3

Co(2,20-bpy)3

2.8  108

0.17 M Na2SO4, pH 8

Co(en) 3 þ

3

2.0  107

0.1 M H2SO4

Ru(NH

2 þ

3)6

2.0  109

0.2 M AcOH buffer, pH 5

Os(2,20-bpy) 2 þ

3 þ

3

Co(1,10-phen)3

5.7  109

0.5 M NaCl

Co(NH3)5Cl2 þ

6.0  108

0.17 M Na2SO4, 0.13 M

NaHSO4

Ru(CN) 4

6

1.3  108

0.5 M NaCl

Re(CO)3(2,20-bpy)Br

TEOA

3.4  107

CO2 sat DMF

Re(CO)3(1,10-phen)Cl

MV2 þ

3.1  109

CH3CN, 0.1 M TBAP

Diphenylamine

6.0  108

CH3CN, 0.1 M TBAP

Tetracyanoethylene

7.4  109

CH3CN, 0.1 M TBAP

aValues from Hoffman, M. Z.; Bolleta, F.; Moggi, L.; Hug, G. L. J. Phys. Chem. Ref. Data 1989, 18, 219. 

b Aqueous solutions unless otherwise stated. 
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quenched by electron donors such as 2,20,200-triethanolamine (TEOA) (Equation 6.147).129

h; 

fac-Re1ðCOÞ Brð2; 20-bpyÞ ! MLCT ! 

TEOA ½fac-ReIðCOÞ Brð2;20-bpy.ÞþTEOA.þ

3



3

ð6:147Þ

Also, the MLCT can be a reductant when it is faced to an electron acceptor such as the methylviologen, MV2 þ (Equation 6.148). 

h; 

fac-Re1ðCOÞ Brð1; 10-phenÞ ! MLCT ! 

MV2 þ

3



½fac-ReIIðCOÞ Brð1; 10-phenÞþ þ MV.þ

ð6:148Þ

3

These excited-state electron transfer reactions were mainly investigated using time-resolved spectroscopic techniques such as flash photolysis and flash fluorescence. The extensive work on the photochemistry of MLCTexcited states is motivated by both the interest in basic science and the potential applications to many areas of chemistry, for example, biochemistry, solar energy, and conducting polymers.130–135

In addition to the type of electron transfer reaction, shown in Equations 6.142–6.145, there are examples where pure MLCT excited states induce ligand substitutions by associative or dissociative mechanisms. A well-established example of a MLCT

excited state-mediated ligand labilization reaction is shown in Equation 6.149.136

þ PPh

CoðCOÞ NO ! 

hn MLCT !3 CoðCOÞ ðNOÞPPh þ CO

ð6:149Þ

3



2

3

The complex has a low-energy Co to CO charge transfer excited state and LF excited states are not available because of the d10 (saturated shell) of the metal center. In contrast to this mechanism, a dissociative one operates in another complex of another d10 metal (Equation 6.150).137

h; 

Pt0ðPPh Þ

! 

Þ þ

ð

3

C

MLCT ! Pt0ðPPh

C

6:150Þ

2

2H4



3 2

2H4

The C2H4 labilization has been attributed to a considerable weakening of a M–C2H4

bond in the MLCT excited state because of the promotion of a M–ligand p-bonding electron to a mainly ligand p antibonding orbital. It must be noted that a coordinatively unsaturated metallo fragment (such as Pt0(PPH3)2) or a fragment with weakly bonded solvent to the metal is highly reactive and undergoes various secondary reactions. Flash photolysis provides the ways to observe the UV, Vis, and/or IR spectrum of the metallo fragment and study its reactions under various medium conditions. 

The rate constants of electron transfer reactions occurring in MLCT excited states can be calculated using expressions similar to those shown in Equations 6.106–6.113

for the electron transfer reactions of LF excited states and the corresponding back electron transfer reactions. 
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6.8.4.3

The Metal to Metal Charge Transfer Excited States The absorption of

light can cause the transfer of one electron from one metallic center to another when they are separated by a bridging ligand. The electronic transition is labeled as a metal to metal charge transition (MM’CT). Although the existence of MM’CT excited states has been proposed in numerous works, they have not been very commonly observed by time-resolved spectroscopies. Solid experimental evidence has been reported in the literature for the MM’CT excited states of complexes of the type CrIII–CN–

RuII.138–140 The MM’CT excited-state luminescence has been observed at 77K in a DMSO/H2O glass with a lifetime of 1 ms. Perdeuteration of the complexes increases 20 times the lifetime of the luminescence showing the coupling of specific vibrational modes to the charge transfer process. The time-resolved absorption spectrum and the luminescence of the MM’CT excited state in [Cr([14]aneN4) (CNRu(NH3)5)2]5 þ are shown in Figure 6.29. 
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FIGURE 6.29

Time-resolved spectroscopic changes (top figure) following the 532 nm excitation of the MM’CT absorption band of [trans-Cr([14]aneN4)(CNRu(NH3)5)2]5 þ in ambient aqueous solution. The region of the pump at 532 nm has been deleted from the transient spectra. Bottom: The electron transfer emission from the complex in DMSO–H2O

glass at 77K. Excitation near the MM’CT absorption maximum (536 nm, lower curve) and at an energy greater than that of the MM’CT absorption (436 nm, lower curve). Top: Qualitative energy level diagram illustrating the relationships between possible excited states of the Ru(II): Cr(III) complexes. The Ru(II):Cr(III) MM’CT states are on the left, and Cr(III) metal-centered states are on the right. kv are rate constants for vibrational relaxation within an electronic manifold, and kisc are intersystem crossing rate constants for the crossings between electronic states of different spin multiplicities. 
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6.8.5

The Ligand-Centered Excited States

These excited states are populated when electronic transitions promote electrons between orbitals having mostly a ligand character.141 When these electronic transitions occur at high photonic energies in the ligands of a complex, it is probable that the photochemistry of the complex will be determined by the population of the LF and CT

excited states and the LC excited states will play no role. In contrast, when LF and CT

excited states are placed at higher or similar energies to the ligand’s LC excited states, the photophysical processes and the photochemistry of the complex can be complicated by the participation of the latter excited states. The LC excited states can increase the rate of population or depopulation of a reactive CT or LF excited state as well as exhibit an intrinsic photoreactivity. For example, time-resolved absorption and emission spectroscopies revealed a competition between LC and MLCT excited states of [Re(CO)3(OCO-2-antraquinone)(2,20-bpy)] for the degradation of the photonic energy (Figure 6.30).142 Under some conditions, the LC excited state may exhibit a structured luminescence that stands in contrast with the broad emissions of MLCT excited states. 
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Jablonski diagram showing the zero-point energies, E00, of the electronic levels relevant to the 351 nm photolysis of (anthraquinone-2-carboxylate)Re(CO)3(2,20-bpy). 

The inset shows the displacement between potential curves, calculated under the harmonic approximation, for the ground state (bottom curve, —), the MLCTbipy   Re (top curve, —), and MLCTaq-2-CO Re (- - -). 
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7 Application of High Pressure in the Elucidation of Inorganic and

Bioinorganic Reaction Mechanisms

COLIN D. HUBBARD and RUDI VAN ELDIK

7.1


INTRODUCTION

It is of paramount importance to understand reaction mechanisms in all branches of chemistry. Devising experimental approaches to achieve the aim of mechanism determination has occupied many investigators. Of several approaches such as product characterization, intermediate detection and characterization, studying the kinetics of the reaction with respect to several empirical variables is often one of the reasonably fruitful investigation methods. Generally within inorganic chemistry, reaction either as an approach to an equilibrium position or complete conversion to product(s) is less bedeviled by possible complications of formation of, for example, minor products or variable isomeric distributions than are kinetics approaches within organic chemistry. In this contribution, the focus is on determining the reaction mechanism of inorganic reactions primarily, but coverage is extended to some bioinorganic reactions and some reactions of organometallic chemistry. The reactions considered herein do not include gas-phase reactions, and sources cited later will include kinetics and mechanisms as applied to both gas-and liquid-phase reactions. 

Aspects of reaction mechanisms that are associated with understanding the dynamics of collision steps, energy transfer steps, excited states, or potential energy surfaces are of interest within physical chemistry under the term chemical dynamics. The emphasis here will be on classical reaction mechanisms hypothesized on determination of the reaction rate law, the rate-determining step(s), and supported by analysis of the influence of both reactant variables and external variables. These can include designed reactant variations, reactant substituents, solvent variation, ionic medium nature and strength, and isotopic substitution. Furthermore, the macroscopic activation parameters of the reaction and the thermodynamic characterization of any equilibrium steps provide a complementary or sometimes critical role in strengthen-ing the mechanistic explanation. It will prevail that, as reflected in the literature of Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac
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inorganic reaction mechanisms, the vast majority of reactions considered within different reaction classifications involve coordination chemistry with a transition metal as the metal center. However, some systems containing s- and p-block elements have been amenable to kinetics studies. In the past two decades, the basic properties of many ions in solution of inner transition elements have been established, and this has led to kinetics studies, particularly of solvent exchange in fully or partially solvated lanthanide ions, being conducted. Because of the potential breadth of readership, students who have little or no familiarity with high-pressure kinetics studies of inorganic reactions are encouraged to consult the whole chapter. Investigators with some experience in the field may wish to proceed directly to Section 7.3, where a selection of mostly recent reports on a variety of reactions is presented. 

7.1.1

History of Development of Reaction Mechanism Studies of Inorganic Reactions

Investigations leading to proposals of reaction mechanisms in early literature concentrated more on organic reactions and classic works on the subject reflected that emphasis.1–4 Indeed, some of the earlier studies on inorganic reaction mechanisms used the currency of terms that had emerged from studies of organic reactions,5,6

although inorganic mechanisms were beginning to be recognized as a mature subject requiring dedicated literature.7 The latter emphasized ligand substitution and redox reactions, and mechanisms for electron transfer between inorganic complexes were also developed in that period.8 Kinetics of inorganic reactions had been the subject of investigation for more than a hundred years earlier and references to those appear in relatively recent important publications.9,10 Early systematic studies of kinetics and mechanisms employed the experimentally convenient ligand substitution and base hydrolysis measurements on octahedral cobalt(III) complexes,11 and a considerable volume of literature emerged on similar reactions of chromium(III) complexes.12

Other investigators were attracted to study the properties and reactivity (formation, acid aquation, and base hydrolysis, for example) of inert low-spin iron(II)-diimine complexes,13–18 in part because the intense color of the complexes offered potential analytical application.19 The momentum within preparative, structural, and spectroscopic aspects of inorganic chemistry and kinetics and mechanistic studies of inorganic reactions developed as English language society journals (Inorganic Chemistry and Journal of Chemical Society (A) (later Journal of Chemical Society, Dalton Transactions, or currently Dalton Transactions)) dedicated to reports of such studies that began publication almost five decades ago. 

7.1.2

External Variables Influencing Reaction Rates

Within mechanistic organic reaction chemistry, analyzing trends in reaction rates that are reflected in changes in a reactant by virtue of different members of a homologous series or in systematic variation of substituents in an aromatic substrate are common methods of approach in resolving mechanisms. In other words, these studies employed nonexternal variables. These reaction rate trends have been analyzed through relationships that were originally developed for rationalizations of equilibrium properties, but
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that could be extrapolated to cover kinetic properties. Linear free energy relationships depending on the particular system could be invoked for both electronic and steric effects of substituents in aromatic systems, and for particular substitutions in reactions of aliphatic compounds.20–26 Relationships were also established between kinetic reactivity and acid–base properties. These types of analyses could illuminate the respective reaction mechanisms.* Within inorganic reactions, the inherent mostly dissimilar nature of the reactants relative to organic compounds means that most often such systematic approaches of varying reactants are not available. 

Examining the effect of varying the solvent on a reaction rate is an approach to assist in mechanism determination that may be applied in almost any reaction if solubility conditions permit. In most circumstances, the solvent is considerably higher in concentration than the reactants, although in some cases the solvent is a participant in the reaction. One initial emphasis in this aspect was to compare and contrast rates of reaction in the gas phase with those in different solvents, and another was to correlate reaction rates with bulk solvent properties.27–29 Mechanism determination for some aqueous-based bioorganic model reactions and appropriate enzyme-catalyzed reactions can benefit from solvent isotope (D2O for H2O) substitution.30,31 Many inorganic reactions are monitored in aqueous medium, and solvent effects therein can be studied by using mixed aqueous solvents or sometimes also other coordinating solvents. The electrolyte medium, in terms of both nature and concentration, is another medium external variable that can be exploited for probing mechanisms if reactants are charged.32–34

An obvious external variable is temperature, and relationships between rate (as manifest in the rate constant for a reaction) and temperature began to be formulated in the nineteenth century.35 The Arrhenius equation36 that emerged from this early work led to the postulation of a collision complex during the reaction, known as the activated complex, and also to the minimum energy required to generate the activated complex, known as the energy of activation. A term known as the frequency factor is embodied within the equation and relates to the frequencies of particular kinds of collisions, calculation of which has been tackled on the basis of statistical mechanics. 

Upon development of a theory of reaction rates that is an extension of collision theory, as covered briefly in a subsequent section, and using analogous arguments from thermodynamics, two terms—the enthalpy of activation and the entropy of activation—emerge. Although developed many decades earlier, these terms still have currency in mechanism deduction from temperature dependence studies of reaction rates, and have proved invaluable in a wide range of chemical reactions. 

Perhaps a less obvious external variable for investigation of rates of reactions in solution is hydrostatic pressure. Application of the pressure variable is much less common in all branches of chemistry relative to those experimental variables reported thus far. Yet in principle it will be shown that, although not without limitations when reactions have complex mechanisms, the information provided from measuring reaction rates as a function of pressure is of potentially greater value than might be contemplated. Pressure is the empirical parameter with respect to equilibrium and kinetic properties that form the pivotal focus of this contribution, and in subsequent

*Advanced Organic Chemistry textbooks contain a general discussion of these reactivity correlations developed before current theoretical calculations on organic reactivities. 
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sections progress in the development of the application of the pressure variable will be chronicled. The relevant theoretical background and, most important, the value of the use of the pressure variable in mechanism deduction will be presented. It will become evident that the pressure-derived activation parameter can be a key mechanism diagnostic factor. 

This overall introduction has provided a sketch of the signposts of the historical development of various approaches of illuminating reaction mechanisms. The following sections will move the subject of reaction mechanisms of inorganic, bioinorganic, and some organometallic reactions forward into the present understanding as manifest in current and recent literature. Several important pertinent, landmark texts or monographs may be consulted for provision of a suitable background. Some of these cover the fundamentals of kinetics and mechanism and relevant thermodynamics for both gas and liquid phases,1–3,10,37 while others focus on applications within inorganic chemistry and often including organometallic reactions.7,10,38–44 Reports that are specific for mechanistic determination involving use of varying hydrostatic pressures in kinetics measurements will be highlighted in the following sections. It should be noted that application of hydrostatic pressure within inorganic chemistry is almost always with a view to assist in mechanism determination. In organic chemistry, besides interest from a mechanism aspect, pressure has been employed in some cases to improve product yields or to steer the reaction in favor of a more desirable product outcome. 

7.1.3

Kinetics at Elevated Pressure: Background and Theory A theory of the effect of pressure on reaction rates in solution was first presented at the beginning of the last century,45 well before the formulation of transition state theory. 

The latter supplies the basic principles upon which the effect of pressure yields an interpretable parameter. The arguments and equations are similar to those that developed the parameters, the enthalpy of activation and the entropy of activation, from an extension of the temperature effect on reaction rates as embodied in the Arrhenius equation. The latter contains a pre-exponential factor (relating to the entropy term) and the energy of activation (relating to the enthalpy term). The development of the relationship between reaction rate and hydrostatic pressure can be found in most books specializing in kinetics and reaction mechanism, and in early literature dedicated to physicochemical effects of pressure,45,46 but frequently not in standard works of physical chemistry. The theory is based on the equation for the effect of pressure on the equilibrium constant K for a reaction. The latter is related to the standard Gibbs free-energy change DG. 

DG ¼ RT ln K

ð7:1Þ

where R is the molar ideal gas constant and T is the absolute temperature. 

Standard thermodynamics provides a relationship between the volume, the Gibbs free energy, and the hydrostatic pressure. 

V ¼ ðdG=dPÞ

ð7:2Þ

T
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so that

DV ¼ ðdDG=dPÞ

ð7:3Þ

T

Therefore, 

ðd ln K=dPÞ ¼ DV=RT

ð7:4Þ

T

where DV is the reaction volume, the difference between the partial molar volume of products and the partial molar volume of reactants. Thus, if a reaction occurs with an increase in volume (positive DV), the equilibrium constant decreases with increasing pressure, and conversely K increases in magnitude with increasing pressure, if DV is negative. The framework of transition state theory permits writing the following expressions:

DV„ ¼ the partial molar volume of the activated complex minus the partial molar 1

volume of the reactant(s), and

DV„ ¼ the partial molar volume of the activated complex minus the partial molar 1

volume of the product(s), and where

DV ¼ DV„DV„

ð7:5Þ

1

1

and DV„ is the volume of activation in the forward direction and DV„ is the volume of 1

1

activation in the reverse direction. 

Since K ¼ k1/k1

ðd ln k

ð

¼ D

1=dPÞ

V=RT

ð7:6Þ

T

d ln k1=dPÞT

where k1 and k1 are rate constants in the forward and reverse directions. 

Thus, it is possible to write

ðd ln k

ð

¼ D

1=dPÞ

V„=RT þ DV„ =RT

ð7:7Þ

T

d ln k1=dPÞT

1

1

by making the assumption that the forward reaction depends only on the volume change, initial state ! activated state, this equation can be split into two equations: ðd ln k

¼ D

1=dPÞ

V„=RT

ð7:7aÞ

T

1

and

ðd ln k

¼ D

1=dPÞ

V„ =RT

ð7:7bÞ

T

1

These expressions may also be derived from transition state theory: a rate constant k is given by

k ¼ ðkT=hÞK„

ð7:8Þ
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where k is the Boltzmann constant, h is Planck’s constant, and K„ is the equilibrium constant between the reactant and activated states. Since ðd ln K„=dpÞ ¼ DV„=RT

ð7:9Þ

T

then

ðd ln k=dpÞ ¼ DV„=RT

ð7:10Þ

T

According to this equation, clearly, if k increases with increasing pressure, DV„ is negative, and a positive DV„ denotes a decrease of rate constant with increasing pressure. 

Values of DV„ can be determined from experimental measurements of rates, and thereby rate constants, at different pressures, by plotting ln k versus P. The slope at any pressure is equal to DV„/RT. If the plot is linear, the volume of activation is independent of pressure, meaning that

ln k ¼ ln k ðD

0

V„=RTÞP

ð7:11Þ

where k0 is the rate constant at zero pressure. In practice, k0 is taken as the rate constant at ambient, room pressure. 

Obviously, there could be many cases where the volume of activation is not independent of pressure, and special methods are needed to determine the volume of activation at ambient pressure for comparison with other data.45–53 The pressure dependence of DV„ may be expressed:

ðdDV„=dPÞ ¼ D

T

b„

ð7:12Þ

where Db„ is the compressibility coefficient of activation. The probability of a significant value of this parameter being obtained is enhanced for reactions in highly compressible solvents, or when the pressure range is extended to higher values. As a guideline from examining the literature, employing pressures below 200 MPa (MPa*

megapascal) usually avoids detection of a dependence upon pressure of the volume of activation. This situation usually prevails when the poorly compressible solvent water is used. 

Reactions within organic chemistry were studied as a function of hydrostatic pressure historically and attempts to classify reaction types according to the ionic nature or not of the reacting species and thus to the sign and magnitude of the volume of activation were made.54 Later investigators have tended to treat each system studied based upon individual characteristics and properties for interpretation purposes. Parallel efforts were made to examine whether satisfactory correlations could be made between the volume of activation and the entropy of activation.55

Two distinct effects are considered in connection with the interpretation of the volume of activation. This consideration is carried out currently, but has an early

*atmosphere ¼ 14.696 lb per square in.¼101325 Pa¼1.01325 bar¼760 torr: 1 bar¼105Pa¼0.9869 atm. 
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origin.56,57 There may be a change in volume due to structural factors, known as the intrinsic volume contribution, DV„ . For a bimolecular process, this was expected to be intr

a volume decrease as the reactants pass to an activated state, while for a unimolecular reaction the activated state is anticipated to possess a larger volume than the reactant state. The second effect is a possible volume change resulting from reorganization of the solvent molecules, DV„ . For reactions in which ions or strong dipoles are solv

involved, the solvent effect is generally more important than the structural effect.58

That is, a value of a volume of activation DV„ determined experimentally is given by DV„ ¼ DV„ þ DV„

ð7:13Þ

intr

solv

Clearly, except in cases where one or other of the components can be considered to be zero, or a known value, apportioning the contribution from each effect may limit the certainty of mechanistic prediction. However, it will be shown in later sections that precedents in the literature can be of inestimable value in mechanistic interpretation. 

The reaction volume may be of interest in itself, and furthermore its determination can provide a route to the volume of activation in the reverse direction if that parameter is not experimentally accessible and when DV„ for the reaction in the forward direction is known. As indicated above, DV may be determined from the dependence upon pressure of the equilibrium constant. It may also be obtained under certain circumstances from the partial molar volumes of the reactants and products. 

Density measurements d are made on several solutions of different concentrations of the reactant(s) and the product(s). The following equation is used to obtain the apparent molar volume of each species, j, at each molar concentration c. 

j ¼ ðMW=dÞððdd Þ

Þ  ð

0 =d0

1000Þ=c

ð7:14Þ

The density of the solvent is d0 and MW is the molar mass of the solute. The values of the apparent molar volume are plotted against concentration and the partial molar volume of a species is the value obtained by extrapolation to zero concentration. 

The circumstances regarding viable experiments and the practical approach will be presented in the experimental sections below. 

In the period when many organic chemistry reactions were studied as a function of hydrostatic pressure, mechanistic inorganic chemistry was relatively in its infancy. 

Probably, the first reported study of an inorganic chemistry reaction at an elevated pressure included the base hydrolysis of [Co(NH3)5Br]3 þ , and this involved confining the reaction to a sealed vessel and analyzing the product after decompression. 

Analysis was accomplished spectrophotometrically following quenching of the reaction by addition of acid.59 Obviously, this approach can only be used if the reaction time is of the order of hours rather than minutes. Another limiting factor involved the rapidity of many aqueous-based reactions involving transition metal coordination compounds, since rapid reaction methods were not widely available even for ambient pressure reactions. Nevertheless, the potential value of obtaining the pressure dependence of inorganic reactions began to be realized60 as the subject of inorganic reaction mechanisms had reached maturity.7,8
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7.2

EXPERIMENTAL

7.2.1

General Considerations

The methods, techniques, apparatus, and instruments involved in kinetics investigations at elevated pressures leading to the determination of the volume of activation are mostly common to all branches of chemistry and biochemistry. Determination of rate constants from kinetic data at ambient pressure is described in standard undergraduate general chemistry or physical chemistry textbooks and in authoritative sources devoted to reaction kinetics.2–4,7,10,25,26,37,40–42,61 There are several works specializing in kinetics and mechanisms of inorganic and organometallic chemistry reactions.40–44,62,63 The processing of kinetic data, obtained at elevated pressures, to determine kinetic parameters is normally no different from the practice at ambient pressure. In order to generate experimental activation parameters that yield useful mechanistic information, it behooves an investigator to endeavor to operate with the simplest possible form of the applicable rate law. This applies to kinetics measurements to obtain the thermally derived activation parameters as well as those at elevated pressures, since composite parameters obtained from complex rate laws are of limited value. 

Several publications have covered the practical aspects of obtaining kinetic data at high pressure and these may be consulted for technical details and methodology.48–52,64–73 Technical development recently has revolved mostly around improve-ments, often incremental, in aspects such as sensitivity, detection range, resolution, and particularly in data acquisition and processing. Hence, a total survey of all the variations of pressure cells, their incorporation into appropriate instruments, and their method of operation will not be repeated here. Surveys have been reported several times in recent years.64–73 However, some of the guiding principles and general approach in successful practice in high-pressure kinetics measurements, independent of the particular method or instrument, will be covered. Consideration of various properties, many of them obvious, and conditions of reactants and solvents for suitable design of experiments will also be noted. 

The effect of pressure on solvent and reactant properties that are not directly associated with the kinetics of the reaction itself must be addressed. Properties of the solvent that can be affected include the compressibility, the melting point, the boiling point, viscosity, density, dielectric constant, and conductivity, and if water is the solvent, the ion product constant depends on pressure, thus affecting the pH scale. 

Some of these effects are not modest, for example, a pressure of 100 MPa depresses the melting point of water to 9 C, and a pressure of 500 MPa increases the melting point of benzene to about 100 C from 5.5 C at ambient pressure. In addition to solubility changes of reactants and products at different pressures, the pKa or pKb of weak acids or bases, whether as reactants or buffering agents, are also affected by pressure. 

The type of construction of a sample holder for high-pressure kinetics measurements will depend on the particular application, the nature of the incident energy and the detection method, and in addition to the time range of the reaction. Almost always
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a sample holder for ambient pressure measurements cannot merely be adapted for higher pressure measurements, and a sample container must be purpose built. Indeed, for many applications in chemistry, especially in inorganic chemistry, cells/cuvettes or associated pressurizing equipment are not available commercially. For batch processing in organic synthesis practice74 or in industrial applications, for example in the food industry, autoclave-type apparatus for different sample volumes is commercially available.75 In these applications kinetic characterization is not readily achieved and analysis of the pressure-induced outcome follows decompression. In other words, ideally for reaction kinetics purposes, a reaction should be able to be monitored continuously while it is under pressure, that is, an in situ method. However, some compromise arrangements have been assembled and useful results obtained; these will be presented below. 

Except for the few commercially available instruments, the pressurizing arrangement is made of modular components consisting of commercially available pumps and valves, rated to the desired pressure range. In the vast majority of reactions to be reported herein, the highest pressure used is usually no more than 200 MPa, and the pressure is obtained by manual pumping of pressurizing liquids. The magnitude of applied pressure is usually obtained from a pressure transducer, or a Bourdon-type gauge. Because the rates of most reactions are not extremely sensitive to hydrostatic pressure, the accuracy and precision of the pressure measurement is not critical; a value within 1 or 2% is acceptable. 

The time range of a reaction is important in many applications regarding a kinetics investigation at high pressures. If the reaction is initiated before compression occurs, it must be sufficiently slow for the time needed for restoration to the required temperature (of kinetics measurements), following the heating phase caused by compression. This factor is more important for solvents that have a low heat capacity, in contrast to water that has relatively a high heat capacity. As will become clear for certain types of rapid reaction, the reactant solutions are subject to compression and then, following the resultant heating, cooled to the desired temperature of measurement before reaction initiation. Realistically, for slow reactions, the time period between introducing the sample into the sample cell, initiating reaction, the pressure application process, and reestablishment of thermal conditions for kinetics measurements, even with very efficient thermostating arrangements, could be up to 10 or 15 min in some apparatus. Consequently, the time divide between what are termed conventional time reactions and fast reactions is necessarily different in high-pressure practice from operation under ambient pressure conditions, where reactions of half-lives as rapid as 1 min may be studied in some conventional instrumental arrangements (e.g., in UV/visible spectrophotometry). A device to bridge the time gap in high-pressure measurements has been reported,76 but generally a reduction in the temperature of kinetics measurement, and dilution of reactants in the case of second-order reactions, are the expedients applied. 

What scale of rates of acceleration or retardation may be anticipated regarding typical reaction kinetics at elevated pressures? Extensive literature compilations of volumes of activation indicate that values of the volumes of activation are mostly up to 30 cm3/mol, although within organic chemistry values up to 50 cm3/mol have
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been noted.44,77–79 For the former values, these would represent accelerations up to a factor of about 3.5 or corresponding retardations for applied pressures of 100 MPa. 

Consequently, for smaller volumes of activation, the changes in rate constants are more modest. In most cases, the precision of the measured value of a volume of activation is in the range of 5–10%. It will become clear that this enables the parameter to be used in some cases with a degree of confidence in mechanism determination. 

Various mechanistic features in intrinsic volume changes, for example, bond breakage, bond formation, ionization, and charge neutralization, have been assigned approximate numerical values of volume change based upon literature precedents.48,52 The standard temperature for comparison or contrast of kinetic parameters is normally 298 K; volumes of activation are not particularly sensitive to temperature, therefore DV„ values obtained within 20K either side of 298 K can usually be compared directly. 

7.2.2

Conventional Time Range Reactions

The practical approach to measuring reaction rates of different magnitudes at elevated pressures depends on the overall time range of the reaction. Reactions that are very slow can be studied by an autoclave method in which the reaction is halted at different times from initiation and the reaction progress assessed by analysis of the contents, from which a kinetic profile can be developed. A less labor-intensive approach employs a vessel that can be subjected to pressure and from which aliquot samples can be withdrawn at intervals during the course of reaction. This method would be satisfactory if these conditions were met. (1) Reaction progress must be slow relative to the time required for aliquot sample removal and the time taken for analysis. If a rapid quench method could be employed, time for sample analysis is less critical. UV/

visible spectrophotometry is a rapid analysis method of preference. (2) Restoration of pressure within the vessel must be rapid relative to the reaction rate following each sample removal, and preferably the pressure reduction at sample removal should be kept to a minimum. (3) The thermal equilibration time regime as noted above must be followed. This type of apparatus can be termed a piston-cylinder. The pressure is applied to a movable piston to a reacting solution in a vertical, thermostated steel cylindrical container, in one example, and samples are removed through a pressure-rated valve. As a sample is removed, the piston (teflon) moves accordingly. For metal-sensitive reactions, the inner surface of the piston would need to be coated with an inert material. Use of a piston-cylinder apparatus has the disadvantages of the large reaction volumes needed (usually 0.050–0.10 dm3), there is no continuous record of the kinetics profile and is labor intensive.80a Nevertheless, the method has been successfully used in, for example, reactions of ligand substitution, electron transfer reaction, and organometallic reactions. A piston-cylinder high-pressure apparatus, employing aliquot sampling and using a 0.060 dm3 glass syringe as the solution container has also been developed and reported.80b The principles are comparable with those of the cylindrical steel container model. 

An in situ method is clearly preferred and where changes in absorbance in the UV/

visible spectrum are exploited for detection and monitoring of the reaction, a cuvette

[image: Image 106]

[image: Image 107]
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FIGURE 7.1

Schematic presentation of a “pill-box” optical cell for measurements on solutions at high hydrostatic pressures. The slot and hole allow the pill-box cell to be filled and extra liquid to be released on closing the cell. 

that can be enclosed in a thermostated pressurizable container, a “pill-box” cell, may be employed as shown in Figure 7.1.81 This cuvette consists of two concentric cylinders that may be rotated with respect to each other for sealing after filling. Each end of the cylindrical assembly consists of an optical flat surface through which the incident and transmitted light pass. The enclosing high-pressure cell also possesses two sealed windows. Pressure is developed through pressurized fluid (frequently n-heptane is used) that is transparent to both the incident and transmitted light. The enclosing high-pressure cell is placed in the cell compartment of a UV/visible spectrophotometer (see Figure 7.2). The instrument would normally be dedicated to high-pressure mode because of the attachment of the plumbing associated with delivering the pressurized fluid. 

FIGURE 7.2

Schematic view of a two-window high-pressure cell to accommodate the pill-box optical cell for pressures up to 200 MPa: (1) pressure plug; (2) O-ring; (3) reaction compartment; (4) a D- and O-ring; (5)sapphire window; and (6) the pressure connection. 
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A different approach from using a pill-box cuvette is one in which a metal block contains a machined-out cuvette that is placed in the cell compartment of a spectrophotometer, and the pressure is applied directly to the reacting solution.82 The metal block contains two sapphire windows for observation purposes. Reactions that are sensitive to the metal of the constructed cuvette could not be used with this arrangement. 

Both of these in situ devices use substantially less solution (volumes of solution samples for each kinetic run are usually of the order of a few cm3) than a typical piston-cylinder apparatus. The pill-box cell method has the advantage that the cell can be filled in an appropriate glove box for oxygen-sensitive samples or for nonaqueous solvent-based systems that are sensitive to moisture. Temperature control is exerted by fluid circulating through the metal block. 

Reactions that require to be monitored by fluorescence, by circular dichroism, or by infrared spectroscopy, in principle can be studied at high pressures with a suitable pressurizable cell and interfaced with an appropriate incident radiation and detection arrangement. A high-pressure cell capable of being used for monitoring conductivity changes has been designed and constructed,83 but not widely used. More recently, an updated version of a pill box-based high-pressure apparatus, in which detection has been extended from the UV/visible range to the near-IR region and for pressures up to 400 MPa has been described.84

7.2.3

Rapid Reactions

It had become clear at the time mechanistic studies in inorganic chemistry were becoming more widespread that particularly in aqueous solution many reactions were not amenable to a kinetics investigation using conventional time range instruments. This was especially the case for reactions of noninert transition metal coordination species. Conventional time range methods were very labor intensive and many UV/visible spectrophotometers were not yet automated or even scanning in the mid-1950s. It is worthwhile to review briefly the development of fast reaction methods for studies at ambient pressure, so it may be ascertained how these methods could be adapted or not for high-pressure operation. The advent of application of fast reaction instrumentation in inorganic kinetics investigations had been preceded by the development of flow methods for application in biochemistry reaction systems. 

Originally a continuous flow apparatus was devised in which reactant solutions were mixed in a Y-tube arrangement, whereupon reaction progress was monitored at appropriate points along a tube as the flowing mixed solution passed.85 Clearly, large volumes of solution were required, and hence the method was not generally applicable. Attempts to resolve this shortcoming were reported and early versions of the stopped-flow method were described.86 The flow of the reactant solutions is stopped allowing the mixed solution to be analyzed, post-stopping. However, the most significant development was the construction of a flow system that incorporated a more rapid, flow-stopping device.87–89 This together with a specially designed mixing chamber yielded a reaction dead time of 2 ms. This enabled reactions with half-lives of as little as several ms to be studied, and furthermore volumes of each

EXPERIMENTAL

281

reactant solution of only about 0.15 cm3 were needed for a given kinetic run. Interim reports of the performance characteristics appeared and indeed the stopped-flow (sf) method as it became known had been employed in several kinetics investigations, and the full technical details appeared later.90 Reactions including the acid dissociation of [Ni(en)3]2 þ (en ¼ 1,2-diaminoethane ¼ ethylenediamine),91 and the formation of complexes of 2,20-bipyridine0, 1,10-phenanthroline, and of 2,20,2000-terpyridine0 with several first-row transition metals were studied kinetically using the sf method.92 The former reaction could be investigated with the metal-based sf flow line, but a special plastic (inert to powerful ligands) flow line was constructed to examine the metal complex-formation kinetics. Results from the latter reactions together with those from pioneering studies of the kinetics of water exchange on first-row transition metal diaqua-ions by NMR spectroscopy (using oxygen-17 in H2O)93 were combined to produce a formulation of the Eigen–Tamm–Wilkins mechanism of metal complex formation.92 This mechanism is noted here as there is relevance for high-pressure kinetics studies (see below). The Gibson sf apparatus was adapted as a commercial version by Durrum instruments. Other early sf instruments were used rarely, although the design and technical features of a version known as the “Canterbury” model were incorporated within the Hi-Tech Instruments and Applied Photophysics sf instruments. A rapid mixing device has been employed for following the progress of some organometallic reactions in solution by IR

spectroscopy.94

Relaxation methods for investigating rapid reactions were developed contempor-aneously with the sf technique.95 The principle is to perturb a system at equilibrium very rapidly and then monitor the rapid restoration (relaxation) to a new equilibrium position. Equilibrium perturbation could be accomplished with a temperature jump, a pressure jump, an electric field pulse, or an ultrasonic wave. Again the sample solutions were small, of a few cm3 for temperature jump and pressure jump methods, although volumes for the ultrasound method are less economical and an order of magnitude higher. One difficulty with relaxation methods is identifying the reaction that is causing the relaxation signal, even with spectrophotometric detection commonly employed in temperature jump investigations. Investigations with the ultrasound relaxation method are especially prone to troublesome interpretations relating the absorption/frequency output to actual processes, particularly when several relaxation processes emerge from analysis of the primary data. In single pulse application, the perturbation from equilibrium must be of a magnitude that yields a relaxation signal that can be treated by relatively straightforward mathematics. This in turn can lead to marginal signal-to-noise ratios, reducing precision and value of the derived kinetic parameters. Technical aspects of relaxation methods are not uncomplicated and it prevails that relatively few reactions have been studied by a relaxation method at elevated pressures, compared with the sf method or as will be shown by NMR spectroscopy. A rapid photolytic pulse method was developed leading to the technique known as flash photolysis. This method could be applied either as a relaxation system or for reaction initiation. Development of the repertoire of fast reaction methods has been chronicled, either comprehensively or as selected aspects.96–102
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Since the sf method had become the most utilized method for studying rapid reactions at ambient pressure, it was logical that considerable effort was made to adapt it for elevated pressure kinetics investigations. That such apparatus, high-pressure stopped-flow (hpsf), has been reported for some time does not imply that adaptation was simple. The difficulty was designing a flow-stopping arrangement that could occur while the whole apparatus is immersed in pressurized fluid, and that the physical solution stopping is carried out by a combination of a stepping motor and an appropriately tight fitting of the stopping syringe in its barrel. Design of hpsf instrumentation is usually associated with monitoring of reaction progress by UV/

visible spectrophotometry. The practice of kinetics measurements in a hpsf are immeasurably improved over what may be anticipated; the design allows up to about 30 replicate runs, for example, 6 at each of 5 pressures without the need to dismantle the high pressure rig and recharge the reactant syringes. Solution volume requirements are again not especially demanding with a complete set of measurements, as described above, easily possible in favorable circumstances with no more than 10 cm3 of each reactant solution required. In other words, in ideal operating conditions, the design of the hpsf enables significant labor-saving laboratory practice. 

Several versions of a hpsf were described following the first report of a hpsf by Heremans.103–112 One of the initial difficulties was replicating the dead time achieved in ambient pressure sf, (in most versions, about 2 ms). Developments in technical aspects of hpsf have led to typical dead times in the 5–10 ms range. Since hpsfs are not particularly common, schematics of two versions are presented here (Figures 7.3

and 7.4). Two commercial hpsfs are available. The Hi-Tech version is supplied by TgK Scientific Limited, 7, Long’s Yard, St. Margarets Street, Bradford on Avon, Wiltshire BA15 1DH, UK, and another hpsf is from Hikari High-Pressure Machinery Company Ltd., 3-16-6 Nakahiro, Nish-ku, Hiroshima 733, Japan. The method almost exclusively used for monitoring reaction progress employs UV/visible absorbance changes; however, an instrument that monitors fluorescence signals has been designed, described, and used for studying the formation of a magnesium complex.113

The relaxation methods that have been adapted for high-pressure application are the temperature jump and pressure jump equilibrium perturbation methods. Only the former (hptj) has been used in volume of activation determination. The first hptj instrument was reported by Caldin et al.,114 and employed for investigations in inorganic,115,116 bioinorganic,117 and organic chemistry.118 A laser-based flash photolysis method adapted for high-pressure investigations has been described and applied to the study of the kinetics of the binding of CO to heme iron.119 Other hptj instruments were reported,120–123 however, it has prevailed that relatively few volume of activation determinations have emerged from employment of this method. The experimental approach requires a system to have suitable thermodynamic properties, that is, stability constants that yield appropriate equilibrium concentrations, and an enthalpy of reaction that is of a magnitude that allows the delivery of a reasonable perturbation from equilibrium from the temperature increase pulse. As noted above, the method is often plagued by low signal-to-noise ratio values, and can only be used with added electrolyte in aqueous medium when “Joule” heating supplies the temperature pulse. However, when the system properties are appropriate, the hptj
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FIGURE 7.3

Schematic presentation of a high-pressure stopped-flow unit: (1) lid to overall unit; (2) outer vessel; (3) window holder; (4) quartz windows; (5) electric motor; (6) motor actuator; (7) stopped-flow unit positioning rod; (8) syringe driving plate; (9) drive syringe (inner); (10) drive syringe (outer); (11) block holding windows, mixer and syringe attachment points; (12) mixing jet;(13) stop syringe (outer); and (14) stop syringe (inner). 

method requires only a few cm3 of solution for many determinations. Other means of supplying the temperature jump have been employed for nonaqueous solvent reactions.118

Radiation-induced reactions include photo-induced reactions or those initiated by radicals generated by an electron beam—the pulse radiolysis method. Reactions initiated by a light signal clearly can be of conventional time range or rapid. The latter
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FIGURE 7.4

TgK (High Tech) scientific high-pressure stopped-flow. 

were an early focus in the development of fast flash lamp technology, and flash photolysis and flash spectroscopy became techniques for studying rapid kinetics of photochemically induced reactions and transient spectra of species in the milli- or microsecond time range. Adaptation of these methods for high-pressure investigations was undertaken, as cited above,119 and in many other instances. Slow and fast reactions may be studied at high pressure using a form of the pill-box cell in which a window for light initiation purposes is in addition to the incident and transmitting windows required for subsequent monitoring of reaction kinetics. For fast reactions, the time range has been broadened to the nano- and picosecond ranges. Early literature may be consulted to access both technical information and types of reactions studied; the latter include inorganic, bioinorganic, and organometallic reactions.102,124–134

The means by which high pressure is delivered to the reaction system is no different from that employed for thermal-based reactions. 

In the pulse radiolysis method of reaction induction, the medium is usually water; a beam of electrons causes radicals to be formed from the radiolysis of water. The subsequent reaction of these radicals with substrates and their further reaction are kinetically monitored by UV/visible absorbance changes. Access to an appropriate radiation source, and the excessive rapidity of radical reactions that requires fast data acquisition capability, combined to render adaptation for measurements at high pressures, to be limited to a very few laboratories and investigators. A pill-box cell suitable for high-pressure operation and possessing a specially designed window that allows a sufficient level of electron flux to enter the cell has been developed. 

Background literature on pulse radiolysis135 and authoritative accounts relating to adaptation to high-pressure measurements and examples of application of the method to chemical reactions may be consulted.136,137
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Redox reactions in homogeneous solution will be considered, in general, first, before proceeding to note the techniques for studying particular heterogeneous redox reactions, by specialized electrochemical methods, adapted for measurements at elevated pressures. The kinetic parameters and volumes of activation for self-exchange reactions have been determined by various methods, including a radio-chemical tracer method, hpsf with circular dichroism as the detection mode, or using high-pressure nuclear magnetic resonance (hpnmr) spectroscopy (to be described below).138,139 Other spontaneous redox reactions including nonsymmetrical electron transfer reactions have been studied at elevated pressures using hpsf applying UV/

visible spectrophotometry.140,141 A more specialized method involves obtaining kinetic parameters for redox reactions occurring at electrode surfaces in electrochemical cells, also equipped for high-pressure measurements. Details of both the more common cyclic voltammetry method and the alternating polarography method have been described in a recent authoritative review.142 The technology for the study of electrode reaction kinetics at high pressures is limited to only a few laboratories. 

However, pressures up to 400–500 MPa can be employed in a three-electrode cell.143,144 For pressures up to this level, the pressure dependence of solvent viscosity needs to be addressed for solvents other than water. Technical details regarding electrochemical kinetics at high pressures and other background literature have been provided.73,143–145

7.2.4

NMR Spectroscopy

Most applications of NMR spectroscopy in chemistry have been concerned with structural characterization of substances generated either as intermediates or products in preparative organic chemistry. However, in principle, providing a reaction is not too rapid, a complete kinetic profile of a reaction could be developed if the presence of a magnetically active nucleus of sufficient sensitivity and abundance146 is in a changing environment that mirrors the reaction progress. In turn, under appropriate experimental circumstances, an NMR probe developed for high-pressure application could be employed for volume of activation determinations. Adapting NMR probes for high pressures is not simple, but for some time investigators in both chemistry and biochemistry disciplines have reported progress as earlier NMR instruments 147–154

have been replaced by the latest generation of spectrometers.70,155–157 A detailed description of the technical aspects of designing and constructing NMR probes currently in use is beyond the scope of this chapter. However, recent articles provide a wealth of information and Figure 7.5 is an illustration of a wide bore probe head for high-pressure measurements up to 200 MPa in a 400 MHz hp NMR spectrometer. 

Within solution inorganic chemistry, there would be no apparent reason to obtain NMR spectra at high pressures in structural characterization studies. It prevails that most applications of hp NMR spectroscopy relate to solvent exchange reactions on solvated metal ions: their mechanisms often have direct bearing upon the kinetics and mechanisms of substitution of one or more solvent molecules from a metal center by other ligands. The first part of the results section provides ample illustration of the value of high-pressure measurements on transition metal and lanthanide ions, fully
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FIGURE 7.5

Photograph of two narrowbore probeheads: (a) aluminum jacket sealing the double helix used for thermostating, (b) high-pressure vessel, (c) platform carrying the autoclave, (d) capacitors, (e) capacitor platforms, (f) tuning rods, (g) high-pressure connector, (h) thermocouple, (i) BNC connector, (j) Pt-100 connector, (k) copper tubing, (l) widebore adapter, (m) bottom platform

solvated or partly solvated, both coordination systems and some organometallic species. Primary kinetic data from NMR spectroscopic measurements (usually line broadening of an NMR signal) in solvent exchange studies are not readily converted into kinetic parameters that characterize the solvent exchange process, in contrast to kinetic studies cited above that do not monitor reaction progress by NMR spectroscopy. Description of the data conversion process is beyond the scope of this chapter. 
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Relevant early literature in which the basis for the method and the method itself were described may be consulted.93 Furthermore, each individual literature report, of those cited both heretofore and later, provide the specific approach for each reaction studied. 

7.2.5

Partial Molar Volumes and Reaction Volumes

As noted in Section 7.1, the volume of reaction may be obtained from the partial molar volumes of the reactant(s) and product(s) of the reaction. However, there are practical considerations that may often make such an objective unrealizable. The concentrations of solutions required for density measurements (Equation 7.14) normally need to be much higher than those used in relevant kinetics experiments. Obviously, scarcity of solute materials and/or solubility properties of solutes may limit the ability to carry out density measurements. There must also be an assessment as to whether species aggregation, for example, dimerization, may occur upon using higher concentrations of solutes than in kinetics experiments. Because the calculation of partial molar volumes from density measurements involves subtraction of the density of the solvent from the densities of solutions, it is clear that this difference must be as large as possible and each value known with great accuracy and precision. Volatile or mixed solvents are not viable for determinations. The temperature of the solution density measurement must be controlled very precisely and reproducibly to 0.01 C, since densities are very sensitive to temperature changes and values to six significant figures are ideally needed. For satisfactory measurements, high-purity solvents and solutes must be employed and solution outgassing is mandatory. Densitometers are commercially available and normally operate on the principle of a sound wave whose frequency depends upon the solution density. Solution aliquots are of the order of 2–3 cm3 and a measurement takes a few minutes. Densities may also be obtained through use of a dilatometer. 

Partial molar volumes of electrolytes may present an additional difficulty if the partial molar volumes of individual constituent ions are needed. The subject has been dealt with as part of a valuable discourse on metal ion solvation.158 For species in water and some other solvents, the reference point for calculation of other partial molar volumes of single ions is the partial molar volume of the solvated proton, although there have been different views on what this value should be.159 However, the variation in values is not large and the consequence of choice of value does not have a huge impact particularly for large ionic species. Theoretical models of partial molar volumes of hydrated ions have been developed in order that estimates of them can be calculated. 160–162

„

„

7.2.6

Range of Values of DV and Correlation with DS

As noted above, a recent compilation of values of DV„79 indicates that the vast majority of values fall within a range 30 cm3/mol. These correspond approximately at 100 MPa relative to ambient pressure, to a rate acceleration or retardation of a factor of about 3.5. Some reactions within organic chemistry, for example, Diels–Alder reactions, exhibit volumes of activation approaching 50 cm3/mol. Volumes of
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activation are not significantly dependent on temperature (see Equation 7.10); this means that values obtained for practical reasons at different temperatures within a reasonable range may be compared or contrasted directly. The precision of experimental values of volumes of activation is usually reasonably satisfactory; therefore, minor differences in values as a function of temperature are of no particular significance. 

Examinations of possible correlations between the volume of activation and the entropy of activation for series of similar reactions have been reported for reactions of transition metal coordination compounds, such as solvent exchange, ligand substitution, or isomerization.163–167 A limiting factor in a potential correlation may be the lack of precision that often attends experimental determination of the entropy of activation. Attention has been drawn specifically to the qualitative nature of the correlations between the two parameters for solvent exchange at some 3 þ cations, and at square planar Pd2 þ and Pt2 þ ions.168

Upon extending the Maxwell thermodynamic equality ðdVi=dTÞ ¼ ð

ð7:15Þ

P

dSi=dPÞT

to an equilibrium (7.16) or to a kinetically characterized process (7.17): ðdDV=dTÞ ¼ ð

ð7:16Þ

P

dDS=dPÞT

ðdDV„=dTÞ ¼ ð

ð7:17Þ

P

dDS„=dPÞT

This signifies that the temperature dependence of the volume of activation should be equal to the pressure dependence of the entropy of activation. There are few cases where there is sufficient range of experimental data available to test this relationship. 

Satisfactory correlations have been noted in some cases.169

7.2.7

Safety Matters

Within high-pressure apparatus, in most applications, the hydrostatic pressure upon the sample solution is brought about by a system of pumps and valves in which the pressure is delivered via liquid under pressure. For example, n-heptane is under pressure in the surrounding enclosure for samples in a pill box or surrounding the hpsf unit in spectrophotometric mode. If there is component failure, that is, in the pressure producing module or the sample holder(s), then liquid will leak from the system and the pressure will quickly revert to the laboratory ambient. In this situation, the hazards are those normally encountered of the unwanted release of possibly toxic materials (pressurizing fluid, or reactant, or product solutions). Hence, normal safe laboratory practice would be followed and the elevated pressures present no additional hazard since typical volumes involved of sample solutions are of a few cm3, and the total volume including the pressurizing liquid would normally be less than 0.1 dm3. 

Preferably, the solvent and pressurizing liquid are sufficiently benign. Further precautions will be necessary if the sample is thermostated at elevated temperatures, 
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and when using a piston-cylinder apparatus where the sample volume can be in the range of 0.1 dm3. In materials processing applications, where physicochemical changes in the sample may be the objective and the sample volume in an industrial scale is perhaps up to 200 dm3, then a more strict safety regime must be in place and especially if high temperatures are used. If compressed gases are employed in achieving high pressures in a sample solution, a very rigorous set of safety standards must prevail and further special training of operators would be necessary and isolation from other activities must be enforced. 

7.3

REACTIONS STUDIED UNDER PRESSURES: VOLUMES

OF ACTIVATION AND REACTION MECHANISMS

Clearly, the emphasis in each of the sections to follow is on the interpretation of the volumes of activation in terms of the underlying reaction mechanism. However, where applicable, investigations that have mechanistic relevance, but that are confined to ambient pressure measurements, will be covered to provide a recent overall picture of mechanistic knowledge. The sections are organized by reaction classification when possible, and those that are not readily classifiable will be grouped toward the end and will be followed by a section on theoretical developments. Where experimental results are complemented by theoretical calculations in the same report, the combination of findings will be described first in the relevant reaction section. The lack of consistency of temperature scale for reporting kinetic parameters in the following narrative arises from both Kelvin and Celsius scales being used in the original literature. 

7.3.1

Solvent Exchange on Metal Centers

The kinetics of solvent exchange became of considerable interest following the pioneering studies of the kinetics of water exchange on some first-row transition metal ions in oxidation state two.93 The following equation represents the exchange of water, where H2O* is typically an isotopically labeled species, for example, as 17O, allowing the exchange to be monitored. 

½MðH

2þ þ

ð

2OÞ

H

H

n

2O* ! 

½MðH2OÞn1 2O*Þ2þ þ H2O

ð7:18Þ

These results assumed considerable importance in the development of the understanding of the mechanism of complex formation reactions with the same metal ions. 

In order to design experiments for measuring rates of solvent exchange, either at ambient or elevated pressures, basic knowledge of solvent coordination numbers and other properties of completely or partially solvated metal ions is required. Appropriate sources are provided.10,39,43 Main group metal ions have coordination numbers that range from 4 to 10 or more, while d-electron transition metal ions are mostly hexacoordinated, with the exceptions being square planar Pd2 þ and Pt2 þ , and possibly a seven-coordinate Sc3 þ species.170 Lanthanide and actinide ions are usually
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eight- or nine-coordinated. When the solvent is water, besides the intrinsic interest in the water exchange mechanism, the rapidity of water exchange is of interest with respect to the term relaxivity, and appropriate properties of an aqua-lanthanide complex, specifically complexes of gadolinium(III), for application as a magnetic resonance imaging (MRI) contrast agent. High relaxivity maximizes contrast: the factors determining relaxivity are the number of coordinated water molecules, their exchange rates, electronic relaxation, and molecular tumbling. 

Solvent exchange reactions have the same reactant and product, therefore the reaction volume is zero and resulting in the absence of a volume profile to display volume changes. The mechanisms of solvent exchange reaction at metal centers have general relevance to the mechanisms of ligand substitution reactions and in some cases to redox reactions. A classification system of reactions mechanisms for these and other reactions was described when kinetics measurements at elevated hydrostatic pressures were barely at the incubation stage.171 The system has parallels to the classical SN1 and SN2 mechanistic schemes developed in organic chemistry. If in a solvent exchange process a solvent molecule has essentially departed before it is replaced by one from the bulk solvent in the coordination sphere, it is termed a dissociative or D mechanism. Conversely, if a solvent molecule enters the coordination sphere before the exchanging one departs, then this is termed an associative or A mechanism. In between these two extremes is a spectrum of intimate, interchange, or I mechanisms. If a departing solvent molecule is accompanied by an approach of the exchanging solvent molecule, it is termed an Id interchange–dissociative mechanism. 

In a situation in which the associating solvent molecule has associated itself with the metal center more than the departing molecule is leaving, it is termed an Ia interchange–associative mechanism. If the entering and leaving molecules are equivalently attached to the metal center, then the interchange that occurs is sometimes termed pure interchange. The D and A mechanisms require a decrease and increase, respectively, in the coordination number. How these mechanistic classes relate to volume changes has been debated. Most attention has been devoted to water exchange, and values of þ 13 or –13 cm3/mol have been estimated as the respective values of D and A mechanisms,160–162,172 although values of 10 cm3/mol have also been suggested.173 Clearly, for water exchange, volume changes for interchange mechanisms will fall between these values. The often-accepted idea that a pure interchange mechanism has a zero volume of activation has been challenged.173 It has been argued that all interchange processes exhibit some extent of associative activation, and that an associative interchange could have positive or negative volumes of activation.173 Normally, investigators assume that the volume of nonexchanging coordinated solvent molecules does not change during the exchange process, or to such a small amount that the change can be discounted. These assumptions are not necessarily correct and when volume changes, experimentally determined, are of a small modulus value, these contributions may be a significant fraction of that due to the volume change of the exchanging solvent molecule, whether by an Ia or an Id mechanism. 

While not disregarding these reservations, the results from the literature on mechanisms of solvent exchange, particularly when diagnosed principally from
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interpretation of volumes of activation, will be presented, as reported and presumably accepted in the literature. Compared with many other types of reaction, solvent exchange is relatively simple from the point of view of using established theoretical methods to perform calculations. The results of appropriate reports will be included. 

The vast preponderance of experimental results has been obtained by Merbach and colleagues in Lausanne, and several authoritative reports and reviews (many recent) have appeared, obviating

the

need

for repeating in

detail

those

find-

ings. 113,150,154,166,174,175 Tabulations therein contain in addition to exchange rate constants, activation parameters and other relevant properties that lead to mechanistic conclusions. At a temperature of 298K, there is a 20 orders of magnitude spread of the values of mean lifetime of a water molecule in the first coordination shell of a metal ion, with the holder of the slow end of this range being [Ir(H2O)6]3 þ (1010 s), and of the very rapidly water exchanging metal ions, [Eu(H2O)7]2 þ (2  1010 s) is one of the most labile.175 Slow water exchange may be studied by isotope labeling of water molecules in the first shell or in the bulk solvent, either by a stable isotope, for example, 17O, or by a radioactive isotope such as 14C or 3H. Fast exchange is usually monitored by a method applying nuclear magnetic resonance spectroscopy, one of which is the study of line shape and line broadening from paramagnetic effects that was described almost 50 years ago.93 Other methods are beginning to be applied. 

7.3.1.1

Main Group Ions

The two accessible ions in oxidation state two are Be(II) and Mg(II), with the former normally tetrahedrally solvated and the latter hexacoordinated, octahedrally. Water exchange on [Be(H2O)4]2 þ proceeds by an A mechanism.176 When solvent exchange is studied in nonaqueous solvents, the bulkiness of the solvent molecule affects the exchange mechanism, such that a progressive crossover occurs from the A mechanism for water to a D mechanism for exchange of the most bulky solvents employed, TMU (tetramethylurea) and DMPU (dimethylpropyleneurea). The larger Mg2 þ ion exhibits six-coordination and solvent exchange is more labile. Analysis of the kinetic and activation parameters for solvent exchange upon Mg(II) led to the conclusion of a D mechanism. The kinetics of ligand exchange on Be(II) has become the subject of modern quantum mechanical calculation methods. 

On the basis of the calculated Be-OH2 and Be-NH3 distances in the transition states for H2O and NH3 exchange respectively, an Ia mechanism of exchange was supported for NH3 and borderline between A and Ia for H2O.177 In solution, [Be(Cl)(crown ether)]2 þ has been prepared.178 Aqua and ammonia analogues of this novel five-coordinate species (the crown ether (12-crown-4) is planar with the Cl positioned above the central Be atom) have been subjected to quantum mechanical calculations and it was concluded that exchange of either water or ammonia proceeds by an Ia mechanism.179

Volumes of activation (experimental) are available for water exchange on Al3 þ (Id) and Ga 3 þ (Id) and (theoretical) for In3 þ (A); the mechanistic diagnosis is based on the sign and magnitude of the parameters. The rate of solvent exchange increases with increasing size of [M(S)6]3 þ . Values of DV„ are available for other solvents for these ions, and for Sc3 þ (A for [Sc(TMP)6]3 þ (TMP ¼ trimethylphosphate)). For bulky solvents, the D and A aspects for each particular ion are more emphasized.175
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Water exchange on aluminum(III) complexes has relevance in geochemistry, environmental science, and medicine. The rate of water exchange is progressively enhanced over that of the hexaaqua Al(III) species by substituting coordinated water by fluoride, malonate, methylmalonate, or salicylate.175 The exact nature of aqua-Al (III) species as a function of pH has been clarified: “The key data are volumes of activation....” 180 High-pressure 17O NMR data can be analyzed to show that the predominant form of aqueous solutions of Al(III) in the critical pH range of 4.3–7.0 is the five-coordinate [AlOH(aq)]2 þ ion, and not the traditionally accepted hexacoordinated species. This finding was supported by Car–Parrinello molecular dynamics simulations.181 A comprehensive theoretical study employing density functional theory (DFT) calculations has concluded likewise that the [Al(H2O)4(OH)]2 þ species is the most stable complex form of aquated Al(III) in dilute, weakly acidic aqueous solutions.182

7.3.1.2

Transition Metal Ions (d)

Ions of these metals, particularly those of the

first-row in oxidation state two, have been extensively studied in a wide range of pure solvents and when one or more of the coordinated solvent molecules has been replaced by nonexchanging ligands. In many early investigations, the pioneering methodology93 of monitoring the kinetics of water exchange by 17O NMR spectroscopy was adopted. Based upon DV„ values, the mechanism of water exchange (for those metal ions that were experimentally accessible) was proposed to be Ia along the first-row transition metals, [M(H2O)6]2 þ , until a crossover to Id beginning with Fe.183

The mechanistic changeover could be rationalized in terms of the overall decreasing radius and increasing electron occupancy across the series. These assignments were usually supported when other solvents were used, an exception being, for example, DMTF exchange on [Ni(DMTF)6]2 þ , (DMTF ¼ N,N-dimethylthioformamide) where the bulky ligand gave rise to a volume of activation consistent with a full D mechanism. The validity of the mechanistic crossover was challenged by calculations that purported to show that all of these ions would exchange water by an Id mechanism.184 Further calculations, using ab initio quantum mechanical methods countered these claims and the mechanistic crossover seems to be accepted.185

Establishing the properties of solvated Cu(II) ions, including determining the coordination number, has presented a challenge. As a consequence, the kinetics of solvent exchange on Cu(II) have been studied by many investigators and the results have often defied unequivocal interpretation. Originally the coordination number was generally accepted as six and the geometry octahedral, in both the solid state and in solution.186 Complications arose in interpreting kinetic data for water exchange because of the consequences of Jahn–Teller distortion (the axial water molecules are more distant than the equatorial water molecules from the central copper ion). This issue was resolved by determining that water inversion between the two sites was faster than water exchange, although the latter was indeed rapid (k ¼

EX

4.4  109 s1

at 298 K).187 At that time only an estimate of the volume of activation for water exchange was reported, although it was predicted to be positive. It was determined to be þ 2.1 cm3/mol in a later report signifying the likelihood of an Id mechanism.188 It was also shown that DMF was exchanged on [Cu(DMF)6]2 þ by an Id mechanism
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(DV„ ¼ þ 8.4 cm3/mol), a reflection of the greater bulk of the DMF ligand. Indeed, DMF exchange on [Mn(DMF)6]2 þ is characterized by a positive value of DV„, whereas the hexaaqua Mn(II) ion has a small negative DV„ and proceeds to exchange water with an Ia mechanism (see above).188 The mechanism of solvent exchange has not been in dispute, but relatively recently based on neutron diffraction experiments and supported by molecular dynamics simulations, it was proposed that the Cu(II) aqua ion exhibits five-fold coordination.189 It was argued that the earlier experimental data could be rationalized on the basis of a five-coordinate metal center, and the kEX

value for water was modified to k

¼

EX

5.7  109 s1. A further report employing an

EXFAS method and using large-angle X-ray diffraction (LAXS) data reasserted the octahedral six-coordinate geometry,190 while yet another supported the five-coordinate state.191

For the first-row transition metals that exhibit an aqua 3 þ ion, the volumes of activation are negative, and therefore exhibit to a varying degree an associative mode of activation of water exchange; the values become less negative across the series. 192

The volume of activation for water exchange upon Ga3 þ has been obtained (see Section 7.3.1.1) and it is positive, indicating an Id mechanism. This has sometimes been linked with the trend in the first row of transition metal elements, and is cited as another example of mechanistic crossover, but since Ga is in the p-block of elements, this linkage is difficult to assimilate.193 In some cases, the volume of activation of the pentaaquamonohydroxymetal species has also been determined.192 These studies were completed some time ago, and the individual reports and comparison and contrast with the 2 þ analogues both in terms of the magnitude of the volume of activation and the lability of the exchange process have been summarized.175

Only a few values of the volume of activation for water exchange and of acetonitrile on solvated octahedral metal complex ions of the second- and third-row of the transition elements, namely, Ru(II), Ru(III), Rh(III), and Ir(III), and also on

[Ru(H2O)5(OH)]2 þ and the rhodium and iridium analogues have been reported.194

Values are close to zero or modestly negative, indicative of a symmetrical interchange or an Ia mechanism. The mechanistic assignments have been supported by results from kinetics studies of anation reactions, in some cases. Quantum chemical calculations reported for the activation energy for some exchange processes present a conflicting picture for the mechanisms relative to those postulated solely on the basis of the volume of activation.195 However, it was shown by consideration of bond strengths (O to metal) and energy calculations as well as by estimates of volume changes of nonexchanging ligands that the mechanisms of water exchange of the isoelectronic hexaaquions of ruthenium(II) and rhodium(III) were rationalized as Id or D in the former case and Ia for the [Rh(H2O)6]3 þ ion. 

There are many reports of solvent exchange on square planar complexes of Pd(II) and Pt(II). There is a very wide range of reactivity with the former much more labile. 

Introduction of various solvents and different nonexchanging ligands can give rise to marked changes in lability and mechanism through effects such as the chelate effect and the trans effect. Water exchange on the tetraaqua ions is characterized by modestly negative volumes of activation, results that have been interpreted as the operation of an Ia mechanism.196,197 Density functional theory has been applied to
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model water exchange on [Pd(H2O)4]2 þ and [Pt(H2O)4]2 þ ; these calculations support the mechanistic assignment based upon the experimental findings.198

The effect of substituting other ligands for some solvent molecules on a metal ion and examining the consequences on the kinetics of solvent exchange has provided a fertile field of investigation for each series of transition metal ions where the coordination number is six and the geometry octahedral. Uni-, bi-, and ter- and polydentate ligands have all featured as nonleaving ligands in attempts to understand the factors that control lability of exchanging solvent molecules of partially solvated metal ions. The sheer volume of information precludes a comprehensive coverage, rather two cases of dramatic lability and/or of coordination number change, and recent studies of water exchange on an FeII(edta) complex and related complexes will be highlighted. The study of FeII(edta) can be seen as complementary to an earlier investigation of the effect of variation in aminopolycarboxylate ligands, including edta, as nonexchanging ligands, upon the kinetics and activation parameters of water exchange on Fe(III) complexes of such ligands.199

Kinetics of Water Exchange on Aminopolycarboxylate Complexes of MnII, FeII, FeIII, or NiII

(a)

II

KINETICS OF WATER EXCHANGE ON SEVEN-COORDINATE [Fe (EDTA)(H2O)]2

Interest

in this complex ion has been generated by the finding that substitution of the water molecule by molecular oxygen is the first step in the oxidation of the Fe(II) complex ion, and perhaps more important, the title complex ion has the property of being an excellent NO-scavenger, attributing to its value in industrial and medical applications.200 Nitrosylation proceeds by very rapid substitution of the coordinated water molecule by NO, followed by electron transfer to form the FeIII–NO complex. The kinetics of water exchange on [FeII(edta)(H2O)]2 examined by ambient and high-pressure NMR spectroscopy yielded a fast exchange process (kEX (298K) ¼ 2.7  106

s1) and activation parameters 43.2 kJ/mol, þ 23 J/(K mol), and þ 8.6 cm3/mol for DH„, DS„, and DV„, respectively.199 These results are in accord with an Id mechanism for water exchange. Water exchange on [Fe(H2O)6]2 þ occurs a factor of 1.6 times more rapidly a reflection of the encapsulated FeII metal center in the edta complex. 

The volume of activation for water exchange on the hexaaqua FeII species is þ 3.8 cm3/mol, signifying bond weakening in the activated complex relatively to the situation in the fully aquated complex. An examination of the solution structures of [FeII(edta)(H2O)]2 and [FeIII(edta)(NO)]2 by NMR spectroscopy was reported; 200a both do not adopt a static structure and isomerization between the in-plane (equatorial) and out-of-plane (axial) positions could be interpreted from analysis of the NMR spectra. 

(b)

II

II

EFFECT OF CHELATE DYNAMICS ON WATER EXCHANGE REACTIONS OF Mn AND Fe

COMPLEXES OF AMINOPOLYCARBOXYLATE LIGANDS

An extension to this study, in order

to understand the consequences of other aminopolycarboxylate ligands being complexed to FeII on water exchange kinetics and on chelate dynamics within the complex, has been undertaken.200b The relationship between water exchange
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reactivity and complex dynamics has been explored by performing 1H and 13C NMR

spectroscopy experiments on FeII-tmdta and on FeII-cydta. Tmdta is a direct analogue of edta in that there is a third –CH2- group between the two tertiary nitrogen atoms, whereas cydta is comprised of a trans-cyclohexane diamine as the central diamine fragment in the locus of the –CH2-CH2- unit in edta. The solution structures of the diamagnetic ZnII analogues, ZnII-tmdta, and ZnII-cydta were also investigated. A rapid isomerization, as for the FeII-edta complexes, was found for the tmdta complexes, but the rigid ligand backbone of the cydta complexes would be predicted to prevent any configurational changes, a prediction that was confirmed experimentally. The kinetics of water exchange for MnII-cydta, FeII-cydta, and NiII-cydta were monitored by 17O

NMR spectroscopy as a function of temperature and in some cases as a function of pressure. It prevailed that water exchange was not observed for the NiII complex, a reflection of the lack of exchangeable water and the hexacoordinate cydta. A water molecule is exchangeable for [Fe(cydta)(H2O)]2 and [Mn(cydta)(H2O)]2 and the rate constants were 1.1  106 s1 and 1.4  108 s1 at 298K, respectively. Thus, a relationship between chelate dynamics and coordinated water reactivity seems to operate because the water exchange rates are slower, albeit not dramatically, than the edta counterparts. The rate retardation for water exchange on the FeIII-cydta, relative to the analogous edta complex (a factor of 4.5), was remarkably similar to a factor (4.7) for the corresponding complexes of GdIII.200c The variable pressure 17O NMR

measurements on [Mn(cydta)(H2O)]2 yielded DV„ of þ 9.4 cm3/mol indicative of a dissociative interchange mechanism with a pronounced leaving status for the exchanging water molecule in the transition state. From the literature data cited for fully aquated metal ions and edta-aqua complexes, together with this value for the MnII complex, in general, volumes of activation for water exchange are less pronounced in the dissociative sense for the edta complexes than for complexes possessing a rigid spectator chelate ligand (cydta). In the latter case, water exchange in forming the activated complex is hindered. Clearly, this is a marked effect as it is recalled (Section 7.3.1.2) that water exchange on [Mn(H2O)6]2 þ proceeds by an associative interchange mechanism (the volume of activation is –5.4 cm3/mol). 107,175 An examination of other kinetic data cited showed that properties of the metal center can have a profound effect on water exchange kinetic parameters, as well as the d-electron configuration. A specific example is the pronounced reduction in effective charge on the metal center in [FeIII(edta)(H2O)] owing to the s-donating properties of the four

“acetate” donor functionalities of the chelate ligand, giving rise to a five orders of magnitude increase in the water exchange rate constant (6.0  107 s1) relative to the value of 1.6  102 s1 for the fully aquated FeIII ion [Fe(H2O)6]3 þ . 

(c) COMPARATIVE STUDY OF WATER EXCHANGE KINETICS AND MECHANISM ON EDTA AND TMDTA II

II

III

II

COMPLEXES OF Mn , Fe , Fe , AND Ni

In a parallel study, the focus was upon the

kinetics and mechanism of water exchange on the MnII, FeII, FeIII, and NiII complexes of both edta and tmdta.200d For the complexes of the first three metal ions, the predominant species in many cases is seven-coordinate, with a water molecule in the seventh position. The coordination situation for NiII is different. Originally, the potentially six-coordinate edta ligand has been thought to bind to NiII in a hexadentate
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manner and that the complex anion does not contain coordinated water. However, there is credible evidence that the main fraction in solution is indeed this species, but that this is in equilibrium with a six-coordinate system in which one water molecule is coordinated and the ligand coordinates in a pentadentate manner, in which one carboxylate arm is ring opened. For the edta complex, this species can be represented as [NiII(edta0)(H2O)]2. 

The values of the rate constant, enthalpy of activation, and entropy of activation for water exchange on the seven-coordinate complex [MnII(edta)(H2O)]2 were in good agreement with those determined earlier, and the Id mechanism proposed on the basis of the positive entropy of activation was supported now by the value of þ 3.4 cm3/mol obtained for the volume of activation. The rate constant at 298K for water exchange on

[MnII(tmdta)(H

¼

2O)]2, also a seven-coordinate species, kEX

1.3  108 s1, indi-

cated a very rapid exchange process, albeit slightly slower than for the analogous edta species, k

¼

1

EX

4.1  108 s

. However, the enthalpies and entropies of activation were almost identical for water exchange on the two MnII complex ions, whereas the value of DV„ was determined as þ 8.7 cm3/mol for the tmdta complex. This suggests that a steric effect of the larger hexadentate ligand, and shielding of the metal center, means that a more dissociative mode of activation is required. As might be expected from d-orbital occupancy and ligand-field activation energy considerations, the rate of water exchange is lower for the [FeII(tmdta)(H

¼

2O)]2 species, kEX

5.5  106 s1 at

298K. The volume of activation for this exchange, þ 15.7 cm3/mol, points to a limiting dissociative D mechanism. The water-containing species, [FeIII(tmdta) (H2O)] is the minor component (0.2 fraction) of an equilibrium containing the water-free hexa-coordinate form, [FeIII(tmdta)] . Despite the potential complication of this mixture of species, the kinetic and activation parameters for water exchange for the former species could be extracted from the NMR spectroscopy data: they are k

¼

EX

1.9  107 s1, DH„ ¼ 42 kJ/mol, DS„ ¼ 36 J/(mol K), and DV„ ¼ þ 7.2 cm3/

mol. These parameters support a proposal of a dissociative interchange mechanism. 

Thus, the water exchange rate constants are in the sequence [FeII(tmdta)(H2O)]2 < 



[FeIII(tmdta)(H

< 

2O)]

[MnII(tmdta)(H2O)]2. The FeIII and MnII complexes have the same d-electron configuration but differences in charge density at the metal center can account for the different reactivities. The FeII complex has a lower water exchange rate than the FeIII analogue owing to the higher ligand-field activation energy. The more sterically demanding tmdta ligand requires a more pronounced dissociation of the water molecule in the dissociative mechanism than in the case of the complexes containing the edta ligand, as manifest in the volume of activation. Reiterating, and illustrating the trend with some sample values, all in cm3/mol, these are for [FeIII(edta) (H

þ

þ

2O)]

1.9, for [Mn(edta)(H2O)]2 þ 3.4, for [FeIII(tmdta)(H2O)]

7.2, and

for [MnII(tmdta)(H2O)]2 þ 8.7. 

As distinct from the trends in parameters for the aminepolycarboxylate ligand complexes of MnII, FeII, and FeIII that are mostly consistent with expectation based on known properties and precedents, the situation relating to kinetics of water exchange on corresponding NiII complexes is less predictable. The properties of the equilibrium between [NiII(edta)]2 and [NiII(edta0)(H2O)] were examined by employing UV/visible spectrophotometry, utilizing ranges of solution pH, temperature, 

REACTIONS STUDIED UNDER PRESSURES

297

and pressure. The values of the reaction enthalpy and reaction entropy obtained concurred with values obtained earlier. A reaction volume of –7.9 cm3/mol for conversion of the form with edta hexacoordinated to the ring-opened form means that the ring-opened form is favored by increasing pressure, a volume reduction as a result of both a water molecule coordination and charge creation upon ring opening. 

The volume of activation in forming the transition state for the ring-closure/

coordinated water molecule departure direction of reaction is þ 1.8 cm3/mol. This value does not represent a water exchange process, but a mechanism in which three components contribute in a concerted manner, namely, dissociation of the coordinated water molecule, coordination of the –COO group to the NiII center, and decrease in electrostriction resulting from charge neutralization. The value therefore represents a composite of positive contributions to the volume change from the first and third process in contrast to a volume decrease upon the carboxylate binding. The ring-opening reaction is therefore characterized by an activation volume of

–6.1 cm3/mol, compatible with an associative interchange mechanism. Since the ring-opened form of the tmdta complex of NiII, [NiII(tmdta0)(H2O)]2 is present only in a very minor proportion, direct comparable measurements could not be made for the corresponding equilibrium. However, using data that could be acquired, together with estimates of some parameters, indicated the trend in activation parameters and therefore mechanisms would be similar, although water substitution could well be somewhat more dissociative in character for conversion of

[NiII(tmdta0)(H2O)]2 to the water-free form than for the edta analogues as a consequence of increased shielding. Thus, owing to the propensity of NiII to adopt strict hexacoordinate, octahedral structures, there is no detectable actual exchange of a water molecule from a coordinated water species. This is distinctly different from the water exchange that could be monitored for the MnII, FeII, and FeIII aminopolycarboxylate/water complexes. 

Kinetics of Water Exchange on Five-Coordinate Cu(II) Complexes While differences remain regarding the coordination number of fully aquated Cu(II) ions, the geometry and coordination number of complexes comprising a tetradentate ligand and a water molecule around a central Cu are well established. The kinetic and equilibrium properties of [Cu(Me6tren)(H2O)]2 þ and the Co(II) and Ni(II) analogues indicated a five-coordinate, trigonal bipyramidal geometry.201 The kinetics of water exchange from the unmethylated analogous compound, [Cu(tren)(H2O)]2 þ (tren¼

2,20,200-triaminotriethylamine) were studied and a four orders of magnitude reduction in rate of exchange (k

¼

EX

2.5  105 s1) relative to the wholly aquated ion was determined.202 This appears to be a consequence of the diminution or elimination of the labilization arising from Jahn–Teller distortion. The mechanism is changed to Ia, based upon the negative volume of activation, yet the complex ion containing the hexamethyl-substituted ligand reverts to an Id mechanism that could be interpreted as controlled more by steric crowding, and a further lability reduction of a factor of about 103.203 The pressure dependence of the rate of water exchange on the Cu(II) complex of trimethyltren (one methyl group on each primary amine site) leads to a negative volume of activation and an Ia mechanism.204 Thus, it could be speculated that the

[image: Image 111]
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steric hindrance is insufficient to prevent an associative approach of the entering water molecule. Other five-coordinate complexes of Cu(II) that experience rate retardation of water exchange and mechanistic variation from those properties of the aqua-Cu(II) ion are [Cu(tmpa)(H2O)]2 þ (trigonal bipyramidal) (tmpa ¼ tris(2-pyridylmethyl) amine) (k

¼

EX

8.6  106 s1) and [Cu(fz)2(H2O)]2 þ (square pyramidal) (fz ¼ ferrozine ¼ 3-(2-pyridyl)-5,6-bis(4-phenylsulfonic acid)-1,2,4-triazine) (k ¼

EX

3.5  105

s1)205 (see Scheme 7.1). The volumes of activation for water exchange on the latter two complexes are –3.0 and – 4.7 cm3/mol, respectively. It is clear that there is some variation in the rates of water exchange on these complexes, although all are retardations from that for the uncomplexed ion. Other factors (coordination geometry of the complex, for example), besides the fact that only one water molecule is available for exchange, are obviously extant. The properties of the nonexchanging ligand(s) with respect to steric aspects and affect on water lability are important. 

Intriguingly, water exchange on the diaqua-terpy-Cu(II) complex ion ([Cu(terpy) (H2O)2]2 þ (terpy ¼ 2,20,200-terpyridine) regarded as a trigonal bipyramidal complex ion) is very rapid (k

¼

EX

6.6  108 s1 at 299.5 K).206 The explanation may reside in the fact that in the terpyridine complex, the water molecules are in equatorial positions while in the other complexes the water molecule is in an axial position. The near-zero entropy of activation (6.6 J/(mol K)) and DV„ value of 0 cm3/mol are consistent with a water molecule interchange in which bond making and bond breaking in the transition state are about equivalent. 

Acceleration of solvent exchange caused by nonexchanging organic ligands The

effect of nonexchanging ligands upon kinetics and mechanisms has been studied for a huge number of metal-centered systems, and the results tabulated and discussed. Here the dramatic rate accelerations of solvent exchange experienced by (solvento)Ru(II) species upon replacing solvent molecules by a (h6-C6H6) or by a (h5-C5H5) group to generate a mixed coordination/organometallic species are highlighted. Replacement of three water molecules of [Ru(H2O)6]2 þ to yield [Ru(H2O)3(h6-C6H6]2 þ causes the water exchange rate constant to increase from 1.8  102 s1 to 11.5 s1, which may be explained by a strong trans-labilizing effect on coordinated water by the arene group.207,208 The volumes of activation for both reactions are close to zero, indicating approximately equal contributions of bond breaking and bond making by SCHEME 7.1

Structures of tmpa (left) and ferrozine (right). 
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solvent molecules to the exchange process. This acceleration is dwarfed by those experienced by exchange of acetonitrile on [Ru(CH3CN)3(h6-C6H6)]2 þ and

[Ru(CH3CN)3(h5-C5H5)]2 þ , 106 and 1011 respectively, relative to acetonitrile exchange on [Ru(CH3CN)6]2 þ .209,210 A stepwise lengthening of the Ru–N bond by 0.03 Ais a reflection of the magnitude of trans-labilization enhancement. The volumes of activation increase from þ 0.4 cm3/mol for the solvento cation to þ 2.4 and þ 11.1 cm3/mol, respectively, for the arene and cyclopentadiene species; increases that could be interpreted as interchange, interchange–dissociative, and dissociative mechanisms. The kinetic effect of replacing one or more solvent molecule by p-arene ligands or other organic ligands on solvent exchange of remaining coordinated solvent has more recently been addressed for among others mixed p-arene, bpy compounds of Ru(II), 211 and in addition for monocarbonyl-pentaaqua,212 DMSO- pentaaqua, and substituted alkene-pentaaqua complexes213 of Ru(II). In each case, the rate constant for water exchange on both the equatorial and axial positions could be extracted from the data. The effect of nonleaving ligands on the kinetics of water exchange on mixed aqua-p-arene, or mixed aqua-ethenediamine-H2 complexes of osmium(II) has also been investigated.208,214

7.3.1.3

Transition Metal Ions (f): Lanthanide Ions

The rarity of the lanthanide

elements is perhaps the reason why not many chemistry research investigators have actually conducted experiments with these elements, their ions or compounds. 

Historically, students’ exposure may be limited to knowledge of the lanthanide contraction, lanthanide shift reagents in characterizing isomeric forms of organic compounds from NMR spectra, and possibly using a lanthanon-containing filter to verify or calibrate the wavelength of a spectrophotometer. The lanthanides exhibit very sharp bands in their visible spectra. In a discussion of the solvation numbers of lanthanide ions, primarily 3 þ ions, three decades earlier there was still uncertainty regarding this property in some cases.215 In the interim, the solvation numbers of the lanthanide ions have been firmly established experimentally, and in some cases supported by theoretical approaches.175,216 In general, the coordination numbers are nine (La3 þ –Nd3 þ ), an equilibrium between the nine- and eight-coordinate state pertains (Pm3 þ –Eu3 þ ), and the heavier members of the series (Gd3 þ –Lu3 þ ) are predominantly eight-coordinate. The rate constants and activation parameters for water exchange on the 3 þ -aquaions have been obtained for Gd(III) to Yb(III) by NMR spectroscopy using 17O transverse relaxation in the fast exchange limit.217–219

The volume of activation ranged from –3.3 to –6.9 cm3/mol, indicative of an Ia mechanism. It was hypothesized that the lighter lanthanides would exchange water by an Id mechanism, based upon geometrical considerations in both solution and in the solid state, and this was supported by a computational study using classical molecular dynamics simulation. Volumes of activation have also been determined for exchange of coordinated DMF with bulk DMF solvent for the trivalent cations of Tb, Dy, Ho, Er, Tm, and Yb, by variable temperature and pressure 1H NMR spectroscopy.220 Solvent exchange is characterized a systematic increase in the value of DH„, a change from negative to positive DS„ values as the ionic radius decreases. All values of DV„ are positive. These activation parameters have been interpreted to diagnose an Id
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mechanism for the first three ions and a mechanistic changeover to a D mechanism for exchange on erbium(III). 

The consequences of the presence of nonexchanging, polydentate ligands on the rates of water exchange of the remaining coordinated water molecule(s) particularly to Gd(III) have been examined very extensively, for the reason noted in the introduction of this section. A very large range of polydentate, cyclic-type ligands has been complexed to the central Gd3 þ ion; the reasons for the ligand selections, the geometries, structures, and other properties of the complexes have been presented in detail in the numerous publications on this topic.221–230 Elaborating further is beyond the scope of this chapter. The desirable properties with respect to value in MRI applications include rapid water exchange, very stable complex formation (high stability constant) to minimize or reduce to essentially zero concentration of free Gd3 þ , since the free ion is toxic, and a resultant high relaxivity. 

The fact that Eu2 þ is isoelectronic with Gd3 þ is partly responsible for a surge in interest in the kinetic properties of water exchange on the free or complexed ion. 

Determination by EXAFS of the solvation number indicated a value of 7.2, and this further implied an equilibrium between a predominant [Eu(H2O)7]2 þ species and a minor [Eu(H2O)8]2 þ species.231 This equilibrium affords an explanation for the very fast water exchange reaction on aqua-Eu(II) ions (see above) in that the energy barrier for the water exchange reaction on the major seven coordinate species is low. The significantly negative volume of activation, 11.3 cm3/mol, for water exchange 231–233 is considered to represent, most probably, a limiting A mechanism, suggesting the coordination geometry surrounding the metal ion permits a facile approach of a bulk water molecule. The activation mode, as suggested principally by the sign and magnitude of the volume of activation, for water exchange on Eu2 þ chelates varies widely with the nature of the coordinated macrocyclic ligand.234–236

However, in many cases, the water exchange rate is not markedly reduced from that of the fully aquated ion. The properties of coordinating ligands and the effect of overall charge that give rise to these fascinating variations in mechanism may be understood fully by consulting the original literature.234–236

7.3.1.4

Kinetics of Water Exchange Between a Nanometer-Sized Aqueous Cluster and Bulk Solution

All solvent exchange studies reported up to this point have considered exchange from what may be termed a traditional metal center, fully or partly solvated. In a new approach, investigators have used nanometer-sized aqueous clusters that can provide experimental models for mineral systems of pertinence in geochemistry.237 Establishment of the properties of functional groups on surfaces of model clusters can be of value in efforts to understand surface properties of colloidal suspensions of minerals where the surface structures are unknown. The properties at issue are rates of ligand substitution and electron exchange, and the acid–base characteristics. The rate of water exchange on the Mo72Fe30 cluster possessing the

stoichiometry, [Mo72Fe30O252(CH3COO)12[Mo2O7(H2O)]2[H2Mo2O8(H2O)]

(H



2O)91

150H2O has been determined by 17O NMR experiments237 (Scheme 7.2). 

On the surface of the cluster, there are 30 Fe(H2O) groups, and a water molecule is exchanged between the isolated >FeIII-OH2 groups and the bulk aqueous solution

[image: Image 112]
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SCHEME 7.2

The Mo72Fe30 cluster containing 72 Mo(VI)-oxide polyhedra (purple) and 30

Fe(III) as Fe(O)6 octahedra (brown). (See the color version of this figure in Color Plate section.) with k

¼

EX

6.7  106 s1 at 298 K. This is about 4.5 orders of magnitude higher than the value of k

298 ¼

EX for [Fe(H2O)6]3 þ (kEX

1.6  102 s1) obtained earlier.238 High-

pressure 17O NMR experiments (up to 250 MPa) pointed to an Id or D mechanism for water exchange, although the authors expressed caution regarding this conclusion as a consequence of practical difficulties. The enhanced lability of waters on the Mo72Fe30

cluster arises from an increase in the FeIII–OH2 bond length in the solid state relative to the [Fe(H2O)6]3 þ ion. Indeed, a correlation can begin to emerge between that bond length in these cases and that in FeIII-edta and derivative complexes and rates of water exchange.199

Other examples of kinetics studies of solvent exchange at ambient and elevated pressures will be included in a later section (specifically Section 7.3.4 on reactions of nitric oxide) where it will be important to discuss the solvent exchange results in concert with other kinetic properties. 

7.3.2

Ligand Substitution

This class of reaction includes both replacement of a solvent molecule attached to a central metal ion by another ligand, as well as replacement of a nonsolvent coordinated ligand with another ligand or by one or more solvent molecules. 

7.3.2.1

Transition Metal Complex Formation

Perhaps one of the earliest appli-

cations of the pressure variable to confirm reaction mechanism involved examining
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the kinetics of some transition metal complex formation reactions (substitution of one or more coordinated solvent molecules by one or more other ligands). These were the reactions that had been studied previously by rapid reaction methods (temperature jump and stopped-flow) at ambient conditions.92,239 Part of the stimulation for developing a reaction mechanism for complex formation arose from ultrasonic absorption measurements on aqueous electrolytes (both main group and transition metal salts).240 Kinetic parameters for ion pair formation and water deaquation could be derived from the pattern of ultrasound absorption as a function of frequency. The kinetic parameters for water exchange on transition metal ions (where accessible at the time)93 played a pivotal role in the assembly of results from which the mechanism emerged. Several contributions 92,93,239,240 involving many experimental studies led to postulation of the mechanism that became known as the Eigen–Tamm–Wilkins mechanism. A general scheme is presented:
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Þ2þ þ
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The product of the first step is an outer-sphere complex formed by the hydrated metal ion and a ligand L. In the second step, the ligand enters the coordination sphere and a water molecule is displaced to the bulk solvent. If L is charged, an ion pair is formed in step one and charges on the initial product will differ. The first step is regarded as extremely rapid and diffusion controlled. An analysis of the kinetic results found that the loss of the water molecule is rate determining and the ligand introduction to the inner coordination sphere is rapid for the metal ions used originally. In practice, the majority of early results were obtained with M ¼ Ni, and with L as a bidentate or terdentate ligand.92,239 The crystal field stabilization energy is more pronounced for Ni(II), meaning that the rates of complex formation are more comfortably measured by, for example, the sf method, and the stability constants of metal complexes containing a chelate ligand are mostly of magnitude so that the reaction is driven to completion. 

The second-order rate constant kf for complex formation is given by k ¼

ð

f

KOSkd

7:21Þ

The attachment to the metal center of the second or third donor atom of the ligand is usually very rapid, so in most cases departure of the first water molecule is rate determining. The rate-determining step is the closure of a chelate ring in complex formation reactions where a steric property of the ligand governs the kinetics of substitution by the second donor atom.241,242 In cases in which Equation 7.21 is applicable, the volume of activation is given by DV„ ¼ DV þ DV„

ð7:22Þ

f

OS

d

An assessment of the contribution of each of the two components to an experimentally determined value is reasonably straightforward for neutral ligands. The
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former component is regarded as small and thus a minor correction to the measured value yields the value of the volume of activation for the rate-determining loss of a coordinated water molecule by an Id mechanism. Use of a laser temperature-jump method coupled with high pressure capability of a hpsf instrument yielded results for formation of complexes of Co(II), Ni(II), and Zn(II) with bpy, pada (pyridine-2-azo-p-dimethylaniline), glycine, or isoquinoline. Values of the volume of activation for the ligand interchange step ranged from þ 4 to þ 7.7 cm3/mol, entirely consistent with prediction based on the mechanistic analysis of ambient pressure results.115,116,243,244

Confirming expectations based on the water exchange mechanism for the early transition metals, that is, an Ia mechanism, negative values of the volume of activation were obtained for formation of [V(SCN)] þ 102 and for formation of [Mn(bpy)]2 þ .245

Formation of the mono bpy complexes of Zn(II) and Cd(II) provides a very illustrative example of the influence of the magnitude of the radius of the aqua ion on the reaction mechanism. The 4d10 Cd(II) aqua ion has improved access for the entering bpy ligand relative to the 3d10 Zn(II) aqua ion, with the consequence that the formation of [Cd(bpy)(H2O)4]2 þ is via an Ia mechanism, whereas the Zn analogue is formed via an Id mechanism.246,247 The volume profiles, obtained by determining the reaction volume as well as the volume of activation in the forward direction, readily portray these findings (Figure 7.6). Calculations for water exchange on [Zn (H2O)6]2 þ support the formation mechanism of the mono bpy Zn(II) complex species.248

7.3.2.2

Ligand Substitution at Cobalt(III)

The mechanisms of aquation of

octahedral pentaammine complexes of Cr(III) and Co(III) were the subject of many investigations over a prolonged period. High-pressure kinetics studies were vital in resolving the mechanisms.249 By using [Cr(NH3)5X]3 þ and [Co(NH3)5X]3 þ in which X was uncharged, the variable and unquantifiable changes in electrostriction could be avoided. For a series of neutral X species, the volume of activation was found to be negative for Cr(III) complexes and positive for Co(III) species denoting Ia and Id mechanisms, respectively. Of particular interest more recently is the reaction of Co (III) compounds known as cobalamins.250 Cobalamins can act as a template for reactions of, or models for vitamin B12, and typically undergo substitution reactions that are several orders of magnitude faster than those of the Co(III) pentaammine complexes, a labilization brought about by the surrounding 15-member corrin ring and the chelated dimethylimidazole ligand. A huge selection of substitution reactions of various cobalamins, cyanocobalamin (vitamin B12), aquacobalamin (vitamin B12a), and 5-deoxyadenosylcobalamin (coenzyme B12) has been thoroughly and comprehensively investigated, as well as have reactions of a complex serving as a model for coenzyme B12. There were some surprising findings but these have been rationalized, with in many cases temperature and pressure derived activation parameters invoked in mechanistic explanations. This whole field of endeavor, including the portrayal of relevant volume profiles, has been described very recently 73,250–252

and therefore the topic will not be repeated herein. 

Exhaustive compilations of volumes of activation for substitution reactions reported during a most fertile period of research from the mid-1970s up until the

[image: Image 113]
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FIGURE 7.6

Volume profile for the reversible formation of [MII(H2O)4(bpy)]2 þ complexes for M ¼ Zn and Cd.246,247 Reproduced by permission of the American Chemical Society. 

end of 1996 provide a systematic record of values obtained and in most cases a summary of the findings and mechanistic conclusions.44,78,79 Other review papers have noted various investigations that have been recorded since that period.68,69,71 A comprehensive survey of the kinetics of ligand substitution reactions for most applicable metal ions in various oxidation states, geometries, and coordination numbers can serve to cover the literature up to 2002.253 Our emphasis following the discussion above, of the classic history of the contribution of high-pressure measurements to understanding ligand substitution reactions, will be to add to the very recent literature on substitution reactions of cobalamins250–252 by highlighting some other recent reports. 

7.3.2.3

Substitution at Square Planar Pt(II) and Pd(II)

Studies on the substitu-

tion reactions of square planar Pt(II) and Pd(II) complexes are abundant. Part of the reason for this was the finding that [cis-Pt(NH3)2Cl2], cisplatin, possesses antitumor
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activity; the essential steps in the discovery and development of cisplatin have been collated.254 The chemistry involved in the activity may include aquation, ligand substitution, or transformation reactions of cisplatin with proteins, amino acids, DNA, DNA components, and the variation of the rates of these processes with pH. Coupled with the beneficial effect of cisplatin are in some subjects adverse side effects. 

Consequently, considerable effort has been deployed to prepare and examine the properties of Pt(II) compounds that satisfy criteria for favorable medicinal application without disadvantages. Part of the voluminous literature on the electronic tuning of inert Pt(II) complexes to enhance their reactivity has been reviewed.250 The effects have been discussed separately in that review; the s-donor effect that applies more to Pt-C

bonded systems, the trans effect, the p-acceptor effect, and a combination of the s-donor and p-acceptor have all featured to different extents in enhanced rates of substitution reactions. Here a selection of very recent reports in which volumes of activation have been a factor in mechanistic understanding will be presented. For example, the nature of the spectator ligands, whether dentate number, p-acceptor property, or mixed amine–pyridine bidentate ligand, has been investigated with respect to rates of substitution reactions in which the incoming nucleophile has been varied widely with a range of N-donor and S-donor nucleophiles being chosen.255 A comprehensive approach to substitution reactions in which dichloro Pt(II) complexes containing different bidentate ligands were subject to nucleophilic substitution by thiourea (tu), L-methionine (L-Met), and guanosine-50-phosphate (GMP) was adopted.255 Analysis of the kinetics results of the biphasic reaction indicated that through rate enhancement of nucleophilic substitution, p-acceptors increase the electrophilicity on the Pt(II) metal center. When the nonsubstituting bidentate is bpy, there is greater lability than when the bidentate is 2-aminoethylpyridine. In turn, lability toward substitution is lower still when the bidentate is ethenediamine. The significantly negative activation entropies and activation volumes confirmed an expectation that nucleophilic substitution is associatively activated. L-Met functions as a chelate and as the chelate ring closes in the reaction of Pt(en) with L-Met, a proton is liberated and the measured value of DV„ of 24 cm3/mol was corrected for this to yield a volume of activation value of between 16.3 and 19.8 cm3/mol for the actual ring-closure step. 

Compounds that may be termed second- and third-generation Pt(II)-based antitumor compounds are respectively carboplatin [Pt(NH3)2(O,O-cyclobutane-1,1-dicarboxylate)] and oxaliplatin [Pt(1,2-trans-R,R-diaminocyclohexane)(O-O-oxalate)]

shown in Scheme 7.3. The properties of these compounds, the conditions in which they operate, and their possible mode of action have been discussed in a report of a study attempting to establish structure–reactivity correlations for relevant Pt(II) complexes.256 A set of three oxaliplatin derivatives containing 1,2-trans-R,R-diaminocyclohexane (dach) as a spectator ligand and different chelating groups, O,O-cyclobutane-1,1-dicarboxylate (CBDCA), glycine (gly), or L-Met, was selected. 

The kinetics of substitution of the chelate group by tu, glutathione, and guanosine-50-monophosphate and, in the case of the first two compounds by L-Met, on the compounds [Pt(dach)(CBDCA)], [Pt(dach)(gly)] þ , and [Pt(dach)(L-Met)] þ have been investigated. Direct substitution of the chelate was observed and the nature of the donor atoms of the chelate (O–O, N–O, or S–N) plays an important role. Large
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negative values of the entropy of activation supported an associative mechanism of substitution. Against this background and with the recognition that Pd(II) analogues of Pt(II) compounds have similar structural and equilibrium properties, and have served as good model compounds in countless earlier studies, a kinetics study employing six [Pd(dach)] compounds in substitution reactions was undertaken. 257

The palladium analogues generally are four or five orders of magnitude more labile than the corresponding platinum compounds. In addition to the dichloro- and diaqua-

(dach)Pd(II) compounds, [Pd(dach)(CBDCA)], [Pd(dach)(gly)] þ , [Pd(dach)(LMet)] þ , and [Pd(dach)(ox)] (where ox ¼ O,O-oxalate) were reacted with the nucleophiles, inosine (INO), inosine-50-monophosphate (IMP), and GMP, and the kinetics of substitution of the chelate ligand monitored. The dependence of the first-order rate constants on nucleophile concentration enabled the extraction of second-order rate constants for the two consecutive steps. The reactivity order of the nucleophiles was found to be INO  GMP > IMP, and the glycine-containing complex exhibits a higher reactivity toward the N-donor nucleophiles. 

[Pd(dach)(L-Met)] þ is the most inert overall. In a few cases, the entropy of activation was obtained and by virtue of large negative values pointed again toward an associatively activated mechanism of substitution with incipient bond making by
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the entering nucleophile in the transition state, a conclusion supported by the value of DV„ of 8.9 cm3/mol for the reaction of [Pd(dach)(H2O)2]2þ with INO. 

Further illumination of the possible mechanistic action of platinum antitumor complexes was afforded indirectly by studying the kinetics of the substitution reactions of [PtCl(bpma)] þ , [PtCl(gly-met-S,N,N)] and their aqua analogues with L-Met, glutathione (GSH), and GMP (where bpma is bis(2-pyridylmethyl)amine and gly-met-S,N,N is glycylmethionine).258 Reaction monitoring was carried out by either UV/visible spectrophotometry or 1H NMR spectroscopy. Analysis of the results indicate that sulfur-bonding nucleophiles have a high affinity for Pt(II) complexes, and S-met is a better nucleophile than GSH under the experimental conditions employed. The aqua complexes are more labile than the chloro complexes and the

[Pt(bpma)Cl] þ complex is more reactive than the neutral [PtCl(gly-met-S,N,N)]

complex. The activation parameters from temperature-dependent kinetics studies support an associative substitution mechanism. Density functional theory calculations on some model systems showed that a terdentate-Pt ligand fragment (where the terdentate is terpyridine, bpma, diethenetriamine (dien), or gly-met-S,N,N) is more favorably coordinated by guanine than is a thioether coordinated form. This has relevance to biotransformation processes that may occur in vivo. 

In a further relevant study involving Pd(II) complexes with N-donor terdentate ligands (bmpa or dien), the kinetics of substitution of the remaining ligand in the four-coordinate complex (either chloro- or aqua-) by diazines or azoles were investigated.259 These authors have developed arguments based upon findings in the literature that five-membered ring nucleophiles containing two (pyrazole, pyrimidine, pyrazine, or pyridazine) or three nitrogen atoms (triazole) have pertinence in building a database of information about the principles and conditions relating to reactivities of nucleophilic substitutions of these compounds (see Scheme 7.4). 

It was established that the Pd(II) complexes of bmpa were more reactive than those of dien, and the aqua-complexes were much more reactive than the chloro-complexes. 

The most reactive nucleophile of the five-membered rings is triazole, while pyridazine is the most reactive six-membered ring nucleophile. This could be understood in terms of nitrogen donor atoms in the 1,2-positions rather than in other configurations. As noted earlier, 260 for a given complex, the reactivity is related to the basicity of the N
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incoming nucleophile. The entropies of activation were all significantly negative and in the selection of reactions in which kinetics measurements as a function of hydrostatic pressure were conducted, the volumes of activation ranged from –6.0

to –8.0 cm3/mol; all these parameters support an associative ligand substitution mechanism. 

Concurrently, an investigation of the ligand substitution kinetics of a dinuclear and a trinuclear Pt(II) complex (see Scheme 7.5) was reported.261 The significance of this study was the fact that the two complexes are undergoing clinical trials. It is essential that the chemical transformations of these complexes with biologically relevant nucleophiles be established under conditions physiologically pertinent, even in vitro. It is thought that these complexes having a 4 þ charge will result in favorable solubility and efficient electrostatic and rapid interaction with the poly-anionic DNA. The nucleophiles selected were GMP (a model for a nucleobase), the sulfur-containing amino acid L-Met, and tu, a neutral ligand of high nucleophilic character that combines thiolate (p-donor) and thioether (s-donor and p–acceptor) properties. Both UV/visible spectrophotometry and 1H NMR spectroscopy were employed, and both the chloro and aqua forms of the complexes were examined. 

Substitution of the leaving group by S-donor nucleophiles induced as a consequence of labilization of the trans-Pt–N bond, resulted in a second process in which the linker is displaced by a second S-donor. The results showed that tu was the strongest nucleophile and that L-Met and GMP were quite similar in reactivity, and that the mechanism is associative, as suggested by both the kinetics results and the entropies of activation. The reaction rates of both Pt(II) complexes were invariant. Further interest in these complexes will prevail and aid in design of other molecules as potential antitumor agents. 

7.3.2.4

Water Substitution on fac-[(CO)

þ

3Re(H2O)3]

: A Multistep Volume

Profile

Rates of solvent exchange and ligand substitution for the corresponding elements in the same group in the first (3d), second (4d), and third (5d) row of transition metals are of undoubted interest. For example, the study of solvent
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exchange on the aqua ions of Co3 þ , Rh3 þ , and Ir3 þ offered an opportunity to understand the influence of progressive increase in the electron levels on the reactivity and mechanism of such complexes. In this context, attempts to follow the solvent exchange on organometallic-solvento complexes fac-[(CO)3M(H2O)3] þ (M ¼ Mn, Tc, Re) were initiated.262,263 In aqueous solution, there was some uncertainty regarding the authenticity of the species when M ¼ Mn, but a spectroscopic characterization established the species as fac-[(CO)3Mn(H2O)3] þ , although conditions must be chosen carefully to avoid formation of polynuclear metal species. The rates of water exchange on the respective complexes were found to decrease in the order Mn > Tc > Re. The volume of activation for water exchange on the Mn compound was determined as –4.5 cm3/mol, indicative of an Ia or A mechanism, whereas the value for the rhenium analogue was, in contrast, suggestive of an Id mechanism, an unexpected trend. An extensive study of substitution of coordinated water on the rhenium compound by N- and S-donor ligands (pyrazine (pyz), tetrahydrothiophene (THT), and dimethylsulfide (DMS)) was undertaken.264

For substitution of one water molecule by pyz, the volumes of activation for the forward and reverse reactions were þ 5.4 and þ 7.9 cm3/mol, respectively. Yet for substitution of one water molecule by THT, the volumes of activation were of comparable magnitudes, but of opposite sign, 6.6 (forward) and 6.2 cm3/mol (reverse). For reaction with DMS, all three water molecules could be substituted and the volumes of activation for each forward and reverse reaction were derived, thus culminating in a multistep volume profile (see Figure 7.7). Clearly, each forward reaction is characterized by a negative volume of activation. Assignment of the reaction mechanism for these kinetics results was based on the nucleophilicity of the incoming ligands in terms of basicity and polarizability relative to the ligand exchange rate constant. The difference in solvation character of the nucleophiles was also considered as factor in the volume of activation differences since pyz is hydrophilic and THT and DMS are relatively hydrophobic. 

Enlightenment for mechanistic explanation was thought to reside in a dual mode of substitution operation. An Id mechanism prevails for hard nucleophiles (O- and N-donors), whereas the affinity of soft S-nucleophiles for the soft rhenium center leads these ligands to become part of an associative transition state according to an Ia mechanism. The rate constants for successive substitution of three DMS ligands show a progressive decrease, a trend related to increasing steric hindrance on the metal center and consistent with an associatively activated substitution. It appeared to reveal a contradiction to the kinetics trend that the equilibrium constant for each successive DMS substitution showed a progressive increase. Further analysis based on findings regarding formation of corresponding tu complexes permitted an explanation that the progressively increasing affinity with successive water substitution could result from softening of the metal center by coordinated ligands. 

7.3.3

Oxidation–Reduction (Redox) Reactions

This is a massive class of reactions even when limited to inorganic chemistry, as an inspection of a list of contents of a 150-page chapter (Chapter 9) on the subject in
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FIGURE 7.7

Volume profile for the three-step coordination of DMS to fac-[(CO)3Re (H2O)3] þ .264 Reproduced by permission of the American Chemical Society. 

Ref. 265 reveals. The chapter is an excellent, readable discourse that includes a thorough discussion of the inner-sphere and outer-sphere mechanisms, bioinorganic electron transfer, and redox reactions involving sp-block species as well as those involving transition metals, and a theoretical interpretation of electron transfer (the theories of Marcus and Hush).266,267 Two monographs devoted to the subject can also provide a comprehensive background.268,269 An early review on the contribution of the application of high pressure to elucidation of inorganic reaction mechanisms may be employed to focus on efforts to rationalize the values of the volumes of activation in terms of individual contributions to them.60 In the inner-sphere mechanism, substitution occurs prior to electron transfer, whereas an outer-sphere redox reaction (OSET) involves only electron transfer. The former mechanism was shown, with certainty, 8,270 to be the route of the reduction of the Co(III) species

[Co(NH3)5Cl]2 þ by acidic aqueous solution of chromium(II), since chloride is transferred to chromium from cobalt:

½CoðNH Þ

2þ þ

3

Cl2 þ þ ½CrðH

5H þ ! 

5

2OÞ6

½CoðH

2þ þ ½

2þ þ

ð

2OÞ

CrClðH

5NH þ

7:23Þ

6

2OÞ5

4

The focus here, in so far as the value of employing high-pressure kinetics measurements in electron transfer reactions is concerned, will be on OSET reactions, 
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primarily because the mechanism is often simpler, although distinguishing between the two mechanisms is not necessarily straightforward. 

7.3.3.1

Self-Exchange Between Manganate (MnO 2

4

) and Permanganate



(MnO4 ) Ions

The kinetics of many self-exchange reactions, for example, between oxoanions of manganese of oxidation states six and seven (monitored by hp NMR

spectroscopy), have been studied at elevated pressures,271 since in principle these offer an opportunity to compare the calculated with experimental values of the volume of activation. This self-exchange reaction

MnO þ MnO2 ! MnO2 þ MnO

ð7:24Þ

4

4

4

4

in common with many other anion–anion reactions, exhibits rate acceleration by counter ions, for example, Na þ and K þ .272 Therefore, the experimental value of DV„

is comprised of values for the catalyzed and the uncatalyzed pathways, and apportioning the contribution from each pathway to the observed volume of activation may not always be straightforward. Although in most investigations the solvent is water, consideration of electron transfer processes in other solvents has been ongoing.273,274

7.3.3.2

Self-Exchange and Catalysis: The [Fe(CN)6]4/[Fe(CN)6]3 Reaction A relatively recent report has described an inventive approach to understanding the catalysis by cations of anion–anion electron transfer reactions.275 The reaction between ferrocyanide ions [Fe(CN)6]4 and ferricyanide ions [Fe(CN)6]3 monitored principally by 13C NMR spectroscopy is catalyzed significantly by K þ ions. The uncatalyzed pathway was studied by sequestering the K þ counterions by a macrocycle, either the cryptand, crypt-2.2.2, or the crown ether, 18-crown-6, permitting the determination of the kinetic parameters and a volume of activation for the uncatalyzed pathway of –11.3 cm3/mol, independent of the sequestering agent. Marcus–Hush theory satisfactorily accounted for the exchange rate constant and the volume of activation, indicating an adiabatic (see below) outer-sphere electron transfer reaction. 

The magnitude of the catalytic effect of K þ was greater than could reasonably be accounted for by reduction of the coulombic work terms by ion pairing, or by the electrostatic effect of a bridging alkali metal ion on the solvent reorganization component of the free energy. The volume of activation for the uncatalyzed pathway was 9–10 cm3/mol more positive (i.e., close to zero) than that for the catalyzed pathway. It was suggested, therefore, that an uncomplexed K þ ion is either partially or completely de-aquated upon reaching the transition state, and that catalysis of anion–anion electron transfer will be most effective if the transfer path provided by a bridging cation is very short. This postulate was examined further by analyzing results for catalysis by alkali metal ions and by R4N þ ions where variation in R allows change of the magnitude of the radius of the species. Potential complications regarding ion pairs were considered, and it was also intimated that the cation-catalyzed pathway has some features of an inner-sphere mechanism. 
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For self-exchange reactions, DV„ may be expressed as a sum of four terms: DV„ ¼ DV„ þ DV„ þ DV„

þ DV„

ð7:25Þ

IR

SR

COUL

DH

„

The first term is an internal reorganization term, DVSR is a solvent reorganization

„

„

term, DVCOUL is a term for change of coulombic or electrostatic work, and DVDH is a Debye–H€uckel activity coefficient term. This expression contains the assumption that the electron transfer process is adiabatic, a process in which electron transfer follows almost every encounter of reactants in which the reorganizational conditions are satisfied. One emphasis with respect to applying this equation was for which self-exchange reactions and under what conditions was there agreement, or not, between the measured and calculated volumes of activation. Good correlations prevailed for self-exchange reactions, for example, for [Fe(H2O)6]2 þ /3 þ , [Fe(phen)3]2 þ /3 þ , 

[Cu(dmp)3]2 þ /3 þ , [Ru(hfac)]0/1, [Fe(C5H5)2]1 þ /0, and [Mn(CN-t-Bu)6]2 þ /1 þ , where dmp is 2,9-dimethyl-1,10-phenanthroline and hfac is the hexafluoroacetyla-cetonato ligand and [Fe(C5H5)2]1 þ /0 is the ferrocinium ion or ferrocene. The agreement is less favorable in polar organic solvents than self-exchange in aqueous solution, and there is no correlation for systems in solvents of low dielectric constant. 

Discrepancies may often be rationalized within the adaptation to the theory by invoking nonadiabaticity. In the cases of significant deviations between experimental and calculated values of the volumes of activation for [Co(en)3]2 þ /3 þ and [Co (phen)3]2 þ /3 þ , exchange may follow an adiabatic pathway, with an explanation presented of attendant features relating to Co(II)/Co(III) spin states. 276–281

This section on redox reactions will now be devoted to an examination, in suitable detail, of case studies of reactions (not self-exchange) in which determination of kinetic parameters at different hydrostatic pressures has played some role in understanding the reaction mechanism. The reactions selected include some of background importance in bioinorganic chemistry. 

7.3.3.3

Reaction of Cytochrome cII/III with [Co(terpy)2]2 þ /3 þ It will be shown

that the inherent properties of this reacting system (reaction of cytochrome c II/III with [Co(terpy)2]2 þ /3 þ ) offer an opportunity to probe a comparison of experimental kinetics results with theory and to develop a volume profile.282 The redox protein cytochrome c (cyt c) is an essential biological electron transporter vital in cellular oxidations in both plants and animals, and the II and III as super-scripts designate the reduced and oxidized forms, respectively. Not only is the reaction

cyt cII þ ½CoðterpyÞ 3 þ ! cyt cIII þ ½CoðterpyÞ 2 þ ð7:26Þ

2

2

reversible, but it also has a low driving force and therefore may be conveniently studied in both directions. The empirical second-order rate constants at 298K are 1.43  103 and 1.70  103 dm3/(mol s) for the forward (kf) and reverse (kd) directions, respectively. These rate constants are a product of the precursor complex
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equilibrium formation constant (KOS) and the electron transfer rate constant (kET), as indicated for the forward direction in Equations 7.27 and 7.28. 

cyt cII þ ½CoðterpyÞ 3 þ ! 

3 þ g

K

ð7:27Þ

2

fcyt cII   ½CoðterpyÞ2

OS

fcyt cII   ½CoðterpyÞ 3þ g ! fcyt cIII   ½CoðterpyÞ 2þ g k

ð7:28Þ

2

2

ET

It is assumed that the partners of the successor complex {cyt cIII [Co(terpy)2]2 þ }

separate very rapidly. The rate constants can be calculated providing the equilibrium constant for the reaction (K12) is known and the self-exchange rate constants for each of the redox partners can be calculated. In the expression (from Marcus–Hush theory), k ¼

12

(k11k22K12)1/2, k11 and k22 are the self-exchange rate constants for cyt c II/III and

[Co(terpy)2]2 þ /3 þ , respectively. Calculations yielded values of k11 of 350 dm3/

(mol s) and of k22 in the range of 1.9  103–3.4  103 dm3/(mol s). Using a value of K

¼

12

0.9, k12 and k21 values in the ranges of 7.8  102–1.02  103 dm3/(mol s) and 8.7  102–1.15  103 dm3/(mol s), respectively, were obtained. Thus, there is reasonable agreement with the experimental values. It was important to ascertain whether the theory developed for ambient pressure would be adaptable to yield correlations with high-pressure-derived parameters.283 Equation 7.25 is modified for nonsymmetrical electron transfer, as there is now a finite reaction volume, by adding the term l„DV, the former term gives the location of the transition state relative to the reactants and products and the latter term DV is the reaction volume. A further added term RT is to account for a contribution from the pre-exponential work term related to solvent compressibility. The first term of Equation 7.25 is regarded as negligible, and the values, all in cm3/mol, have been calculated to be DV„

¼ 

COUL

5.1 and 3.9, 

DV„

¼ þ

¼ 

DH

6.3 and þ 4.9, and DV„SR

4.7 and –4.6 for the forward and reverse

reactions, respectively. Calculation from Marcus theory provides a value of l„ of 0.5, and since the reaction volume is þ 35 cm3/mol, l„DV ¼ þ 17.5 cm3/mol. Combining these quantities appropriately gives a DV„12 value of þ 15.3 cm3/mol and for DV„21

19.8 cm3/mol. When correcting them to account for the solvent rearrangement around cytochrome c being less than the calculated values, the volume parameters become þ 18.9 and –16.3 cm3/mol for the calculated forward and reverse volumes of activation. These are in good agreement with experimental values of þ 18.4  1.2

and 18.0  1.4 cm3/mol, and these are visually displayed in the volume profile (Figure 7.8). It was concluded that the volume change occurs mostly on the cobalt complex and not on the protein. This reaction represents a very successful correlation of experiment and theory. 

The kinetics of the reactions of cyt cII/III with [Co(bpy)3]2 þ /3 þ and [Co (phen)3]2 þ /3 þ have also been investigated at ambient and elevated pressures and in the forward and reverse directions leading to the calculation of the reaction volume from the respective volumes of activation.283 Furthermore, the reaction volume was independently obtained from equilibrium high-pressure spectrophotometry, from density measurements of components, and from pressure-dependent electrochemistry measurements; and in all cases the value of the reaction volume was identical within
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CoðterpyÞ2 þ þ cyt cIII. 

2

experimental error, thus validating that the multiple methods applied yield consistent results. 

7.3.3.4

Reaction of Cytochrome cII/III with Tris(oxalato)cobalt(III) The cytochrome c protein was also used as reductant in a study of the redox reaction with tris (oxalato)cobalt(III).284 Selection of the anionic cobalt(III) species, [CoIII(ox)3]3 was prompted, in part, because it was surmised that it would form a sufficiently stable precursor complex with the positively charged cyt c so that the equilibrium constant for precursor complex formation (K) would be of a magnitude that would permit it to be separated in the kinetic analysis of an intermolecular electron transfer process from the actual electron transfer kinetic step (kET).285 The reaction scheme for oxidation of cyt cII may be outlined:

cyt cII þ ½CoIIIðoxÞ 3 ! 

3g

K

ð7:29Þ

3

fcyt cII½CoðoxÞ3

fcyt cII½CoðoxÞ 3g ! fcyt cIII½CoðoxÞ 4g

k

ð7:30Þ

3

3

ET

fcyt cIII½CoðoxÞ 4g ! cyt cIII þ ½CoðoxÞ 4

fast ð7:31Þ

3

3

In the presence of excess Co(III) concentration, the rate equation is k

¼

obs

kETK½CoðIIIÞ=ð1 þ K½CoðIIIÞÞ

ð7:32Þ

In the case of very effective ion pair (precursor complex) formation, kobs at high

[Co(III)] concentration reaches the limiting value kET. Thus, kET was found to be 0.158 s1, and the second-order rate constant for the overall reaction (¼ kETK) is 40 dm3/(mol s), with K ¼ 253 dm3/mol, all at 298K. Reasonable agreement was found
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for these kinetic parameters with those calculated based upon Marcus–Hush theory. In the high [Co(III)] range, the enthalpy of activation was determined to be 73 kJ/mol, reflecting the sluggishness of the actual electron transfer step. The volume of activation was determined at both high and low values of Co(III) concentration, permitting the derivation of the values of the reaction volume for the precursor complex formation, DV ¼ 5.4 cm3/mol, and that for the volume of activation, DV„ET, of 5.6 cm3/mol. Based upon these values, it was suggested that there must be significant overlap of the reactants (in precursor complex formation) in terms of their van der Waals radii but without substantial charge neutralization occurring, otherwise considerable desolvation would lead to a positive contribution to the reaction volume. 

The reaction between [Fe(CN)6]4 and [Co(NH3)5X]3 þ (X ¼ H2O, py, Me2SO) was also considered to involve a solvent-separated ion pair formation. Increasing electrostriction as the [Co(ox)3]3 species yields the incipient [Co(ox)3]4 in the electron transfer step gives rise to a negative contribution to the activation volume that outweighs the positive contribution afforded by (partial) oxidation of cyt cII to cyt cIII in the transition state (this contribution is þ 5 cm3/mol for complete oxidation). 

Since it was not possible to determine kinetic parameters for the reverse reaction or study successfully the overall redox reaction electrochemically, a volume profile could not be established. 

7.3.3.5

Reaction of Cytochrome cII/III with Bis(ferrozine)copper(II) Knowledge

of the redox properties of cytochrome c was an encouragement to initiate a kinetics investigation of the reduction of an unusual copper(II) complex species by cyt cII. 

Ferrozine

(5,6-bis(4-sulphonatophenyl)-3-(2-pyridyl)-1,2.4-triazine)286

(see

Scheme 7.1), a ligand that had come to prominence as a sensitive spectrophotometric probe for the presence of aqua-Fe(II),19c,287 forms a bis complex with Cu(II) that is square pyramidal, with a water molecule in a fifth axial position, whereas the bis-ferrozine complex of Cu(I) is tetrahedral.286 These geometries are based primarily upon analysis of the UV/visible spectrum. Both complexes are anionic, as for the tris-oxalato complex of cobalt in reaction with cytochrome c (Section 7.3.3.4), the expectation is that the two partners will bind sufficiently strongly in the precursor complex to allow separation of the precursor formation constant from the electron transfer rate constant, from the empirical kinetic data. 

The predicted outer-sphere electron transfer mechanism may be outlined (where ferrozine ¼ L). 

cyt cII þ ½CuIIðLÞ 2 ! 

2g

K

ð7:33Þ

2

fcyt cII   ½CuIIðLÞ2

OS

fcyt cII   ½CuIIðLÞ 2g ! fcyt cIII   ½CuIðLÞ 3g

k

ð7:34Þ

2

2

ET

cyt cIII   ½CuIðLÞ 3g ! 

3

K

ð7:35Þ

2

cyt cIII þ ½CuIðLÞ2

diss

A range of excess Cu(II) concentrations and at two different ionic strengths was employed in the kinetics experiments. Saturation was observed and the rate law
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k

¼

½

2

½

obs

KOSkET CuIIðLÞ

=ð1 þ K CuIIðLÞ22Þ

ð7:36Þ

2

OS

was used, via a double reciprocal plot, to yield K

¼

OS

7.7  103 mol/dm3, and kET at



15 C at an ionic strength of 0.2 mol/dm3. Upon determining rate constants over a temperature range, at both high and low Cu(II) concentrations, the values of DHOS

4 kJ/mol, DH„ ¼

¼ þ

¼ 

ET

89 kJ/mol, DSOS

91 J/(mol K), and DS„ET

79 J/(mol K)

were obtained. These parameters were interpreted after consideration of the charge nature of the reactants and the charge distribution on cyt c and local hydrophobic and hydrophilic phenomena, as a nonspecific interaction for precursor complex formation, driven principally by entropy generated in the preassociation process. Furthermore, the electron transfer step clearly signifies a marked enthalpic process and an entropy of activation suggesting a structurally constrained process. For the reverse reaction, an analogous rate law was employed, saturation was exhibited, and using a comparable fitting procedure, k

¼

¼

ET

0.014 s1 and Kdiss

2.0  103 mol/dm3 were

obtained. Taken together, these parameters may be converted into free energy changes, and these are displayed in Figure 7.9. In the figure, A and E represent reactant and product states, B and D are the precursor complexes for the forward and reverse directions, respectively, and C is the transition state for electron transfer. 
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Free energy profile for the oxidation of cyt cII by bis(ferrozine)copper(II).286

Reproduced by permission of the Royal Society of Chemistry. 
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In the forward direction, DVOS was found to be þ 0.8 cm3/mol and the value of DV„ET was determined to be þ 8.0 cm3/mol. On the basis of other measurements and estimates of outer-sphere metal complex preassociations, the small value of the former parameter was not unexpected.288,289 In a procedure leading to construction of a volume profile, an estimate of þ 30 cm3/mol was made for the reaction volume. This total arose from contributions of þ 5, þ 12, and þ 13 cm3/mol from the cyt cII/III couple, from the electrostrictive change from the charge change on the Cu center, and from the loss of a water molecule, respectively. The axial water molecule attached to the Cu(II) center is transferred to the bulk as the coordination number changes from five to four as the geometry changes from square pyramidal to tetrahedral in the Cu(I) species, during the redox process. The volume profile shown in Figure 7.10, which uses the same system of letters for the various states as in the free energy profile, locates the transition state early in the overall volume change, a contrasting situation from the 50% position in the overall volume change, of the transition state in redox reactions of cytochrome c with octahedral Ru(III)/Ru(II) complexes.290,291

In the latter reactions, there is no change in coordination number, whereas in the copper–ferrozine system, the transition state occurs at a point where the electron is symmetrically poised within the cytochrome c interaction with the five-coordinate Cu (II)/Cu(I) species, and the water loss causing an intrinsic change, occurs subsequently. 

7.3.3.6

Redox Reaction of Phenothiazines with Hexaaquairon(III) Phenothiazines are important compounds pharmacologically292 and possess the property of being able to undergo one electron transfer reactions,293 the ability of which varies
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Volume profile for the oxidation of cyt cII by bis(ferrozine)copper(II).286

Reproduced by permission of the Royal Society of Chemistry. 
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Structures of promazine and promethazine. 

with the N-alkyl substituent.294 It had been shown that the kinetics of electron transfer could be monitored.294 Two phenothiazines were selected for further study, including a kinetics investigation at elevated pressures to illuminate further the properties that indicate similarities or not between related reactions. Promazine (dimethyl-(3-phenothiazin-10-yl-propyl)-amine) and promethazine (dimethyl-(2-phenothiazin-10-yl-propyl)-amine) are illustrated in Scheme 7.6. 

A general reaction scheme is (Equation 7.37a)

phenothiazine þ Fe3 þ ! 

ð

ð

phenothiazine þ. þ Fe2þ

7:37aÞ

aqÞ

ðaqÞ

kf=kr

where the phenothiazine product of oxidation is a cation radical species. Reaction of promazine with the hexaquairon(III) ion was studied initially and volumes of activation of –6.2 and –12.5 cm3/mol for the respective forward and reverse reactions were obtained,295 indicating that the transition state has a smaller partial molar volume than either the reactants or the products. In order to ascertain whether this finding would be similar for other phenothiazines, the kinetics of the reaction of promethazine with the Fe3 þ (aq) ion were investigated (see Equation 7.37b).296

promethazine þ Fe3 þ ! 

ð

ð

promethazine þ. þ Fe2þ

7:37bÞ

aqÞ

ðaqÞ

kf=kr

The volumes of activation were DV„(kf) ¼ 6.2 cm3/mol and DV„(kr) ¼ 11.4

cm3/mol and are very close in value to those obtained for oxidation of promazine, and clearly show that a combination of intrinsic and solvation changes are very closely matched for the two similar reactions. An identical value to the reaction volume determined kinetically, þ 5.2 cm3/mol, was found for the reaction volume determined from a pressure dependence study of the system at equilibrium. The volume profile is shown in Figure 7.11. 

It has been shown that the volume change that occurs when Fe3 þ (aq) is reduced to Fe2 þ (aq) is an increase of þ 13.6 cm3/mol, of which þ 4 cm3/mol is a consequence of a solvational effect and the remaining þ 9.6 cm3/mol arises from intrinsic changes. 

Hence, the reaction volume change due to the oxidation of promethazine should be about 8 cm3/mol. It may be argued from crystallographic data and other information
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that there should only be a minor change in reaction volume upon oxidation of promethazine. Hence, the contraction by electrostriction of solvent upon forming the cation radical from a neutral species is the principal contributor to this negative component of the reaction volume. A more compact transition state than either reactant or product state suggests a precursor contact pair forms in either direction, and the more negative volume of activation in the reverse direction is a consequence of more electrostriction relating to charge concentration in the precursor complex or the transition state. A value of –6.5 cm3/mol was calculated for DV„ for the promethazine/

þ

promethazine

self-exchange reaction using Marcus–Hush theory as adapted for elevated pressure kinetics parameters, a value that is close to the volume of activation for the forward reaction. A value of –11.4 cm3/mol for the volume of activation for the Fe2 þ /Fe3 þ self-exchange reaction is close to the value for the reverse reaction volume of activation. It therefore implies that the electrostriction change upon forming the cation radical of a phenothiazine dominates the volume of activation value in the forward reaction, whereas the electrostriction change upon oxidation of Fe2 þ (aq) dominates within the magnitude of the volume of activation in the reverse direction. 

7.3.3.7

The Mechanism of the Reduction of (ImH)[trans-RuCl4(dmso)(Im)] by Ascorbic Acid

Antitumor activity of metal complexes is not restricted to those of Pt (II) cited earlier. Some recent reports of possible candidates for the purpose of functioning as substitutes for the Pt(II) range of complexes have included Pd(II)
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complexes, Rh(III) species, and Ru(III) complexes.297–300 The potential relevance of ruthenium complexes has been discussed specifically.301,302 Indeed, two Ru(III) complexes have entered clinical trials.303,304 They are (ImH)[trans-RuCl4(dmso) (Im)] and (IndH)[trans-RuCl4(Ind)2], (Im is imidazole and Ind is indazole). The former compound is abbreviated NAMI-A and this section is restricted to redox reactions of it. The basis of the medicinal activity of NAMI-A is not fully understood, but it is thought that the form of the complex that is therapeutically active is different from the form introduced in treatment, and it is hypothesized that reducing agents such as glutathione or ascorbic acid may reduce NAMI-A to a ruthenium(II) form that is more reactive toward biological molecules. The background to the clinical aspects has been summarized.305 Accordingly, the reduction of NAMI-A by ascorbic acid (H2A) has been investigated, and species produced during the process at different pH

values have been identified.306–308 In the latest report, a systematic kinetics study of the reduction reaction was undertaken as a function of temperature and pressure, and the effects of added reagents on the reaction were also examined.305 Spectrophotometry (UV/visible stopped-flow) and 1H NMR spectroscopy were used to monitor the reaction. Following reduction, stepwise dissociation of chloride ligands occurs resulting in formation of bis-aqua or higher aqua complexes and depending on pH, hydroxo complexes. Another possible reaction cited is the dissociation of the imidazole ligand. Additional complications can arise from a parallel reaction pathway; however, appropriate design of experiments and experimental conditions permit extraction of the rate law and allow mechanistic interpretation to proceed. The reduction reaction is virtually independent of pH in a small window at pH 5, and consequently experiments to obtain the activation parameters were carried out at a pH

of 5. Under this condition, ascorbic acid is present mainly as the monoanionic form HA, and it was proposed that it participates in a rate-determining outer-sphere reduction of a Ru(III) species to form an ascorbate-semiquinone intermediate (HA ) and the corresponding Ru(II) complex. A second molecule of the Ru(III) complex is then rapidly reduced by the intermediate to yield Ru(II) and dehydroascorbic acid (A). 

The second-order rate constant relating to the rate-determining step, obtained as a function of temperature, yielded DH„ ¼ 51 kJ/mol and DS„ ¼ 47 J/(mol K). The latter value was considered to arise from an increase in electrostriction around the negatively charged reacting species during electron transfer and the formation of a more ordered transition state. A volume of activation of 17.5 cm3/mol was determined, and the pressure dependence of the pH of the buffer medium (acetic acid/

acetate) was taken into account. Based on a formula for electrostrictive volume change relating to the charge change (charge concentration on proceeding from a 1

to a 2 species), it was concluded that the quantity calculated, of 12.9 cm3/mol, represented the major portion of the observed activation volume. Factors that may be relevant to the reaction sequence of NAMI-A under physiological conditions were also examined; these included variation in pH, the effect of chloride ions, and possible effects by metal ions (it was found that the reduction of NAMI-A is catalyzed by Cu (II) ion). It was concluded that it was likely that NAMI-A is reduced in vivo and according to the activation-by-reduction hypothesis, it is the reduced form that has anticancer activity. 
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7.3.4

Reactions of Nitric Oxide

Following the demonstration that nitric oxide (NO) has many important roles in mammalian biology,309–312 a veritable avalanche of reports of reactions of NO with a wide variety of other molecules have appeared in the past 20 years. Here, a selection of studies whose common features are the interaction of NO with transition metal (usually iron) centers and the employment of a repertoire of kinetics methods to characterize the interaction is described. The reaction classifications used heretofore, namely, solvent exchange, ligand substitution, and oxidation–reduction, can feature in these studies, but the objective is to group the reactions of NO in one subsection. 

Not unexpectedly, kinetics of reactions of NO with various ferroheme and ferriheme centers have been investigated, often by research groups interested in kinetics characterizations of other small molecules such as O2 and CO with the same bioinorganic systems.313–315

7.3.4.1

The Mechanism of NO Binding to Metmyoglobin

Building upon earlier

work that had addressed the kinetics of the binding (“on”) reaction and the dissociation (“off”) of NO to water soluble iron(II) and iron(III) porphyrins,316,317 study of the reaction of more direct biological interest, that of the reaction, and of the mechanism of NO binding to metmyoglobin (metMb) itself was undertaken.318 In the Fe(III) compound, the metal is six-coordinate and a water molecule is at the position that will be substituted upon binding by NO. Rapid reaction methods (sf and laser flash photolysis) were employed to exploit the Soret region of the spectrum for kinetics measurements. The “on” and “off” reaction rate constants were obtained (second-order and first-order) respectively from the slope and intercept of linear plots of pseudo-first-order rate constants versus excess NO concentration. Activation parameters for the “on” reaction were obtained, namely, DH„ ¼ 65 kJ/mol, DS„ ¼ þ 60 J/

(mol K), and DV„ ¼ þ 20 cm3/mol, and the last two values are consistent with the operation of a limiting dissociative mechanism. The product metMb(NO) is regarded as containing formally a linear FeII-NO þ character, indicating that partial charge transfer from NO to FeIII occurs during the process of bonding. The observed volume of activation is somewhat larger than that normally thought to be associated with the dissociation of a water molecule from a six-coordinate center ( þ 13 cm3/mol). It was postulated therefore that some structural rearrangement within the protein may occur during the formation of the five-coordinate metMb to account for the additional þ 7 cm3/mol (see Figure 7.12). 

A trapping reaction was needed to de termine the activation parameters for the reverse reaction, since parameters with acceptable precision could not be obtained from plots of kobs versus [NO]. Excess [Ru(edta)(H2O)] reacts rapidly with the released NO and reliable values of the kinetic and activation parameters of the “off” 

reaction were obtained. 

metMbðNOÞ þ H

ð

2O ! metMbðH2OÞ þ NO

koff

7:37Þ

½RuðedtaÞðH2OÞ þ NO ! ½RuðedtaÞðNOÞ þ H2O

fast

ð7:38Þ

322

ELUCIDATION OF INORGANIC AND BIOINORGANIC REACTION MECHANISMS

[metMb + H2O + NO]≠

/mol)3

 (cm

+ 16 ± 1 

[metMb + H

–

2O + NO2 ]≠

+ 21 ± 1 

+ 11 ± 0.3 

+12 ± 1 

metMb(NO) + H2O

+ 5 ± 2 

+ 1 ± 1

metMb(NO –

2 ) + H2O

Relative partial molar volume

metMb(H

–

2O) + NO2

metMb(H2O) + NO 

Reactants          Transition state          Products Reactants          Transition state          Products Reaction coordinate

FIGURE 7.12


Volume

profiles


for

the

reactions:318 Left : metMbðH

! 

2OÞ þ NO

2  

metMbðNOÞ þ H

2

2O

Right : metMbðH2OÞ þ NO ! 

metMbðNOÞ þ H2O Reproduced by

permission of the American Chemical Society. 

The entropy and volume of activation are large positive values that reflect bond breakage in metMb(NO) and solvational changes associated with solvent reorganization that occur with charge distribution and spin change. The “off” reaction is also of limiting dissociative character (DV„ ¼ þ 15 cm3/mol) yielding a small positive reaction volume of þ 5 cm3/mol, a value that fits with an overall reaction in which one small, neutral molecule is substituted by another. It appeared that NO did not impart a significant influence on the dynamics of this reaction by virtue of its free radical property, a situation not uncommon in related reactions, and in fact NO

functions more like a typical Lewis base. 

7.3.4.2

The Mechanism of Nitrite Ion Binding to Metmyoglobin Under some

physiological conditions, NO can be rapidly metabolized to nitrogen species in the þ 3 (NO 



2 ) and þ 5 (NO3 ) oxidation states.319 It is of chemical and biological interest to establish the similarities or differences of the interaction of NO and the nitrite ion with metMb. Earlier kinetics and thermodynamics studies of these reactions were undertaken but no firm mechanistic conclusions were reached.320 Two anionic ligands, azide and cyanide, exhibit different reactivities toward metMb,321–323 and consequently a thorough study of the interaction of the nitrite anion was in order.324

FeIII-H

! 

þ

2O þ NO

H

2   FeIIINO

2

2O

ð7:40Þ

The Soret region could be used to follow the kinetics of nitrite binding to metMb, under the condition of excess concentration of nitrite ion. Spectroscopic observations
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show that unlike the case of NO binding, there is no change in the charge on the iron center. From the expression

k

¼

½

þ

ð

obs

kon NO

k

7:41Þ

2

off

k ¼

¼

on

156 dm3/(mol s) and koff

2.6 s1 at pH 7.4 and 20 C were obtained; the

former value is two orders of magnitude smaller than that of the “on” reaction for NO, while the “off” reaction is about one fifth of that for the replacement of NO by H2O. It is therefore the rate of NO 

2

binding that principally governs the lower value of the equilibrium constant, K(NO 

2 )  K(NO). At pH 8, the “on” and “off” rate constants are reduced, a feature shared by other anionic ligand binding to metMb. The explanation advanced was that different electrostatic effects on the reactivity of the iron center could result from total net charge changes and reorientation of amino acid side chains. The activation parameters obtained at pH 7.4 were DH„ ¼ 63 and 109 kJ/

mol, DS„ ¼ þ 12 and þ 134 J/(mol K), and DV„ ¼ þ 12 and þ 11 cm3/mol for the forward and reverse reactions, respectively. These values strongly support (except for the entropy of activation in the forward direction) the operation of a limiting dissociative mechanism in both directions, shown in Equations 7.42 and 7.43. 

metMbFeIIIH

¼

ð

2O ! 

metMbFeIII þ H2O

K1

k1=k1

7:42Þ

metMbFeIII þ NO ! 



k

ð7:43Þ

2   metMbFeIIINO

2

2=k2

From the linear dependence of k



¼

obs on [NO2 ], it could be shown that kon

K1k2

and k

¼

off

k-2. The loss of a water molecule in the first step would correspond, in a volume sense, to a reaction volume of about þ 13 cm3/mol. It could then be argued that the volume reduction as NO 

2

is bound, is more or less canceled by the charge neutralization in the second step, and thus the observed volume of activation resides within the reaction volume relating to K1. The reverse reaction has a volume of activation value typical for bond breakage (increase) with a volume decrease contribution from partial charge creation. The volume profiles for reactions of NO

and NO 

2

with metMb are both shown in Figure 7.12. The pronounced difference in the volume of activation for the “on” reaction was considered to be accounted for by structural changes in the protein as the five-coordinate intermediate is formed (reaction of NO) and changes in electrostriction as the reaction product FeII-NO þ is formed. The protein structural changes do not appear to be important in the reaction of NO 

2 . DFT calculations were used to probe the marked difference in rate constants for the “on” reactions; an assessment based upon orbital energies provided a reasonable explanation. 

The kinetics of binding of NO 

2

to the four subunit methemoprotein, methemo-

globin (metHb) were investigated. The rate constants for fast and slow reactions were comparable with literature values.325 The thermally derived activation parameters indicated that the reactions all proceed by a dissociative mechanism. It was predicted that hydrostatic pressure could affect the compressibility of the four subunits and quaternary structure of metHb, and therefore volume parameters of reliable value for the reactions of metMb would not be obtained. 
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7.3.4.3

The Interaction of NO with Highly Charged Water-Soluble Iron(III) Porphyrin Complexes

A primary aim is to attempt to establish the influence of the porphyrin microenvironment in a given iron(III) porphyrin, (P)FeIII, system on the rate and mechanism of NO binding and release, and on the stability of the resulting (P) FeII(NO) þ species toward subsequent reactions in solution. In this endeavor to date, a reasonably “standard” charged (3) iron(III) porphyrin compound has been thoroughly characterized as a function of pH and the kinetics of binding of NO as a function of pH have been investigated.326 This study provided some unexpected findings, although these can be rationalized in terms of the change in properties of the system. In order to address the effect of the nature of the charge on the porphyrin in comparable investigations, three porphyrin complexes with highly charged peripheries have been synthesized and characterized, one an octa-anionic complex, a second an octa-cationic complex, and the third a complex with 16 negative charges on the porphyrin external periphery, represented respectively as (P8)FeIII, (P8 þ )FeIII, and (P16)FeIII (see references cited below). A common general approach was to undertake a species characterization with respect to solution pH, so that the number of water molecules or hydroxy species attached in the axial position(s) of the iron center can be established at any pH value, thus enabling appropriate design of studies of the kinetics of water exchange and studies of the kinetics of the binding of NO to (P)FeIII and release of NO from the complex. 

(A) THE IRON PORPHYRIN, [MESO-TETRAKIS(2,4,6-TRIMETHYL-3-SULFONATOPHENYL)PORPHI-III 326

NATO]-IRON(III), (TMPS)Fe

UV/visible spectrophotometry, and 1H and 17O NMR

spectroscopy indicated that (TMPS)FeIII exists in aqueous solution in the low-pH

region as a monomeric diaqua-ligated [(TMPS)FeIII(H2O)2]3 species (1-H2O), and at higher pH as a monohydroxo-ligated species, [(TMPS)FeIII(OH)]4, (1-OH), and the relevant pKa value is 6.9, as illustrated in Equation 7.44. (These species abbreviations are taken from the relevant literature and are employed to maintain consistency between this and the original report.) ½ðTMPSÞFeIIIðH

3 ! 

2OÞ2

½ðTMPSÞFeIIIðOHÞ4 þ H3Oþ

ð7:44Þ

The six-coordinate species is spin-admixed (S ¼ 3/2, 5/2) while the predominantly five-coordinate species (1-OH) is high spin (S ¼ 5/2). The spin states have significance, it will be shown in interpreting some of the kinetics results. Reversible binding of NO to 1-H2O leads to formation of the linearly bonded diamagnetic porphyrin nitrosyl, (TMPS)FeII(NO þ )(H2O), (1-NO). The product of reaction of 1-OH with NO has a noticeably different UV/visible spectrum from that of 1-NO, and this was ascribed to the species (TMPS)FeII(NO þ )(OH). 

Kinetic measurements of the binding of NO to the porphyrin species were carried out in excess [NO]  [porphyrin], as a function of varying [NO], pH, temperature, and pressure. The first-order rate constants showed a linear dependence on [NO], allowing the determination of the kon and koff values at pH 3 of 9.6  10 dm3/(mol s) and 51 s1, respectively, in good agreement with values determined from earlier flash photolysis studies.327 Kinetics measurements over a range of pH permitted the

[image: Image 114]
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determination of the kon and koff rate constants for 1-OH reacting with NO, revealing that the kon value was >102 slower than the kon value for 1-H2O reacting with NO. In view of the predicted labilizing effect of the coordination site trans to the OH ligand, the rate of NO binding to 1-OH would have been expected to be faster, indeed with a reaction rate constant approaching the diffusion-controlled limit. Clearly, other processes than diffusion contribute to the activation barrier of NO binding to 1-OH. 

The rate of release of NO from 1-OH is also decreased relative to that from the six-coordinate form. The kinetics results and activation parameters (DS„ and DV„

positive) for NO binding to 1-H2O were consistent with a rate-limiting dissociation of one water molecule from the diaqua species. This is followed by fast Fe–NO bond formation, accompanied by a spin-state change and reorganization of electron density within the Fe–NO unit. The corresponding activation parameters are both negative for the binding of NO to 1-OH indicating a mechanistic changeover from dissociative activation to associative activation for binding to the five-coordinate species. A mechanism scheme in which a diffusion-controlled formation of an encounter complex {(P)FeIII(OH),(NO)} is followed by rate-limiting FeII-NO þ bond formation was proposed. At both high and low pH, spin-state changes occur upon binding NO. 

However, it could be argued that the spin-state change accompanying formation of low-spin (TMPS)FeII(NO þ )(OH) from purely high-spin 1-OH is larger than that occurring upon binding of NO to the spin-admixed 1-H2O, and it is this difference that contributes to the 102 rate decrease at high pH. It was therefore evident that NO

binding to heme-containing compounds is not controlled singularly by the lability of the iron center, and other factors as cited here, reorganization of spin density and accompanying structural changes, must also be considered. The striking differences in the mechanism of binding of NO to the species in Scheme 7.7, as a function of pH, are captured visually in terms of the volume profiles of Figure 7.13. 

SCHEME 7.7

Structure of (TMPS)FeIII. 
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FIGURE 7.13

Volume profiles for reversible NO binding to (TMPS4)FeIII(H2O)2 (top) and (TMPS4)FeIII(OH) (bottom).326 Reproduced by permission of the American Chemical Society. 

(B) AN OCTA-ANIONIC PORPHYRIN-Fe(III) COMPLEX Kinetic measurements of water exchange on (P8)FeIII(H2O)2 by 17O NMR spectroscopy indicated a rapid exchange, k

¼

EX

7.7  106 s1 at 25 C, with the activation parameters, DS„ ¼ þ 91 J/(mol K) and DV„ ¼ þ 7.4 cm3/mol, strongly suggestive of a dissociative (D or Id) mechanism.328 Similar NMR spectroscopy experiments showed that the monohydroxy species (P8)FeIII(OH) most likely exists in a five-coordinate form in equilibrium with a minor fraction of the six-coordinate (P8)FeIII(H2O)(OH). 

Reaction of NO with the diaqua complex yielded absorbance changes, particularly in the Soret region, that could be interpreted as the formation of a low-spin iron(III) porphinatonitrosyl complex in which the actual charge distribution is shown in the product species (Equation 7.45). 

ðP8ÞFeIIIðH

þ

2OÞ

NO ! 

2

ðP8ÞFeIIðNO þÞðH2OÞ þ H2O

ð7:45Þ

REACTIONS STUDIED UNDER PRESSURES

327

A combination of stopped-flow spectrophotometry and laser flash photolysis reaction initiation was used to determine the kinetics of the reversible binding of NO to the diaqua complex. At 24 C, kon was 8.3  103 dm3/(mol s) and koff was 217 s1, values that yielded an equilibrium constant that agreed reasonably with that determined from equilibrium measurements. Activation parameters were 51 and 105 kJ/mol (DH„), þ 40 and þ 150 J/(mol K) (DS„), and þ 6.1 and þ 16.8 cm3/mol (DV„), respectively, for the “on” and “off” reactions. The precision of the “off” values was improved by application of [Ru(edta)(H2O)]  as an NO trapping agent, as cited earlier. The activation parameters were quite similar to those acquired for other reaction of NO with other porphyrin complexes, although the rate constants for systems with positively charged meso substituents were smaller than those for systems containing negatively changed substituents. The volume profile for reaction of (P8)FeIII(H2O)2 with NO, in Figure 7.14a, therefore reflects a common mechanism for NO binding in which a rate-determining substitution of an axial water molecule occurs by a dissociative mechanism (D or Id) followed by volume reduction as a result of spin change and solvent reorganization accompanying formation of the low-spin (P8)FeII(NO þ )(H2O) product. The closeness of the volume of activation for water exchange ( þ 7.4 cm3/mol) on (P8)FeIII(H2O)2 to that for NO binding ( þ 6.1 cm3/mol) suggests that coordination of NO is controlled in rate and in mechanism by the water exchange process. The pronounced positive volume of activation for the release of NO indicates that breaking of the FeII–NO þ bond is rate determining and this volume increase is supplemented by that due to formal oxidation (FeII to FeIII) and spin-state change on the iron(III) center and solvent reorganization due to neutralization of the partial charge on the FeII–NO þ unit. 

At pH 11, the species reacting with NO is the five-coordinate, deprotonated monoaqua species, (P8)FeIII(OH), which reacts more slowly (k ¼

on

5.1  104 dm3/

(mol s)) than the diaqua form (k

¼

on

8.2  105 dm3/(mol s)) at 25 C. An explanation

resided in the control of the enthalpy and entropy changes associated with spin reorganization and structural rearrangements upon forming the FeII–NO þ bond, in þ

(P8)FeII(NO )(OH), rather than the lability of the FeIII center. For the “on” reaction, DH„ ¼ 34.6 kJ/mol, DS„ ¼ 39 J/(mol K), and DV„ ¼ 6.1 cm3/mol, values that indicate a changeover in mechanism to an associative activation from that prevailing (dissociative) for the diaqua species. An analogy was drawn with the reversible binding of NO to the high-spin, five-coordinate (P)FeIII(Cys) center in substrate-bound cytochrome P450cam.329 The explanation for that reaction is that NO first proceeds in a diffusion-controlled step to form an encounter complex. That is followed by an associatively activation-controlled mechanism with an “early” 

transition state and spin reorganization occurring at the FeIII center controlling the rate to a large extent. These features seemed also applicable here for reaction of (P8)FeIII(OH) with NO. This reaction sequence is outlined in Scheme 7.8. 

The volume of activation for the reverse reaction is þ 17 cm3/mol, a value that includes volume expansion caused by partial FeII–NO þ bond cleavage and S ¼ 0 to S ¼ 5/2 spin change and solvent expansion. The changes in volume are illustrated in Figure 7.14b. 

328

ELUCIDATION OF INORGANIC AND BIOINORGANIC REACTION MECHANISMS

(a)

‡

OH2

NO 

FeIII

OH2

/mol)

OH2

3

FeIII

+ NO  + 6.1 ± 0.1 

OH

olume (cm

2

+ 16.8 ± 0.4 

artial molar v

-

NO+

10.7 ± 0.5

P

FeII

+ H2O

OH2

Reactants 

Transition state 

Products 

Reaction coordinate 

(b)

+ NO 

FeIII

NO 

‡

OH 

l)

FeIII

– 6.1 ± 0.2 

/mo

3

OH 

m

(c

lumeo

r v

– 23 ± 3  

la

+ 17 ± 3  

l mo

NO+

artiaP

FeII

OH 

Reactants 

Transition state 

Products 

Reaction coordinate 

FIGURE 7.14

(a) Volume profile for the reversible binding of NO to (P8)FeIII(H2O)2.328

Reproduced by permission of the American Chemical Society. (b) Volume profile for the reversible binding of NO to (P8)FeIII(OH).328 Reproduced by permission of the American Chemical Society. 
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SCHEME 7.8

Mechanistic scheme for the reaction of (P8)FeIII(OH) with NO. 

(C) AN OCTA-CATIONIC PORPHYRIN-Fe(III) COMPLEX As for the octa-anionic porphyrin complex, species characterization and water exchange lability of the (P8 þ ) complex were established.330 A water exchange kinetics study yielded kEX of 5.5  104 s1 for the diaqua complex, (P8 þ )FeIII(H2O)2, and kEX of 2.4  106 s1 for the monohydroxo-ligand species, (P8 þ )FeIII(H2O)(OH), at 25 C. The lability of the metal center is decreased by the influence of the positively charged meso substituents on the porphyrin periphery, which therefore apparently stabilize the FeIII–OH2 bond through inductive electronic effects. This is the reason for the relatively low kEX value for the diaqua complex, in fact the lowest kEX value obtained to date for these systems. The acceleration of water exchange on the hydroxo species is consistent with a trans-labilizing effect of the OH ligand. In contrast to its octa-anionic analogue, the deprotonated form of the octa-cationic complex, (P8 þ )FeIII(H2O)(OH), is not principally five-coordinate. The volumes of activation for water exchange are much less positive than for other species with values of þ 1.5 cm3/mol and þ 1.1 cm3/mol for the diaqua and deprotonated species, respectively, values that can be indicative of a more or less pure interchange mechanism. The forward and reverse rate constants for the reaction of NO with (P8 þ )FeIII(H2O)2 denote slower reactions than with related porphyrins indicating that the positively charged meso substituents stabilize both the FeIII–H2O and the FeII–NO þ bonds. 

ðP8þÞFeIIIðH

þ

2OÞ

NO ! 

2

ðP8 þÞ FeIIðNO þÞðH2OÞ þ H2O

ð7:46Þ

This reaction was followed by a second slower reaction that was not characterized in the report. An analysis of the overall results showed that the influence of steric or electrostatic effects on kinetic parameters is not necessarily minor. The dynamics of binding of NO to the diaqua species is mainly tuned by modulation of electron density on the iron center by the porphyrin macrocycle. A volume profile for NO binding based on values of DV„on and DV„off of þ 1.5 and þ 9.3 cm3/mol, respectively, may be interpreted as an interchange mechanism for the “on” reaction, as the FeIII–H2O bond is decidedly stabilized (see Figure 7.15a). The volume of activation for the “off” 

reaction indicates a less dissociative mode of activation compared with NO release from other porphyrins. 

Relative to reactions of NO with the diaqua species, (P8 þ )FeIII(H2O)(OH) reacts with lower values of the rate constants for both the “on” and “off” reactions, results that are common with properties of other porphyrins. The rate of water exchange is faster than it is for the diaqua species, signifying that the decrease in the rate of NO

binding is controlled by electronic and structural changes, rather than by the lability of
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(a) Volume profile for the reversible binding of NO to (P8 þ )FeIII(H2O)2.330

Reproduced by permission of the American Chemical Society. (b) Volume profile for the reversible binding of NO to (P8 þ )FeIII(H2O)(OH).330 Reproduced by permission of the American Chemical Society. 
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the metal center. The associative nature of the binding of NO is illustrated (see the volume profile of Figure 7.15b) by the value of DV„on of 13.8 cm3/mol, but points to a “later” transition state that operates for comparable reactions of porphyrin complexes with NO. A reaction volume of –16.4 cm3/mol is smaller than for related reactions, a difference that is ascribed to the release upon the coordination of NO of a weakly bound water molecule on (P8 þ )FeIII(H2O)(OH); this partially compensates for the volume decrease associated with the formation of the FeII–NO þ bond, a partial compensation that cannot occur for the five-coordinate hydroxo-porphyrins. 

(D) A PORPHYRIN-Fe(III) COMPLEX CARRYING A CHARGE OF 16

A single pKa value of 9.9

was determined for the deprotonation of coordinated water in the six-coordinate (P16)FeIII(H2O)2 to yield a five-coordinate monohydroxo form, (P16)FeIII(OH).331

Temperature- and pressure-dependent 17O NMR spectroscopy measurements on the diaqua complex yielded k

¼

¼ þ

EX

4.2  106 s1 at 298 K, DS„EX

66 J/(mol K), and

DV„ ¼ þ

EX

6.5 cm3/mol, indicative of a dissociative interchange (Id) mechanism, similar to that found for other diaqua-ligated porphyrins. Likewise, the water exchange rate constant is compatible with values found for other complexes with negatively charged meso substituents on the porphyrin periphery. Consistent with the other highly anionic porphryin complex, at high pH the complex exists as (P16) FeIII(OH) and this five-coordinate monohydroxo-ligated iron porphyrin exhibits no measurable water exchange reaction. An analysis of UV/visible spectra and both 1H

and 17O NMR spectra led to the conclusion that the diaqua species is spin admixed (S ¼ 3/2, 5/2), whereas the five-coordinate monohydroxo species is predominantly high spin (S ¼ 5/2) with an out-of-plane metal center toward the OH

ligand. 

Upon introducing NO gas into a solution of the diaqua species, the rapid changes in the visible spectrum are consistent with the formation of a low-spin iron-nitrosyl complex in which electron transfer from NO to Fe(III) produces (P16)FeII(H2O) (NO þ ). 

ðP16ÞFeIIIðH

þ

¼

2OÞ

NO ! 

k

2

ðP16ÞFeIIðH2OÞðNO þÞ þ H2O KNO

on=koff

ð7:47Þ

Binding of NO occurs very rapidly, and the kon and koff values of 105 dm3/(mol s) and 4 s1, respectively, were reported for 14.7 C. An improvement in precision of the koff values was secured by using the NO trapping method. While there is some concern for the lack of match of the rate constant from the direct and indirect methods, the kinetically derived value of KNO corresponds very well to that obtained from equilibrium measurements (K

¼

NO

1.7  105 mol/dm3 at 25 C). Markedly

positive entropies and volumes of activation for both “on” and “off” reactions were obtained: DS„

¼ þ

¼ þ

¼ þ

¼

on

138, DS„off

161 J/(mol K), DV„on

10.8, DV„off

16.9 cm3/mol. 

A deprotonated form of the nitrosyl adduct (P16)FeII(OH)(NO þ ) is formed upon reacting the five-coordinate (P16)FeIII(OH) species at elevated pH (12.7) with NO

characterized by a KNO value of 4.1  103 mol/dm3, obtained from equilibrium
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measurements at 25 C. A value of 3.9  103 mol/dm3 for KNO was calculated from kinetic data, in excellent agreement with the value from equilibrium measurements. 

For the “on” reaction, DS„ was 82 J/(mol K) and DV„ ¼ 9.4 cm3/mol, whereas for the “off” reaction, DS„ ¼ þ 53 J/(mol K) and DV„ ¼ þ 15 cm3/mol. The parameters for the “off” reaction are those reported using the ruthenium-edta, NO-trapping method. It may be noted that the reaction volume of –24.4 cm3/mol is close to the value of –23 cm3/mol found for many other comparable reactions of porphyrins except for the (P8 þ )FeIII system. This large reduction in volume for binding of NO is partly caused by the formation of the Fe–NO bond and the change in spin state from a five-coordinate high-spin hydroxo reactant to a six-coordinate, diamagnetic (low-spin) nitrosyl product. 

Thus, in this section the differences exerted on reactivity by the nature of charge on the periphery of the porphyrin have been highlighted, and the variation in coordination number between the high and low pH species and the kinetic consequences have been examined. For the diaqua species (lower pH), the rate of water exchange has a rate-controlling effect on the binding of NO. The kinetics of reactions investigated as a function of hydrostatic pressure has in each case enabled the development of a volume profile as a visual aid in mechanistic interpretation. In the case of the (P16) FeIII(H2O)2 reaction with NO, the product species can undergo further reaction (reduction) that is catalyzed by nitrite ion to yield (P16)FeII(NO). This reaction, as confirmed by spectral changes, kinetics measurements at various concentrations and pH values, and other factors, has been discussed in detail.331

The results for the reversible reactions of NO with porphyrins of different charge values are summarized in Tables 7.1 and 7.2. 

7.3.4.4

Reaction of NO with Cytochrome P450

Cytochrome P450 enzymes are a

widely distributed group of hemoproteins participating in a broad range of vital physiological processes. NO can bind to both ferrous and ferric forms of cytochrome P450. P450 enzymes may be a target for NO in vivo, and therefore, it seemed to be incumbent upon investigators to examine the kinetics and deduce the mechanism of interaction of NO with cytochrome P450. Stopped-flow and flash photolysis methods were employed to study the reaction of NO with ferric cytochrome P450 in the presence and absence of a substrate (camphor).329 Analysis of the kinetic results indicated that the mechanisms of the forward and reverse reaction are distinctly different for substrate-free and substrate-bound reactions. 

(a) REACTION OF NO WITH SUBSTRATE-FREE FERRIC CYTOCHROME P450

Two distinct

reaction steps characterized the reaction of NO with substrate-free ferric cytochrome P450, each with an enthalpy barrier of about 90 kJ/mol.329 Large positive DS„ values þ 169 and þ 128 kJ/mol for the fast and slow steps were determined, and the volumes of activation were þ 28 (fast) and þ 30 cm3/mol (slow) steps, respectively. Dissociation of NO from P450(NO) occurs in a single step, characterized by a large positive DS„ ( þ 155 J/(mol K)) and DV„ ( þ 31 cm3/mol) values. For the reverse reaction, the released NO is scavenged rapidly by the ruthenium-edta complex. The two-phase kinetics for the forward reaction were interpreted as arising
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from two conformational substates in cytochrome P450. The existence of multiple states had been established by FTIR spectroscopy. The substates are thought to possess different hydrogen bonding networks from differently packed water molecules in the heme pocket. This has consequences for the binding of NO to the heme iron since rearrangement of other water molecules in the heme pocket accompanies dissociation of the water molecule, but at different rates. Whether the NO bound product is a mixture of the two substates has not been clarified. A mechanistic scheme invoked the dissociation of a water molecule that gave rise to a five-coordinate high-spin intermediate before NO binds. The low-spin to high-spin conversion contributes a further þ 12 to þ 15 cm3/mol (six-coordinate low-spin aqua complex to five-coordinate high-spin intermediate) to that of about þ 13 cm3/

mol accepted for dissociation of a coordinated water molecule. These two contributions comport well with the overall observed value of þ 28 cm3/mol for the faster step. The bond formation step gives rise to a linearly bound diamagnetic complex, formally FeII–NO þ . The “off” reaction involving breakage of the iron–nitrosyl bond is accompanied by formal oxidation back to Fe(III) and solvent reorganization from around the FeII–NO þ species and reformation of the five-coordinate state associated with a change from low spin to high spin. These features are compatible with the large positive values of DS„ and DV„. The volume profile in Figure 7.16a is for the faster “on” reaction step and exhibits a reaction volume close to zero, a property that has been noted previously, that is, for the reaction between NO and metmyoglobin. 

(B) REACTION OF NO WITH SUBSTRATE-PRESENT (CAMPHOR) FERRIC CYTOCHROME P450

When NO is bound to the substrate (camphor)-bound cytochrome P450, significant differences in both rates and mechanism were observed.329 Binding of 1 R-camphor to the enzyme that itself possesses a low-spin six-coordinate iron(III) center caused a change to essentially 100% of the high-spin form, with coordinated water being expelled resulting in a five-coordinate heme-iron(III) center. Hence, the rate of ligation of NO is not limited by the rate of water displacement, and indeed the formation of Fe–NO bond is an order of magnitude faster. In distinct contrast, CO

binds to the iron(II) enzyme slower to the substrate-bound form than to the substrate-free form (an argument based on solvent compressibility of solvent in the heme pocket of cytochrome P450 was advanced in explanation). Differences in kinetic parameters for the ferric, ferrous enzymes, substrate-bound, substrate-free, model porphyrin complexes can be rationalized as resulting from a subtle interplay between the availability of a coordination site, rigidity of the active site, and differences in the reorganization of spin multiplicity during reaction with NO. Stopped-flow spectrophotometry and laser flash photolysis techniques yielded measurements leading to DS„ (74 J/(mol K)) and DV„ (–6.9 cm3/mol) for the binding of NO to the substrate-bound form. The reaction is very rapid but a diffusion-controlled process was ruled out and the cyt P450cam(NO) is formed in a rate-determining step following encounter complex formation. Fe–NO cleavage is accompanied by charge transfer from the metal to the nitrosyl bond, since the FeII-NO þ formation is transformed to FeIII upon release of NO, and the low-spin state of iron is returned to a high-spin state. 
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FIGURE 7.16

(a) Volume profile for the reversible binding of NO to substrate-free cyt P450.329 Reproduced by permission of the American Chemical Society. (b) Volume profile for the reversible binding of NO to camphor-bound cyt P450.329 Reproduced by permission of the American Chemical Society. 

Solvational changes also occurred and these factors all contribute to a large positive DV„ in reaching the transition state for the reverse reaction. The volume profile in Figure 7.16b is very different from that for the noncamphor-bound reaction of NO

with cyt P450, and instead of a reaction volume close to zero, here it is –31 cm3/mol. 
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7.3.4.5

Thermodynamic and Kinetic Studies on the Binding of NO to a Cytochrome P450 Enzyme Mimic

Considerable efforts have been made by many groups to synthesize thiolate-ligated iron porphyrins in order to understand the function of the thiolate ligand and to mimic cytochrome P450 activity.332 This search for suitable models was prompted in part by what is regarded as the unusual thiolate ligand in the heme-thiolate protein (P450) with respect to spin-state equilibriums of the resting state, redox potential of the iron porphyrin, and the electronic nature of the high-valent iron(IV)oxo intermediate. The situation on this subject at the time was assessed.333

Since then other enzyme mimics have been prepared and their properties established. 

Both X-ray structural and spectroscopic characterization methods were applied and DFT calculations were used as a predictive tool.334,335 A study using a synthetic heme-thiolate complex (see Scheme 7.9) for studies of NO binding encountered complications regarding the stability of the NO complex.336 It seemed that a favorable outcome would be to use a complex in which an RSO3 group rather than a thiolate group is attached to the central iron (see Scheme 7.10). The reasons for selection of a model containing the RSO 

3

group have been presented in detail. 

Reaction of the species in Scheme 7.10 (denoted as species 2, as in the original literature) with NO in toluene yielded a nitrosyl product that could be characterized by FTIR and EPR spectroscopies, and thermodynamic characterization of the equilibrium, as in Equation 7.48, established. 

2 þ NO ! 

2ðNOÞ

ð7:48Þ

The formation of 2(NO) was too rapid to monitor by standard stopped-flow spectrophotometry, but the kinetics could be accessed using a low-temperature stopped-flow accessory. Second-order rate constants varied little in the range of 40 to 70 C, but a significantly negative (118 J/(mol K)) value of the entropy of activation was obtained. The reverse reaction, dissociation of NO, could be characterized kinetically, but some doubt was expressed about the accuracy of the parameters. Laser flash photolysis could be applied in the ambient temperature range and the value of DS„ for the forward reaction of Equation 7.48 was confirmed at SCHEME 7.9

The synthetic heme-thiolate SR complex. 
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SCHEME 7.10

Model complex 2 containing an RSO3 group. 

111 J/(mol K). Performing comparable experiments over a pressure range yielded values of DV„on and DV„off of 25 and þ 7 cm3/mol, values leading to a reaction volume of 32 cm3/mol in reasonable agreement with the value obtained in the thermodynamic study. It was proposed that the pathway of the “on” reaction involves formation of an encounter complex in a diffusion-controlled step, followed by rate-determining FeIII–NO bond formation. Since 2(NO) is EPR silent, it indicates that the species may be formally represented as FeII-NO þ . The observed values of activation parameters for the “on” reaction are comprised of the contribution from the reaction volume for the formation of the encounter complex and that arising from the rate-determining step of FeIII–NO bond formation. The pronounced negative character of the entropy and the volume of activation are consistent with bond formation and with a spin-state change from high-spin Fe(III) to low-spin FeIII-NO. The values of these activation parameters for the release of NO from 2(NO), namely, DS„ ¼ þ 29 J/

(mol K) and DV„ ¼ þ 7 cm3/mol, support a mechanism in which the iron–nitrosyl bond is broken and there is a positive contribution from the spin-state change on iron (low spin to high spin). 

Reaction of compound 2 with methanol gave rise to the compound in Scheme 7.11, assigned number 5 (as in the original literature). Reaction of the latter with NO

SCHEME 7.11

Reaction scheme for NO binding to complex 5. 
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generated 2(NO) with release of a methanol molecule. The kinetic parameters obtained at ambient pressure, again at low temperatures, in methanol, were comparable for those to the reaction in toluene. The spectrum of complex 5 in methanol has a Soret region spectrum suggesting six-coordination, and both the formation constant for the binding of methanol to complex 2 and the EPR spectrum suggest that complex 5 remains a high-spin species in methanol. The reaction of complex 5 was too rapid for high-pressure flash photolysis measurements, but on the basis of available data, the mechanism for NO binding to complex 5 in methanol and associative interchange mechanism were proposed, as illustrated in Scheme 7.11. 

Taken together, the properties of complexes 2 and 5 and the results of their reactions of NO, and a consideration of the effect of solvent (noncoordinating toluene and coordinating methanol), were placed in the context of contrast or comparison with comparable reactions of cytochrome P450. Among other factors, it enabled an assessment to be made of the importance of protein architecture, the significance of an SO 

3

group as a proximal ligand in the model complex 2, and the role of the coordination arrangement of the central iron. The report displayed the volume profile of the reversible binding of NO to complex 5 in methanol in tandem with that for NO

binding to the substrate-free form of P450cam and presented a detailed discussion of the contrasting and in other aspects similar properties.332 The latter profile is in Figure 7.16a, with the former presented in Figure 7.17. Recently, a related enzyme mimic of cytochrome P450 has been used as a catalyst in the epoxidation reaction of cis-stilbene with m-chloroperoxybenzoic acid.337 A rapid-scan low-temperature 5(MeOH) + NO
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FIGURE 7.17

Volume profile for the reversible binding of NO to complex 5 in methanol.332

Reproduced by permission of the American Chemical Society. 
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(35 C) stopped-flow technique was used to monitor the kinetics of formation and decay of all the intermediates in the catalytic cycle, in acetonitrile. 

7.3.4.6

Reactions of Nitric Oxide and the Nitrite Ion with Water-Soluble Cobalt (III)-Porphyrins

This study was placed in the context of interest in the interaction of NO with vitamin B12 and with aquacobalamin (B12a).338 The latter reacts with NO

only at a low pH.339 It has also been shown that CoIII(P) (P ¼ porphyrin) complexes react with NO to yield CoII(P)(NO) or CoIII(P)(NO).340 Exploration of this reaction with three different water-soluble CoIII porphyrins would also provide comparison or contrast with the kinetics and mechanism studies of reductive nitrosylation of FeIII(P) complexes. Since the nitrite ion is a common impurity in aqueous solutions of NO, it was decided that the reaction of NO 

2

with the same porphyrin complexes as well as

reactions of the porphyrins with mixtures of NO and NO 

2

should be investigated.338

The diaqua complexes of cobalt(III) of the porphyrins TCPP, TPPS, and TMPyP were employed, where TCPP ¼ meso-tetra-(4-carboxyphenyl)-porphyrin, TPPS ¼ meso-tetra-(4-sulfonatophenyl)-porphyrin, and TMPyP ¼ meso-tetra-(4-N-methyl-pyridyl)-porphyrin. At pH <3, reaction of NO proceeds with a single step to yield

[CoIII(P)(NO)(H2O]n that then reacts with a second NO molecule to yield [CoIII(P) (NO)]n1through an inner-sphere electron transfer mechanism. At higher pH values, the reactions of both NO and the nitrite ion and mixtures of the two species are considerably more complicated. When hydrostatic pressure variation within a set of kinetics experiments for a given reaction was conducted, the derived volumes of activation were distinctly positive (as were the entropies of activation) and consistent with a dissociative mechanism of substitution for the reaction combination in question. A second reaction step consists of the equilibrium between [Co(P)(NO2) (H2O)]n1 and [Co(P)(NO2)(NO)]n1, as shown in Equation 7.49, ½CoðPÞðNO Þð

Þð

2

H2OÞn1 þ NO ! 

½CoðPÞðNO2 NOÞn1 þ H2O

ð7:49Þ

and the rate-determining step in which NO2 is released through an inner-sphere electron transfer mechanism in Equation 7.50. 

½CoðPÞðNO Þð

ð

2

NOÞn1 ! ½CoðPÞðNOÞn1 þ NO2

7:50Þ

NO2 reacts very rapidly with NO to produce N2O3, which then reacts with water to form HNO2. The equilibrium (Equation 7.49) involves the substitution of water by NO without spin or charge change and therefore large entropy or volume changes would not be anticipated. Therefore, the measured values (typically in the range þ 10– þ 15 cm3/mol) principally refer to Equation 7.50), that is, the volume change in a dissociatively activated mechanism in which electronic reorganization and release of the neutral NO2 occur. The complex scheme for the overall mechanism for the reductive nitrosylation of the Co(III) porphyrins may be consulted.338 In addition, reviews of the mechanistic studies on the activation of NO by iron and cobalt complexes, authored by some of the participating investigators, provide a valuable
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assembly of results and conclusions.327,341 The review in Ref. 341 includes studies of reactions of NO with FeII chelates, FeII/III pentacyano complexes, FeIII porphyrins, cytochrome P450 and model complexes, CoII/III porphyrins, and vitamin B12. 

7.3.5

Other Reactions

These reactions may contain components and properties that could place them in earlier classified reaction sections, but are treated here separately as they have specific features and properties warranting separate coverage. 

7.3.5.1

Reversible Binding of Dihydrogen to (bpy)2Rh(I)

Combining dihydro-

gen with low-valent metal centers to form molecular dihydrogen complexes or high-valent dihydrogen metal complexes is a subject receiving attention and has been reviewed.342 Equilibrium and kinetic characterization of the oxidative addition of H2

to [RhI(bpy)2] þ to form the cis-dihydride-rhodium(III) complex has been undertaken.343

½RhIðbpyÞ þ þ H ! 

ðbpyÞ þ k

ð7:51Þ

2

2   ½cis-RhIIIðHÞ2

2

f ; kr

Both forward and reverse rate constants could be determined (k ¼

f

24.4 dm3/

(mol s) and k ¼

r

1.70  102 s1 at 25 C, in acetone). The ratio kf/kr yielded the same value for the equilibrium constant as was obtained from equilibrium measurements (K ¼

H

1.45  103 mol/dm3). To obtain more insight into the reaction, particularly the nature of the transition state, further experiments monitoring the reaction as a function of temperature and pressure have been conducted.344 Activation parameters were obtained in both methanol and acetone and were essentially invariant with respect to solvent. An aqueous medium was not employed to avoid having more than one initial Rh(I) species present. For the forward reaction, the activation enthalpies were about 40 kJ/mol, and the activation entropies were in the range of –75 to –95 J/(mol K), the latter being compatible with an associative reaction mechanism, a compatibility supported by the reaction entropies of –80 J/(mol K). An initially puzzling feature was the fact that the volume of activation in the forward direction and the reaction volume were virtually identical, about –15 cm3/mol, meaning that there is no volume change upon reaching the transition state in the reverse direction. The value of the volume of activation in the forward direction was less than anticipated based upon other oxidative addition reactions.345–347 Hence, an explanation must reside in the particular properties of elements of reactants in Equation 7.51. It was suggested that the partial molar volumes of the Rh complexes are dominated by the relatively bulky bipyridine ligands, whereas dihydrogen and dihydride are comparatively small ligands. It was proposed that the transition state includes the dihydrogen within the coordination sphere of the rhodium complex and would possess a partial molar volume that is insensitive to the actual H-H or Rh–H distances. Thus, the puzzle of the very late transition state in the forward direction was explained, and together with other arguments and capably supported by calculations (B3LYP hybrid density functional theory), an improved understanding of the mechanism of the oxidative
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addition of H2 to [RhI(bpy)2] þ ensued. Enthalpy, entropy, and partial molar volume profiles for the reaction in both solvents are displayed in Figure 7.18. 

7.3.5.2

Protonation and Reductive Elimination Reaction of a (Diimine)platinum (II) Dimethyl Complex

It has been realized for some time that direct, selective methods for catalytic conversion of hydrocarbons to products of further value are important goals for chemistry investigators. This topic is notably complex and may be reviewed for the considerable body of research conducted heretofore.348–350 Aqueous (a)
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FIGURE 7.18

Experimental energy, entropy, and volume profiles for the oxidative addition of H

þ

2 to RhI(bpy)2

in methanol and acetone: (a) enthalpy, (b) entropy, and (c) partial molar volume. For details, see reference 345. For clarification, methanol (red), acetone (blue), see original Figure in Ref. 344. Reproduced by permission of the American Chemical Society. 
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PtII salts have been shown to be able to activate C–H bonds of alkanes and arenes. One approach to bring insight to the reaction mechanism is to use a model complex (N–N) PtR2 where N–N is a diimine ligand (N–N ¼ ArN¼C(Me)-C(Me)¼NAr, where Ar ¼ 2,6-Me2C6H3) and R represents a hydrocarbon group. A question arises: Is the proton to be removed from the hydrocarbon dissociating directly from an activated metal–hydrocarbon complex (termed a s-complex) or from a hydrido ligand that is formed via oxidative cleavage of the C–H bond of the s-complex intermediate? 351,352

Isotopic substitution introduced with the intention of providing mechanistic information was unfruitful as scrambling occurred. Since success through the forward route seemed thwarted, an approach that might be more enlightening involved studying the reverse process.353 A detailed kinetic study of the protonation and subsequent reductive elimination of the (N–N)PtR2 complex in dichloromethane was undertaken. 

The protonation step is very rapid and the kinetics could only be monitored by an inventive method of low-temperature scanning stopped-flow spectrophotometry. The effects of acid (HBF  

4 Et2O) concentration, coordinating solvent (MeCN), and temperature on the kinetics of the protonation step were analyzed. A second-order rate constant at 78 C of 1.52  104 dm3/(mol s) was obtained and relevant activation parameters DH„ ¼ 15.2 kJ/mol and DS„ ¼ –85 J/(mol K) were determined. These are in agreement with a mechanism in which addition of a proton to the PtII compound results in the formation of a hexacoordinate platinum(IV)hydrido intermediate in a stepwise process rather than a concerted process. Observations that are compatible with protonation at a metal center are very uncommon, and this aspect adds to the significance of this report. The kinetics of the second step, release of methane, are accessible at temperatures closer to ambient and the activation parameters, DH„ ¼

75 kJ/mol, DS„ ¼ þ 38 J/(mol K), and DV„ ¼ þ 18 cm3/mol are consistent with a dissociative mechanism. The departing methane dissociates from the hexacoordinate PtIV species as a pentacoordinate intermediate is formed. These results and various arguments relating to mechanistic details were analyzed in concert with interpretations emanating from earlier NMR spectroscopic measurements.354

7.3.5.3

Electrochemistry and Homogeneous Self-Exchange Kinetics of the Aqueous12-Tungstoaluminate(5-/6-) Couple

In further pursuit of determining

precisely the mechanism of alkali metal catalysis of anion–anion electron transfer reactions, an electrochemistry and homogeneous solution kinetics study of the aqueous 12-tungstoaluminate(5-/6-) couple has been undertaken.355 The overall topic of relationships between homogeneous self-exchange and heterogeneous (electrode) electron transfer reaction kinetics has recently been reviewed authoritatively.142 The 12-tungstoaluminate species is AlW

5-/6-

12O40

The effect of alkali metal

chloride or triflate-supporting electrolytes on the midpoint potential (Em) of the aqueous AlW

5/6

12O40

couple in cyclic voltammetry was not entirely satisfactorily accommodated in terms of ionic strength within the extended Debye–H€uckel equation.356–358 However, the pressure dependence of Em is qualitatively consistent with expectations based on the Born–Druid–Nernst theory.144,359 Marked accelerat-ing effects of supporting electrolytes on the standard electrode reaction rate constant kel at pH 3 as measured by alternating current voltammetry and on the homogeneous
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self-exchange rate constant kex at pH 3–7 as measured by Al line broadening NMR

spectroscopy were observed. These effects depended specifically on the identity and concentration of the alkali metal ion (M þ ) (Li þ < Na þ < K þ < Rb þ ) rather than on the ionic strength. The anionic component (Cl or CF



3SO3 ) of the electrolyte

medium had a negligible effect upon the reaction rates. Upon extrapolation of kel or k

þ

ex to zero [M

], it was evident that the uncatalyzed electron transfer reaction is extremely small relative to the M þ catalyzed rates. There was no evidence of saturation in the kinetics profiles of the catalyzed reactions, thus ruling out any significant ion pairing between M þ and AlW

5/6

12O40

. The thermal activation

parameters indicated that the catalytic effect operates through a pathway in which the enthalpy of activation is lowered and partially countered by a strongly negative entropy of activation, a trend that becomes more pronounced for catalysis by K þ or Rb þ . Therefore, catalysis is enthalpy driven and entropy limited. Practical difficulties (extreme oxygen sensitivity in high-pressure NMR experiments) thwarted efforts to obtain values of the volumes of activation for the homogeneous self-exchange reactions, but values of DV„ for the electrode reaction were þ 4.5 cm3/mol. A negative value of the DV„ would be predicted theoretically for the uncatalyzed reaction. These findings support a reaction mechanism previously proposed for other anion–anion electron transfer reactions, catalyzed by alkali metal ions, that catalysis is facilitated by partially dehydrated M þ .141

7.3.5.4

Effect of Pressure on Proton-Coupled Electron Transfer Reactions of Seven-Coordinate Iron Complexes in Aqueous Solution It has been shown that

seven-coordinate Fe(III) diaqua complexes consisting of a pentaaza macrocyclic ligand possess superoxide dismutase (SOD) activity, and therefore could serve an imitative SOD function.360 Choosing appropriate chemical composition of a chelate system yielded suitable pKa values for the two coordinated water molecules so that the Fe(III) complexes of 2,6-diacetylpyridine-bis(semicarbazone) (dapsox) and 2,6-diacetylpyridine-bis(semioxamazide) (dapsc) (see Scheme 7.12) would be present principally in the highly active aqua-hydroxo form in solution at physiological pH.361

The two structurally similar pentagonal bipyramidal FeII/III redox systems were shown to be effective models to evaluate proton-coupled electron transfer processes. 
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Structures of dapsox and dapsc. 
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There are four acid–base equilibria in the pH range 1–12 for both complexes, and the relevant equilibrium constants and speciation compositions were established by a range of experimental methods (spectrophotometry, potentiometry, and electrochemical titration methods). The number of protons exchanged during the redox reaction varied along the pH range of investigation. The effect of pressure on the thermodynamics of the electrode reactions (FeII/FeIII) in a high-pressure electrochemical cell was investigated as a function of pH. An objective of the overall study was to find a correlation between the reaction volume, DV, and the change in the overall charge, Dz2, where Dz2 ¼ z2

z2

, for the reduction of the seven-coordinate complexes oxidized

reduced

that is coupled to the transfer of different numbers of protons. At the time the results, their analysis and interpretation, together represented a pioneering approach and the first report in this area of research. The change in the redox potentials as a function of pressure was obtained by high-pressure cyclic voltammetry for all the different protonation forms of the complexes in question. It transpired that the reaction volume for the neutralization of protons contributes to the overall reaction volume in proton-coupled electron transfer and a linear correlation between Dz2 and the overall reaction volume of the complexes upon reduction was found. An estimate of the intrinsic volume change for the two seven-coordinate complexes of þ 9.2 cm3/mol compared favorably with a value of þ 9.6 cm3/mol for reduction of [Fe(H2O)6]3 þ .145 The intrinsic volume change could be considered in the context of crystallographic data for both FeIII(dapsc) and FeII(dapsc).362 Previously reported 363–365 linear correlations between Dz2 and the redox reaction volumes and neutralization reaction volumes for different types of transition metal complexes were thus also observed in this study of the seven-coordinate iron complexes in which the two processes were combined. Hence, this form of correlation seems to have general application. 

7.3.5.5

High-Pressure Heterogeneous Electrochemistry

Except for the study

reported in Section 7.3.5.3, this contribution has covered almost exclusively homogeneous solution reactions. A developing new area of endeavor in heterogenous systems involves studying charge transfer mechanisms for cytochrome c at a gold electrode modified by self-assembled monolayer films of variable composition and thickness and then to probe the kinetics of the charge transfer mechanism by cyclic voltammetry, at different pressures. Besides the fundamental interest that includes solution or solvent properties and variation of the intrinsic friction of the protein, there could be technological applications of such bioelectrochemical devices. The theoretical and technical background of this new regime of research is beyond the scope of this chapter, but attention is drawn to key publications.366–368 Recent investigations have sought to understand the redox chemistry of [Fe(bpy)3]3 þ /2 þ and [Fe(cp)2] þ /0

(cp is cyclopentadiene) at bare gold electrodes in an ionic liquid through pressure and temperature variation.369,370

7.4

THEORETICAL ASPECTS

Clearly, a difficulty in calculation of volumes of activation is addressing correctly the calculation of the partial molar volumes of both the activated complex and the reactant
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state. In cases where the rate-determining step is preceded by an encounter complex and the empirical rate constant is a composite of two parameters, the additional stage causes further difficulty. As one might anticipate, an emphasis has been on the simpler reaction of water exchange. A nonspecialist could benefit from consulting a comprehensible review of molecular orbital and density functional theory studies of water exchange mechanisms of aqua-metal ions that discusses the limitations and advantages of different approaches.371

7.4.1

Transition Elements (d)

As noted in Section 7.3.1.2, the mechanism of water exchange on divalent first-row transition elements was investigated in pioneering studies by Swift and Connick,93

and the kinetic data they obtained provided vital information for developing the mechanism of ligand substitution on the same ions.92 The volumes of activation determined both for ligand substitution and water exchange were consistent with the view that water exchange on ions up to and including Mn2 þ along the first row proceeded by an Ia mechanism. Fe2 þ , Co2 þ , Ni2 þ , and Zn2 þ ions exchanged water from the coordination sphere with a water molecule in the bulk solvent by an Id mechanism. The “bulk” water molecule could actually come from a second coordination sphere. The more complicated situation regarding the coordination number of aqua-Cu(II) and water exchange mechanisms and related calculations has been covered in the Section the “Kinetics of Water Exchange on Five-Coordinate Cu(II) Complexes”. This mechanistic changeover (Ia to Id) was challenged on the basis of calculations that were interpreted to indicate that an Id mechanism prevailed for all the 2 þ ions of the first row of transition elements.184 Further calculations, using quantum mechanical methods, disputed the interpretation of the earlier calculations and confirmed the mechanistic changeover.185 The explanation for the changeover is mostly a consequence of the electronic configurations of the aqua complexes. For s-bonded octahedral complexes, t2g orbitals are nonbonding whereas e 

g

orbitals are antibonding. The former orbitals are spread out between the ligands and their consecutive occupancy by electrons will cause a contra-tendency electro-statically for a water molecule to approach a face of the octahedron, thus decreasing bond making possibility. In contrast, the eg orbitals are directed toward the ligands and increasing occupancy of these orbitals will enhance the tendency of bond breaking. These effects together with a steric effect owing to an overall progressive decrease in ionic radius of the metal ion form the basis of the mechanistic changeover explanation. A similar mechanistic pattern prevails for the trivalent first-row transition metal ions (at least where data are available). 

The volume of activation for water exchange on [Ti(H2O)6]3 þ is 12.1 cm3/mol (close to a value for a limiting A mechanism)372 and is 5.4 cm3/mol for water exchange on [Fe(H2O)6]3 þ . As the t2g orbitals are progressively occupied, electronic repulsion toward a potential entering water molecule increases and bond making is less favorable. Thus, the associative character of the reaction mechanism becomes less marked. The main group Ga3 þ ion has a positive volume of activation for water exchange. Calculations (ab initio) confirm a mechanistic changeover, with the hexaaqua ions of Sc3 þ , Ti3 þ , V3 þ , and Fe3 þ reacting via an Ia mechanism (possibly a
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limiting A mechanism for aqua-Ti3 þ ) whereas Ga3 þ exchanges water by a dissociative interchange Id or limiting dissociative D mechanism.185,373,374 Molecular dynamics simulation of the aqua-Cr3 þ ion showed that the ligand-field activation energy is substantial and was consistent with experimental findings that the water molecules in the second coordination shell are relatively tightly bound.375,376

Quantum mechanical calculations assumed a rather pivotal role in rationalizing the water exchange mechanisms on two second-row transition metal ions, the isoelectronic (4d6), [Ru(H2O)6]2 þ and [Rh(H2O)6]3 þ ions. Calculation of energies of transition states supported the interpretation of the experimental findings, namely, that the former ion exchanges water by an Id or D mechanism and [Rh(H2O)6]3 þ exchanges water by an Ia mechanism. The difference may be understood as resulting from a difference of charge. Strong Rh–O bonds favor an associative mode of activation, whereas the weaker Ru–O bonds facilitate a dissociatively activated mechanism.195

Changes in coordination geometry during water exchange on square planar aqua ions such as [Pd(H2O)4]2 þ and [Pt(H2O)4]2 þ necessarily may complicate an assessment of a measured volume of activation in terms of mechanism. Both of these ions exhibit modestly negative volumes of activation, –2.2 and –4.6 cm3/mol, respectively, and that after consideration of possible changes in volume upon reaching the transition state, the mechanistic assignment is Ia. The water exchange mechanism has been modeled using DFT; the calculations support water exchange proceeding via associative activation.198 The trigonal bipyramidal structures calculated for a five-coordinate aqua-metal species for both Pd(II) and Pt(II) were very similar, and there was good agreement between the experimental and calculated activation enthalpies for an Ia mechanism, but there was a wide disagreement between these parameters from calculations for an Id mechanism. 

7.4.2

Transition Elements (f)

Investigations of the kinetics and mechanism of water exchange on aqua lathanide ions in oxidation state, three have been thoroughly chronicled.174,175 Relevant to calculations is the change in hydration–coordination number and a potential change in mechanism across the series. It has been established that the lighter ions, from La3 þ to Nd3 þ , are predominantly nine-coordinate, an equilibrium between eight- and nine-coordinate states pertains for Pm3 þ to Eu3 þ , and the heavier ions, from Gd3 þ to Lu3 þ , are predominantly eight-coordinate. These changes are a consequence of the lanthanide contraction and are reflected in the absolute partial molar volumes of aqua-lanthanide ions, both experimental and calculated values. A prediction of an a-activated mechanism for water exchange for the eight-coordinate ions, and a change to a d-activated mechanism for nine-coordinate ions, is supported by experimental volumes of activation and by a computational study employing classical molecular dynamics simulation.175

Molecular dynamics simulations combined with measurements derived from an X-ray crystallographic investigation have been employed to lead to an improved understanding of intramolecular and intermolecular motions that contribute to an

[image: Image 118]
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SCHEME 7.13

Structure of H4egta. 

enhanced relaxivity rate in aqua-complexes of Gd3 þ used as potential MRI contrast agents. Events in the first coordination sphere, for example, among others, the rate of protons of a coordinated water molecule exchanging with one from the bulk solvent, need to be understood. A complex selected for appropriate molecular dynamics simulations was [Gd(egta)(H2O)] , where egta4 ¼ 3.12-bis(carboxymethyl)-6,9-dioxa-3,12-diazatetradecanedioate(4-) (see Scheme 7.13).377

Parameters from crystal structures were used as a basis for setting conditions for simulations of the chelate species of Scheme 7.13 and of the corresponding deaquated complex [Gd(egta)]. The volume change for loss of the water molecule could be calculated as þ 7.2 cm3/mol, comparing tolerably well with the previously published experimental value of þ 10.5 cm3/mol. The simulations addressed changes in the conformation of the complex with flips of some dihedral angles, steric constraints of the ligand on the inner-sphere water molecule, and very rapid changes in the symmetry orientation of the coordination polyhedron, features that could be related to the water exchange rate. These computations provide a favorable outcome in terms of understanding proton relaxivity and molecular mechanisms and assist in yielding insight regarding design of MRI agents. 

7.4.3

Main Group Elements

Water exchange on the main group ions, Al3 þ , Ga3 þ , and In3 þ , was modeled using different mechanisms by ab initio calculations at the Hartree–Fock level on a cluster with one ion and seven water molecules.374 Both energy calculations and volume calculations led to the conclusion that water exchanges by an Id mechanism for [Al (H2O)6]3 þ and [Ga(H2O)6]3 þ , whereas calculations indicated only an A mechanism for water exchange on [In(H2O)6]3 þ . In the case of the two former ions, these calculations were consistent with experimental findings. This report, however, in addition explored in further detail various volume assessments of both intermediates and transition states and a second shell water molecule. 

As noted above, the speciation of AlIIIaq in aqueous solution has been studied extensively experimentally.180 Comprehensive density functional theory calculations have been carried out and are in support of the experimental finding that

[Al(H2O)4(OH)]2 þ is the predominant species present in dilute aqueous, mildly acidic solutions of Al(III).182

Volumes of activation for solvent exchange on Be2 þ ions were obtained experimentally some time ago.176 The values ranged from distinctly negative (13.6 cm3/

mol for water), indicative of a limiting A mechanism, to distinctly positive ( þ 10.5

cm3/mol for tmu (tmu ¼ N,N,N,N-tetramethylurea)), indicative of a limiting
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D mechanism. Intermediate values were obtained, 2.5, 4.1, 3.1 cm3/mol for dmso, trimethylphosphate, and dimethylformamide, respectively, and were assigned to an Ia mechanism of solvent exchange. A value of þ 10.3 cm3/mol for exchange of N,N-dimethylpropyleneurea was attributed to an Id mechanism. Solvated Be2 þ ions are tetrahedrally coordinated, so that the basis of mechanistic assignment, that of volumes of activation of 13 or þ 13 cm3/mol for water exchange (A and D

mechanisms, respectively), extrapolated from the situation for octahedral complexes may not be wholly appropriate. Accordingly, to assist in understanding further the mechanism of solvent exchange on Be2 þ ions, the dynamics of the coordination chemistry of Be2 þ were investigated by DFT and ab initio computations.177 The solvents H2O and NH3 were addressed, but model solvents, for example, molecular nitrogen, hydrogen cyanide, carbon monoxide, carbon dioxide, and formaldehyde were included in the study. Structures were optimized using a version of the Lee–Yang–Parr function and were characterized as minima or transition state structures based on calculations employing vibrational frequencies. For the ligands of the computational study, the mechanism of exchange was Ia and the magnitude of the activation barrier was found to be almost independent of the donor atom. However, differences in the activation barrier related more to the hybridization of the donor atom, meaning that steric effects can play a major role in solvent exchange on Be2 þ . 

For the small ligands with insignificant steric factors, the transition state is likely to resemble a five-coordinate trigonal bipyramid, whereas for the sterically crowded situation with larger ligands, as some in the experimental study, a three-coordinate transition state is more favored. 

As noted above in Section 7.3.1.1, the five-coordinate compound [Be(Cl)(12-crown-4)]2 þ has been prepared.178 Quantum mechanical calculations were undertaken on the hypothetical water and ammonia analogues, where the chloro ligand is replaced. It was concluded on the basis of the calculations that both water and ammonia exchange on [Be(H2O)(12-crown-4)]2 þ and [Be(NH3)(12-crown-4)]2 þ , respectively, by an Ia mechanism.179

Since compounds of lithium are used extensively in chemical synthesis, industrial applications, and medicine, fundamental knowledge of processes such as solvent exchange on solvated lithium(I) cations and ligand substitution reactions involving lithium(I) ions is important. A wide-ranging program combining experimental investigations, where these are possible, with computations employing principally DFT methods has been initiated. Kinetics measurements at elevated pressures and the resulting volumes of activation have not always been major diagnostic tools in development of reaction mechanisms in these investigations. Since the computational component of these studies is often critical to the conclusions, these studies of lithium (I) solvent exchange and ligand substitution are reported in this section. 

Establishment of the kinetics of solvent exchange on Li þ has eluded investigators, employing NMR spectroscopy, leading to the conclusion that exchange is extremely rapid (kEX of about 109 s1 for water exchange). An initial approach using a simulation method led to a proposal that water exchange occurred through an associative or an associative interchange mechanism, although details of the relevant transition states were not reported.378 Calculations using DFT methods indicate that
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water exchange on Li þ proceeds through a trigonal bipyramidal reactive intermediate

[Li(H2O)5] þ that is reached via a late transition state.379 An entering water molecule approaches the lithium cation directly and has the effect of pushing two water molecules into axial positions. Computed molecular volumes show that the intermediate is more compact than the precursor complex [Li(H2O)4(H2O)] þ , an indication clearly of a limiting associative mechanism. The molecular dynamics simulations predicted that an entering water molecule approaches the tetrahedral [Li(H2O)4] þ species through a tetrahedral face and reaction proceeds with an SN2—similar trans exchange stereochemistry. The DFT study suggested that the water molecule enters in an equatorial position and the reaction proceeds with cis sterochemistry, a mechanism supported by energy calculations and by arguments that are based upon the high fluxionality of [Li(H2O)5] þ . 

Corresponding DFT calculations were performed to analyze the exchange of NH3

þ

þ

on [Li(NH3)4] .379 The bonding of NH3 to Li

is weaker than the bonding of H2O to

Li þ , although an interesting and unexpected feature is that in the structure [Li (NH3)4(NH3)] þ , the fifth ammonia molecule forms two long, weak bonds to two different NH3 molecules in the first coordination sphere. Ammonia exchanges with trans stereochemistry in a similar fashion to an SN2 mechanism, and the entering and leaving ammonia molecules are axial in the five-coordinate transition structure. The difference in mechanisms for water and ammonia exchange on Li þ resides in the nature of the Li–O versus Li–N bonds; in water, the fifth ligand is bound relatively þ

strongly, whereas in ammonia, the fifth ligand is bound to Li more weakly. Overall, 

the mechanism of water exchange was considered borderline between associative and associative interchange, whereas the exchange of ammonia on the cation is associative interchange. Energy profiles were developed for both exchange mechanisms. 

Complex formation reactions between alkali metal cations and macrocyclic ligands have been extensively studied as they have relevance to a range of applications. The kinetics of the ligand exchange process between solvated lithium ions (solvated by g-butyrolactone, (S), an industrially pertinent solvent) and lithium ions complexed with the cryptands, C222 or C221, (L), have been studied by 7Li NMR

spectroscopy.380 Analysis from earlier studies using other solvents indicated that the reaction follows two competing mechanisms, bimolecular association (between Li (L) þ and Li(S) þ ) and unimolecular reaction involving Li(L) þ . The former process would be expected to proceed by an associative mechanism and when S ¼ g-butyrolactone, the present study yields an entropy of activation of a value that supports an associative interchange mechanism, although the rate of this reaction exhibited almost no dependence upon pressure. Calculations using DFT methods examined the nature of coordination of the cryptands and assessed the derived bond lengths of coordinated atoms to the central lithium with distances from X-ray crystallographic studies and with Li–O and Li–N bond lengths in lithium species coordinated by water or by ammonia.381–384 A parallel study with the same cryptands and using acetone as a solvent species for Li þ ions also demonstrated little pressure dependence of the kinetics of exchange between cryptand and acetone, although the entropy of activation suggested an associative interchange mechanism.385 DFT
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calculations examined the consequence of the cryptand cavity size in relation to kinetic parameters. 

Solutions of LiClO4 in DMSO, DMSO/water, or DMSO/g-butyrolactone mixtures have been examined by 7Li NMR spectroscopy to determine the solvent coordination characteristics as a background for studying the ligand exchange mechanism. This study confirmed that experimental and theoretical evidence supports a coordination number of four for both DMSO and DMSO/water mixtures.386 A computational study suggested that ligand exchange on [Li(DMSO)4] þ follows a limiting associative (A) mechanism, whereas displacement of coordinated water by DMSO follows an associative interchange (Ia) mechanism. A similar investigation indicated that Li þ ions in acetonitrile exhibit four-coordination and that in a binary aqueous acetonitrile mixture, the more strongly coordinating water leads immediately to formation of [Li (H2O)4] þ . Again a computational study (DFT method) was employed to probe the mechanism of solvent exchange for both CH3CN and HCN.387 Exchange proceeds by a limiting associative mechanism involving the formation of relatively stable five-coordinate intermediate species. 

Finally, it should be noted that an overall authoritative account of ligand substitution and complex formation by alkaline and alkaline earth metal ions appeared in Advances in Inorganic Chemistry, Vol. 61. Recently, the need for review and potential modification of some of the basic premises of DFT computations has been discussed.388

7.5

CONCLUDING COMMENTS

The principles of measurement of reaction rates at different hydrostatic pressures have been outlined. Methods and some technical aspects of the various experimental approaches have been described. Perhaps, in part, because adaptation of instruments for high-pressure operation can be technically challenging and relevant cells and modules are not widely available, the practice of kinetics measurements in solution at elevated pressures is not widespread and in fact is limited to a relatively small number of laboratories. However, this contribution has shown through the examples of reactions chosen for inclusion that a wide range of fascinating chemistry has benefited from application of the high-pressure variable in endeavors to delineate the reaction mechanism in each case. Indeed, the breadth of reaction coverage extends well beyond the classical coordination chemistry of inert first-row transition metal complex reactions. Emphases are placed on rapid reactions of labile metal complexes, reactions of complexes of some second- and third-row transition elements, some industrially relevant organometallic reactions, lanthanide ion reactions, some of which have medicinal relevance, some main group species, and of growing importance, bioinorganic reactions that model physiological processes. This account should serve to heighten awareness of the power of the pressure variable in mechanism elucidation and encourage and inspire investigators to avail themselves of possible opportunities in employing hydrostatic pressure methods to assist in mechanistic diagnosis in their selected reactions. 
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8 Chemical Kinetics

as a Mechanistic Tool

ANDREJA BAKAC

8.1


INTRODUCTION

Chemical kinetics is a powerful tool that provides unique mechanistic information and deep insight into the activation process that is at the heart of every chemical transformation. This chapter is structured around some of the most important types of information obtained from kinetic studies. The rate law provides the composition of the transition state (TS), kinetic isotope effects (KIEs) can establish whether a specific bond is involved in the activation process, and activation parameters provide information about the energy and entropy requirements. Independent generation, characterization, and reactivity studies of potential intermediates allow one to search for and identify such intermediates in multistep reactions by spectroscopic means or by use of chemical traps. 

The purpose of this chapter is not to present again the material that is already available in a number of kinetics books and monographs.1–17 Instead, only a brief summary of the fundamentals will be given, followed by examples from the literature to demonstrate the scope, usefulness, and special features of a kinetic approach to reaction mechanisms. 

8.2

RATE LAW AND TRANSITION STATE

The experimentally determined relationship between concentrations and reaction rates is termed the rate law. It provides directly the composition of the transition state but not its actual structure. The only species whose involvement (or not) in the transition state cannot be deduced from the rate law are the molecules of solvent. 

The transition state is a short-lived entity and/or state positioned at the maximum in the potential energy–reaction coordinate relationship depicted in Figure 8.1. The term

“reaction coordinate” loosely describes the progress of the reaction from reactants to products, so that contributions to DG (Gibbs free energy) in Figure 8.1 come from Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac
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FIGURE 8.1

Plot of DG versus reaction coordinate. 

changes in electronic structure, geometry (bond lengths and angles, coordination number), solvation, and any other parameter that changes during the reaction. 

By definition, the transition state cannot engage in chemical reactions with other species. It can either pass on to the product state or revert to the reactants, that is, to the products of the reverse reaction. (According to the principle of microscopic reversibility, the forward and reverse of the same reaction must proceed through the same transition state.)

The reaction of a hydroperoxorhodium complex (NH3)4(H2O)RhOOH2 þ (hereafter L5RhOOH2 þ ) with Br2, Equation 8.1, illustrates some basic principles of chemical kinetics. 

L

þ

þ

5RhOOH2 þ þ Br2

H2O ! L5RhðH2OÞ3 þ þ O2

2Br þ H þ

ð8:1Þ

In acidic aqueous solutions, the reaction obeys the following rate law: ½





L5RhOOH2 þ ½Br2

d L

ð

5RhOOH2 þ =dt ¼ kobs

½

8:2Þ

H þ ½Br

which identifies the transition state as {[L5RhOO, Br  nH2O]2 þ }z with no implications regarding the structure or even connectivity between atoms. Also, the rate law provides no information about the rapid events taking place after the reaction had passed through the transition state, although the path followed after that point may sometimes be deduced from the products and/or detected intermediates. 

In the above example, the transition state is formed from L5RhOOH2 þ and Br2

(two concentrations in the numerator) with a concomitant loss of H þ and Br
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(concentrations in the denominator). In the language of chemical kinetics, the reaction is first order in each of the two reagents in the numerator and negative (or inverse) first order in each of the two reagents in the denominator. 

The inverse dependence on [H þ ] and [Br] argues for a possible involvement of HOBr as an intermediate according to the following mechanism: K ! 

HOBr

Br þ

2

H2O   HOBr þ Br þ H þ

ð8:3Þ

k

HOBr þ L

HOBr

þ

5RhOOH2 þ 

! L5RhðH2OÞ3þ þ O2 Br

ð8:4Þ

The sum of Equations 8.3 and 8.4 gives the observed stoichiometry in Equation 8.1

and the rate law in Equation 8.2 with k

¼

obs

KHOBrkHOBr. 

8.2.1

Rate Law

Reactions that take place in a single step, that is, with a single transition state and no intermediates, are known as elementary reactions. They may represent an entire, kinetically simple reaction or a step in a more complex mechanism. In either case, the rate law for an elementary reaction is derived from its stoichiometry. This stands in contrast with more complex reactions, where the relationship between the overall stoichiometry and the rate law cannot be predicted, and both must be established experimentally. 

The simple relationship between the rate law and stoichiometry in elementary reactions allows one to derive a rate law for any multistep mechanistic scheme. The agreement between the derived rate law and that determined experimentally provides support for the proposed mechanism, although it does not “prove” it. The lack of agreement, on the other hand, definitely rules out the proposed scheme. 

8.2.1.1

First-Order Kinetics, K[A]

Unimolecular processes, such as ligand dis-

sociation from a metal center or a simple homolytic or heterolytic cleavage of a single bond, provide a straightforward example of a first-order reaction. The kinetics of this simple scheme, Equation 8.5, is described by a first-order rate law, Equation 8.6, where A stands for reactants, P for products, [A]0 for initial concentration of A, and t for time. The integrated form is shown in Equation 8.7 and a linearized version in Equation 8.8. 

A ! 

k

P

ð8:5Þ

d½A ¼ k½A

ð8:6Þ

dt

½A ¼ ½A ekt

ð8:7Þ

0

ln½A ¼ ln½A kt

ð8:8Þ

0

[image: Image 120]
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It is often simpler to express the rate law in terms of directly measured physical properties (PP), such as absorbance, NMR peak areas, or conductivity, provided the chosen PP is linearly related to the concentration. For example, Equation 8.7 can be recast in terms of absorbance as shown in Equation 8.9, where Abs is absorbance. 

Regardless of the rate law, it will always be true that the ratio [A]/[A] ¼



0

(PPt

PPinf)/

(PP 

0

PPinf), where subscripts 0, t, and inf refer to initial time (time zero), time t, and infinitely long time, that is, after the reaction had reached completion. Both [A]/[A]0

and (PP 



t

PPinf)/(PP0

PPinf) represent the fraction of the reaction that remains to be completed at time t. The somewhat more complicated rate expression in terms of physical property arises from the fact that the value of the physical property, unlike the concentration of reactant A, does not necessarily decrease to zero at the end of the reaction. For example, both the formation of absorbing products or a nonzero baseline will affect the absolute absorbance readings throughout the reaction, but not the ratio (Abs 



t

Absinf)/(Abs0

Absinf). 

Abs ¼

þ ð



Þ

t

Absinf

Abs0 Absinf ekt

ð8:9Þ

For a first-order reaction, a plot of ln[A] or ln(PP 

t

PPinf) against time will

be linear with a slope of k. This approach is still in use for the determination of rate constants, but it is being rapidly replaced by least-squares fitting of the data to rate equation 8.7 or 8.9. This faster and more precise data treatment has become widely available through the accessibility of computers and appropriate software. 

Several examples of first-order rate laws in mechanistically interesting reactions are given below. However, in none of the examples in this chapter does the mechanistic assignment rely on a single type of information such as the rate law or rate constant. Rather, various tools and approaches are typically combined to unravel the mechanism. In the examples chosen, the kinetic information was crucial, but never exclusive. 

Decay of Organocobalt Complexes

The dramatic effect of the nature of the alkyl

group on the mechanism of decomposition of macrocyclic Co(III) complexes containing a Co- C bond was demonstrated in an early pulse radiolytic study of the formation and decay of LCoIIIR,18 where L is rac-Me6-diene. 

[image: Image 121]

[image: Image 122]
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The complexes were generated by the capture of carbon radicals with Co(II) and decayed by several mechanisms, all of which exhibited first-order kinetics. 

The hydroxymethyl complex LCoCH2OH yielded CH2O and LCoI by heterolytic cleavage of the Co- C bond, k ¼ 0.1 s1 in the pH range 1 < pH < 7. Subsequent rapid oxidation of LCoI with N2O present in these solutions produced the stable LCoIII. 

N

LCoCH

2 O; fast

2OH ! CH2O þ H þ þ LCoI ! LCoIII

ð8:10Þ

N2

The next organocobalt in the series, LCoCH(CH3)OH, decomposes to acetaldehyde and Co(III) hydride, most likely by initial b-elimination (Scheme 8.1). 

SCHEME 8.1

The rate constant, k ¼ 100 s1 at pH 7, is much larger than that observed for complexes with R ¼ CH(CF3)OH (k ¼ 0.06 s1, believed to generate LCoI and CF3CHO) or CH2OH, neither of which can react by b-elimination. 

The complex LCoCH2CHO hydrolyzes to LCoIII and CH3CHO according to a two-term rate law:

k ¼ ð1:3  0:3Þ þ ð1:5  0:1Þ  105½H þ 

ð8:11Þ

The complex derived from ethylene glycol, LCoIIICH(OH)CH2OH, undergoes dehydration

LCoIII-CHðOHÞCH2OH ! LCoIII-CH2CHO þ H2O

ð8:12Þ

followed by hydrolysis to LCoIII and CH3CHO. Thus, the four closely related and similar complexes decay by four different mechanisms. 

Reaction of Pd(II) Hydride with O2 The palladium(II) hydride trans-

(IMes)2Pd(H)(O2CPh)2 (Pd) reacts with molecular O2 to generate the corresponding hydroperoxide.19

In benzene-d6, the reaction obeys first-order kinetics and has a small deuterium KIE, k

¼

PdH/kPdD

1.3. The rate constant is independent of [O2], but protic additives

[image: Image 123]
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SCHEME 8.2

such as water, benzoic acid, or phenols accelerate the reaction and add an extra term to the rate law, for example, 

Rate ¼ k ½

½

1 Pd þ k2 Pd½PhCOOH

ð8:13Þ

where k ¼

¼

1

3.7  104 s1 and k2

9.2 M1 s1 at 65C. The activation parameters

for the k1 term are DHz ¼ 104  1 kJ/mol and DSz ¼ 3.3  1.7 J/(mol K). 

The effect of protic additives was rationalized by the formation of hydrogen-bonded adducts, such as that between benzoic acid and the carbonyl group of the coordinated benzoate, as observed by 1H NMR. Such an adduct would be expected to facilitate the formation of a polar transition state. The reaction rate also increases upon modification of the ligand with anionic groups and in polar solvents. Radical initiators have no effect. 

First-order kinetics and the lack of dependence on [O2] rule out any mechanism that would require an initial bimolecular step, such as hydrogen atom abstraction or oxidative insertion. All of the observations can be accounted for by rate-limiting reductive elimination of PhCOOH, rapid addition of O2 to generate a side-on peroxo species, and protonation to yield the observed end-on hydroperoxo product (Scheme 8.2). 

Experimental data are also consistent with a dissociative oxygen insertion pathway initiated by the dissociation of the anion PhCOO, followed by coordination of O2, intramolecular hydrogen migration, and recoordination of PhCOO. This mechanism has been ruled out on the basis of density functional calculations that placed the free energy of the intermediate for O2 insertion at about 120 kJ/mol above the energy of the corresponding intermediate in the reductive elimination mechanism. 

8.2.1.2

Second-Order Kinetics, k[A]2

A reaction of the type

2A ! 

k

P

ð8:14Þ

has the following rate law:

d½A ¼ 2d½P ¼ 2k½A2

ð8:15Þ

dt

dt
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The integrated form is

1 ¼ 1 þ

½

2kt

ð8:16Þ

A

½A0

according to which a plot of 1/[A] versus time is linear with a slope of 2k. 

Typical reactions that obey the rate law in Equation 8.15 are radical self-reactions, such as that in Equation 8.17, for which the rate constant is k ¼ 2.4  109 M1 s1.20

2Br . ! 

þ

2

Br2

2Br

ð8:17Þ

The intense absorption by halogen radical anions in the near UV (for Br . 

2

, 

l

¼

max

360 nm, e ¼ 9900 M1 cm1) provides a convenient means to monitor these reactions. 

The expression in Equation 8.16 emphasizes the least accurate points, that is, those that are close to the end of the reaction. The preferred approach consists of direct fitting of the data to the expression for [A] in Equation 8.18: ½A

A

½  ¼

0

ð8:18Þ

1 þ ½A kt

0

or, in terms of physical property, Equation 8.19: PPinf

PP ¼

þ PP0

ð

t

PPinf

8:19Þ

1 þ ½A kt

0

The noncomplementary oxidation of bromide by Mn(III) acetate in acetic acid is second order with respect to HBr. The overall third-order rate constant kMn is (4.10  0.08)  105 M2 s1 at 4.5C in 10% aqueous acetic acid.21

MnðIIIÞ þ 2HBr ! MnðIIÞ þ Br þ

2

2H þ

ð8:20Þ

d½MnðIIIÞ=dt ¼ k ½

Mn MnðIIIÞ½HBr2

ð8:21Þ

This rate law places two molecules of HBr in the transition state along with one molecule of Mn(III). This information was used to argue for HBr . 

2

as a key

intermediate and against the thermodynamically more energetic Br.. Intramolecular oxidation of one of the two coordinated bromide ions followed by direct elimination of HBr . 

2 appears to provide a convenient mechanism for one-electron oxidation of bromide by Mn(III). This is followed by rapid reduction of an additional equivalent of Mn(III) by HBr . 

2 :

2H þ

H þ

MnðIIIÞ þ 2HBr ! cis-MnIIIBr

. 

ð

2 ! MnðIIÞ þ HBr2

8:22Þ
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MnðIIIÞ þ HBr . 

þ

2 ! 

fast

MnðIIÞ þ Br2

H þ

ð8:23Þ

8.2.1.3

Second-Order Kinetics, k[A][B]

The reaction

A þ B ! 

k

P

ð8:24Þ

has the rate law

d½A ¼ k½A½B

ð8:25Þ

dt

Often, such reactions can be studied under pseudo-first-order conditions by using one of the reagents in large excess, see later, or under the second-order conditions of the type k[A]2 by using the two reagents at equal concentrations. If neither of these special cases applies, then for a general case with [B] > [A], and a stoichiometry aA þ bB ! Products, the following expression is used: ½B

½B

ln

t ¼

0 þ ð



Þ

½

ln

a½B

b½A kt

ð8:26Þ

A

½A

0

0

t

0

In terms of PP, we have





ða½B b½A ÞðPP 

Þ

½

0

PPinf

B

ln 1 þ

0

0

¼

0 þ ð



Þ

½

ln

a½B

b½A kt

ð8:27Þ

A ðPP

Þ

½A

0

0

0

tPPinf

0

The oxidation of (NH3)4(H2O)RhOOH2 þ with O3:22

ðNH Þ ð

! ð

Þ ð

. 

3

H

NH

H

?Þ

4

2OÞRhOOH2 þ þ O3

3 4

2OÞRhOO2 þ þ Products ðvia HO3

ð8:28Þ

was initially studied under pseudo-first-order conditions with (NH3)4(H2O)RhOOH2 þ in large excess and yielded k ¼ (6.9  0.3)  103 M 1 s 1. The absorbance changes were consistent with an unexpected 1 : 1 stoichiometry, suggesting that the initially formed HO . 

3

decomposed rapidly without consuming a second equivalent of the hydroperoxo complex. Even in that scenario, a 2 : 1 stoichiometry would be predicted, because the known decay of HO . 

3 (k ¼ 1.1  105 s1)23 generates O2 and HO. radicals, which would also be expected to oxidize (NH3)4(H2O)RhOOH2 þ . 

Additional experiments were conducted under second-order conditions, and the data were fitted to a modification of Equation 8.27 with the stoichiometry fixed at 1 : 1, that is, a ¼ b ¼ 1. The resulting rate constant, k ¼ 6500 M 1 s 1, agreed well with that obtained under pseudo-first-order conditions, and indirectly confirmed the stoichiometry. Thus, any intermediates that might have been generated in reaction 8.28

disappeared without oxidizing additional (NH3)4(H2O)RhOOH2 þ . 
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In D2O, the hydroperoxo hydrogen is rapidly replaced by a deuteron. The rate constant for reaction 8.28 decreased under those conditions to (3.1  0.1) 103 M1 s1, yielding k

¼

H/kD

2.2, consistent with activation of the O- H(D) bond in the rate-limiting step. 

8.2.1.4

Mixed First- and Second-Order Kinetics, k1[A] þ 2k2[A]2

Owing to

their large rate constants, radical self-reactions are almost always involved as side reactions in radical/substrate reactions. When the latter exhibit large rate constants and can be conducted with large (pseudo-first-order) excess of the substrate over the radical, the second-order contribution can be ignored. If this is not the case, then the full treatment using an equation for parallel first- and second-order kinetics is required. Such was the case in a study of the reactions of ClO2 with dihalogen radical anions:

Br . þ

! 

þ

ð

2

ClO2

Br2

ClO

k

8:29Þ

2

ClO2

The experiments were carried out with a pseudo-first-order excess of ClO2 and yielded the rate law in Equation 8.30, where k0 represents the pseudo-first-order rate constant kClO [ClO

2

2] and kBr the rate constant for the bimolecular self-reaction of dibromide radicals. The data were fitted to Equation 8.31 to obtain a series of values of k0 at different concentrations of ClO2. Finally, a plot of k0 versus [ClO2] yielded k

¼ ð

ClO

3:56  0:06Þ  109 M1 s1. This value is 104-fold greater than that calcu-2

lated by Marcus theory, supporting a strong overlap mechanism24 rather than outer-sphere electron transfer. 

. 

d½Br2

¼ 2k ½

.2 þ

. 

½



ð

Br Br2

k0 Br2

8:30Þ

dt

Abs Þ

inf

Abst ¼ Abs

þ

k0 ek0tðAbs0

ð

inf

8:31Þ

k0 þ 2k ½

. ð

Br Br2

1ek0tÞ

0

8.2.1.5

Half-Order Kinetics, k[A] 0.5

Reductions with S

2

2O4

In its reactions with oxidizing substrates, dithionite ion frequently exhibits kinetics that are half-order in [S

2

2O4

] owing to its ability to

dissociate25–27 to the strongly reducing SO . 

. 

2

, E0(SO2/SO2 ) ¼ 0.26 V.28 The

following scheme applies:

! 

S



. 

2O2

2SO

K

ð8:32Þ

4

2

SO . þ

2

Substrate ! Product

k

ð8:33Þ
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and leads to the observed half-order dependence on [S

2

2O4

], 

d½S



1=2

ð

2O2 =dt ¼ d½Product=2 dt ¼ kK1=2½Substrate½S

8:34Þ

4

2O2

4

The half-order path is often the only one observed despite the unfavorable equilibrium in Equation 8.32 (K ¼ (1.4  0.4)  109 M).25 In some cases, however, direct reduction by S

2

2O4

is also observed, as shown by the presence of a kinetic term that is first order in [S

2

2O4

]. In the case of cytochrome c (Cyt c), for example, both S

2

. 

2O4

and SO2

are reactive, and the rate law is given by

Rate ¼ ða½S

1=2 þ

Þ½

2O2

b½S

Cyt c

ð8:35Þ

4

2O2

4

where a ¼ 1450 M1/2 s1 and b ¼ 1.5  104 M1 s1.25 In this and similar29 cases that exhibit mixed half- and first-order dependence on dithionite, the relative importance of the first-order term increases at higher concentrations of dithionite. 

Monomeric Versus Dimeric Pd(II) Complex

The reaction of a Pd(II) pincer

complex with H 30

2

(Scheme 8.3) exhibits a half-order dependence on the Pd complex, as determined by monitoring the disappearance of the reactant by 31P{1H} NMR. The reaction was also inhibited by water. 

SCHEME 8.3

On the basis of these observations, it was suggested that the palladium reactant exists predominantly in dimeric form, requiring the dissociation of the dimer to precede the reaction with H2. 

K

ð

! 

LPdOHÞ   2LPdOH ! 

H2;k LPdH þ H

2

2O

ð8:36Þ

The complex was subsequently crystallized under hydrous conditions and shown to be indeed a water-bridged dimer, as opposed to the monomeric form that crystallized in the absence of moisture. The dimeric structure in the solid state provides a strong support for the suggested dimeric structure in solution. 

8.2.1.6

Pseudo-nth-Order Kinetics

Complicated kinetic treatments and the sen-

sitivity of the measured rate constant to the concentrations of all of the reagents in second- and higher order reactions can often be simplified by using pseudo-nth-order conditions. In this common approach, the concentrations of all of the reactants except one (the limiting reagent) are kept high so that they change little in the course of the reaction. These concentrations then become part of the measured pseudo nth order rate constant. 

[image: Image 125]
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SCHEME 8.4

A second-order reaction, for example, becomes pseudo-first order if one of the reactants, for example B, is present in large (preferably 10-fold) stoichiometric excess over the other. In such a case, the following is true: Rate ¼ k½A½B ¼ ky½A

ð8:37Þ

Kinetic traces are now exponential and the first-order treatment yields ky, which will exhibit a linear dependence on [B]. The true rate constant k can then be easily obtained from the relationship k ¼ ky/[B]. A similar treatment is applicable to other reaction types as well. A third-order reaction, for example, can be run under pseudo-first- or pseudo-second-order conditions, depending on the precise rate law and the chemistry involved. 

8.2.1.7

Parallel Reactions

Two or more parallel reactions can all lead to the same products, as shown in Section 8.3 for the reductions of two hydrolytic forms of Fe(III) and of I



2/I3 . Alternatively the reactants can engage simultaneously in two or more reactions leading to different products. A common case involves first-order decomposition of a reactant in competition with a bimolecular reaction with added reagents. 

For example, the excited-state Ru(bpy) 2 þ

3

(bpy ¼ bipyridine) decays to the ground

state (k ¼

¼

0

1.7  106 s1) and reacts with Co(NH3)5Br2 þ (k1

2.5  109 M1 s1)31

on comparable timescales (Scheme 8.4). 

The following rate law applies:



h

i

d½*RuðbpyÞ 2 þ 







3

¼ k þ

Þ

2 þ

ð

0

k1 CoðNH3 Br2 þ

*RuðbpyÞ

8:38Þ

dt

5

3

with the term in parentheses representing kobs when the concentration of Co(NH3)5Br2 þ is constant throughout the reaction, that is, [Co(NH3)5Br2 þ ]  

[Ru(bpy) 2 þ

3

]. For a series of reactions at different [Co(NH3)5Br2 þ ], a plot of kobs versus [Co(NH3)5Br2 þ ] should yield a straight line with a slope of k1 and intercept k0. 

The rate constant ratios can also be obtained from product yields, which are proportional to the rates:

d½Co2 þ =dt

½

½

Þ

¼

Co2 þ 

CoðNH

Br2 þ 

inf

¼ k1

3 5

ð8:39Þ

d½RuðbpyÞ2 þ =dt

½RuðbpyÞ2þ 

k

3

3

inf

0
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Expressed in terms of the total concentration of Ru(bpy) 2 þ 3

, the equation can be

recast as

d½Co2 þ =dt

½

½

Þ

¼

Co2 þ 

CoðNH

Br2 þ 

inf

¼

k1

3 5

ð8:40Þ

d½*RuðbpyÞ2þ =dt

½*RuðbpyÞ2þ 

k þ k ½CoðNH Þ Br2 þ 

3

3

0

0

1

3 5

The product ratio, obtained from either Equation 8.39 or 8.40, yields the unknown rate constant for one of the competing reactions if the rate constant for the other is known independently, as is frequently the case for the decay of long-lived excited states. 

As shown in Equation 8.38, the rate of disappearance of the reactant is the sum of the rates of all the processes consuming that reactant. Perhaps not as obvious is the fact that the same rate constant, that is, k þ

0

k1[Co(NH3)5Br2 þ ], will be measured

regardless of which reactant or product is monitored, or how much any of them absorbs at the monitoring wavelength in spectrophotometric experiments. This is an issue that frequently causes confusion and erroneous assignments of kobs to an individual path. For this reason, this topic is explored here in more detail. 

For a general scheme (Scheme 8.5), the rate of loss of A is given by SCHEME 8.5

d½A ¼ ðk þ þ Þ½ 

ð

1

k2

k3 A

8:41Þ

dt

The integrated rate law is

½A ¼ ½A eðk þ þ Þ

1

k2

k3 t

ð8:42Þ

0

so that the standard kinetic treatment yields k

¼

þ

þ

obs

k1

k2

k3. 

The rates of product formation are

d½B ¼ k ½ 

¼

½ 

¼

½ 

ð

1 A ; 

d½C

k2 A ; 

d½D

k3 A

8:43Þ

dt

dt

dt

and the ratio of products is easily calculated from the ratio of rate constants. For example, 

d½B=dt

½

¼ Binf ¼ k1

ð8:44Þ

d½C=dt

½C

k

inf

2
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and

d½B=dt

½

¼

Binf

¼

k1

ð8:45Þ

dð½B þ ½C þ ½DÞ=dt

½B þ ½C þ ½D

k þ k þ k

inf

inf

inf

1

2

3

After substituting for [A] from Equation 8.42, the kinetics of the formation of B in Equation 8.43 becomes

½B ¼

k1

½A

1eðk þ þ Þ

1

k2

k3 t

ð8:46Þ

t

k þ

þ

0

1

k2

k3

(

)

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl} |fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

amplitude

time constant

From this equation it is clear that the measured rate constant will be the same as that obtained by monitoring the loss of A, that is, k ¼

þ

þ

obs

k1

k2

k3. Only the absolute

concentrations of B (or amplitude of the signal) will be affected by the values of individual rate constants k1, k2, and k3, as shown schematically in Figure 8.2. 

In the Ru(bpy) 2 þ

3

example above, and taking the buildup of Co2 þ as an example, we obtain

h

i

d½Co2 þ 





¼ k

ð

1 *RuðbpyÞ2 þ

CoA5Br2 þ

8:47Þ

dt

3

which upon substitution for [Ru(bpy) 2 þ

3

]

½*RuðbpyÞ2þ  ¼ ½*RuðbpyÞ2þ  eðk þ ½

0

k1 CoA5Br2 þ Þt

ð8:48Þ

3

3

0

FIGURE 8.2

Illustration of various terms in Equation 8.46 for parallel kinetics. 
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becomes

½

Þ





½

CoðNH3 Br2 þ 

Co2 þ  ¼

k1

5

½A 1eðk þ ½

Þ

0

k1 CoðNH3 Br2 þ Þt

5

ð8:49Þ

t

k þ

½

Þ

0

0

k1 CoðNH3 Br2 þ 

5

and again yields k

¼

þ

obs

k0

k1[Co(NH3)5Br2 þ ]. 

Kinetic Probes

An extremely useful application of parallel reactions is the kinetic probe method for determination of rate constants in cases where spectroscopic (e.g., absorbance) changes accompanying the reaction of interest are too small to be useful for direct determination. In those cases, an extra reagent (kinetic probe) is added to provide a parallel path with a large absorbance change and thus allow the determination of the rate constant of interest. 

For example, the absorbance change in the reaction of halogenated peroxyl radicals, X3COO. (X ¼ F, Cl, Br), with olefins is too small throughout the UV-Vis range for direct kinetic determination. These radicals also oxidize chlorpromazine (ClPz, 2-chloro-10-(3-dimethylaminopropyl)-phenothiazine) to the radical cation ClPz. þ that absorbs strongly at 525 nm. The rate constant for the latter reaction can be determined directly. This was accomplished by pulse radiolysis.32 In the next set of experiments, X3COO. radicals were allowed to react with a mixture of olefins and ClPz, and the reaction was monitored at 525 nm. Under these conditions, the competition in Scheme 8.6 yields the following expression: k

¼

½

½

obs

kClPz ClPz þ kRH RH

ð8:50Þ

A plot of kobs against [RH] for a set of data obtained at a constant [ClPz] yielded the desired rate constant kRH. The intercept is kClPz[ClPz], and since kClPz is known, SCHEME 8.6
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TABLE 8.1

Kinetic Data for Reactions of Cl3COO. with

Chlorpromazine and Alkenesa

Compound

k/107 M1 s1

2-Buten-1-ol

0.0026

Cyclohexene

0.0095

Styrene

0.032

2,3-Me2-2-butene

1.4

ClPzb

8.6

a Data from Ref. 32. 

b ClPz ¼ chlorpromazine. 

it provides an internal check on the reaction scheme and the entire approach. Table 8.1

shows some of the data obtained by this method for the addition of Cl3COO. to alkenes in methanol. 

A large volume of kinetic data has been obtained using kinetic probes and competition kinetics in general. As is obvious from the equations and principles involved, this approach is useful only when the rate of the probe reaction is comparable to the rate of the reaction under investigation. If one or the other term in Equation 8.50 dominates to the point that the competition is heavily one-sided (>90% in either direction), then the effects of the smaller term on the kinetics and product distribution will be minimal, and results highly uncertain. 

Another common scenario in competition kinetics utilizes unimolecular radical reactions as a “clock” against which other reactions can be timed. Among the most commonly used free radical clocks are the cyclization of 1-hexenyl and other radicals with double or triple bonds in the chain,33 ring opening,34 and b-elimination from alkoxyl radicals.35

A reaction between Cr 2 þ

aq

and tert-BuOOH generates tert-butoxyl radicals that either eliminate .CH

2 þ

3 or react with Craq

:

Cr 2 þ þ ð

Þ

Þ

aq

CH3 COOH ! 

kCr Cr

CO. 

ð8:51Þ

3

aqOH2 þ þ ðCH3 3

ðCH Þ

þ ð

Þ

3

CO. ! 

kb .CH

CH

CO

1:4  106 s1

ð8:52Þ

3

3

3 2

ð

k

CH Þ

2 þ

oxid ;H þ

3 þ þ ð

Þ

3

CO. þ Cr

! Cr

CH

COH

ð8:53Þ

3

aq

aq

3 3

Once formed in reaction 8.52, .CH

2 þ

3 will be captured quantitatively by Craq

to

form the organochromium complex:

. 

k

CH þ

2 þ

Cr- C

2 þ

ð

3

Craq

! CraqCH3

8:54Þ

The partitioning of the intermediate (CH3)3CO. between reactions 8.52 and 8.53

determines the success of the overall reaction in generating Cr 2 þ

aqCH3

. This
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competition is a function of the concentration of Cr 2 þ aq

as shown in Equations 8.55

and 8.56. 

d½ðCH Þ

½

2 þ 

ð

3

CO.=dt ¼ k

Cr

8:55Þ

3

b þ koxid

aq

d½CH . 

½

2 þ 

3 =dt

¼ CraqCH3

inf ¼

kb

ð8:56Þ

d½ðCH Þ

½ð

Þ

½

2 þ 

3

COH=dt

CH

COH

k

Cr

3

3 3

inf

oxid

aq

Even though Cr 2 þ

aq

is essential for both the generation of methyl radicals, Equations 8.51 and 8.52, and their capture, Equation 8.54, the yield of the product decreases at high concentrations of Cr 2 þ

aq

because of its rapid reaction with alkoxyl

radicals, reaction 8.53. High yields of Cr

2 þ

aqCH3

can be obtained only when

k

2 þ

ffi

2 þ

oxid[Craq

]  kb. Assuming koxid

108 M1 s1, similar to reactions of Craq

with other oxygen radicals, only submillimolar concentrations of Cr 2 þ aq

will result in

good yields (but, unfortunately, low concentrations) of Cr 2 þ

aqCH3

. Alkoxyl radicals

containing larger alkyl substituents undergo b-scission several orders of magnitude faster than (CH3)3CO. does and are excellent reagents for the generation of high concentrations of alkylmetal complexes by radical means. 

8.2.1.8

Consecutive Reactions

When a reaction involves an intermediate in

measurable concentrations, then the kinetic treatment becomes conceptually different in that the rate of the loss of reactants is no longer the same as the rate of product formation. 

A ! 

k1 B ! 

k2 C

ð8:57Þ

In the simplest case, that is, when both the buildup and decay of the intermediate are irreversible first-order processes, the concentration of the intermediate is given by ½

½

A

B ¼ k1

0 ðek1tek2tÞ

ð8:58Þ

k 

2

k1

or, in terms of physical property, 

½PP ½PP ¼ aek1t þ bek2t

ð8:59Þ

t

inf

where

ð



Þ þ ð



Þ

a ¼ pp

k

k

B

ppA 1

ppA ppC 2 ½A

ð8:60Þ

k 

2

k1

ð



Þ

b ¼ pp

k

C

ppB

1 ½A

ð8:61Þ

k 

0

2

k1
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SCHEME 8.7

In these equations, PP is the measured physical property (e.g., absorbance) and pp the specific molar value (e.g., molar absorptivity). The fitting of the concentration or physical property data to Equation 8.58 or 8.59 resolves the two rate constants. 

The decomposition of a hypophosphito cobalt(III) complex, (NH

2 þ

3)5CoO2PH2

, 

in alkaline solutions in the presence of Na4EDTA is one example of consecutive kinetics. The reaction involves an absorbing intermediate (e ¼

295

1.1  103 M1 cm1)

and ultimately produces Co(II) and a mixture of hypophosphate and phosphite:36

2CoðOPH

2 þ

þ

2OÞ2 þ ! 

OH

2CoII þ HPO3

H2PO2

2H þ

ð8:62Þ

Data fit to Equations 8.59–8.61 yielded the two rate constants, both of which exhibited close to first-order dependence on [OH]. At 0.10 M OH, the values are k ¼

¼

1

(4.6  0.1)  102 s1 and k2

(1.15  0.02)  102 s1. Both steps exhibited a

KIE, k

¼

¼

1;PH =k

4:0  0:5 and k

=k

2:0  0:2. These results suggest

2

1;PD2

2;PH2

2;PD2

removal of a proton from the hypophosphite ligand in the rate-determining step for the formation of the observed intermediate (Scheme 8.7). 



The decay involves attack by HO

at phosphorus followed by hydride shift to

cobalt or a direct hydride shift to cobalt from coordinated ammonia. The hydridocobalt intermediate so generated is believed to rapidly reduce another molecule of the hypophosphito complex in a post-rate-determining step to produce one equivalent of hypophosphite. 

H-Co þ CoIII-OPH

þ

2O2 þ ! 

rapid

2CoII þ H2PO

H þ

ð8:63Þ

2

This hypothesis was tested by adding other cobalt(III) complexes to compete with (NH

2 þ



3)5CoO2PH2

for the hydridocobalt. This caused the yield of H2PO2

to

decrease, as predicted by the scheme in Equations 8.64–8.66, where kh, kc, and kt are the specific rates for the hydride shift, reaction with Co(OPH2O)2 þ , and trapping with Co(X)2 þ , respectively. The ratio of phosphite to hypophosphite was used to evaluate the efficacy of the external traps. Among those tested, the complex (NH3)5Co(NCS)2 þ was the most efficient. 

CoðOPH

ð

2OÞ2 þ þ H2O ! 

kh H-Co þ H3PO3

8:64Þ
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H-Co þ CoðOPH

þ

2OÞ2 þ ! 

kc 2CoII þ H2PO Hþ

ð8:65Þ

2

H-Co þ CoðXÞ2 þ ! 

kt 2CoII þ HX

ð8:66Þ

In another example of consecutive kinetics, a macrocyclic hydroperoxochromium complex L1(H2O)CrOOH2 þ undergoes an enzyme-like intramolecular transformation to yield a chromium(V) intermediate that subsequently decays by oxidation of the macrocycle.37,38 In acidic solutions, these reactions are described by Equation 8.67. 

0:18 s1

0:48 s1

L1ðH2OÞCrOOH2 þ ! L1CrVðOÞOH2 þ ! L1-HCrðIIIÞ

ð8:67Þ

Combined competition studies and stopped-flow measurements provided kinetic information on each of the two forms, L1(H2O)CrOOH2 þ and L1CrV(O)OH2 þ , in their reactions with PPh3. The hydroperoxo complex reacts by H þ -catalyzed oxygen atom transfer, k ¼ 850 M2 s1, while L1CrV(O)OH2 þ reacts by electron transfer with k ¼ 4.4  105 M1 s1. 

Interestingly, the conversion of L1(H2O)CrOOH2 þ to Cr(V) is kinetically in-þ

þ

dependent of [H ], in contrast to some predictions of H

catalysis in similar

chemistry at iron in cytochrome P450-catalyzed oxidations. The lack of acid catalysis in the chromium case can be reconciled by noting that the reactants and products, that is, L1(H2O)CrIIIOOH2 þ and L1CrVO(HO)2 þ , differ simply by a molecule of water. 

In the suggested mechanism, Equation 8.68, there is a (formal) intramolecular proton shift from coordinated water to generate a species that can be readily converted to Cr(V). In this picture, the deprotonation of water stabilizes the metal as the oxidation state increases, while the protonation of the –OOH group allows the departing oxygen to leave as H2O. 



K ! 

H

H

2 þ

2 O;k

2OCrOOH2 þ   HOCrOOH2

! HOCrVO2þ

ð8:68Þ

8.2.1.9

Opposing (Reversible) Reactions

The rate laws presented so far are

applicable to irreversible reactions only. If the observed reaction does not go to completion, then the treatment changes. For a simple case of opposing first-order reactions, 



kf ! 

A   P

ð8:69Þ

kr

the measured rate constant is the sum of the forward and reverse rate constants k

¼

þ

ð

obs

kf

kr

8:70Þ
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regardless of whether the equilibrium is approached from pure A, pure P, or a mixture of the two. In this case, kobs is defined as that for approach to equilibrium and not for loss of A, as was the case for irreversible reactions. Because the equilibrium is approached from both sides, the observed rate constant is greater than that for the loss of reactants, even though the rates of disappearance of reactants in each direction are smaller in reversible reactions. 

Equation 8.70 is equally applicable to pseudo-first-order reactions, in which case kf and/or kr will be pseudo-first-order rate constants, as shown in the following example. 

An iron(III) porphyrin complex, (P8)FeIII(H2O)2 (P8 ¼ tetra-tert-butyl-tetrakis

[2,2-bis(carboxylato)ethyl]-5,10,15,20-tetraphenylporphyrin), reacts reversibly with NO39 to form the nitrosyl complex. 

kf

ð

! 

P8ÞFeIIIðH

þ

ð

2OÞ

NO   P8ÞFeIIðNO þ ÞðH

2

2OÞ þ H2O

ð8:71Þ

kr

The kinetics were determined in the presence of a large excess of NO, so that the following equation applied:

k

¼ ½

ð

obs

kf NO þ kr

8:72Þ

The fit of kobs versus [NO] was linear and yielded kf as a slope ((8.2  0.1) 105 M1 s1) and kr as intercept (217  16 s1) at 24C. The conjugate base (P8)FeIII(OH) (pK ¼

¼

a

9.26) reacted more slowly and had kf

(5.1  0.2)  104 M1 s1

and k ¼

r

14.9  0.3 s1. 

The rate constant kr for both (P8)FeIII(H2O)2 and (P8)FeIII(OH) was also determined directly by running the reaction in the presence of RuIII(EDTA)(H2O) that rapidly removes the liberated NO and makes the dissociation from (P8)FeIII irreversible. The direct measurement yielded k ¼

r

220 s1 for (P8)FeIII(H2O)2 and

11.4 s1 for (P8)FeIII(OH), both in good agreement with the value obtained from equilibrium kinetics. 

Both the kinetic data at 24C and the activation parameters are indicative of a z

mechanistic changeover from dissociative interchange for the diaqua form (DH ¼

f

z

z

51  1 kJ=mol, DS ¼ 40  2 J/(mol K), DV ¼ 6:1  0:1 cm3=mol, DHz ¼ 101

f

f

r

2 kJ=mol, DSz ¼ 140  7 J=ðmol KÞ, and DVz ¼ 16:8  0:4 cm3=mol) to an asso-r

r

z

ciative process for the five-coordinated monohydroxo species (DH ¼ 34:6

f

z

z

0:4 kJ=mol, DS ¼ 39  1 J/(mol K), DV ¼ 6:1  0:2 cm3=mol, DHz ¼ 96

f

f

r

1 kJ=mol, DSz ¼ 97  4 J/(mol K), and DVz ¼ 21:3  0:4 cm3=mol). 

r

r

For reactions other than first (or pseudo-first) order, the equations become more complicated, but one major simplification is available. If an existing equilibrium is slightly perturbed by sudden dilution, laser pulse, change of temperature or pressure, and so on, and if the displacement of the system from equilibrium is minor (10%), then the establishment of the new equilibrium will follow first-order kinetics, regardless of the rate law that would be applicable if the entire course of the reaction were monitored. 
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For opposing first- and second-order reactions, 



kf ! 

A þ B   P

ð8:73Þ

kr

the first-order rate constant obtained by monitoring the reequilibration is k

¼ ð½

þ ½

Þ þ

ð

obs

kf A

B

k

8:74Þ

eq

eq

r

An equilibrated mixture of a macrocyclic cobalt complex and O2, kf ! 

L2Co2 þ þ O  

2 þ

ð

2

L2CoO2

8:75Þ

kr

where L2 ¼ Me6-cyclam (5,7,7,12,14,14-hexamethyl-1,4,8,11-tetraazacyclotetradecane), was perturbed by a laser flash that caused some of the superoxo complex to dissociate to L2Co2 þ and O2.40 Rate and absorbance considerations required that none of the three reagents be used in large excess. The return of the system to equilibrium obeyed first-order kinetics. A plot of kobs against the sum of equilibrium concentrations ([L2Co2 þ ]

þ

eq

[O2]eq) yielded a straight line with

k ¼

¼

f

(5.0  0.5)  106 M1 s1 and kr

(1.66  0.05)  104 s1. 

For two opposing second-order reactions



kf ! 

A þ B   P þ Q

ð8:76Þ

kr

the reequilibration rate law becomes

k

¼ ð½

þ ½

Þ þ ð½

þ ½

Þ

ð

obs

kf A

B

k

P

Q

8:77Þ

eq

eq

r

eq

eq

This convenient approach based on the displacement of an equilibrium is limited to reactions with large changes in the physical property being monitored, so that the required small concentration changes will still provide a signal with an acceptable signal-to-noise ratio. 

Since the observed rate constant in equilibration kinetics is the same regardless of the direction of the reaction being observed, it is possible in some special situations to measure the rate constant for one direction by observing the reaction in the opposite direction. For example, at low [O2], the reverse of reaction 8.75 is much faster than the forward reaction, but the equilibrium is perturbed by dissociating some of the superoxo complex, and the physical measurement monitors the buildup of L2CoO 2 þ 2

with kobs at <0.2 mM [O2] being almost pure (within a few percent) kr. 

8.2.1.10

Steady-State Kinetics

Some intermediates generated at very small, 

analytically unimportant concentrations may still have a major impact on the kinetics. 
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The steady-state approach treats such intermediates by making a not entirely correct assumption that equates the rates of formation and disappearance of the intermediate. 

The treatment has proved successful in a large number of cases but it is, after all, an approximation that sometimes needs to be improved or replaced by more rigorous equations. 

In a simple scheme involving a steady-state intermediate SS, kf ! 

A   SS

ð8:78Þ

kr

SS þ B ! 

k2 P

ð8:79Þ

its concentration is calculated directly from the approximation of equal rates, ½

½

A

SS ¼

kf

ð8:80Þ

k þ

½

r

k2 B

so that the rate of product formation, which is equal to the rate of disappearance of the reactants, becomes

d½A

½

¼ d½P ¼ kfk2 A½B

ð8:81Þ

dt

dt

kr þ k ½

2 B

Steady-state intermediates are ubiquitous in chemistry. In essence, every time an intermediate is formed slowly and disappears rapidly, it fits the description regardless of the actual treatment of kinetic data. The challenge from the mechanistic standpoint is to establish the existence of such an intermediate and decipher its role in the reaction. This is often accomplished by adding suitable trapping agents or by changing the course of a reaction in predictable ways by manipulating the chemistry. 

Several oxidants of widely different reduction potentials and kinetic properties react with a superoxorhodium complex L2(H2O)RhOO2 þ in acidic aqueous solutions with essentially the same first-order rate constant provided the concentration of the oxidant is higher than a certain limit.41 Below this minimum concentration, which is different for different oxidants, the rate constant decreases with a decrease in

[oxidant]. 

These observations were interpreted by a mechanism comprising the rate-limiting Rh- O bond cleavage to generate L2(H2O)Rh2 þ as a steady-state intermediate. A competition for L2(H2O)Rh2 þ between O2 and the externally added reagent (Scheme 8.8) leads to the rate law in Equation 8.82. 

d½L2ðH

½





2OÞRhOO2 þ  ¼

khkS S

ð8:82Þ

dt

k ½

þ ½

O O2

kS S L2ðH2OÞRhOO2 þ

[image: Image 131]
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SCHEME 8.8

The relative magnitude of the two terms in the denominator is determined by the concentrations of the two competitors, O2 and S, and the rate constants kO and kS. 

In one extreme, at high [O2] and low [S], the term kO[O2] is much larger than kS[S], and the observed rate constant changes with the concentrations of the competing reagents according to k

¼

obs

khkS[S]/kO[O2]. In the other extreme, at high concentrations of the scavenger, the term kS[S] becomes much larger than kO[O2], and all of the L2(H

¼

2O)Rh2 þ generated by homolysis is scavenged, leading to kobs kh. For the

reaction in Scheme 8.8, the average rate constant obtained with different scavengers (H

2

¼

2O2, IrCl6

, and (NH3)5CoBr2 þ ) was kh

(2.18  0.37)  104 s1 at 25.0C. 

8.2.1.11

Initial Rates

Fitting the entire course of a reaction to an integrated rate law is the most reliable approach to determining a rate constant. There are, however, situations when this approach is not available, perhaps because the reaction is inconveniently slow or because complications occur in later stages and cause deviations from the adopted fit. In such cases, the use of initial rates provides a good option. Absolute rates are obtained as changes in concentration of a given reactant with time during the initial few percent of the reaction. The rate constant may be calculated by fitting the data to an assumed rate law under a range of conditions. For example, if the rate law is expected to be second order, Rate ¼ k[A][B], then one calculates the rate constant by dividing the initial rate by the product of initial concentrations of the two reagents, ([A] 

0

[B]0). It is imperative that the data be

collected, and the rate constant calculated in as wide a concentration range for each reactant as possible. If the rate law is indeed as predicted, the same value of k (within experimental error) must be obtained for all the concentrations examined. 

Variations of this approach include the experimental determination of reaction orders. For a general rate law, 

Rate ¼ k½An½Bm

ð8:83Þ

a plot of log Rate versus log[A] at constant [B] will be linear with a slope of n, the order in [A]. Under reverse conditions, that is, keeping [A] constant and varying [B], it will provide m, the order in B. 

Initial rates represent a direct kinetic measurement devoid of any assumptions or interpretations regarding the rate law or stoichiometry. These qualities make the initial rates an indispensable tool in some complex situations, such as enzyme kinetics. Also, the initial rates are helpful in establishing the kinetic stoichiometry that can sometimes be difficult to obtain by other means. An example is provided by

[image: Image 132]
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the reaction of a superoxorhodium complex with HNO2 that takes place with a 3 : 2

stoichiometry:42

3HNO þ

3 þ þ

þ

2

2L2ðH2OÞRhOO2 þ þ H2O ! 2L2RhðH2OÞ

3NO

H þ

2

3

ð8:84aÞ

Under conditions of excess L2(H2O)RhOO2 þ , the reaction proceeded to completion and obeyed second-order kinetics. The rate constant kobs was evaluated by standard kinetic analysis. 

d½HNO 

2 ¼ k ½

2 ¼

2

ð

obs HNO2

3k½HNO2

8:84bÞ

dt

Under excess [HNO2], the kinetic traces exhibited a sudden break at the moment when all of the L2(H2O)RhOO2 þ was exhausted, showing that also under these conditions [L2(H2O)RhOO2 þ ] was not part of the rate law. The rhodium complex served only as an indicator that reacted rapidly with .NO and .NO2, the products of HNO2 disproportionation. Under conditions of excess HNO2, initial rates were measured and found to obey the following rate law: ð

d½L2ðH2OÞRhOO2 þ 

RateÞ ¼

¼ 2k½HNO 2

ð8:85Þ

i

2

dt

Even though the loss of L2(H2O)RhOO2 þ was monitored under both sets of conditions, the stoichiometric factors obtained are different for the two types of measurements. The rate constant provided the information on the disappearance of HNO2, whereas the initial rates measured the disappearance of L2(H2O)RhOO2 þ . 

The 3 : 2 stoichiometry can be explained by Scheme 8.9, according to which the fate of .NO2 is either disproportionation or a reaction with L2(H2O)RhOO2 þ and an additional molecule of HNO2 to yield two equivalents of nitrate. 

SCHEME 8.9
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8.3

EFFECT OF pH AND ANIONS

8.3.1

pH Effect

Acid–base equilibria in aqueous solutions are a source of enormous possibilities in terms of altered (increased or decreased) reactivity for practical purposes or as a tool in the mechanistic toolbox. The same is true for coordination and ion-pairing equilibria involving typically cationic metal complexes and anions, although oppositely charged reactants can also be involved. 

In a classical example, the rate of reduction of Fe 3 þ 2 þ

aq

by Craq

in acidic aqueous

solutions increases as the concentration of H þ decreases43 owing to the equilibrium in Equation 8.86 and the greater reactivity of Fe 3 þ

aqOH2 þ than Feaq

(Equations 8.87

and 8.88). 

! 

Fe 3 þ  

¼

aq

FeaqOH2 þ þ H þ

Ka

1:69  103 M

ð8:86Þ

k

Fe 3 þ þ

2 þ

Fe

2 þ þ

3 þ

ð

aq

Craq

! Feaq

Craq

8:87Þ

k

ð þ

FeOH

H þ Þ

Fe

2 þ

2 þ þ

3 þ

ð

aqOH2 þ þ Craq

! Feaq

Craq

8:88Þ

The concentrations of the two forms of iron can be expressed as a function of [H þ ]

and total iron(III) (Equations 8.89–8.91), 

½FeðIIIÞ ¼ ½Fe3þ  þ ½FeOH2þ 

ð8:89Þ

tot





½Hþ 

Fe3 þ ¼

½FeðIIIÞ

ð8:90Þ

K þ ½

tot

a

H þ 





FeOH2 þ ¼

Ka

½FeðIIIÞ

ð8:91Þ

K þ ½

tot

a

H þ 

which leads to

d½FeðIIIÞ











¼  d½Cr2þ  ¼ k

þ

ð

Fe Fe3 þ

kFeOH FeOH2 þ

Cr2 þ

8:92Þ

dt

dt

and

½Hþ  þ k

k

¼ kFe

FeOHKa

ð

obs

8:93Þ

K þ ½

a

H þ 

[image: Image 133]
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The individual rate constants are obtained from the least-squares fit of the data to Equation 8.93. At [H þ ]   Ka, Equation 8.93 simplifies to k

¼

þ kFeOHKa

ð

obs

kFe

½

8:94Þ

H þ 

þ

so that a plot of kobs against 1/[H ] is linear with a slope of kFeOHKa and an intercept of k

¼

¼

Fe. This treatment yielded kFe

2.3  103 M1 s1 and kFeOH

3.3  106 M1

s1. Thus, even in strongly acidic solutions ([H þ ] < 0.1 M), the term inverse in [H þ ]

dominates the kinetics. The mechanistic picture of this term involves an OH-bridged transition state to facilitate electron transfer from Cr(II) to Fe(III). Interestingly, Fe 3 þ

aq

is a stronger oxidant than FeaqOH2 þ , so that the deprotonation makes the reaction less favorable thermodynamically. The introduction of the efficient OH-bridged mechanism, however, more than makes up for the loss in driving force. 

With minor adjustments, the treatment presented above for the reactions of Fe 3 þ

aq

/FeaqOH2 þ is applicable to any reaction that involves two hydrolytic forms of one or more reactants and is easily extended to cases with more than one protonation/deprotonation site at a single center. The experimental rate law will depend on the pH range used and relative reactivities of acidic and basic form(s). The two general cases in Figure 8.3 schematically cover various possibilities for a reaction with a single acid–base site. The two curves differ only in relative reactivities of the acidic and basic forms. 

FIGURE 8.3

pH rate profile for reactions exhibiting a single acid–base equilibrium. The solid curves represent cases where both acidic and basic forms are reactive. The broken lines depict limiting cases with only one reactive form. 
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In the Fe 3 þ

2 þ

aq

/Craq

reaction, the inverse dependence on [H þ ] has provided strong evidence for OH-bridged transition state for electron transfer. Similarly useful information has been obtained in a large number of cases involving acid–base equilibria of coordinated ligands. 

Another illustrative example deals with acid dependence of the reactions involving nitrite/nitrous acid that in its redox reactions utilizes several different mechanisms. 

1. Disproportionation of HNO2 followed by the reaction of one or both nitrogen oxides with the substrate (S):42,44

kd;H2O

! 

2HNO ! 

. 

ð

2   N2O3

NO þ .NO2

8:95Þ

.NO and=or .NO þ

2

S ! Products

ð8:96Þ





½

2



H þ 

d½S=dt ¼ k ½

2 ¼

½



ð

d HNO2

kd

HNO2

8:97Þ

K þ ½

tot

a

H þ 

For some substrates, the step in Equation 8.96 is fast relative to both forward and reverse of reaction 8.95. Under those circumstances, the kinetics become second order in [HNO

¼

2] and zero order in substrate, Equation 8.97, where K d 10.9

þ 175[H þ ] in acidic aqueous solutions at 25C. The ka of HNO2 is 6  104 M, so that, depending on the precise pH range, the kinetics in acidic solutions could exhibit close to zero, first, or greater than first-order dependence on [H þ ]. The order in total nitrite remains strictly second order under all the circumstances as long as the mechanism in Equations 8.95–8.96 applies. 

2. Acid-catalyzed formation of NO þ (or H

þ

2NO2

) followed by oxidation of

substrates (Equations 8.98–8.100). 

! 

HNO þ

2

H þ   NO þ þ H2O

K ¼ 3  107 M1

ð8:98Þ

NO þ þ Substrate ! Products

k

ð

NO

8:99Þ

d S

½ =dt ¼ k

½



½  ¼ kNOK½Hþ 2 ½

½ 

ð

NOK HNO2 H þ

½

S

HNO

S

8:100Þ

K þ ½

2 tot

a

H þ 

The rate law, Equation 8.100, is first order in each [HNO2] and [Substrate], while the order in [H þ ] changes from first to second as the relative importance of the two denominator terms changes. 

3. In reductions by nitrite, the anion is typically more reactive than HNO2, so that inverse dependence on [H þ ] is observed, 



Ka

d½S=dt ¼ k



½



½



NO NO

S

½  ¼ kNO2

HNO

S

½ 

ð8:101Þ

2

2

K þ ½

2 tot

a

H þ 
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Thus, kinetic dependences on [H þ ] and [HNO2]tot are strongly diagnostic of the mechanism. For example, in the strongly acidic regime, 1.0 M > [H þ ] > 0.005 M

(i.e., [H þ ]   Ka), the rate constants for the three mechanisms are as follows: (a) kobs changes from 11.8 M1 s1 at 5 mM H þ to 186 M1 s1 at 1.0 M H þ , second order in

[HNO

¼

2]tot, and independent of [S]; (b) kobs

kNOK[H þ ], that is, strictly first order in

þ

[H ], and also first order in [S] and first order in [HNO

¼

2]tot; (c) kobs

kNO K

2

a=½H þ , 

that is, strictly inverse first order in [H þ ], first order in [S], and first order in

[HNO2]tot. 

The effect of [H þ ] on kinetics can also be used to determine acidity constants when direct titration cannot be carried out.45 This approach was used to determine the pKa of coordinated H2O in L2(H2O)RhOOH2 þ (L2 ¼ Me6-cyclam) from the kinetics of oxidation of I. This particular reaction (Equation 8.102) I;H þ

L2ðH

þ

2OÞRhOOH2 þ þ I ! L2ðH2OÞRhOH2 þ þ I2=I3

H2O

ð8:102Þ

was chosen because it generates strongly absorbing I 3

that can be conveniently

monitored by UV spectrometry. The kinetics were monitored over a wide pH range as shown in Figure 8.4. In the strongly acidic range, the rate constant was directly proportional to H þ owing to the much greater reactivity of the minor protonated FIGURE 8.4

Plot of log k against pH for the oxidation of iodide ions with L2(H2O)RhOOH2 þ . 

Data are from Ref. 45. The line is a fit to Equation 8.107. (See the color version of this figure in Color Plates section.)
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form, L2(H

3 þ

2O)RhO2H2

, as compared to the major hydroperoxo species, 

L2(H2O)RhOOH2 þ . The plateau at the intermediate pH corresponds to the reaction of L2(H2O)RhOOH2 þ . As the pH increases even further, the coordinated water undergoes acid dissociation that depletes the reactive hydroperoxo species and causes the rate to decrease again. 

The complete reaction scheme, Equations 8.103–8.106, generates the rate law in Equation 8.107. 

L2ðH

ð

2OÞRhOOH2 þ þ I þ H þ ! L2ðH2OÞRhOH2 þ þ HOI

kH

8:103Þ

! 

L2ðH

ð

2OÞRhOOH2 þ   L2ðHOÞRhOOH þ þ H þ

Ka

8:104Þ

L2ðH

ð

2OÞRhOOH2 þ þ I ! L2ðH2OÞRhOH2 þ þ IO

kH

8:105Þ

2 O

H þ ;I;fast

HOI=IO ! I

þ

2=I3

H2O

ð8:106Þ

½Hþ 

k

¼

ð

obs

kH H þ

½

þ kH2O

8:107Þ

K þ ½

a

H þ 

The fit of the data to Equation 8.107 is displayed in Figure 8.4 that yielded k ¼

¼

¼

H

525  16 M2 s1, kH

0:131  0:005 M1 s1, and K

(1.17  0.08)

2 O

a

107 M (pK ¼

a

6.9). 

The advantage of the kinetic approach to determining acidity and other equilibrium constants lies in the fact that species that do not react with the added substrate do not interfere with the determination. This is in contrast to spectrophotometric titrations, where the change in absorbance with changing pH may be caused by species unrelated to the equilibrium of interest. Such situations are quite common in studies of unstable species encountered in activation of small molecules by transition metal complexes where several species with ionizable hydrogen atoms may coexist in solution. 

8.3.2

Anion Effect

Complexation equilibria are treated in the same manner as acid–base equilibria. The slightly different look of applicable equations is simply the result of the direction of the equilibria in acid–base and complex formation reactions. The former is conventionally written as proton dissociation, and the latter as metal–ligand association, as exemplified by the reaction of RuII(NH3)5isn2 þ (isn ¼ isonicotinamide) with iodine in acidic aqueous solutions, Equation 8.108. 

2RuIIðNH Þ

! 

Þ

3

isn2 þ þ I

2RuIIIðNH

isn3 þ þ 2I

ð8:108Þ

5

2

3 5

This reaction was complicated by the I



2/I3

equilibrium, 

! 

I þ



¼

2

I   I3

Keq

720 M1

ð8:109Þ
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which made the kinetics highly sensitive to the iodine and iodide concentrations.46

Such situations can be simplified by working in the limiting concentration regimes. 

In one limit, no I is added so that [I



2]  [I2]tot and [I3 ]  0. Under these conditions, and with [I2]tot in large excess over [Ru(II)]0, the rate law has the simple form in Equation 8.110, and k

¼

obs

2kI . 

2

d½RuðIIÞ ¼ 2k ½

½ 

ð

I RuðIIÞ I2

8:110Þ

dt

2

At the other extreme, that is, [I]   [I2], so that the concentration of I remains practically unchanged in the course of the reaction, the concentrations of the two forms are given by

I

½  ¼

1

½ 

ð

2

I2

8:111Þ

1 þ K ½

tot

eq I

½I

I 

½

¼ Keq

½ 

ð

3

I2

8:112Þ

1 þ K ½

tot

eq I

The reaction now proceeds in two parallel pathways, one utilizing the major form, that is, I 

3 , and the other the minor but much more reactive I2. In this limit, Keq[I]   1, and the rate law is





kI

Rate ¼ 2ðk ½  þ



½

Þ½

¼

2

þ

½  ½

ð

I I

k I

RuðIIÞ

2

k

I

RuðIIÞ

8:113Þ

2

2

I3

3

K ½

I3

2 tot

eq Itot

In the intermediate cases, [I] is high enough to remain constant throughout the reaction, but low enough so as to invalidate the simplification Keq[I]   1. The complete rate law now has the form





k þ

½

I

kI Keq I

Rate ¼ 2

2

3

½I  ½



ð

2

RuðIIÞ

8:114Þ

1 þ K ½

tot

eq Itot

All of the above conditions were realized experimentally and yielded consistent values for the two rate constants, k ¼

¼

I

4:3  103 M1 s1 and k

80 M1 s1 at

2

I3

0.1 M ionic strength. 

The general form of Equation 8.114, which relates kinetics to complexation equilibrium, becomes identical to that presented in Equation 8.93 for acid–base equilibrium, once the latter is expressed in terms of protonation, that is, K ¼

p

1/Ka. In

that case, Equation 8.93 is replaced by

þ k

½H þ 

k

¼ kFeOH

FeKp

ð

obs

ð

8:115Þ

1 þ K ½

p H þ Þ
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8.4

ACTIVATION PARAMETERS AND ABSOLUTE

RATE CONSTANTS

The parameters DHz, DSz, and DVz provide information about energy requirements and clues about geometrical, electronic, polarization, solvation, and other changes in the activation process. In some cases, the activation energy (Ea), enthalpy, (DHz), or, most appropriately, activation free energy (DGz) are used to support certain pathways, in others to rule them out. Specifically, since the activation free energy for a particular reaction path cannot be smaller than the overall energy requirement for that path, as illustrated in Figure 8.1, all the mechanistic possibilities that would result in DGz < DG0 are automatically eliminated. This criterion has proved quite useful in a number of cases by eliminating schemes involving a series of simple (often, unimolecular) steps. A concerted process in which the energy requirement for bond breaking is compensated by the energy gained by bond making is an obvious alternative in such cases. 

The standard method for obtaining the activation parameters is to determine the kinetics at different temperatures and fit the data to the Arrhenius (Equation 8.116) or Eyring (Equation 8.117) equation, where kB is the Boltzmann constant (1.38  1023

J/K), h the Planck constant (6.626  1034 J s), and T the absolute temperature. 

k ¼ AeEa=RT

ð8:116Þ

k ¼ kBT eDHz=RT eDSz=R

ð8:117Þ

h

The parameters derived from the two equations are related by E ¼

a

DHz þ RT

ð8:118Þ

and

A ¼ ekBT eDSz=R

ð8:119Þ

h

The use of both Eyring and Arrhenius equations requires the use of appropriate rate constants. For a second-order reaction, for example, second-order rate constants should be used. Fitting conditional pseudo-first-order rate constants, as is sometimes incorrectly done, introduces an additional temperature-independent term. As a result, what may be reported as DSz is in fact the sum (DSz þ ln[excess reagent]), as can be easily shown by substituting k0[excess reagent] for k in Equation 8.117. The calculated DHz term, on the other hand, is the same regardless of which rate constant, second order or pseudo-first order, is used. 

Another point that can sometimes lead to erroneous mechanistic conclusions has to do with composite parameters. In complex reaction schemes, the measured activation parameters are a combination of those for individual steps. For example, if the

[image: Image 135]
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observed rate constant is the product of rate and equilibrium constants kKeq with associated parameters (DHz and DSz for k and DH0 and DS0 for Keq), that is, k

¼ kBT

obs

eDHz=RT eDSz=ReDH0=RT eDS0=R

ð8:120Þ

h

then DH

¼ D

¼ D

obs

Hz þ DH0 and DSobs

Sz þ DS0. 

When it is not obvious or recognized that the reaction is complex and that the activation parameters are composite values, reports of “unusual activation parameters” may appear in the literature, even though additional experiments or thought-ful analysis might have shown that two sets of perfectly ordinary activation parameters are combined in the observed values. 

An interesting example that illustrates the role of activation parameters in providing an understanding of the reaction mechanism was reported recently.47

A ruthenium(III) terpyridine-40-carboxylate complex, RuIIICOO, reacts with tri-tert-butylphenol in acetonitrile according to Scheme 8.10. 

At25C,therateconstantis(2.3  0.2)  104 M1 s1(i.e.,DGz ¼ 48.1  0.4 kJ/mol). 

The reaction is accompanied by a large KIE, k

¼

H/kD

7.7 at 25C, and has the

following activation parameters: DHz ¼ 14.6  5.9 kJ/mol and DSz ¼ 113 

21 J/(mol K). These data rule out a mechanism with separate kinetic steps for electron (DG0 ¼ 109  3 kJ=mol) and proton transfer (DG0 ¼ 67  3 kJ=mol), ET

H

each of which has a DG0 that is significantly larger than the observed DGz. It was concluded that the reaction takes place in a single kinetic step by concerted transfer of H þ to carboxylate and e to the ruthenium. 

Closely related to the energy argument presented above is the limitation imposed on the overall rate by the rates of individual steps; the observed rate cannot be greater than that for the slowest step in the reaction scheme. This simple and obvious rule has played a heavy role in mechanistic assignments regarding electron transfer reactions of metal complexes. Substitution at metal centers provides a means for establishing a bridge between the redox partners in inner-sphere electron transfer reactions, so that the rate of ligand loss from the more labile redox partner often limits the rates of such reactions. As a corollary, if the redox reaction is much faster than the ligand substitution, then another mechanism, typically an outer-sphere electron transfer, is involved. A good example of a powerful reductant with limited substitution rates is V(H

2 þ

2O)6

, for which the substitution of coordinated water with bulk water has a rate constant k

¼

exch

90 s1.48 This translates to k  100 M1 s1 as an upper limit for
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TABLE 8.2

Mechanistic Assignment for Some Reductions by V 2 þ a aq

Reductant

k/M1 s1

Mechanism

Source

Cu(tet-b)Cl þ b

0.055

IS

Ref. 49

VaqO2 þ

0.067c

IS

Ref. 50

Co(NH3)5F2 þ

3.95

IS

Ref. 51

cis-Co(en)

þ d

2(N3)2

32.9

IS

Ref. 52

H2MoO4

2.3  102

OSe

Ref. 53

Ru(en)

þ

2Cl2

1.2  103

OS

Ref. 54

Ru(en)

þ

2I2

1.27  104

OS

Ref. 54

PtCl 2

6

3.36  104

OS

Ref. 55

Riboflavin

3.44  104f

OS

Ref. 56

IrCl 2

> 

6

4  106c

OS

Ref. 57

X .g

2

108–109

OS

Ref. 58

a At 25C. IS ¼ inner sphere; OS ¼ outer sphere. 

b tet-b ¼ rac-5,5,7,12,12,14-hexamethyl-1,4,8,11-tetraazacyclotetradecane. 

c At 0C. 

d en ¼ ethylenediamine. 

e Substitution at Mo cannot be ruled out. 

f At 0.3 M H þ . 

g X ¼ Cl, Br, I. 

inner-sphere reductions by V(H

2 þ

2O)6

. Values significantly greater than this limit

provide a strong argument for outer-sphere electron transfer as illustrated in Table 8.2

which lists several reactions of V(H

2 þ

2O)6

with oxidants that could potentially react

by an inner-sphere mechanism. Because of the substitution limitation, however, all but the four slowest reactions utilize an outer-sphere path. 

Another example is provided by the alkyl group exchange between the pentacoordinated alkyl cobalt porphyrins and tetracoordinated cobalt(II) hydroporphyrins59 that takes place readily at room temperature as observed by 1H NMR (Equation 8.121). 

ð

! 

PÞCoIIIR þ ðP*ÞCoII   ðPÞCoII þ ðP*ÞCoIIIR

ð8:121Þ

Precise kinetics data were not obtained, but in every solvent studied (C6D6, C7D8, CDCl3, and CD2Cl2) and also in C5D5N, where both reactants contain a molecule of coordinated solvent, the reactions were much faster than unimolecular homolysis which was observed for R ¼ PhCH2 only at elevated temperatures. Addition of radical traps, including TEMPO and CO, had no effect on the reactions, and no cyclization was observed during the transfer of the cyclizable 1-hexenyl group. The (qualitative) rates decreased in the order PhCH > 

2

Me > Et > n-Pr > i-Pr > i-Bu > acetyl neopentyl  2-adamantyl. Dramatic decrease in rate (>105-fold) was observed when the formation of a bridged Co- C- Co structure was prevented by use of sterically encumbered porphyrins. 

Despite the absence of precise rate constants, the kinetic evidence rules out homolytic cleavage of the Co- C bond as a step in the reaction and supports a bimolecular SH2 pathway. 

[image: Image 136]
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In an earlier study,60 the alkyl group transfer was observed between Cr 2 þ aq

and a

macrocyclic cobalt complex, Co(dmgBF2)2. 



k 

Cr ! 

RCoðdmgBF Þ þ

2 þ  

Þ þ

2 þ

ð

2

Cr

CoðdmgBF

RCr

8:122Þ

2

aq

2 2

aq

kCo

The kinetics in both directions were determined in the presence of reagents that selectively removed products of either the forward or the reverse reaction. Hg2 þ was used to trap Cr

2 þ

aqR2 þ , and Co(NH3)5F2 þ effectively removed Craq to pull the

reaction to the left. The rate constants kCr and kCo determined under such conditions (see Table 8.3) yielded the equilibrium constants K ¼ kCr/kCo that were within experimental error identical to those obtained from equilibrium concentrations of all of the reagents in the absence of added trapping agents. 

The rate constant for homolytic Co- C bond cleavage, k ¼ 7.6  106 s1, was determined independently with O2, H2O2, and 4-HO-TEMPO as scavengers for homolysis products. This reaction is many orders of magnitude slower than the observed alkyl exchange with Cr 2 þ

aq

, which again rules out unimolecular homolysis

as a step in alkyl transfer and supports bimolecular homolytic cleavage. 

The complexes of Ti and Zr containing the constrained geometry (cg) ligand Me4C5SiMe2N(tBu)2 exhibit enhanced reactivity as polymerization catalysts,61

although the origin of this “cg effect” is not fully understood. Recently, parallel TABLE 8.3

Kinetic Data for Alkyl Transfer to

Cr 2 þ

aq

(kCr) and Co(dmgBF2)2 (kCo) at 25C

R

kCr /M1 s1

kCo /M1 s1

Me

50.8

846

PhCH2

16.3

7.1  103

Et

0.0262

7.08

[image: Image 137]
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kinetic studies of Cp2-zirconaaziridine and a cg analogue were carried out in an effort to shed light on the cg effect.62

Diphenylacetylene reacted with both complexes by insertion into the aziridine moiety as shown for the cg complex in Scheme 8.11. Both reactions were inhibited by addition of external PMe3 showing that the dissociation of PMe3 was required for both, even though the cg complex is electronically unsaturated and may have been expected to react by an associative mechanism. 

The rate constants for phosphine dissociation were determined independently. The cg complex reacted faster, k ¼ 0.204 s1 (298K), whereas the Cp2 complex had k ¼ 0.0013 s1. These precise kinetic data suggest that, contrary to previous sugges-tions, the cg complexes may not be better Lewis acids than their Cp2 counterparts. 

A Mn(III) corrole complex, (tpfc)Mn (tpfc ¼ 5,10,15-tris(pentafluorophenyl)corrole), catalyzes the aziridination of styrene by an iodoimine, ArI¼NTs, where Ar ¼ 2-

(tert-butylsulfonyl)benzene and Ts ¼ p-toluenesufonyl.63 In the absence of styrene, the reaction of (tpfc)Mn and ArI¼NTs generates a Mn(V) imido complex, (tpfc)MnV¼NTs, a type of species that is often postulated as a reactive intermediate responsible for group transfer in aziridination reactions. The direct observation of Mn(V) in this work would thus seem to fit the picture and reaffirm the role of Mn(V) as active aziridination agent. Fortunately, additional studies were carried out that clearly eliminated (tpfc)MnV¼NTs as a productive intermediate in the observed reaction. 

This conclusion was based on the following observations. First, even though (tpfc)MnV¼NTs seems to react with styrene, the reaction does not produce aziridine. 

Additional evidence came from the kinetics. Under catalytic conditions, the formation of aziridine was zero order in styrene and first order in ArI¼NTs, that is, the formation of the oxidizing intermediate was rate determining, but from the independently determined rate constants for the formation of (tpfc)MnV¼NTs and its SCHEME 8.11

[image: Image 139]
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reaction with styrene, the second of these two processes should have been the slower one. Thus, the active oxidant must be another species, and the adduct (tpfc)MnV(NTs)(ArI¼NTs) seemed the most reasonable. Double-labeling experiments with different markers (alkyl groups) in NTs coordinated to manganese and externally added ArI¼NTs0 (where methyl was replaced by tert-butyl) unequivocally showed that the externally added ArI¼NTs0 was the source of aziridine, as shown in Scheme 8.12. 

8.5

KINETIC ISOTOPE EFFECTS

The replacement of hydrogen (H) in an element–hydrogen bond (E- H) with a heavier isotope (deuterium (D) or tritium (T)) will affect the kinetics of a given reaction if in the activation process the energy of the E- H bond changes. The same is true for any E- X bond (X ¼ any element), but the effect is the largest for hydrogen for which, among all of the elements, the isotopic substitution causes the greatest change in reduced mass, one of the parameters determining the size of the KIE, see below. In addition to these primary KIEs, there are also those associated with isotopic substitution in a bond that is not directly involved in the reaction. There are two types of secondary isotope effects, alpha and beta. Taking a C- H bond as an example, an alpha effect is caused by out-of-plane C- H(D) vibrations accompanying the change in hybridization at carbon between the ground state and the transition state. 

The beta effect is caused by hyperconjugation. Secondary isotope effects are a powerful tool in physical organic chemistry, but their use by inorganic chemists has been limited. These effects will not be discussed further in this chapter. Heavy atom isotope effects are covered separately in Chapter 9. 

In a simple approach that treats chemical bonds as harmonic oscillators, the vibrational energy of a molecule at absolute zero, the so-called zero-point energy, is given by

E ¼ 1

0

hn

ð8:123Þ

2

where h is Planck’s constant and n the stretching frequency. This equation is also valid at room temperature, where molecules exist mainly in their lowest vibrational levels. 

Substitution for n

sffiffiffiffi

n ¼ 1

f

ð8:124Þ

2p

m
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where f is the force constant and m the reduced mass (for a C- H bond as an example) m

¼ mCmH

ð

CH

8:125Þ

m þ

C

mH

leads to

sffiffiffiffiffiffiffiffiffi

f

E ¼ h

ð

0

8:126Þ

4p

mCH

and

ffiffi

p ffi s

ffiffiffiffiffiffiffiffiffi sffiffiffiffiffiffiffiffiffi! 

D

f

1

1

E ¼



¼ h



ð

0

EH ED

8:127Þ

0

0

4p

m

m

CH

CD

The source of the KIE, kH/kD, is the difference in DE0 between the reactants and transition states, as illustrated in Figure 8.5. 

The maximum value of kH/kD is observed when the C- H (C- D) bond is completely broken in the transition state, that is, all the zero-point energy is lost, and the difference in activation energies EDEH is equal to the difference in zero-point energies of the a

a

reactants, DZPE ¼ EDEH. The expression for k

0

0

H/kD becomes





k



Þ

H

n

¼

NhðnCH

CD

exp

ð8:128Þ

kD

2RT

(C-H)‡,(C-D)‡

Energy

C-H

Δ

C-D

CH/CD

Reaction coordinate

FIGURE 8.5

Energy profile for reactions with normal isotope effects. 
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pffiffiffi

where n



CH

2nCD represents the stretching frequency in s1, T is the absolute temperature, and the constants N, h, and R are given in SI units. 

The expression in Equation 8.128 yields k

¼

H/kD

7.6 at 300K for a typical C- H

bond (n

¼

C- H

8.7  1013 s1). Equivalent expressions for other nuclei yield kH/

k ¼

D

8.5 for N- H, 10.6 for O- H, 4.2 for Rh- H, and so on. The values are much smaller for elements other than hydrogen. For example, the KIE for the cleavage of the C- 32S and C- 34S bonds is only 1.015 owing to the small mass difference between the two sulfur isotopes. 

In combination with activation parameters, linear free energy relationships (LFERs) and other information, KIEs can provide great insight into the activation process. The interpretation of normal KIEs is reasonably straightforward; a value greater than 1.5 is associated with at least some activation (change in vibrational frequency) of that bond on the way to the transition state. Several examples of normal primary KIEs for C- H, O- H, N- H, and M- H (M ¼ metal) bonds are shown in Table 8.4. For example, in the reaction of FeaqO2 þ with 2-propanol, specific isotopic substitution at different positions has shown unequivocally that the abstraction of methine hydrogen was responsible for most of the observed kinetics.64

Tunneling

By themselves, the data of the kind presented in Table 8.4 already provide a useful mechanistic insight, but the effects of isotopic substitution on the kinetics hold a much greater potential in unraveling the mechanistic detail. One important case involves KIEs that are much greater than the maximum values calculated from Equation 8.128. Often, such large values suggest hydrogen tunneling, although other plausible interpretations are also available. 

In a pictorial view of tunneling, the system crosses through instead of passing over the activation barrier. The lighter the atom, the greater the probability of tunneling. 

Therefore, hydrogen is much more likely to tunnel than deuterium, which can lead to extremely large isotope effects, as shown in several examples in Table 8.5. 

A large isotope effect by itself does not constitute a proof of tunneling. Other criteria are derived from the fact that tunneling is relatively more important at lower temperatures, which results in temperature dependence of KIEs. In other words, Arrhenius (or Eyring) plots are curved, the more so for the lighter isotope for which the (approximately constant) contribution from tunneling is greater. Nonetheless, a wide experimental temperature range is necessary for the curvature to become evident. 

In the presence of tunneling, the difference in the activation energies for H and D

transfer, DE ¼



a

ED EH, is greater than the difference in zero-point energies, DZPE, a

a

which for a typical C- H(D) bond is about 5.4 kJ/mol. As pointed out by Ingold,80 the standard data treatment that involves the use of the slopes of ln k versus 1/T plots to obtain individual Ea values is not totally straightforward in a situation where the plots are by definition curved! Still, the case for tunneling is strong when the best line through the data or the tangent to the curves yields DEa that is convincingly greater than DZPE. 

In the absence of tunneling, the Arrhenius preexponential factors for H and D

transfers should be approximately the same. If tunneling is involved, then the situation
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changes, again as a result of nonlinear Arrhenius plots (regardless of whether the nonlinearity is actually observed over the experimental temperature range). The smaller slope of the Arrhenius plot for H transfer leads to a smaller intercept as well, so that A > 

D

AH. 

In the example in Scheme 8.13, 77 temperature dependence of KIEs was used as one of the arguments to suggest a common mechanism for protonolysis of (COD)PtII(CH3)2 (COD ¼ 1,5-cyclooctadiene) and (dppe)PdII(CH3)2 (dppe ¼ bis (diphenylphosphino)ethane). These reactions have large KIEs at room temperature (k

¼

H/kD

21.4 for Pd and 17.5 for Pt) and exhibit a strong temperature effect, yielding A

¼

¼

¼

H/AD

0.34  0.06 and DEa

10  1 kJ/mol (Pd) and AH/AD

0.075

0.007 and DE ¼

a

13  1 kJ/mol (Pt). The combination of these data, the failure to observe experimentally the MIV- H (M ¼ Pd, Pt) intermediates, and the lack of H/D scrambling between methyl/methane positions led to the proposal that both of these reactions take place by direct protonation of the M- C bonds (path A in Scheme 8.13), as opposed to protonation of the metal followed by reductive elimination (path B). 

SCHEME 8.13

Large KIEs are often observed in enzyme-catalyzed oxidations that can be additionally influenced by mutations at the active site (see Table 8.5). The recently introduced “environmentally coupled tunneling” model takes into account both classical tunneling and an environmental vibration (gating) that can modulate the tunneling barrier to variable degrees. This model allows for a large range of values for both KIEs and AH/AD ratios.81–83

Not only enzymes but also models of metal-containing enzymes engage in tunneling and exhibit large KIEs. Oxidations of benzyl alcohol and ethyl benzene by (TMP). þ FeIV(O)(ClO 

4 ) in acetonitrile have KIEs of 28 and 55, respectively.74

Specific labeling of PhCH2OH has unambiguously identified the methylene group as the sole reactive site and source of KIE. 

Comproportionation between cis-RuIV(bpy)2(py)O2þ and cis-RuII(bpy)2(py)(H2O)2þ takes place by proton-coupled electron transfer (PCET) and exhibits a KIE of 16.1. 

Other PCET reactions of these and related ruthenium and osmium complexes also feature large KIEs. For example, oxidations of H2O2 by RuIV(bpy)2 (py)O2 þ and by RuIII(bpy)2(py)OH2 þ have KIEs of 22.1 and 16.7, respectively. Oxidation of benzyl
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FIGURE 8.6

Energy profile for reactions with inverse isotope effects. In the example shown, a C- H bond is formed by hydrogen transfer from a metal hydride. 

alcohol in acetonitrile by RuVI(tpy)

¼

2(O)2(CH3CN)2 þ has kPhCH2OH=kPhCD2OH

61:5.84 Hydride transfer to RuIV(bpy)2(py)O2 þ is 50 times faster from PhCH2OH

than from PhCD2OH in aqueous solutions at 25C.78

The oxidation72 of OsIV(Tp)(Cl)2{NP(H)Et2} by quinone (Q) takes place by PCET

and involves the P- H bond:

2OsIVðTpÞðClÞ fNPðHÞEt g þ Q ! 2OsVðTpÞðClÞ fNPEt g þ H

2

2

2

2

2Q

ð8:129Þ

The [H þ ]-independent component of the rate constant is 175 times greater in H2O

than in D2O. Even greater effects were observed in related reactions involving N- H

and S- H bonds79 (Table 8.5). 

Inverse KIEs, which have k

< 

H/kD

1, are associated with reactions in which the

transition state has a greater force constant than the reactants, as shown in Figure 8.6. 

Typically, this situation occurs if the transition state is late (product-like). A compelling demonstration of this phenomenon was provided in a study of hydride transfer from a series of tungsten hydrides to substituted trityl (trityl ¼ triphenyl-methyl) cations.85 The isotope effect kWH/kWD decreased steadily from 1.8 to 0.47 as the rate constant decreased. The trend in kWH/kWD was interpreted as arising from steadily increasing force constants of isotopically sensitive modes of the transition state. 

Both normal and inverse KIEs have played a major role in unraveling the mechanisms of alkane activation with transition metal complexes. Alkyl hydride complexes are typical intermediates in such reactions. The loss of alkane in well-defined alkyl hydrides frequently exhibits an inverse KIE and involves a s-alkane complex.86,87 As a result, an inverse isotope effect is now taken as evidence for the intermediacy of s-alkane complexes in reductive eliminations (Scheme 8.14). 
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SCHEME 8.14

Treating the first step in Scheme 8.14 as a rapid equilibrium yields the rate expression in Equation 8.130 for the disappearance of alkyl LM(CH2R)(H). 

k

¼ krckd

ð

obs

8:130Þ

koc

The KIE, kH =kD , is given by

obs

obs

kH

kH=kH

obs ¼ kHrc d

oc ¼ KH  kHd ffi KH

ð8:131Þ

kD

kDkD=kD

K

kD

K

obs

rc d

oc

D

d

D

The last step in Equation 8.131 is a reasonable approximation that associates isotope effects with the breaking/making of the carbon–hydrogen bonds and not with alkane dissociation, that is, kH=kD  1. The observed isotope effect is then seen as d

d

arising from the equilibrium relating the alkyl hydride and s-alkane complexes in Scheme 8.14. 

The overall inverse isotope effect can arise from a combination of two normal, but opposing isotope effects of different magnitudes for krc and koc, or a combination of an inverse (for krc) and normal (for koc) isotope effect. As pointed out and demonstrated by Jones,86 careful experimental work can provide a distinction between the two scenarios. Several examples of inverse isotope effects are listed in Table 8.6. No TABLE 8.6

Reactions Exhibiting Inverse Isotope Effects

Reactants

kH / M1 s1

kH/kD (T, C)

Source

TpPtIV(CH

! 

a, b

3)(H)2

TpPtIV(CD3)(D)2

1.8  104c

0.76 (55)

Ref. 88

[HCr(CO)

¼

3(C5H5)] þ CH2

C(c-C3H5)(CH3) ! 

2.2  105

0.5 (68)

Ref. 89

1[Cr(CO)

þ CH

2

3(C5H5)]2

3C.(c- C3H5)(CH3)

CraqOO2 þ þ 3H þ þ 3I ! CraqOH2 þ þ

9.4

0.5 (25)d

Ref. 90

1.5I þ

2

H2O

CpMoH

e

3(dppe) ! CpMoH(dppe) þ H2

4.2  103c

0.5 (0)

Ref. 91

Cp(PMe

f

3)Rh(C2H5)(H) ! CH3CH3

6  105c

0.5 (30)

Ref. 92

(C

! 

5H4CO2Me)(CO)3WH þ Ph3C þ BF4

0.72

0.47 (25)

Ref. 85

[(C

þ

5H4CO2Me)(CO)3W]FBF3

Ph3CH

a Tp ¼ hydridotris(pyrazolyl)borate. 

b Exchange in CH3OH. 

c First-order rate constant, unit in s1. 

d Solvent isotope effect. 

e Cp ¼ pentamethylcyclopentadienyl; dppe ¼ 1,2-bis(diphenylphosphino)ethane. 

f In PhCH3, Rh product is (Cp)(PMe3)Rh(PhCH2)(H). 
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attempt was made to distinguish between true KIEs and composites that involve an equilibrium. 

Another example of inverse isotope effects was observed in several oxidations with superoxo metal complexes in H2O and D2O. These reactions are first order in [H(D) þ ]

indicating that the complex undergoes protonation prior to the oxidation step. 

Kinetically relevant steps for one such reaction90 are pictured as in Equations 8.132

and 8.133. The proposed protonated superoxo form CraqOOH(D)3 þ should be highly acidic (K 

p

1), which results in the rate law in Equation 8.134. 

! 

Cr

ð

aqOO2 þ þ HðDÞ O þ   Cr

O

K

8:132Þ

3

aqOOHðDÞ3 þ þ HðDÞ2

p

Cr

ð

aqOOHðDÞ3 þ þ I ! CraqOOHðDÞ2 þ þ I. 

kI

8:133Þ

d½Cr

½

aqOO2 þ =dt ¼ KpkI CraqOO2 þ ½H þ ½I

ð8:134Þ

Once again, the kinetic step in Equation 8.133 is expected to be minimally sensitive to isotopic substitution. The observed solvent isotope effect, ðkHKHÞ=ðkDKDÞ

I

p

I

p

¼ 0:50  KH=KD, is believed to be associated mainly with the equilibrium in p

p

Equation 8.132 and reflects the preference of the heavier isotope for the site of the highest frequency oscillator, that is, D

> 

2O, so that K D

KH. 

p

p

An interesting case of pH-dependent isotope effect was observed for disproportionation of a ruthenium(V) complex, trans-RuV(TMC)(O) þ 2

.93 In the pH range

1.0–5.5, the observed rate constant first increased with pH, reached a maximum, and then decreased again (Figure 8.7). This is a fingerprint behavior for a reaction between one protonated and one unprotonated reactant (Equations 8.135–8.136) with the maximum rate occurring at pH

¼

max

pKa. Under these conditions, the rate constant

k

¼

max

0.5k, as required by Equation 8.137, where [RuV(TMC)]tot represents the sum of concentrations of both hydrolytic forms of Ru(V). At 299K, the values of the individual parameters are 2k ¼ (2.72  0.34)  106 M1 s1 and K ¼

a

(1.63  0.13)

103 M (recalculated from the original93 value for the protonation constant K ¼

¼

p

1/Ka

615 M1). 



Ka ! 

þ

RuVðTMCÞðOÞðOHÞ2 þ   RuVðTMCÞðOÞ þ H þ

ð8:135Þ

2

þ

k

RuVðTMCÞðOÞðOHÞ2 þ þ RuVðTMCÞðOÞ

! 

2

RuVIðTMCÞðOÞ 2 þ þ RuIVðTMCÞðOÞðOHÞ þ

ð8:136Þ

2





þ 

Rate ¼ k RuVðTMCÞðOÞðOHÞ2 þ  RuVðTMCÞðOÞ2

½

ð8:137Þ

¼ 2kKa Hþ  ½RuVðTMCÞ2 ¼ k ½RuVðTMCÞ2

ð

obs

K þ ½

tot

tot

a

H þ Þ2
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þ

FIGURE 8.7

Plot of log k versus pH for the disproportionation of trans-RuV(TMC)(O)2 . 

Data are from Ref. 93. 

The reaction exhibited a normal KIE at pH 1 and an inverse KIE at pH 4.5. It was shown that the kinetic step was isotope-insensitive, kH/kD  1, but the acidity constant exhibited a normal isotope effect, KH=KD ¼ 2:2 (T ¼ 305K). The switch a

a

in the observed isotope effect results from the change in the rate law which, according to Equation 8.137, reduces to k

¼

obs

kKa/[H þ ] at pH  pKa, and

k

¼

obs

k[H þ ]/Ka at pH   pKa. Depending on whether the isotope-sensitive pKa is in the numerator or denominator, the observed isotope effect is either greater or smaller than 1. 

Inverse isotope effects are frequently observed in the chemistry of metal hydrides as well. For example, the elimination of molecular hydrogen from þ

CpMoVH3(dppe)

is accompanied by an inverse KIE of 0.50.91 This was taken as evidence for the classical trihydride structure for the starting complex, and decomposition by conversion to the dihydrogen complex CpMoVH(H2)(dppe) þ , followed by rate-limiting exchange of H2 with solvent. The formation of the strong H- H bond in CpMoVH(H2)(dppe) þ is expected to exhibit an inverse KIE, while the elimination of hydrogen in the next step should have a normal KIE. 

Similar observations have been reported for the decomposition of IrH2(PPh3)2(nbd) þ (nbd ¼ norbornadiene) by either H2 elimination or hydrogenation of coordinated nbd, k

¼

II,II

H/kD

0.40.94

Redox

isomerization

of

Ir2

(tfepma)3(m-C6H4)(C6H5)H

to

Ir I,III

2

(tfepma)3(m-C6H4)(C6H5)H

(tfepma ¼ bis[(bistrifluoroethoxy)phosphino]-

methylamine) has k

¼

H/kD

0.44, suggesting reductive coupling and formation of an intermediate containing s-C6H5 or h2-p-C6H6 ligand.95 Most obvious routes to such intermediates begin with migration of the hydride to a bridging position
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between the two iridium centers, or with reductive coupling of hydride and benzyne to generate a mixed-valence Ir 0,II

2

core. 

The issue of isotope effects is further complicated by the recently reported unusual temperature dependences such that either a normal or an inverse isotope effect may be observed for the same reaction depending on the temperature.96 Calculations suggest that significant contributions to the zero-point energy can come from vibrations that do not involve the bonds being made or broken. The transition between the normal and inverse isotope effects occurs because of the inverse enthalpy and normal entropy components that oppose each other and exhibit different temperature dependences. 

8.6

DETECTION AND REACTIVITY OF INTERMEDIATES

In a complex reaction, direct spectroscopic detection of intermediates is one of the most useful and convincing means of establishing a reaction path. Even in cases when spectroscopic detection is not available, the unique chemistry and precise kinetic behavior of an intermediate can still provide extremely valuable kinetic detection and identification. This is certainly true if an intermediate in a novel reaction is a species that has been or can be generated and characterized independently. As an example, CrIVO2 þ has a lifetime of only about 1 min at room temperature and exhibits aq

no detectable features in the UV-Vis range. These properties make CrIVO2 þ aq

almost impossible to detect in reactions where it might be involved as a transient. 

This chromyl(IV) ion can, however, be converted with known kinetics to a more persistent and spectroscopically unique superoxochromium(III) species, CraqOO2 þ . 

The reagents required for this conversion are dioxygen and small concentrations of an aliphatic alcohol, an attractive trapping mixture in that both reagents are transparent in the UV-Vis range, and neither is likely to interfere with the chemistry that might generate CrIVO2 þ in the first place. Thus, if CrIVO2 þ is suspected as an intermediate in aq

aq

a given reaction, then in most of the cases this can be confirmed or refuted by running the experiment in the presence of an alcohol and O2 and looking for CraqOO2 þ . This test was used recently97 to identify CraqO2 þ as one of the intermediates in the photochemistry of Cr

2 þ

aqONO2

(Scheme 8.15). 

In some cases, a novel, previously unseen intermediate is detected. If this is a short-lived species that does not lend itself to detailed characterization, then its identity may SCHEME 8.15
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have to be deduced from limited and/or indirect measurements. Nonetheless, the observation of species other than reactants and products is still helpful, and a glimpse into the lifetime, reactivity, or spectroscopy of transients may support or eliminate some mechanistic possibilities. 

Dead-End Intermediates

Not all intermediates are productive. Those of the “dead-end” kind, for example, do not proceed to products, but instead exist in a non-productive equilibrium with reactant(s). Because of the equilibrium nature of such reactions, the dead-end intermediate may be looked upon as a temporary storage for a reactant. As the reaction proceeds and the active reactant is depleted, the dead-end equilibrium will reverse itself and release more of the reactant until it is completely consumed. In one example,98 a superoxochromium complex CraqOO2 þ reacted on short timescales with .NO2 radicals that were generated by laser flash photolysis, but the final reaction products (nitrate and nitrite in a 1 : 1 ratio) were the same as those observed in the absence of CraqOO2 þ . Also, the concentration of CraqOO2 þ at long times remained unchanged even after a large number of laser shots. It was concluded that the reaction took place by initial formation of a peroxynitrato chromium complex, a dead-end intermediate, which decayed by the reverse path followed by the bimolecular self-reaction of .NO2, as shown in Scheme 8.16. 

SCHEME 8.16

(m-h2: h2-Peroxo)dicopper(II) Versus Bis(m-oxo)dicopper(III) Copper(I) complexes of some bidentate and tridentate ligands react with O2 to generate either a (m-h2 : h2-peroxo)dicopper(II) intermediate or a bis(m-oxo)dicopper(III) species.99,100 The two forms have similar thermodynamic stabilities so that one or the other form may dominate depending on solvent, counterions, or substituents. Moreover, the two forms are interconvertible which sometimes makes it difficult to establish whether the peroxo or oxo species is kinetically active. 
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The reaction of copper(I) complex of HPy1ET;Bz (Py1) and HPy1ET;Bz-d2 (Py1-d2) with O2 generates the bis(m-oxo)dicopper(III) complex as determined by its characteristic features in the UV-Vis and Raman spectra and by the lack of an ESR

signal.100 The decomposition of this complex by oxidative loss of N-benzyl group exhibits first-order kinetics, a large KIE (k

¼

H/kD

32.9 at 55C), and the following

z

z

activation

parameters:

DH ¼ 54:8  0:8 kJ=mol, DS ¼ 30  4 J/(mol K), 

H

H

D z

z

H ¼ 66:5  2:5 kJ/mol, and DS ¼ 5  11 J/(mol K). Both the isotope effect, D

D

which suggests hydrogen atom abstraction in the rate-determining step, and activation parameters are similar to those reported for aliphatic ligand hydroxylation of a related bis(m-oxo)dicopper(III) complex of the ligand HPy1ET;Phe and its deuterated analogue HPy1ET;Phe-d4, where Phe ¼ - C2H4Ph, and Phe-d4 ¼ - C2D4Ph. 

Et

N

CH2Ph

N

H

Py1

The closely related copper(I) complexes MePy1ET;Bz (Py2) and MePy1ET;Bz-d2

(Py2-d2), obtained from Py1 and Py1-d2 by replacing 6- H in pyridine with methyl group, react with O2 to generate the corresponding (m-h2 : h2-peroxo)dicopper (II) complexes. These peroxo species also decompose to give N-dealkylation products, but the KIE was only 3.5 at 80C and 1 at 16C. Also, the activation z

z

z

parameters, 

DH ¼ 31:4  0:4 kJ=mol, DS ¼ 121  2 J=ðmol KÞ, DH ¼

H

H

D

z

41  2 kJ=mol, and DS ¼ 84  14 J=ðmol KÞ, are quite different from those listed D

above for the HPy1ET;Bz analogues. The combined observations, but especially the lack of a deuterium isotope effect, provide a strong argument for the homolysis of peroxo O- O bond in the rate-determining step to generate the active oxidant, bis (m-oxo) complex. The actual oxidation takes place in a rapid, follow-up step analogous to that observed with genuine bis(m-oxo) complexes, as described above. This reaction is just one of many examples where the active intermediate is a minor, unobserved species present in equilibrium with the major form. 

Fenton Reaction

The reaction between hydrogen peroxide and Fe 2 þ aq

in acidic and

neutral aqueous solutions, known as the Fenton reaction, generates a reactive intermediate capable of oxidizing a large number of organic and inorganic species.101,102 Numerous studies have been carried out in an effort to elucidate the nature of this intermediate, believed to be either a HO. radical or a ferryl(IV) species (Scheme 8.17) but no definite solution was provided for almost a century. 

The main difficulty lay in the fact that only one of the two contenders, namely HO., was independently known and characterized. Thus, despite convincing similarity
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SCHEME 8.17

between Fenton products and those generated from organic substrates and HO. 

radicals, the case for HO. was not straightforward in the absence of data for the other potential intermediate whose chemistry was unknown but expected to resemble that of HO. radicals. The issue was finally resolved when an aquaferryl(IV) ion, FeIVO2 þ , aq

was generated from Fe 2 þ

aq

and ozone and characterized spectroscopically and chemically.103,104 As expected, FeIVO2 þ oxidizes many substrates, especially those aq

with reactive C- H bonds, to the same products as HO. radicals do. Several unique reagents do exist, however, that have allowed a straightforward differentiation between the two intermediates in the Fenton reaction. 

One such reagent is Fe 2 þ

aq

. The reaction with FeIVO2 þ proceeds in part via a aq

strongly absorbing dimer, l

¼

max

320 nm, which in acidic solutions hydrolyzes with known kinetics to yield Fe(H

3 þ

2O)6

/Fe(H2O)5OH2 þ . The rate constants are k138

(4.33  0.01)  104 M1 s1 and k

¼

139

0.79 s1 (in 0.10 M HClO4). The oxidation of

Fe 2 þ

aq

with HO. radicals, on the other hand, generates no dimer. 

FeIVO2 þ þ Fe2 þ ! FeIIIðOHÞ FeIII4þ =2Fe3 þ

ð8:138Þ

aq

aq

aq

2

aq

aq

Fe ð

þ

þ

aq OHÞ Fe4 þ

2H þ ! 2Fe3 þ

2H

2

aq

aq

2O

ð8:139Þ

Provided the concentrations are chosen so that the rate of reaction 8.138 is much greater than the rate of reaction 8.139, the decrease in absorbance corresponding to the decay of Fe

4 þ

aq(OH)2Feaq

should be observed on the appropriate timescale. This is exactly what was observed when Fe 2 þ

aq

was oxidized rapidly with O3, the reaction

that is now known to generate FeIVO2 þ . Experiments with H

aq

2O2, on the other hand, 

generated no observable absorbing species under comparable conditions. These data strongly argue that the reactions with ozone and with H2O2 generate different intermediates (Scheme 8.18). 

SCHEME 8.18
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Another group of reagents that can distinguish between FeIVO2 þ and HO. radicals aq

are the sulfoxides, R2SO, which react with FeIVO2 þ by O-atom transfer to yield the aq

sulfones, and with HO. radicals by addition and elimination of CH . 

3 radicals:

FeIVO2 þ þ ðCH Þ SO ð þ H

þ ðCH Þ SðOÞ

ð8:140Þ

aq

3 2

2OÞ ! Fe2 þ

aq

3 2

2

HO. þ ðCH Þ

Þ

. þ

3

SO ! ðCH

SðOÞOH. ! CH

CH

2

3 2

3

3SO2H

ð8:141Þ

Once the different chemistry was established in separate experiments, the Fenton reaction was carried out in the presence of (CH3)2SO in both acidic and neutral solutions in the absence of oxygen. Under both sets of pH conditions, the reaction yielded mostly ethane and methylsulfinic acid (CH3SO2H), that is, products that were clearly derived from HO. radicals.105,106 In the presence of O2, the yields of all the products decreased, and no sulfone was found, as expected if the reaction involves carbon radicals. None of the experiments yielded any evidence for even partial involvement of FeIVO2 þ . These data clearly rule out the ferryl and strongly support aq

HO. as the Fenton intermediate in aqueous solutions at pH 1–7. 

Radical Trapping

Short-lived free radicals, both organic and inorganic, are frequently generated as intermediates in inorganic chemistry. Over the years, various methods have been developed and/or adapted from organic chemistry to detect and identify such radicals. Two large classes of compounds, nitroxyl radicals and nitrones, in combination with NMR and ESR spectroscopies have been especially useful. 

Nitroxyls couple with short-lived radicals to generate diamagnetic products that can be identified by standard organic analytical methods. Nitrones are diamagnetic, and in their reactions with radicals generate radical adducts that can be detected and identified by ESR. 

Among nitroxyls, TEMPO, its 4-substituted derivatives, and 3-carbamoylproxyl (3-CP) have been used most extensively. 

O

O

O

N

N

N

H

O=C_NH2

CH3

TEMPO

4-HO-TEMPO

3-CP

Cobalt–Carbon Bond Homolysis

Studies with coenzyme B12 model compounds

and TEMPO as a radical trap have allowed the determination of rate constants and activation parameters, which in turn led to estimates of the Co- C bond dissociation energies (BDEs). The key role of the homolytic Co- C cleaving step in these reactions was established by the following observations: (CoII) is produced; addition of external
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(CoII) slows the reaction; in the presence or radical traps, the kinetics are first order; the rate constant reaches saturation at sufficiently high concentrations of the trap (see below). 

By applying the steady-state approximation to the concentration of radicals R in the reaction scheme in Equations 8.142–8.143 where (Co) represents the cobalt center and nonparticipating ligands, one obtains the rate law in Equation 8.144. At sufficiently high [TEMPO], so that kt[TEMPO]   kr[(CoII)], the rate constant kobs reduces to kf. 



kf ! 

RðCoIIIÞ    R. þ ðCoIIÞ

ð8:142Þ

kr

R. þ TEMPO ! 

kt RTEMPO

ð8:143Þ





½











TEMPO

d RðCoIIIÞ =dt ¼

ktkf

RðCoIIIÞ ¼ k

ð

obs RðCoIIIÞ

8:144Þ

k ½ð

½

r

CoIIÞ þ kt TEMPO

The thermolysis of alkylcobalt complexes (Co)-R (R ¼ PhCH2 and (CH3)3CCH2) was studied in o-dichlorobenzene at several temperatures.107 The R-TEMPO adducts were identified as products by gas chromatography (GC), NMR, and mass spectroscopy, and the kinetics followed the homolysis scheme above. The following activation parameters were obtained: DHz ¼ 117  3 kJ/mol, DSz ¼ 33  8 J/(mol K) (R ¼ PhCH2) and DHz ¼ 135  8 kJ/mol, DSz ¼ 75  25 J/(mol K) (R ¼ (CH3)3CCH2). 

The value of DHz for the rapid reverse reactions was estimated to be around 8 kJ/mol, z

which led to the estimates of the bond dissociation energies DH0 ( DH DHz) ¼

f

r

109 kJ/mol for R ¼ PhCH2 and 127 kJ/mol for R ¼ (CH3)3CCH2. Related macrocyclic cobalt complexes have similar BDEs. 

Photolysis of (Co)CH2Ph results in an unusual cobalt-to-carbon alkyl rearrangement (Scheme 8.19).108

The new product also undergoes homolysis, this time involving the carbon–

carbon

bond

with

k(69C) ¼ (1.4  0.2)  105 s1, 

DHz ¼ 108  8 kJ/mol, 
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SCHEME 8.19

DSz ¼ 25  29 J/(mol K), and an estimated BDE ¼ 105 kJ/mol. The unusually weak C- C bond has been rationalized by the electronic structure of C-R that can be represented as resonance hybrid of all three oxidation states of cobalt complemented by the appropriate changes in the oxidation state of the equatorial ligand. 

The two forms, (Co)-R and C-R, undergo thermal equilibration with the following z

kinetic parameters: k

¼

f(69C) ¼ (2.1  0.2)  105 s1, DH

117 3 kJ=mol, DSz ¼

f

33  8 J=(mol K), 

k

¼

r(69C) ¼ (1.4  0.2)  105 s1, 

DHz

109  8 kJ=mol, 

r

DSz ¼ 25  29 J=ðmol KÞ, from which K ¼ 1.5  0.1 and DH0  0 were obtained. 

r

eq

The identical rate constant for the homolysis of C-R in the presence of TEMPO and for reversion to (Co)-R in the absence of the scavenger shows that the two processes have the same rate-limiting step, that is, cobalt–carbon bond homolysis. The principle of microscopic reversibility requires that the conversion of (Co)-R to C-R have the same transition state. Scheme 8.20 rationalizes all of the observations. 

Nitroxyl radicals have also been used extensively in mechanistic studies of hydrogen atom transfer (HAT), development of catalytic oxidation reactions,109 and for pharmacological purposes.110 Some of the recent examples include HAT from SCHEME 8.20
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TABLE 8.7

Kinetic Data for Reactions of TEMPOs with Organic and Inorganic Radicals and with Superoxometal Complexesa

Oxidant

k / M1 s1

Source

H. 

(4.9  0.6)  109

Ref. 112

HO. 

(4.5  0.4)  109

Ref. 113

RS.b

(7.5  0.2)  108

Ref. 114

.C(CH3)2OH

(3.6  0.5)  108

Ref. 115

NO . 

2

(7.1  0.2)  108

Ref. 116

HO . 

2

(1.2  0.1)  108

Ref. 117

CraqOO2 þ

406  12

Ref. 118

Rh(NH3)4(H2O)OO2 þ

104  4

Ref. 118

a Aqueous solution at 25C. 

bRadical derived from glutathione. 

Fe(II)-tris[2,20-bi(tetrahydropyrimidine)]111 that exhibits an unusual negative DHz and oxidation of nitroxides to oxoammonium cations by superoxometal complexes and by inorganic radicals. Some examples are shown in Table 8.7. 

The reaction of cyclic nitrones with free radicals takes place as in Scheme 8.21 with 5,5-dimethyl-1-pyrroline N-oxide (DMPO) as an example.119,120 The resulting stable nitroxide spin adducts can be detected and quantified by ESR. 

SCHEME 8.21
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FIGURE 8.8

Example of a chromophoric nitrone. 

A major new direction in this area came about a decade ago121 with the discovery of chromotropic nitrone spin traps, such as that in Figure 8.8. These nitrones generate strongly absorbing products upon reaction with a radical. Moreover, the characteristic chromophore of the initially formed nitroxide persists in the diamagnetic adducts resulting from secondary nitroxide reactions. The fingerprint of radical trapping thus remains regardless of the fate of the immediate product. 

As a chemical class, nitrones have found heavy use in studies of reactions of superoxo and alkylperoxyl radicals.120,122,123Table 8.8 lists several examples. The rate constant for the reaction of STAZN with Me2C(CN)OOCH2CH(OO.)Ph was determined recently, k ¼ 7.6  104 M 1 s 1 in chlorobenzene and 4.8  105 M 1

s1 in mixed chlorobenzene/methanol (95:5, v/v).122 This reaction is sufficiently fast for STAZN to be an efficient chain-breaking antioxidant with reactivity that is within one to two orders of magnitude of the phenolic antioxidants such as tocopherols. 

TABLE 8.8

Rate Constants for the Reaction of O . 

2

with Several Nitrone Spin Traps

Nitrone

kt / M1 s1a

pH

kd / s1b

Source

CPCOMPO

60

7.0

4.8  103c

Ref. 120

EMPO

10.9

7.2

1.25  103

Ref. 123

EMPO

101

6.22

d

Ref. 124

DMPO

2.0

7.2

9.0  103

Ref. 123

EPPN

0.02

7.2

2.4  103

Ref. 123

DMPO

1.7

7

d

Ref. 124

DMPO

27

6.2

d

Ref. 124

DMPO

103

5.0

d

Ref. 124

a Rate constant for superoxide trapping. 

b Rate constant for decay of radical adduct. 

c At 50 mM CPCOMPO. 

d Not provided. 
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8.7

KINETICS VERSUS THERMODYNAMICS

In the most general sense, there is no obvious requirement for the kinetics and thermodynamics to be related, and there are a large number of examples to demonstrate the unpredictability of kinetics on the basis of thermodynamic data. 

Nonetheless, in a series of reactions of one reactant with a number of substrates that are closely related to each other, a linear relationship may (and often does) exist between the rate constants and the driving force. Probably the best known among these linear free energy relationships is the Hammett equation that relates log(rate constant) to a parameter (sigma), a measure of electron donation (or withdrawal) by the substituents on the aromatic ring for a series of substrates.125 Many other LFERs exist based on the reaction type and parameters that influence it the most. If the rate constants (or their logarithmis) for the series respond smoothly to a change in a given parameter, then this is taken as an argument for a constant mechanism throughout the series. Conversely, strong deviations from an established relationship typically signal some mechanistic change, such as a change in the rate-determining step. This topic is addressed separately and in more detail in a chapter on electron transfer and Marcus–Hush theory. 
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9 Heavy Atom Isotope Effects

as Probes of Small Molecule

Activation

JUSTINE P. ROTH

9.1


INTRODUCTION

The activation of a small molecule at a redox-active transition metal center1,2 is the primary step in numerous physiological, environmental, and industrial processes from the fixation of nitrogen to the photosynthetic production of O2. The fundamental physical and chemical properties that cause these reactions to proceed with high efficiencies in Nature have not been understood, yet the industrial relevance of these systems continues to inspire the synthesis of new classes of inorganic compounds and catalysts. Synthetic inorganic efforts have forged new understanding of small molecule activation as illustrated by the isotope fractionation technique described here. Competitive isotope fractionation, though well established in the geological sciences,3–7 has more recently been adapted for the determination of highly precise isotope effects on reactions involving enzymes8,9 and inorganic compounds,10 as well as the degradation of organic compounds in the environment.11 The measurements are unique in that they probe reactive intermediates under conditions relevant to catalysis. 

An area where isotope fractionation studies have the potential to cultivate new insights is nitrogen fixation.12 Presently, the reaction is accomplished using the Haber–Bosch technology, in the second largest chemical manufacturing process in the world.13 The N2 is reduced by 3 equivalents of H2 over an alkali-promoted iron catalyst at high temperature and pressure.14 Though the efficiency of the Haber–

Bosch process is unlikely to be improved, substantial energy saving may be realized if catalytic nitrogen fixation were carried out using solar energy and/or ambient temperatures.15 Attempts to design catalysts to mimic the nitrogenase proteins have been frustrated by the uncertainty as to the primary N2 binding site and the timing of Physical Inorganic Chemistry: Principles, Methods, and Models Edited by Andreja Bakac
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electron transfer steps.16,17 The analysis of competitive nitrogen kinetic isotope effects during catalysis by the various nitrogenases (Fe/Mo, Fe/V, and Fe only), together with relevant model systems, may help illuminate this issue. The measurements report on steps beginning with encounter up to and including the first irreversible step, which is thought to involve the reduction of N2 by an electron together with a proton.17

Another instance of small molecule activation relevant to the world’s energy production is the oxidation of water.18 The elaborate oxygen evolving complex (OEC) of photosystem II uses visible photons in the Kok cycle to effectively “split” 

two molecules of water into one O2 and two H2 equivalents. Though the reaction has been the subject of numerous biochemical, biophysical and biomimetic studies, the mechanism by which the OO bond is formed remains largely obscure.19

Recently the first evidence for an intermediate in the later stage of the Kok cycle has been obtained in the presence of high pressures of O2.20 Though isotope fractionation has been used to examine photosynthesis, the nature of the terminal intermediate has not been understood.21–23 The slow progress in this area may be attributed to the difficulty in achieving reproducible results and uncertainty of interpretations in the absence of appropriate model systems.24 It is interesting to consider whether steps during H2O oxidation are related to those that occur during O2 reduction. A relationship might be expected on the basis of the principle of microscopic reversibility as well as the recent spectroscopic observations at high O2 pressures.20 Such reactions would involve partially reduced oxygen intermediates. Characterization using oxygen isotope fractionation does not require the accumulation of such intermediates to observable levels but does require insight into how structure and bonding are reflected by the magnitude of oxygen isotope effect. 

This chapter mainly focuses on the reactivity of O2 and its partially reduced forms. 

Over the past 5 years, oxygen isotope fractionation has been applied to a number of mechanistic problems. The experimental and computational methods developed to examine the relevant oxidation/reduction reactions are initially discussed. The use of oxygen equilibrium isotope effects as structural probes of transition metal O2 adducts will then be presented followed by a discussion of density function theory (DFT) calculations, which have been vital to their interpretation. Following this, studies of kinetic isotope effects upon defined outer-sphere and inner-sphere reactions will be described in the context of an electron transfer theory framework. The final sections will concentrate on implications for the reaction mechanisms of metalloenzymes that react with O

. 

2, O2

, and H2O2 in order to illustrate the generality of the competitive isotope fractionation method. 

9.2

OVERVIEW OF INSTRUMENTATION AND METHODOLOGY

Competitive oxygen isotope effects are measured using a custom apparatus that consists of two adjoined high-vacuum manifolds as shown in Figure 9.1.8,10,25
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FIGURE 9.1

Schematic of an apparatus used to determine competitive isotope effects. The reaction chamber (1) is closed off from the atmosphere in the configuration used for kinetic isotope effect measurements and left open in the configuration used for equilibrium isotope effect measurements. 

One manifold is interfaced with a reaction chamber equipped with a movable plunger and an injection port or a collapsible, solvent impervious bag. A magnetic stirrer is used to ensure complete mixing. The reaction chamber is connected to the vacuum manifold used to isolate O2 from a fixed volume of solution. Turning the crossover stopcock, while applying pressure to the reaction chamber, fills an evacuated sample tube built into the vacuum line. The stopcock is turned again to dispense the solution into an evacuated bubbler and then flow helium through the entire vacuum system. Noncondensable gases are seeded in the helium, while the condensable gases, such as water and CO2, are removed by passage through a series of cold traps. The O2 is eventually collected in a liquid nitrogen-cooled trap containing 5 A molecular sieves. Removal of the residual helium by placing the sieves briefly under dynamic vacuum is followed by heating to release the O2. At this point, the O2 is transferred to the second manifold via a stainless steel crossover valve. 

In the second manifold, the O2 is quantitatively converted to CO2 by combustion. 

The reaction occurs over several minutes by recirculation of the gas over Pt/graphite at 900C. The CO2 produced is condensed into a cold finger as it is formed; the reaction is monitored through the pressure changes. Once the conversion is complete, the CO2 is transferred to second cold finger and its pressure determined using a capacitance manometer or strain gauge. The quantity of CO2 is directly related to the quantity of O2 present in the reaction solution and the isotope content is
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identical. The CO2 sample is transferred to a dried glass tube and flame sealed, to be analyzed later by isotope ratio mass spectrometry. The procedure described above is used multiple times to withdraw solution aliquots before and after the addition of an oxygen reactive species. 

A key feature of the competitive isotope fractionation measurements is the use of natural abundance O2. Isotope effects are, therefore, determined for the reactions of the most abundant isotopologues: 16O–16O and 18O–16O. It is the intermolecular competition of these species that is reflected in the isotope effect. Aside from the obvious advantage of not requiring costly enriched materials, the competitive measurements also avoid the error that could arise from small leaks in the vacuum manifold and dilution due to ambient air. 

One disadvantage of the method when it comes to working with biological systems is sample size. Since natural abundance 18O is low (0.205  0.014%), samples must consist of at least 2 mmol of gas. While this is often trivial for measurements upon inorganic compounds, this is not so for stoichiometric measurements on proteins when only submicromolar quantities are available. In principle, the O2 can be analyzed directly instead of the CO2; however, CO2 is easier to manipulate and mitigates wear on the isotope ratio mass spectrometer (IRMS). 

Experiments typically involve determining the 18O/16O at varying conversions during a catalytic or stoichiometric reaction that consumes O2. A fixed field IRMS is typically used for this purpose. The state-of-the-art IRMS is equipped with a specialized inlet and/or combustion system that allows referencing against a stan-dardized sample gas. Such spectrometers are available in commercial service facilities throughout the United States and Canada. The isotope composition of samples is reported relative to a known standard, such as ocean water (SMOW =

standard mean ocean water) with errors of  0.1–0.2 parts per thousand (d18O in per mille notation). The experimental error in the competitive isotope effects can be up to 10 times larger due to manipulations performed using a vacuum apparatus. For instance, in the author’s laboratory, repeated analysis of ambient air indicated d18O =

23.5  1.5‰ versus SMOW. 

Two types of competitive isotope fractionation measurements have been performed for oxygen (18O): equilibrium isotope effects (18O EIEs) and kinetic isotope effects (18O KIEs).9 The 18O EIEs correspond to the ratio of equilibrium constants, K(16O–16O)/K(18O–16O). The 18O KIEs correspond to a ratio of second-order rate constants, k(16O–16O)/k(18O–16O). Both types of isotope effects are determined from a ratio of ratios; this minimizes the errors such that they are 5–10% of the isotope effect. The approaches used to determine 18O EIEs and 18O KIEs differ with respect to the experimental method used. 

18O EIEs are measured using an open reaction vessel that allows rapid exchange between the surrounding atmosphere and the total gas dissolved in solution. Experiments are performed at a concentration of reduced species such that the change in total O

þ

2 concentration (i.e., Ounbound

Obound) in each sample can be accurately deter-

2

2

mined. The isotope composition of the freely dissolved O2 remains constant, due to its rapid exchange with the atmosphere, whereas the bound O2 is fractionated in a manner that reflects the interaction with a metal center. The bound O2 must be released from
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the metal center so that it can be measured, along with the unbound O2. The 18O EIE is determined according to Equation 9.1, where terms include Ru and Rt for the 18O/16O

of the unbound and total O2 (bound + unbound), respectively, and f for the fraction of unbound O2 in solution. 





K 16O16O

18O EIE ¼

1f

¼ 



ð

ð

9:1Þ

Rt=RuÞf

K 16O18O

The determination of 18O KIEs requires a sealed reaction vessel that keeps the dissolved O2 in solution during the progress of the reaction. The moles of O2

consumed can, therefore, be accurately quantified. At varying stages of reaction, the O2 is collected and the 18O/16O at a given percent conversion is determined. The 18O KIE is calculated from Equation 9.2, where terms include R0 for the initial 18O/

16O composition of the O2 (in the absence of reaction at 0% conversion) and Rf for the 18O/16O corresponding to the fractional uptake of O2 at the conversion designated f. 
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9.3

THEORETICAL CALCULATIONS OF EQUILIBRIUM ISOTOPE

EFFECTS ON REVERSIBLE O2 BINDING

Calculations have since been performed to provide a frame of reference for interpreting 18O EIEs on various types of reversible reactions that involve O2 as a reactant. 

In accordance with the formalism developed by Bigeleisen and Goeppert-Mayer,26

the 18O EIE is defined for an isotope exchange reaction (Equation 9.3). The 18O EIE is then expressed in terms of the reduced gas-phase partition functions corresponding to isotope effects due to zero-point energy (ZPE), excited-state vibrational energy (EXC), and mass and moments of inertia (MMI) (Equation 9.4). Here, it is assumed that the phenomena that give rise to the isotope effects in the gas phase and solution phase are the same. 

A þ B*>A* þ B

ð9:3Þ

18O EIE ¼ ZPE  EXC  MMI

ð9:4Þ

The reduced isotopic partition functions are computed from the vibrational frequencies of the heavy and light isotopologues within the reactant and product states. The ZPE and EXC terms describe the isotope effects emanating from the quantized vibrational energy levels of these states, whereas the MMI represents the isotope effect that derives from translational and rotational modes.27 The formulas for
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the partition functions are presented in Equations 9.5–9.8, where n is a normal mode stretching frequency, T is the temperature, h is Planck’s constant, k is Boltzmann’s constant, N is the number of atoms in the reactant (A  O2) or the metal-bound product (B), and the asterisk designates the site containing 18O. The MMI is expressed as a vibrational product (VP) according to the Redlich–Teller product rule (Equation 9.7)13,14 or in accord with the classical Newtonian equations of motion (Equation 9.8). 
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Calculations of 18O EIEs upon reactions of natural abundance O2 require the normal mode stretching frequencies for the 16O16O and 18O16O isotopologues (16;16n and 18;16n). These values can often be obtained directly from the literature or estimated from known force constants. DFT calculations can be used to obtain full sets of vibrational frequencies for complex molecules. Such calculations are actually needed to satisfy the requirements of the Redlich–Teller product rule. In the event that the full set of frequencies is not employed, the oxygen isotope effects upon the partition functions change and are redistributed in a manner that does not produce a physically reasonable result. 

The use of a few of the most isotopically sensitive frequencies to estimate the 18O

EIE can be problematic. In large molecules, the presence of matrix effects as well as mode mixing can cause several vibrational frequencies to be affected by isotope
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substitution.28 Underestimating the net isotope shift associated with the O2-bound state results in an inflation of the calculated isotope effect. To the extent that the isotope sensitivity of the lower frequency modes (<500 cm1) is neglected, the temperature dependence of the 18O EIE will also be obscured. 

9.4

EQUILIBRIUM ISOTOPE EFFECTS UPON THE FORMATION

OF O2 ADDUCTS

Klinman and coworkers were the first to measure 18O EIEs on reversible reactions where O2 binds to metalloproteins such as hemoglobin (Hb), myoglobin (Mb), hemerythrin (Hr), and hemocyanin (Hc).29 In these cases, the high affinities for O2 have allowed the oxygenated protein forms to be crystallographically and spectroscopically characterized. In the original studies, the observed 18O EIEs were proposed to reflect the change in oxygen bond order upon converting O2 to the level of superoxide and peroxide. For the iron(III) superoxide and iron(III) hydroperoxide structures in oxyMb and oxyHr, respectively, a large difference in 18O EIE was observed. This result was in contrast to expectations based upon treating the iron(III) as if it were equivalent to a proton and emphasizing the change in net bond order about oxygen. It was therefore argued that the hydrogen bonding in oxyMb, as well as oxyHb, is responsible for the diminution of the 18O EIE from the expected value 1.010

to 1.005. 

More recent proof-of-concept studies have demonstrated that end-on (h1) superoxide (O I

2

) structures derived from biomimetic cobalt porphyrin and cobalt Schiff base complexes that are structurally analogous to the globins exhibit similar 18O

EIEs.30 These measurements were performed in polar and nonpolar organic solvents where hydrogen bonding is unlikely to be the source of the small 18O EIEs. Later DFT

studies indicated that the observation of 18O EIEs ca. 1.005 at 298K is due to the similar isotope shift of the Co(h1-O I

2

) structure and O2.31 The magnitude of the 18O

EIE can vary to some extent depending upon the nature of the metal–O2 interaction. 

This interaction is manifested in the magnitude of the isotope-dependent stretching frequencies and dictated by the electronegativity of metal together with its coordination geometry. In support of this, experimental and computational evidence indicates that Cu(h1-O I

2

) structures exhibit 18O EIEs of 1.010–1.015 which are significantly larger than those seen for Co(h1-O I

2

).32

Further studies of structurally defined inorganic molecules have demonstrated that the side-on (h2)-bound metal peroxide (O II 2

) complexes exhibit much larger

18O EIEs than the h1-superoxide complexes.30 The explanation for this behavior is different from that proposed originally, where the focus was primarily on the reduction in the OO force constant. Though the decrease in OO force constant and the attendant decrease in the isotopic zero-point energy-level splitting are believed to be the origin of most normal (>1) heavy atom isotope effects (Figure 9.2),33 this is likely to be an oversimplification when O2 binds to a heavy metal fragment. 

[image: Image 154]
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FIGURE 9.2

Predicted trends in zero-point energy-level splitting upon reducing O2. 

Upon coordination to a metal center, the mass-dependent rotations and translations present originally in the uncoordinated O2 are lost and new low-frequency bonding modes are gained. The new bonds contribute to an increase in molecular force constant that offsets the weakening of the OO bond upon reduction. The end result is a net increase in zero-point energy-level splitting within the metal–O2 adduct relative to O2. This behavior characterizes an inverse isotope effect upon the enthalpy of reaction; that is, ZPE < 1 is calculated according to Equation 9.5. Entropic compensation by loss of the mass-dependent rotational and translation degrees of freedom results in a large normal contribution from the remaining terms EXC  MMI (Equations 9.6 and 9.7), making the overall 18O EIE > 1 in all instances at temperatures above 100K. At very low temperatures, an 18O EIE < 1 is anticipated due to a smaller entropic and a larger enthalpic contribution. 

A different situation results when O2 is reduced by the equivalent of a hydrogen atom. This is the reaction proposed by Tian and Klinman as a model for O2 binding to Hb and Mb.29 Using known vibrational frequencies, an 18O EIE = 1.010 can be calculated for the reduction of O

. 

2 to HO2 . This value derives from a dominant ZPE

and a negligible EXC  MMI. The force constants compared in Figure 9.2 depict the different origins of 18O EIEs discussed above. 

9.5

OXYGEN EQUILIBRIUM ISOTOPE EFFECTS

AS STRUCTURAL PROBES

Studies of proteins and synthetic inorganic compounds suggest that 18O EIEs have a

“fingerprint”-like quality that characterizes the bonding within the O2 adduct. 

Experimental and computational results obtained for the various systems are shown in Tables 9.1 and 9.2, where the products of reversible O2 binding reactions are classified according to the level of OO reduction, superoxide (I) and peroxide (II), and the h1 versus h2 coordination mode. Both the extent of internal electron transfer and the strength of bonds within the O2 adduct dictate the magnitude of the 18O EIE. 
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TABLE 9.1

Equilibrium Isotope Effects for Converting O

I

2 to h1-Superoxide (O2

)

Structures

Reduced Form

Oxygenated Form

18O EIE

a

18

b

meas

O EIEcalc

Myoglobin

1.0039  0.0002

0.996 (S ¼ 0)c

1.0043 (S ¼ 1)c

Hemoglobin

1.0054  0.0006

P450cam

1.0048  0.0006

1.0028  0.0014

1.0039

(MeTHF, 248K)

(THF, 248K)d

Co(h1-O2)Por

0.9990  0.0013

0.9913

(MeTHF, 155K)

(THF, 155K)

1.0066  0.0011

1.0039

(ClBz, 245K)

(245K)e

1.0072  0.0014

1.0069

(DMF, 294K)

(DMF, 294K)

1.0034  0.0021

1.0027

Co(h1-O2)Sal

(DMF, 218K)

(DMF, 218K)

1.0056  0.0025

1.0043

(MeTHF, 249K)

(THF, 249K)

1.0004  0.0026

0.9912

(MeTHF, 161K)

(THF, 161K)

Cu(h1-O2)

1.0149  0.0012

1.0128 (S ¼ 1)

TMG3Tren

(DMF, 261K)

(acetone, 261K)f

(continued )
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TABLE 9.1

(Continued )

Reduced Form

Oxygenated Form

18O EIE

a

18

b

meas

O EIEcalc

Cu(h1-O2)

n.d. 

1.0128 (S ¼ 0)

TMPA

(222K)

a Measured in aqueous solution between 295 and 298K unless otherwise noted. 

b Calculated at the experimental temperature in the gas phase as described in Refs 31 and 32 unless noted. 

c Calculations performed for the low spin (S ¼ 0) and high spin (S ¼ 1) states. 

d Substituents on the porphyrin ring were omitted. Tetrahydrofuran (THF) was used as a model continuum dielectric for methyltetrahydrofuran (MeTHF). 

e Calculated for the full structure in vacuum. 

f Acetone was used as a model because of the similar dielectric constant to DMF (N,N,-dimethylformamide). 

All of the measurements employed the technique described above that involves the analysis of the isotope composition of O2 released from the carrier complexes in preequilibrated solutions. In addition, an established DFT method (mPWPW91)34

with the atomic orbital basis functions, Co, Fe, and Cl (the compact relativistic effective core potential basis CEP-31G),35 N and O (6-311G), P (6-311G), C(6-31G), and H (STO-3G),36 were used to calculate the 18O EIE in terms of actual and model structures. The latter approach has also been employed for hypothetical intermediates in enzymes as described below. 

That h1-superoxide can be easily discerned from h2-peroxide, together with the agreement between experimental and calculated results, illustrates the power of the DFT calculations. Significant differences in the magnitudes of the 18O EIEs can be predicted on the basis of the metal–ligand interactions. As mentioned above, this interaction reflects the electronegativity of the metal ion and its electron density due to the coordinated ligands. 

The DFT calculated temperature profiles are somewhat different for Cu-(h1–O I 2

)

and Co(h1–O I

2

). The maximum is predicted to occur at a lower temperature for the copper complex, which also exhibits the larger 18O EIE. An explanation for this behavior again can be found within the DFT calculations and the analysis of vibrational frequencies. Comparing the gas-phase structures and vibrational frequencies below 100 cm1 indicates an isotope shift that is more than two times greater for Co(h1–O2)Sal (7.7 cm1) than for Cu(h1–O2)TMG3Tren (3.0–3.4 cm1). Therefore, the more temperature-dependent 18O EIE is associated with the greater isotope sensitivity of the low-frequency vibrational modes. This observation underscores the The range refers to calculations performed upon the singlet, triplet, and spin contaminated states. See Reference 32 for details. 
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TABLE 9.2

Equilibrium Isotope Effects for Converting O2 to h1-Hydroperoxide (O II

II

2

H) and h2-Peroxoxide (O2

) Structures

Reduced Form

Oxygenated Form

18O EIE

a

18

b

meas

O EIEcalc

Hemerythrin

1.0113  0.0005

1.0115c

Hemocyanin

1.0184  0.0023

1.028d

Cu(h2-O2)bDK

n.d. 

1.0239e

Cu(h2-O2)tBu-Tp

n.d. 

1.0251f

[Rh(h2-O2)(dppe)2] þ

1.0199  0.0017

1.0177g

(DMF, 295K)

1.0181h

(continued )
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TABLE 9.2

(Continued )

Reduced Form

Oxygenated Form

18O EIE

a

18

b

meas

O EIEcalc

Ir(h2-O2)(PPh3)2(CNO)(Cl)

1.0226  0.0013

1.0176i

(DMF, 295K)

Ir(h2-O2)(PPh3)2(CO)(Cl)

1.0305  0.0023

1.0169i

(DMF, 295K)

a Measured in aqueous solution between 295 and 298K unless otherwise noted. 

b Calculated as described in Ref. 31 at the experimental temperature in the gas phase unless noted. The LANL2DZ basis set with effective core potentials was used for rhodium and iridium. 

c Ref. 8. 

d Roth, J. P. et al., Inorg. Chem. 2010 in press. 

e The maximum 18O EIE at 173K. 

f The maximum 18O EIE at 197K. 

g Calculated for the actual structure in the gas phase. 

h Calculated for the analogous complex with methyl in place of phenyl in DMF. 

i Roth, J. P., unpublished results. The smaller than expected 18O EIE is likely due to relativistic effects and an insufficient basis set for the third row metal. 

importance of the DFT calculations and analyses of full sets of vibrational frequencies to explain the experimental trends. 

Although the calculated temperature profiles of the 18O EIEs give a unique maximum for each of the reversible O2 coordination reaction, the overall trends are similar.31,32 In each case, the 18O EIE begins inverse at the lowest temperature and then gradually increases through a normal maximum value before decreasing to unity as the temperature approaches infinity. The transition from inverse to normal arises from a dominant contribution from the enthalpic isotope effect (ZPE) at low temperatures and the entropic isotope effect (EXC  MMI) at higher temperatures. 

Approaching infinitely high temperatures, all vibrational modes become equally populated and the 18O EIE vanishes. 

The calculated temperature profiles of the 18O EIEs and constituent isotopic partition functions are shown in Figure 9.3 for two copper–oxygen complexes.37,38 In these cases, the maximum temperature and the magnitude of the EIE differentiate the end-on and side-on structures. Similar behavior is observed in Tables 9.1 and 9.2, where the h1-superoxide structures are characterized by discernibly smaller 18O EIEs than the h2-peroxide structures. As discussed above, the origin of the differences is
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FIGURE 9.3

Calculated temperature profiles of the 18O EIEs and partition functions for an end-on and side-on Cu–O2 adduct. 

likely the isotope sensitivity of the low-frequency vibrational modes. It will be interesting to determine whether intermediate structural types, such as h2-superoxide, exhibit features that reflect a continuum in the bonding description and the expected trends in the 18O EIE with changing temperature. In order to assess this possibility, well-defined reversible reactions must first be identified. 

9.6

OXYGEN KINETIC ISOTOPE EFFECTS: APPLICATIONS

TO MECHANISTIC STUDIES

Studies of oxygen kinetic isotope effects (18O KIEs) have provided an unprece-

. 

dented level of insight concerning the reactivity of O



2, O2

, and H2O2 with
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metalloenzymes and inorganic compounds. By virtue of being a competitive measurement, the 18O KIE reports on all microscopic steps that contribute to the bimolecular rate constant, that is, kcat/KM(O2) in enzymatic reactions and kO2 for reactions in solution. The competition between heavy and light isotopologues (16O16O and 16O18O) present at natural abundance results in an 18O KIE that reflects all steps beginning with encounter leading up to and including the first kinetically irreversible step. 

9.6.1

Inner-Sphere and Outer-Sphere Reactions

In general, reactions in which O2 is reduced by a redox metal ion or organic cofactor, such as a flavin adenine dinucleotide or tetrahydrobiopterin, are not diffusion controlled. Instead the reaction requires a significant activation energy that reflects the reorganization bonds as well as the dipoles within the surrounding environment. 

As will be discussed in the examples below, the magnitude of the competitive 18O

KIE, as well as its response to changing the reaction thermodynamics, can be used to discriminate between different types of electron transfer reactions (inner-sphere versus outer-sphere) as well as the involvement of a single-step or a multistep mechanism for O2 reduction. 

Reactions that involve O2 as the reactant or the product may occur by an inner- or outer-sphere pathway when the redox partner is a transition metal. The same is true of reactions that consume or produce O . 

2

. The inner-sphere reaction is defined by

the presence of a bond to O2 in the transition state. Different types of inner-sphere reactions are possible including those that form covalent intermediates and those that do not. The outer-sphere reaction simply converts O

. 

2 to O2

, or vice

versa, in the absence of covalent bonding. The free energy barrier in the reaction is expected to arise from the reorganization needed to accommodate electron transfer and the redistribution of charge. An additional contribution derives from lengthening or contracting the OO bond. 

The 18O KIEs upon outer-sphere reactions of O2 have complex interpretations even though only a single bond is affected by isotopic substitution. The method for calculating such effects requires that the O–O stretch be treated quantum mechanically. The 16;16n of O

. 

2 (1556 cm1) and O2

(1064 cm1) exceeds the available

thermal energy (>4kBT), making the OO bond essentially frozen at ambient temperature. The classical motions that contribute to the reaction coordinate are defined by the much lower frequency modes of the surrounding solvent or protein. 

This motion occurs on a different timescale than either the electron transfer or the reorganization of the OO bond. 

To accommodate the quantum mechanical view, the 18O KIE upon electron self-exchange between O

. 

2 and O2

has been calculated from isotope-depen-

dent Franck– Condon overlap factors.39–41 In this simplified treatment, the overlap factor is derived from an averaged stretching frequency corresponding to the reactant and product states. Additional terms include the mass of the heavy and light isotopologues and the change in OO bond length. Though the change in force constant is neglected, as is the slight difference in Gibbs
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free energies of reaction for 16;16O and 16;18O , the calculations reproduce the 2

2

magnitude of 18O KIEs observed for outer-sphere electron transfer to O2 at DG  0 kcal mol1.42

In accord with an approach originally outlined by Jortner and coworkers,41,42 the influence of changing DG upon the 18O KIE has been modeled using a saddle point approximation.43 At this stage, the experimental variations in 18O KIEs for reactions of O

. 

2 and O2

are yet to be determined. The vibronic model of Hammes-Schiffer, which has been used to model proton-coupled electron transfer in accord with a Born-Oppenheimer separation of timescales, may also be applicable here.44 The objective is to account for the change in OO vibrational frequency together with potential contributions from overlap of vibrationally excited states. The overlap factors involving these states are expected to become more important as DG deviates from 0 kcal mol1.39

The theoretical prediction of 18O KIEs can be even more challenging for inner-sphere electron transfer reactions of O2. The source of greatest ambiguity is the nature of the reaction coordinate when a bond is formed between metal and O2. In addition to the potential for multiple reactive configurations, there is the possibility that the reaction coordinate is made up of combined metal–O and OO stretching modes. The preequilibrium formation of intermediates may also be a complicating factor. In cases where such intermediates are formed reversibly prior to the rate-determining dissociation of O

. 

2 or O2

, the observed 18O KIE is expected to be dominated by the force constant changes in the preequilibrium step and smaller than the limiting 18O EIE for converting O

. 

. 

2 to O2

(1.033) or O2

to O2 (0.968).9 In cases where an intermediate is high in energy and does not accumulate, its existence can be difficult to demonstrate. 

As discussed below, one means of assessing whether an intermediate is formed involves varying the redox potential of the electron donor or acceptor and analyzing the impact on the 18O KIE. 

9.6.2

Irreversible O2 Binding Reactions

An interesting subset of the inner-sphere electron transfer reactions involves the irreversible formation of a stable metal–O2 adduct as the product. A series of such reactions (Figure 9.4) has been investigated by reacting d8 and d10 organometallic complexes with O2.45 These reactions result in the formation of structurally defined side-on peroxide complexes. 

Analyzing the isotope fractionation data for the reactions in Figure 9.4 suggested a surprisingly larger range of 18O KIEs. The isotope fractionation patterns shown in Figure 9.5a indicated 18O KIEs from 1.006–1.028, which are all smaller than the calculated 18O EIEs. In addition, the bimolecular rate constants for O2 association (kO2) were determined where possible and found to correlate to the magnitude of 18O EIEs of 1.026–1.030 were computed from three experimentally determined frequencies that represent the most isotopically sensitive vibrational modes for side-on peroxide structures. This approach may be superior to the full frequency analysis specifically for the third row metals where the DFT method is less reliable. 

[image: Image 168]
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FIGURE 9.4

Irreversible metal peroxide forming reactions examined in Ref. 30. 

the 18O KIEs. These results suggested a trend (Figure 9.5b) where the 18O KIE

normalized relative to the limiting 18O EIE reflected a variation in the product-like character of the transition state. In one case, an 18O KIE and an 18O EIE could be determined for a single reaction by varying the timescale and the setup used for the measurements.30 Consistent with thermoneutral reactions exhibiting the largest isotope effects, the 18O KIE ¼ 1.0268  0.0037 for Ir(h2-O2)(PPh3)2(CO)(Cl), where DG  5.8 kcal mol1, approaches the experimentally determined 18O EIE

1.0305  0.0023 consistent with a product-like transition state. 

In none of the two-electron oxidative addition reactions in Figure 9.4 has evidence been obtained for an intermediate. This observation together with the trend relating the 18O KIE/18O EIE to the log kO is consistent with a single-step reaction. This 2

mechanism has recently been challenged on the basis of calculations that suggest that spin-state change should cause a significant reorganizational barrier, making the coordination of O2 to a reduced late transition metal occur in multiple steps (Figure 9.6)46 It has also been argued on the basis of early DFT calculations, which unfortunately used an uncalibrated method, that the 18O KIEs may be difficult to distinguish for reactions that give rise to h1-superoxide structures and those that give rise to h2-peroxide structures.47

Experimental data collected thus far appear to contradict the proposals of a sequential mechanism outlined above.30 In addition, no results have indicated 18O
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FIGURE 9.5

(a) Fractionation plot used to determine 18O KIEs for the reactions in Figure 9.4. 

(b) Correlation of the transition state structure parameter (18O KIE/18O EIE) to the rate constant for O2 binding. (See the color version of this figure in Color Plates section.) KIEs in excess of 1.010 for the rate-determining formation of an h1-superoxide species. A significant decrease from the 18O EIEs determined for such structures (i.e., 1.005–1.015 in Table 9.1) is actually expected due to variations in the transition state structure, which arise from changes in the reaction driving force.47

The possibility that an h1-superoxide intermediate is formed reversibly, as a

[image: Image 171]
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FIGURE 9.6

Concerted and sequential mechanisms for forming h2-peroxide compounds. 

high-energy species, prior to the rate-determining step is difficult to rule out. More experiments that compare 18O KIEs to 18O EIEs under similar conditions, together with DFT calculations, should help to clarify these issues. 

9.6.3

Evidence for O2-Bound Intermediates

Under some circumstances, the comparison of the 18O KIE to the 18O EIE can signal the presence of intermediates. When such an intermediate is involved in the mechanism, the observed18O KIE is a net effect corresponding to the product of the preequilibrium 18O EIE and the microscopic KIE for the rate-determining step. The isotope effect on the preequilibrium can be calculated on the basis of vibrational frequencies using the DFT approach for structures analogous to those in Tables 9.1 and 9.2. In reactions where O2 is released from a metal peroxide or superoxide species, the microscopic KIE is expected to be inverse; this is due to the relationship 18O EIE > 18O KIE, which has been established in the direction of O2 binding to reduced metals (cf. Section 9.6.2). In contrast, dissociation of O . 

2

from a metal peroxide or superoxide species is likely to be characterized by a normal KIE due to the nature of the bonding changes that characterize the reaction. 

A case where the presence of an O2-bound intermediate has been inferred on the basis of 18O KIEs is found in studies involves a series of tripodal copper(II) pyridylamine complexes.39 These complexes, determined to have redox potentials spanning a range of 0.7 V, were reacted with O . 

2

in dimethylsulfoxide (DMSO)

under kinetically irreversible conditions. The collection of O2 from reaction mixtures using a procedure analogous to that described in Section 9.2 allowed an analysis of oxygen isotope fractionation. The results shown in Figure 9.7 indicate an inverse 18O KIE where there is an increase in the 18O content of the unreacted O . 

2

. 

After a small correction for a competing side reaction with copper(I), the 18O KIEs of 0.984–0.989 were found to be insensitive to changes in reaction driving force. 
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FIGURE 9.7

Isotope fractionation of O . 

2

upon reacting with two copper complexes (TEPA:

tris(2-pyridylethyl)amine or TMPA: tris(2-pyridylmethyl)amine) from Ref. 39. 

The DG varied from approximately 6 to 19 kcal mol1, as estimated from the copper(II)/(I) and O

. 

2/O2

redox potentials and the recommended corrections for electrostatic effects.39

The observation of a narrow range of 18O KIEs suggests that the major bonding changes occur in a preequilibrium step. The magnitude of the inverse 18O KIE is consistent with 18O EIEs calculated for the limiting structures. That the observed 18O

KIE is comparable to the 18O EIE calculated for the preequilibrium step is consistent with the down-hill nature of the reaction and a transition state which resembles the structure of the O2-bound intermediate rather than the product. 
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FIGURE 9.8

Proposed mechanism for the oxidation of O . 

2

by copper(II) complexes

involving the formation of a Cu–O2 intermediate. 

The intermediates formed in reactions of the tris-pyridylamine copper(II) complexes, as well as azide-bound analogues, were proposed to posses h1-superoxide structures. This proposal derives from the similar magnitude of the 18O KIEs and the expected 18O EIEs. Further corroboration is provided by cryogenic stopped-flow spectrophotometry experiments where upon reacting copper(II) trispyridylmethylamine (TMPA) with O . 

2

(in a DMF/THF mixture

at 193K), an intermediate is generated having an optical spectrum identical to that observed seen upon reacting copper(I) TMPA with O2 (Figure 9.8).37,48 The optical spectrum is also very similar to that of a structurally characterized h1-superoxide species49 and differs from spectra associated with h2-superoxide and peroxide species.50

FIGURE 9.9

Isotope effects predicted for reactions of O

. 

2, O2

, and H2O2 with an active site

copper ion. 18O EIEs are given in the direction indicated by the closet arrow. 
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FIGURE 9.10

Isotope effects predicted for reactions of O2 and H2O2 with heme enzymes. 

18O EIEs are given for the reaction in the direction indicated by the closet arrow. 

9.6.4

Predicting Boundaries for 18O Kinetic Isotope Effects As described in the sections that follow, methodology is in place for applying isotope fractionation to study the relationship between reactions of O2 and its reduced forms, O . 

2

, H2O2, and H2O. Beginning with H2O2, reactive intermediates can be generated and compared to those derived from O2. Measurements of this type are particularly relevant to the catalytic cycles of enzymes that can utilize either O2 or H2O2 as the sacrificial oxidant. Examples include the P450 enzymes51 and the copper containing monooxygenases.52 In some cases, reactive intermediates that differ depending on the nature of the oxidant have been proposed.53 The relationships between the 18O EIEs for various reduced/

reactive oxygen species in copper-containing enzymes are shown in Figure 9.9, with the structures of the O2-bound complexes assumed to resemble the synthetic model compounds described in Section 9.5. Figure 9.10 depicts the relationship of 18O EIEs for related structures in heme proteins. In all cases, DFT calculations on the model structures were performed and the full sets of vibrational frequencies used to predict the isotope effects. 

9.7

APPLICATIONS OF 18O KINETIC ISOTOPE EFFECTS

TO REACTIONS OF METALLOENZYMES

9.7.1

Copper Amine Oxidases

The copper amine oxidases (CAOs) catalyze the oxidative deamination of primary amines to aldehydes and the production of H2O2 for use in cell signaling. The

[image: Image 177]
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enzymes utilize a trihydroxyphenylalanine quinone (TPQ) cofactor derived from posttranslational modification of an active site tyrosine residue in a reaction that requires the presence of copper(II) and O2.54 Once formed the TPQ cofactor is sequentially reduced by primary amines and reoxidized by O2 in kinetically independent processes. 

The mechanism by which O2 reoxidizes the two-electron reduced form of the TPQ cofactor, forming H2O2 as a product, has been the subject of ongoing debate. There are two proposals that differ with respect to the role of the active site copper ion. Originally, the proposals focused on the initial interaction between the reduced enzyme and O2; however, it has become increasingly clear that an intermediate copper–oxygen undergoes reduction in the rate-determining step. 

Dooley et al. first proposed an inner-sphere electron transfer mechanism where O2 binds directly to copper(I);55 this was based upon precedence that suggested very rapid reactions between O2 and synthetic copper(I) compounds used as spectroscopic models for enzyme active sites. A three-coordinate copper(I) geometry in the CAOs had been demonstrated upon reduction with dithionite under anaerobic conditions.56 The reduction of the enzyme anaerobically with primary amine substrates actually produces two states, a copper(I)/semiquinone and a copper (II)/aminoquinol (Figure 9.11). In plant-derived and bacterial CAOs, these states have been demonstrated to exist in rapid equilibrium, due to intraprotein electron FIGURE 9.11

Proposed inner- and outer-sphere pathways in copper amine oxidases obscured by the rapid internal redox equilibrium. 
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transfer.57,58 This equilibrium observes the identity of the species that reacts directly with O2. 

Later studies of the bovine serum amine oxidase (BSAO) and the recombinant enzyme from the yeast Hansenula polymorpha (HPAO) led Klinman and coworkers to put forth an alternative mechanism where the enzyme reacts directly with O2 via the copper(II)/aminoquinol.59,60 This mechanism is unorthodox in that the enzyme reduces O2 without binding to the copper ion. The reaction is viewed as an outer-sphere electron transfer from the aminoquinol to the O2 prebound within a hydrophobic cavity of the protein.61 The 18O KIEs of 1.010 reported62,65,66 in the studies of BSAO and HPAO are smaller than expected for an outer-sphere electron transfer. 

18O KIEs of 1.028 are expected for this class of reactions, largely on the basis of observations with the flavoprotein glucose oxidase.41,44 An explanation for the smaller than expected 18O KIEs is kinetic complexity, as would be expected if O2

“binding” to a nonmetal site or steps following the formation of O . 

2

were partially

rate limiting.9,62

The most compelling support for the outer-sphere electron mechanism in HPAO comes from studies that revealed similar turnover rate constants (kcat) for the native, copper(II) containing, and cobalt(II)-reconstituted enzymes.63 This observation is consistent with the aminoquinol as the primary reductant and the metal ion as having a structural role, as in tuning the pKa of a critical amino acid in the protein active site. Follow-up studies of the single turnover reaction with copper(II)-HPAO have supported this view. The rate constant determined at saturating O2 concentration was found to be 30% limited by electron transfer from the aminoquinol and interpreted as contributing significantly to kcat under turnover conditions.64 At this stage, it would be interesting to confirm the expectation of similar behavior with the cobalt(II)-reconstituted enzyme as well as the absence of oxidation to cobalt(III) upon exposure to O2 and H2O2. 

More recent studies65 of the amine oxidase from pea seedling (PSAO) have demonstrated that an inner-sphere electron transfer mechanism, involving an O2-bound intermediate, is also possible (Figure 9.11). A somewhat larger 18O KIE of 1.0136 has been determined for this reaction and found to be relatively free of kinetic complexity on the basis of experiments at varying pH and temperature.68

DFT calculations on the structure of potential intermediates, such as those shown in Figure 9.9, indicated that the observed 18O KIE would be consistent with preequilibrium formation of a copper h1-superoxide intermediate, followed by rate-limiting reduction to the copper(II) peroxide by the semiquinone form of the TPQ cofactor. The analysis of the 18O KIE, together with the lack of correlation between the pH-dependent equilibrium copper(II)/aminoquinol $ copper(I)/semiquinone and pH independent kcat/KM(O2), supports the multistep inner-sphere electron transfer mechanism. The difficult in observing the accumulation of a Cu O2 intermediate, in stopped-flow spectroscopic studies, is likely due to the relative energetics that places the copper h1-superoxide slightly higher in free energy than copper(I) and O2. 
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9.7.2

Copper Zinc Superoxide Dismutase

Superoxide dismutases are found widely in nature where a variety of redox metals (copper, nickel, iron, and manganese) are used to catalyze the disproportionation reaction: 2O . þ

þ

2

2H þ ! O2

H2O2.66 The copper/zinc and manganese-

containing enzymes are found in mammals, in different locations within the cell, where they provide a primary defense against oxidative damage by the perhydroxyl radical (HO . 

2 ). The mechanisms of electron transfer that are related to the dramatic rate acceleration of the enzyme reaction have not been understood. The copper–zinc enzyme, referred to simply as SOD, has been thoroughly studied due to its involvement in neurodegenerative disease.67 Catalysis by the enzyme involves two cyclical and kinetically irreversible reactions in which (CuII)SOD oxidizes O . 

2

to

O

. 

2 and (CuI)SOD reduces O2

to H2O2.68 The two phases of catalysis are

designated the reductive and oxidative half-reactions, as they refer to the redox change of the metal cofactor (Figure 9.12). Because the substrate, O . 

2

, is the same

for both half-reactions, the kinetics of electron and proton transfer steps has been difficult to address. 

Studies of oxygen isotope fractionation were undertaken to address the mechanisms of the oxidative and reductive phases of SOD catalysis.44 Experiments were conducted at pH 10 in either borate or carbonate buffer where the rate is only slightly diminished from that at physiological pH. Control experiments demonstrated that all of the O2 produced came from the enzymatic reaction rather than the spontaneous disproportionation that occurs in the presence of trace metal ions slowly as the pH is increased. The reaction proceeds rapidly to 100% completion giving equal concentrations of O2 and H2O2; therefore, a ratio of fractionation factors was determined from the distribution of the 18O isotope in the two products. The ratio of fractionation factors reflects the ratio of KIEs on the oxidative and reductive reactions, and is designated as b (Equation 9.9). The b was determined to be 1.0104  0.0012 under the conditions described above. 

Þ

b ¼ KIEðCuI þ O . 

2

¼ RðO2Þ

ð9:9Þ

KIEðCuII þ O .Þ

RðH

2

2O2Þ

FIGURE 9.12

Sequential oxidative and reductive reactions during SOD catalysis. 
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The individual contributions to b were resolved by examining the reductive half-reaction in reverse, that is, by analyzing the stoichiometric reaction of prereduced CuI(SOD) with O2, also at pH 10. An 18O KIE ¼ 1.0044  0.0016 was determined for this reaction and, on the basis of estimating the expected 18O KIE at varying DG, was argued to be inconsistent with outer-sphere ET.9 A mechanism of inner-sphere ET

involving a CuO2 intermediate was proposed. Furthermore, the principle of microscopic reversibility implicates the same transition state in the reaction where O . 

2

is

oxidized by CuII(SOD). Taking the observed 18O KIE for the reaction with O2 and dividing by the theoretical 18O EIE for converting O . 

2

to O2 affords an 18O

KIE ¼ 0.972 for the reaction of oxidized enzyme with O . 

2

. Compared to the less

inverse values of 0.984–0.989 determined for O . 

2

binding to synthetic copper(II)

compounds the enzymatic transition state is associated with significant CuI–O 0

2

character. 

Correcting b for the contribution from the 18O KIE upon O . 

2

oxidation gives the

18O KIE ¼ 0.982 on the reduction of O . 

2

by CuI(SOD). The inverse isotope effect is

inconsistent with electron transfer, which would result in weakening the OO bond. 

The formation of a copper(II) peroxide, HO 

2

2 , or O2

is therefore characterized by

an isotope effect of unity or greater. Since the estimated 18O KIE is inverse, it is instead more consistent with rate-determining protonation to form HO . 

2

(18O EIE

0.978). Due to its positive redox potential, HO . 

2 would be expected to easily reoxidize

the CuISOD. 

Considering the estimated rate constant for the oxidative half-reaction as well as the pK

. 

a of HO2 , the proposed protonation step in SOD is likely to be facilitated by association of O . 

2

with a basic residue in the enzyme active site, perhaps the conserved arginine associated with electrostatic catalysis.69,70 It is also interesting to note that the accumulation of HO . 

2 as a reactive intermediate in the enzyme active site is expected to be damaging, possibly explaining the oxidative protein modification seen in SOD upon exposure to high levels of H2O2.71 This reaction has been implicated in the loss of the active site metal and the formation of aggregates due to protein misfolding.72

9.7.3

Heme-Containing Oxygenases and Peroxidases

Studies of heme enzymes and synthetic analogues have been initiated in an effort to understand the identities of reactive oxidants generated from O2 and H2O2. 

In the O2-utilizing enzymes, such as the cytochromes P450 and heme oxygenase, reducing equivalents are needed to produce the iron(II) enzyme and to reduce the iron(III) superoxo to the level of a peroxide or hydroperoxide species. The iron (III) hydroperoxide can also be accessed by reacting the iron(III) enzyme with H2O2. Spontaneous OO homolysis within the iron(III) hydroperoxo would give rise to a ferryl, iron(IV) oxo, species and a hydroxyl radical. In contrast, the proton-assisted OO heterolysis pathways would form the iron(IV) oxo delocalized porphyrin pi cation radical state along with an equivalent of water. 
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Recent studies of P450cam, in the presence of its substrate camphor, compared the 18O KIE upon O2 consumption (kcat/KM O2) to the 18O EIE upon O2 binding to the reduced enzyme (Kd O2).73 Purdy et al. demonstrated an 18O KIE of 1.0147  0.0007

that significantly exceeds the 18O EIE of 1.0048  0.0003 for formation of the formally iron(III) h1-superoxide complex. Rate-determining outer-sphere electron transfer followed by the rapid binding of O . 

2

to iron(III) was proposed. An

alternative mechanism, where O2 reversibly coordinates to reduced P450cam followed by rate-determining interprotein electron transfer from putidaredoxin, could not be excluded. 

The two mechanisms predict different changes in bonding within the transition state. In the case where reduction of O

. 

2 to O2

is rate determining, it is difficult to

rationalize why the magnitude of the 18O KIE is diminished relative to the expected maximum of 1.03.41 A possible explanation involving contributions from excited vibrational states might be plausible if the first step were highly exo- or endoergic. 

This is not expected to be the case, however, since the reduction potential for iron (III)/iron(II) in P450cam is reportedly 0.134 V versus NHE,74 comparable to the potential for converting O

. 

2 to O2

(0.16 V versus NHE). In the alternate

mechanism, where the second electron transfer is rate determining, the 18O KIE

is expected to reflect the transition state for converting an iron(III) superoxide species to an iron(III) peroxide species. On the basis of approximate 18O EIEs calculations,75 the observed 18O KIE should be at least 1.010. Though it would seem easier to explain the observed 18O KIE of 1.0145 in the context of the two-step mechanism, further experiments are needed to exclude outer-sphere electron transfer. In cases where a redox-active metal and a coordinately unsaturated metal are involved, there may be unforeseen electrostatic interactions that cause the 18O

KIE to be diminished. 

Similar to the oxygenases, heme-containing peroxidases react with H2O2 to generate a transient iron(III) hydroperoxide intermediate that undergoes bond cleavage. Different mechanisms have been proposed depending on the function of the enzyme as well as the stability of the ferryl product.76,77 In heme peroxidases, the evidence supporting OO heterolysis includes crystallographic and spectroscopic studies which provide no indication of the intermediate iron(IV) oxo/hydroxyl radical state, computational studies which have located low-energy heterolysis pathways, and the oxygen isotope fractionation. 

Analysis of oxygen isotope fractionation during peroxidase turnover is perhaps the most direct way to examine the mechanism of OO bond cleavage. In a recent study of horseradish peroxidase (HRP),78 the isotope fractionation of H2O2 was analyzed upon oxidation of the cosubstrate 2-methoxyphenol. The reaction of the FeIII-HRP with H2O2 was characterized by a significant 18O KIE of 1.0127  0.0008. 

Complementary DFT calculations were performed to interpret the observed 18O

KIE in the context of 18O EIEs expected for potential intermediates and products. 

Included in the analysis were iron(III) hydroperoxide species, including those with hydrogen bonds between both oxygen atoms and a nearby histidine, as well as the iron
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(IV) oxo species. In addition, an 18O KIE was calculated for the OO heterolysis transition state using the frequencies determined for the saddle point structure as well as the reaction coordinate. 

A transition state theory formalism (Equation 9.10) was used to calculate the 18O

KIE from the reaction coordinate frequency (nRC), defined as the mode that converts the OO vibration into a translation, and the pseudo-equilibrium constant for forming the transition state (KTS). In the expression for the latter (Equation 9.11), the one vibration that becomes the reaction coordinate has been removed. 







18O KIE ¼ 16;16n =16;18n

16;16K =16;18K

ð9:10Þ

RC

RC

TS

TS

16;16K =16;18K

¼ ZPE  EXC  MMI

ð9:11Þ

TS

TS

In contrast to the results obtained for the irreversible reactions of O2 in Section 9.6.2, where the 18O KIE < 18O EIE, DFT analysis suggests that the 18O

KIE is likely to exceed the 18O EIE for a reaction where the OO bond is created or broken. An 18O KIE of 1.032 was calculated for OO heterolysis in the reaction of FeIII-HRP and H

¼

2O2. The isotope effect on nRC

1.020 is due to imaginary fre-

quencies of 226.5i cm-1 and 222.0i cm-1 while the isotope effect on K

¼

TS

1.0117. 

That the observed 18O KIE was significantly smaller than the calculated value and closer to the 18O EIE ¼ 1.0105 calculated for the heterolysis mechanism suggested the possibility of reversible OO bond cleavage and formation. 

Though unconventional reversible OO is indicated by experiments which demonstrated that the isotope composition of the unreacted H2O2 was dramatically altered in 18O-enriched water. The proposed mechanism has implications for the interpretation of the kinetic parameters for the enzymatic reaction,79 suggesting that kcat as well as kcat/KM(H2O2) is determined by an irreversible step after OO

heterolysis. One possibility is the reduction of the iron(IV) oxo porphyrin. þ by the cosubstrate 2-methoxyphenol, as shown in Figure 9.13. 

9.8

SUMMARY AND FUTURE DIRECTIONS

Competitive isotope fractionation measurements can be readily performed in different types of laboratories, using natural abundance carbon-13, nitrogen-15, and oxygen-18 as probes. Methods have already been developed for examining the reactivity of O

. 

2, O2

, and H2O2 as well as the enzymatic reduction of CO2

and N2.12,22,25 The approaches can readily be extended to stoichiometric reactions of inorganic compounds. Given the increasing number of synthetic compounds shown to reductively activate N2 and to effect the oxidation of water to O2,80–82 the analysis of heavy atom isotope is expected to be of significant mechanistic value. 

Density functional theory calculations have provided a means to predict equilibrium isotope effects on the basis of vibrational frequencies. Excellent agreement with experimental results has been demonstrated. Computational methods are now
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FIGURE 9.13

Proposed reaction mechanism for H2O2 activation in horseradish peroxidase. 

(See the color version of this figure in Color Plates section.) being extended to transition state structures and the interpretation of heavy atom kinetic isotope effects. In cases where the reaction barrier is largely entropic, these calculations are challenging because of the difficulty in locating well-defined, saddle point structures. 

Further progress in the experimental and computational methodology is essential to address the following: (i) the relationship between kinetic and equilibrium isotope effects, (ii) the roles of excited vibrational states, and (iii) how small molecule activation reactions in metalloenzymes relate to those of synthetic inorganic compounds. Once these issues are better understood, isotope fractionation patterns in complex and natural environments can be interpreted at the molecular level. This level of analysis will advance the utility of isotope fractionation in many types of laboratories especially those concentrating on small molecule reactivity. 
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10 Computational Studies of

Reactivity in Transition

Metal Chemistry

JEREMY N. HARVEY

10.1


INTRODUCTION

Computational chemistry makes an increasingly large contribution to inorganic chemistry, as is immediately obvious upon reading the table of contents of recent issues of the leading journals in the field. Computations of different types are used to address a number of different issues relevant to inorganic chemistry, and this chapter will attempt to give an overview of some of them. The main focus will be on the use of computational methods to understand reactivity in molecular inorganic chemistry, and especially transition metal chemistry. In this chapter, a number of topics will only be covered briefly, and as an aside to the main thrust of the discussion. For example, computational work aimed at understanding molecular properties other than reactivity, including molecular structure and electronic structure, will not be addressed directly, although these aspects will be discussed in the section concerning characterization of reactive intermediates. As another example, reactions at surfaces and hence the whole area of heterogeneous catalysis will not be reviewed at all. Likewise, no special effort will be made to provide a comprehensive discussion of the particular features of computational work on macromolecular inorganic systems, in particular metalloproteins. Here too, however, such work will be mentioned in so far as it overlaps with studies of molecular systems. Discussion of main group chemistry will also be distinctly restricted. Finally, this chapter will concentrate mainly on the use of ab initio electronic structure theory and density functional theory (DFT) to elucidate reactivity, and these methods will be briefly introduced in Section 10.2. Some mention of other techniques such as molecular mechanics, theoretical methods to predict reaction rates and dynamics, and statistical analyses will be included. 
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A number of the illustrative examples discussed in this chapter are drawn from the slightly older literature. While computers and software have undergone immense progress and the volume and accuracy of computational inorganic chemistry have increased enormously, valuable work has been carried out in the area for well over three decades by now, and mentioning some older papers seemed like an appropriate way to recognize some of the important earlier work. This being said, no attempt has been made to provide a comprehensive historical overview. Even concerning contemporary work, the list of references has been kept quite short, so a large amount of relevant and important literature has not been referred to. The aim is to give a mostly self-contained overview rather than a comprehensive review.1

How can computational chemistry help to understand reaction mechanisms in molecular transition metal chemistry? The answer to this question depends on exactly what is meant by a “reaction mechanism,” and what one wants to learn about it. At one level, a mechanism is simply a sequence of reactants, and intermediates, leading to products. To prove a mechanism, one may use experimental methods to detect the intermediates in situ. The history of mechanistic inorganic chemistry (and indeed of physical organic chemistry) is full of attempts to isolate or detect more or less short-lived species hypothesized to be formed during a given reaction. Indeed, in inorganic chemistry, considerable effort is often invested into the preparation of stable analogues of hypothetical intermediates. Some species are very hard or indeed impossible to detect, and theory and computation have provided invaluable help in establishing which intermediates are likely to be formed. Crucially, computation can also predict features of these intermediates such as their structure or their likely spectroscopic properties that can assist in their identification or at least provide support for their involvement in a given reaction. This aspect of computational work will be covered in Section 10.3. 

Once the nature of the intermediates in a reaction mechanism has been defined or suggested, further characterization of the mechanism requires that the elementary reaction steps linking these species be examined. Does bond formation precede bond breaking or follow it? How do the steric and electronic properties of different substituents affect reactivity for each of the steps? These questions can be addressed experimentally through the study of reaction kinetics, isotope effects, and effects of structure on reactivity. Computationally, finding transition states for individual steps is needed to characterize this aspect of mechanisms, and this area is discussed in Section 10.4, together with a discussion of whether one can prove a given mechanism using computation. 

Locating transition states gives excellent qualitative insight into reaction mechanisms, and the heights of barriers to individual steps give some quantitative information. However, for quantitative studies, it is necessary to calculate rate constants. This can be done using transition state theory. More advanced treatment of molecular motion, such as reaction dynamics and free energy simulations, can also be helpful in assessing reactivity quantitatively, and together, these aspects are discussed in Section 10.5. 

In many cases, chemical behavior can be well understood by treating electronic motion by quantum mechanics, but assuming that nuclear motion can be described by
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classical mechanics. In Section 10.6, two important exceptions to this rule, tunneling of light particles and nonadiabatic behavior, are briefly discussed. Section 10.7

discusses the application of computational methods to large inorganic systems—

metalloenzymes and supramolecular complexes, for example. Section 10.8 covers a very important topic, namely, strategies to assess and improve the accuracy of calculations. Finally, Section 10.9 contains general conclusions. 

10.2

COMPUTATIONAL METHODS

This section consists in a brief introduction to the theoretical methods commonly used in studies of inorganic reaction mechanisms. We start by introducing the notion of potential energy surface and theories that describe motion on this surface. We then describe how the potential energy surface can be calculated for arbitrary systems. 

Much more thorough descriptions of all the concepts and theories mentioned here are available elsewhere,2 but the basic discussion provided here should be enough to appreciate the applications in the following sections. Many calculations can be carried out using general-purpose commercial or free software that can by and large be treated as a “black box” by the nonspecialized user. For generic DFT calculations, for example, many competing programs are available, and the choice is partly reduced to a matter of convenience, taste, efficiency, and cost. Some applications, however, require specific programs or specialized methods and may even require some development or implementation work; these technical issues will not be discussed here. 

10.2.1

Potential Energy Surfaces

Chemical reactions involve bond making and breaking, and thereby necessarily involve motion of atoms. A key concept for understanding how atoms move is the potential energy surface V(R1, R2, . . ., RN). Different positions Ri of the N atoms involved in a given species or a given set of molecules undergoing reaction correspond to different geometries and each geometry is associated with an energy V(R) that is determined by the strength of bonding for that arrangement of the atoms. When V(R) is at a local minimum, the geometry is that of a stable configuration of the atoms, for example, a reactant-like or product-like configuration. The function V(R) depends on a large number of variables, three for each atom (one for the x, y, and z coordinates of each atom) giving a total of 3N variables if there are N atoms in the system under consideration. 

Apart from minima of the function, computational chemists are interested in saddle points of V(R). Like minima, they are stationary points, that is, correspond to values of the atomic coordinates at which the first derivative of the potential energy surface is zero in all directions. The second derivative of V(R) is a matrix, called the Hessian matrix, whose eigenvalues and eigenvectors describe the local curvature of the energy surface. For minima, all eigenvalues are positive (or zero), whereas for saddle points, one eigenvalue is negative, with the corresponding eigenvector

[image: Image 180]
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FIGURE 10.1

Schematic potential energy surface V(R), showing change in potential energy along a notional reaction coordinate and in an arbitrary orthogonal direction. 

describing a generalized direction along which atomic motion will lead to the energy going down upon moving away from the stationary point. In all other directions at a first-order saddle point, the energy goes up upon moving away from the stationary point. This is shown schematically in Figure 10.1. Saddle points are often identified with transition states (TSs), the bottlenecks to chemical reaction. 

Motion of atoms in molecules can be quite well described in terms of classical mechanics, due to the relatively high mass of atomic nuclei. Given a set of starting coordinates and atomic velocities, it is possible to solve Newton’s equations of motion to describe the time evolution of the atoms across the potential energy surface. In principle, such molecular dynamics (MD) simulations can give very detailed insight into chemical reactivity and some examples will be given below. 

In practice, however, this method is often not very useful, for several reasons. 

First, the amount of internal energy available to the reactant molecules may not be enough to allow the reaction to occur over a given saddle point (see the schematic

“nonreactive” trajectory in Figure 10.1). Under usual conditions, the distribution of internal energy is described by the Boltzmann distribution, which is heavily weighted toward low internal energies, below barrier heights. Collisions with other molecules either in the gas phase or in solution can lead to energy transfer, such that a small proportion of the molecules may have enough energy to cross the barrier, but this is a rare event in an MD simulation. A second difficulty for MD

simulations is that even for molecules with enough energy, the range of geometries that the system can explore on the very high-dimensional potential energy surface before reaching the saddle point and leading on to the products is typically vast (see sample reactive trajectory in Figure 10.1). Hence, reactions take quite a long time to occur at least when compared to the timescale of atomic vibrations, and very long MD simulations are required in order to sample barrier crossing effectively. 

In most cases, the complexities of the energy exchange processes with the environment and the dynamics on the energy surface can be ignored, as their net
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outcome is relatively simple behavior. In this limit, the rate constant can be derived statistically from the basic features of the potential energy surface for the reactants and the TS, in terms of transition state theory (TST). The simplest form of TST is expressed by the Eyring equation, which provides a very simple, albeit approximate, expression for k, the rate constant, in terms of the activation free energy, DGz: k ¼ kBT/h exp(DGz/RT). In this equation, kB is Boltzmann’s constant, R is the gas constant, and T is the absolute temperature. The activation free energy is given by the equation DGz ¼ DHz  TDSz, where DHz is the activation enthalpy and DSz is the activation entropy. Loosely speaking, the activation enthalpy measures the difference in potential energy between the set of geometries sampled by the reactants and the “transition state” or ensemble of trajectories crossing the saddle point. The activation entropy relates to the change in disorder between the reactants and the TS, which can again be described in hand-waving terms as related to the relative “tightness” of the potential energy surface in the reactant and saddle point regions. 

In many cases, it is possible to predict DHz and DSz, and thereby DGz, using a further simplification based on approximate expressions from statistical mechanics. 

All that is required is the energy difference between the minimum of V(R) corresponding to reactants and the saddle point, as well as a description of how the energy varies as atoms move away from each of these stationary points. This description can be obtained from knowledge of the geometry of each point, which describes the energy that the system has when it rotates on itself as a rigid body, and from the eigenvalues of the Hessian matrix, which describes the energy in the system when the atoms vibrate. The eigenvalues provide the vibrational frequencies of the system in the harmonic approximation. In many cases, as discussed below, explicit or implicit use of TST in the form of the Eyring equation together with the rigid-rotor harmonic oscillator expressions for DGz can yield reasonably accurate estimates of rate constants. 

In some other cases, more elaborate statistical mechanics methods are needed to calculate the free energies of the reactants and the transition state. This occurs whenever the range of geometries sampled by the system goes well beyond the vicinity of the relevant stationary point, that is, the reactant minimum or the saddle point. Some examples of this type of behavior will be described below. Also, in some cases, atomic motion is not well described by classical mechanics, and although TST

incorporates some quantum mechanical aspects, it does not typically include others, and more advanced methods are needed to describe reactions in such cases. Again, some examples will be given below. 

10.2.2

Electronic Structure Methods

How can one calculate the potential energy surface V(R1, R2, . . ., RN) for an arbitrary inorganic molecule or set of reacting molecules? In principle, given enough experimental data (or other theoretical data), it is possible to provide an empirical mathematical expression for V(R). For simple motion around a reference equilibrium geometry, this is relatively easy, and a force field can be constructed. This gives the
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potential energy as a sum of terms relating to bond stretching, bending of one bond relative to another, and so on. Such expressions can be evaluated very rapidly by computers, and with careful construction, they can often provide reasonable quality predictions of the behavior of the potential energy surface even for configurations that were not explicitly considered when constructing the force field. 

This type of molecular mechanics (MM) approach suffers from two shortcomings, however. First, a considerable amount of expert work is needed in order to construct or parameterize a force field for a given problem for which existing force fields are either unavailable or insufficiently accurate. Second, standard force field expressions do not easily accommodate the description of multiple minima corresponding to chemically distinct structures and of the saddle points connecting them. Although progress has been made toward dealing with both of these problems, MM methods are not widely used to describe inorganic reactivity at present. 

Instead, methods based on describing the motion of the electrons within the system at a quantum mechanical level are used. For a given geometry (R1, R2, . . ., RN) of the system, one can obtain an approximate solution to the electronic Schr€odinger equation HY(r1, r2, . . ., rn) ¼ EY(r1, r2, . . ., rn). In this expression, Y(r1, r2, . . ., rn) is the electronic wavefunction, describing the motion of electrons in space. Its square Y2

(r1, r2, . . ., rn) gives the probability that the electrons will be arranged such that electron 1 is at r1, electron 2 at r2, and so on. The Hamiltonian H is a highly complicated mathematical operator, which contains terms relating to the kinetic and potential energy of the electrons. Solving the equation requires finding a wavefunction (or eigenfunction) such that when acted upon by the Hamiltonian, the same wavefunction is obtained, multiplied by a number (or eigenvalue), E, which is the electronic energy. 

Upon adding the energy associated with the Coulomb interactions between the positively charged nuclei, the energy obtained by solving the electronic Schr€odinger equation gives the value of the potential energy for the geometry under consideration. 

By solving this equation at many geometries, one can in principle obtain the whole potential energy surface. In practice, the equation is most often solved only at a small number of points, with sophisticated numerical techniques used to locate the few special points on the potential energy surface that provide the key insight into reactivity: minima and saddle points. To do so, it is necessary to be able to calculate the derivative of the energy with respect to the positions of the atoms, and these gradient methods are available for many of the electronic structure methods in typical quantum chemistry software packages. 

For anything but the most trivial systems, it is not possible to solve the electronic Schr€odinger equation exactly, and approximate techniques must instead be used. 

There exist a variety of approximate methods, including Hartree–Fock (HF) theory, single- and multireference correlated ab initio methods, semiempirical methods, and density functional theory. We discuss each of these in turn. In Hartree–Fock theory, the many-electron wavefunction Y(r1, r2, . . ., rn) is approximated as an antisymmetrized product of one-electron wavefunctions, |ca(r1)  cb(r2)      cz(rn)|, where the vertical bars denote the antisymmetrization needed to respect the indistinguish-ability of the electrons and to respect the Pauli principle. This antisymmetrized product is known as a Slater determinant. 
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FIGURE 10.2

Molecular orbitals in hydrogen fluoride, plotted using two isosurfaces, at 0.02 e1/2 Bohr3/2. (See the color version of this figure in Color Plates section.) The one-electron functions ca are also referred to as molecular orbitals and the use of this type of approximate wavefunction is often called the molecular orbital approximation. HF theory provides a means to calculate the approximate wavefunction, by optimizing the shape of the occupied, lowest energy, orbitals in such a way that their antisymmetrized product is the function of its type that most closely approaches a true solution to the Schr€odinger equation. Figure 10.2 shows the occupied molecular orbitals obtained for a simple molecule, hydrogen fluoride. By order of increasing energy, these are briefly described as being, respectively, the 1s (not shown) and 2s atomic orbitals on F, the s-bonding orbital, and the two degenerate p-orbital lone pairs on F. This type of plot, very familiar to chemists, is a considerable simplification of the four-dimensional wavefunctions. What is shown in Figure 10.2

are two-dimensional representations of two (one red and one green) three-dimensional surfaces, called isosurfaces. At all points on these isosurfaces, the wavefunction has the same absolute value and is negative on one isosurface and positive on the other. The choice of the fixed value for which the isosurfaces is plotted is arbitrary, but generally chosen such that the volumes enclosed by the isosurfaces are regions of space in which the probability of finding the electrons associated with a given orbital is high (albeit smaller than 1). 

HF theory is quite accurate in absolute terms, in that it predicts the energy released upon forming a molecule out of its constituent electrons and nuclei to within 1% of the exact value in most cases. However, this so-called total energy is enormous, and the small errors in the HF value are very large in chemical terms and very often do not
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cancel out when calculating potential energy surfaces. Hence, although HF theory often predicts molecular geometry reasonably well, it is barely used nowadays in inorganic chemistry applications. 

HF is the simplest of the ab initio methods, named after the fact that they provide approximate solutions to the electronic Schr€odinger equation without the use of empirical parameters. More accurate, “correlated,” ab initio methods use an approximate form for the wavefunction that goes beyond the single Slater determinant used in HF theory, in that the wavefunction is approximated instead as a combination or mixture of several Slater determinants corresponding to different occupation patterns (or configurations) of the electrons in the molecular orbitals. When an optimum mixture of all possible configurations of the electrons is used, one obtains an exact solution to the electronic Schr€odinger equation. This is, however, not computationally tractable. 

Instead, practical methods involve a subset of possible Slater determinants, especially those in which two electrons are moved from the orbitals they occupy in the HF wavefunction into empty orbitals. These doubly excited determinants provide a description of the physical effect missing in HF theory, correlation between the motions of different electrons. Single and triple excitations are also included in some correlated ab initio methods. Different methods use different techniques to decide which determinants to include, and all these methods are computationally more expensive than HF theory, in some cases considerably more. Single-reference correlated methods start from the HF wavefunction and include various excited determinants. Important methods in inorganic chemistry include Møller–Plesset perturbation theory (MP2), coupled cluster theory with single and double excitations (CCSD), and a modified form of CCSD that also accounts approximately for triple excitations, CCSD(T). 

In some cases, the HF wavefunction does not describe the molecular wavefunction well, even to a first approximation, and MP2 and CCSD(T) methods are also usually inappropriate. This happens especially often when two electrons are nominally paired but in practice are partially decoupled, as in a molecule with a covalent bond that is partly broken. This can happen if the bond is stretched (H2 at long bond lengths is a classic case where HF fails). 

Another common case of partial decoupling occurs in transition metal compounds, when the singly occupied orbitals that combine to give a formally doubly occupied bonding orbital overlap rather weakly, and here too HF may fail. A reasonable description of the wavefunction in such cases requires an expansion of several determinants. In such cases, better results can be obtained using a multireference correlated approach. Commonly used methods include multiconfiguration self-consistent field (MCSCF) methods, a modification of HF theory in which several determinants are included immediately. In one common form of MCSCF, a small subset of orbitals is defined as an “active space,” and the MCSCF wavefunction is constructed from all the determinants that can be formed by placing the required number of electrons in these orbitals (complete active space SCF or CASSCF theory). 

While CASSCF can describe the electronic structure qualitatively correctly, accurate energy predictions require more treatment of correlation, and this can be done using
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either perturbation theory (CAS-PT2 methods) or configuration interactions (MR-CI methods). 

Ab initio methods are very computer intensive, but have become practical for a wide range of systems with the development of modern computers. Hartree–Fock calculations can be carried out routinely for systems with tens and even hundreds of atoms, but in the latter case, several hours at least will be needed for each energy calculation when using a single computer processing unit. Parallelization of codes over several processors is possible, but is not always straightforward, especially if one wishes to use a very large number of processors. Correlated ab initio calculations can be very demanding in processor time, disk space, and memory. This limits application of techniques such as CCSD(T) and MR-CI to relatively small molecules, especially if large basis sets are used. This limitation is, however, slowly being overcome by the use of advanced techniques in which the correlation is treated locally within the system. 

In semiempirical theories, unlike in the ab initio methods, the true Hamiltonian operator is not used to obtain wavefunctions and energies, but instead some individual intermediate quantities needed to solve the Schr€odinger equation are approximated to be zero, and others are fitted to experiment. In most cases, a Slater determinant wavefunction is used but this need not be so. Setting many quantities to zero allows a significant simplification of the calculations, even with respect to HF theory. Using a fitting procedure to empirical data to choose other quantities also leads to better agreement with experiment compared to HF for the species for which the parameterization was carried out, and for related species. However, agreement for other compounds is not always very good. Semiempirical methods are no longer used very commonly in transition metal chemistry. 

Density functional theory is at first sight a very different approach to calculating potential energy surfaces than the ab initio methods mentioned above. In theory, it is possible to calculate the exact energy merely based on the overall electron density r(r), a function of only three variables, compared to the 3n variables of the electronic wavefunction. In practice, the exact functional E[r(r)] is not known, and approximate functionals must be used. These functionals contain a number of energy terms that attempt to describe the attractive Coulombic interaction between the electrons and the nuclei, the repulsive interactions between electrons, and the kinetic energy of the electrons. For calculating the kinetic energy, all commonly used functionals require the density to be expanded in terms of a set of (Kohn–Sham) orbitals, rather similar to those of HF theory, so that in practice carrying out DFT calculations is a superficially very similar exercise to carrying out HF calculations. Indeed, the same programs are usually able to carry out HF and DFT calculations. 

The electron–electron interaction term in the density functional is the most problematic. The leading part, the classical interaction of the electron density with itself, can be calculated readily, but additional parts describing electron–electron correlation and the effects of electron exchange associated with the Pauli principle are much less straightforward. Accordingly, many different exchange correlation functionals exist that have different levels of sophistication and have been developed in different ways. Many of the commonly used functionals, such as the very popular B3LYP, give very good results, much better than HF theory, and approaching the
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accuracy of the most expensive correlated ab initio methods. Particularly relevant for the topic of this chapter is that DFT gives excellent results even in transition metal chemistry—an area that was highly challenging for more traditional wavefunction methods. This explains the overwhelming dominance of DFT in computational work on inorganic reactions. However, significant errors with respect to experiment are obtained for some or indeed many cases with every functional. These occasional errors are hard to predict, and it is also proving difficult to develop functionals that perform well for all cases. Despite the good results mentioned above, transition metal chemistry in particular occasionally leads to significant errors, e.g. where dispersion effects, that are poorly treated by many functionals, are important. Hence great care is needed when interpreting the results of calculations. 

Depending on the point of view, DFT calculations are quite time-consuming (compared to MM or semiempirical methods) or rapid (compared to correlated ab initio methods, of similar accuracy). Calculation times and the use of memory and disk resources increase as the system treated and/or the basis set get larger, but with modern programs the scaling is quite good with respect to both metrics. Using a modern single-processor computer, it is possible to carry out geometry optimization for molecules with 50–200 atoms in a few hours or days. 

The previous discussion has focused on methods to describe the lowest energy solution to the electronic Schr€odinger equation, that is, the electronic ground state. 

Related methods exist to predict the electronic wavefunction, and energy, of excited electronic states. When such states are the lowest lying states of a given electronic spin and spatial symmetry, but differ from the ground state in one or both of these aspects, they in fact represent the ground states of a slightly different electronic problem and can be treated using conventional methods. For example, both the first singlet state and the ground triplet state of a species such as iron tetracarbonyl can be described using the standard “ground-state” electronic structure methods such as DFT or CCSD(T). Likewise, a 2E state of an octahedral complex can be described as a “ground state” even if the g

true ground state is of 2T2g symmetry provided one has a program that can describe symmetry appropriately. For “true” excited states, other methods may be needed. 

CASSCF, CASPT2, and MR-CI can treat ground and excited states, although more effort is needed for excited states. Modified forms of coupled cluster theory can treat excited states, and so can modified “time-dependent” DFT (TDDFT3). In all cases, one must bear in mind that the accuracy of a given method for describing excited states may not be the same as the accuracy of the same—or related—method for ground states. For example, TDDFT with the B3LYP functional can have very different (usually lower) accuracy for excited states than DFT with the B3LYP functional for the ground state. 

In closing this section, a discussion of basis sets is in order. Almost all ab initio and DFT calculations require the use of a basis set, a set of functions in terms of which the molecular orbitals are constructed. In almost all cases, the functions chosen are atom-centered functions designed to mimic the shape of atomic orbitals. It is known that orbitals for many-electron atoms resemble the hydrogenic orbitals, and it is also observed that molecular orbitals can be expanded very efficiently in terms of atomic orbitals. One might think that a relatively small set of functions, essentially the optimized occupied atomic orbitals of the atoms making up the system, could be used
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in electronic structure calculations. This is incorrect for HF and DF calculations, and even more incorrect for correlated ab initio calculations. 

There are two main reasons why optimized atomic orbitals are not adequate to describe molecular orbitals in HF and DFT. First, atomic orbitals “breathe” upon forming molecules—a given atomic orbital can expand or contract compared to the size it had in the isolated atom, depending on the polarity of the bonds and hence the partial charges on the atoms. To describe this effect, more than one function per occupied atomic orbital in the atoms making up a system is needed in the basis set. 

Reasonable results are obtained with so-called double-z basis sets, with two functions per occupied atomic orbital, and very good results are obtained with triple-z or larger basis sets. Second, in the nonsymmetric environment of a molecule, atomic orbitals can distort or polarize away from their hydrogenic shape, to increase or decrease overlap with orbitals on the same atom or adjacent ones. To describe this, functions of different angular momentum than the occupied atomic orbitals (“polarization functions”) are needed in the basis set. The most common polarization functions are d functions for elements such as C or O and p functions for hydrogen. 

For heavy atoms such as transition metals (especially from the second and third rows), there are many core electrons and a significant proportion of the computational effort in a calculation is expended in describing these “spectator” electrons and orbitals. Also, the innermost electrons travel close to the speed of light and are thereby poorly described by the nonrelativistic electronic Schr€odinger equation. This has well-known knock-on effects on the energies of valence electrons.4 For both these reasons, it is quite common to remove heavy element core electrons from calculations on molecules containing such atoms. The electrons, together with the nucleus, can be replaced by an “effective core potential” (or ECP). With suitable choice of the parameters of this ECP, calculations describing the valence and outermost core electrons of such atoms can yield similar orbital shapes and energies, and similar relative molecular energies (e.g., bond energies), as calculations on the whole system. 

An added benefit is that the ECP can be parameterized in such a way that the calculations reproduce the correct relativistic behavior of the system. 

In correlated calculations, the role of the basis set is twofold: it needs to provide a flexible description of the molecular orbitals, as in HF and DFT. This requires triple-z or better basis sets, with polarization functions. But describing electron correlation in terms of mixtures of configurations with different molecular orbital occupations also makes demands on the basis set. The latter needs to be able to describe the variation of the many-dimensional wavefunction as two electrons approach at close range, and this aspect of the wavefunction is in fact very demanding in terms of the atomic orbital basis functions needed to describe it accurately. For a given species and method, obtaining accurate correlation energies typically requires very large basis sets indeed, up to quintuple-z and including multiple d, f, g, h, and higher polarization functions. 

This can make correlated ab initio calculations very expensive. 

It also means that carrying out such calculations with a small basis set (double- or triple-z, few or no polarization functions) can be a meaningless exercise, as one may be very far from the infinite basis set limit. Of course, in most cases, one uses calculations to determine the difference in energy between two species, for example, a
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reactant and a TS. In favorable cases, it may be possible to reach convergence of the correlation effects using smaller basis sets than mentioned above, as the remaining error may be similar for both species. But caution is needed when attempting correlated ab initio calculations—carrying these out and especially interpreting the results is much less of a “black box” exercise than carrying out DFT calculations. 

10.2.3

Electronic Structure Calculations for Reactions in Solution Electronic structure calculations as described above describe molecules (or, more generally, polyatomic systems) in a vacuum environment. Most chemistry is carried out in solution, and the solvent can significantly alter the reactivity. Computational methods are able to describe solutions in two rather different ways. First, it is possible to describe the solvent as a polarizable continuum that surrounds the solute (Figure 10.3). The continuum is assigned a certain dielectric constant, which measures how readily it polarizes around the solute, to stabilize regions of excess charge of either sign. The continuum is also assigned a shape, which it adopts around a

“cavity” formed by the solute. Based on first principles and calibration with experiment, it is possible to devise a procedure for calculating the free energy contribution corresponding to the immersion of the solute in the solution. This free energy contribution contains—implicitly at least—terms associated with the energy required to create a cavity in the solvent, with the energy released due to favorable interactions FIGURE 10.3

Schematic representation of a continuum model representing solvent surrounding a polar complex, with partial positive and negative charges (or dipoles) of solvent positioned to stabilize partial charges on the solute. 
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between polar parts of the solute and the solvent, with dispersion interactions, and with the entropy loss (or gain) experienced by the solute or by solvent molecules surrounding it. 

A large variety of continuum models have been proposed and many are available in popular quantum chemical modeling packages. They differ in the sophistication of the procedure used to determine the shape of the cavity. In the simplest case, this is just a sphere, but most models nowadays use more tailored cavities (as in Figure 10.3), generated, for example, from the combination of a set of spheres placed around individual solute atoms. In most cases, the models include a relaxation of the electronic structure in response to the electric field created by the solvent around it, and in most cases this is then treated fully self-consistently. This effect can be quite important in some cases, as a polar solute may become considerably more polar due to interactions with a polar solvent. Different models are also parameterized in different ways. 

In general, continuum models perform very well wherever interactions between solvent and solute are only moderately strong, including for many nonpolar solvents as are frequently used in organometallic chemistry. They also work quite well for water, as a lot of effort has been invested in obtaining accurate solvent models for this important solvent. This allows the calculation of acid and base pKA values with reasonable accuracy. 

It is also possible to treat solvent explicitly, that is, to include one or several solvent molecules in the QM description of the system. As most solvents are fairly small molecules, this might seem like an affordable, desirable, and more accurate approach that could be combined with continuum models in a scheme where the first shell of solvent is described explicitly and the second shell is treated with a continuum. Hybrid techniques in which one part of a system is treated with one level of theory and another part (e.g., the solvent) with another, lower, level of theory such as molecular mechanics (in which case one has a QM/MM method) also seem well suited to describe solutions. Indeed, this type of approach can be very useful in many cases. 

Treating at least some solvent explicitly is of course necessary when the solvent participates directly in a reaction, by proton transfer or by bonding to a metal, for example. 

One difficulty with this technique, however, is that the range of possible geometries that a solute–solvent system can adopt multiplies exponentially as more solvent molecules are considered. Even with a fairly small number of solvent molecules, a huge number of conformers need to be considered in a calculation. In practice, the behavior of the system cannot really be predicted based on the properties of individual minima on the potential energy surface and the transition states connecting them. 

Instead, the observed behavior will depend on the variation in the average energy of the system as one progresses along the reaction coordinate, where the averaging is carried out over all possible solvent configurations, and including Boltzmann weighting (thereby providing a relative free energy rather than an energy). This type of averaging can be carried out, see below for a discussion, but is very time-consuming. For this reason, it is usually a pragmatic option to avoid the explicit description of bulk solvent and limit oneself to continuum descriptions. 
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10.3

THEORETICAL STUDY OF STRUCTURE AND ELECTRONIC

STRUCTURE

As discussed in the introduction, one important role of theory in studies of reaction mechanisms in inorganic chemistry is its ability to predict or reproduce the structure of individual inorganic complexes. This is useful where the complex being studied is an experimentally well-characterized species, as calculations can provide insight into the electronic structure and the bonding patterns of the complex and help to rationalize its reactivity based on these features. It is perhaps even more valuable, though, when the focus is on a species that has not been characterized experimentally. 

For example, one might wish to study a particular molecule before attempting to make it, to see if it will have such a desirable property. Or one might wish to test whether a given molecule that one has attempted, unsuccessfully, to make really does exist with the expected structure and a reasonable energy relative to starting materials, such that it will in principle be feasible to make it. Finally, one may have proposed a reaction mechanism that involves a putative intermediate with a bonding pattern for which there are no direct structural analogues that are known experimentally. Proving that the hypothetical species does indeed have the proposed structure and that it has an energy consistent with its occurrence in the mechanism can then be very useful. Indeed, the calculations may make sufficiently accurate predictions about the nature of the species that it becomes possible to detect it—or to design an isolable analogue. 

Given the complex nature and large diversity of bonding modes in transition metal compounds, a lot of the theoretical effort in this area focuses on trying to interpret the calculated structures and electronic wavefunctions in terms of traditional (or new) chemical concepts. For example, in metal complexes, one might wish to quantify the contributions to ligand–metal bonding energy from s-donation from ligand lone pairs into empty metal d-orbitals, from p-backbonding from the metal to empty orbitals of suitable symmetry on the ligand, from electrostatic interactions between negatively charged (or dipolar) ligands and the positively charged metal, or from steric effects. 

This is not as straightforward as one might assume, as calculations only directly provide a single energy—the overall electronic energy—for each geometry considered. A number of methods have nevertheless been developed to assess bonding contributions and some of them are used in the examples discussed below. 

First, one can inspect the nature of the occupied (and vacant) orbitals. Broadly speaking, chemical bonds arise when electron density in the region between two nuclei is increased, due to occupation of molecular orbitals with large amplitudes in this region. Inspection of individual orbitals can therefore reveal to which pairs of atoms the corresponding electrons impart bonding character. As discussed below, however, some caution is needed with this approach, as there are typically many orbitals, and inspecting orbital shapes is an intrinsically qualitative exercise. Vacant orbitals do not of course provide any information on bonding, but do reveal sites at which bonding can develop upon interactions with other molecules. 

A second approach is simply to consider structure. Atoms that are close to each other are likely, all things being equal, to be bonded to one another. It is very
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straightforward nowadays to generate optimized geometries for molecules. Where comparison with experiment is available, the quality of geometries calculated with DFT is typically very high. However, if the potential energy curve along a particular coordinate is rather flat, a small error in the relative energy of two points along the curve can lead to large errors in predicted geometry. 

A third approach is to use a theoretical analysis to break down the calculated wavefunction and/or energy into different contributions. There are several methods of this type, and we will not discuss them in detail here. One of the longest standing methods is population analysis, in which electron populations are assigned to individual atoms and bonds. This enables an interpretation of the wavefunction in terms of atomic partial charges and bond orders. Mulliken population analysis is a traditional example of this technique, albeit now rather deprecated. A more reliable variation is natural bonding orbital (NBO) analysis and the related natural population analysis (NPA).5 NBO analysis has the added advantage of being able to choose a particular reference electronic configuration, and then compute the stabilization energy arising from secondary interactions between occupied and vacant orbitals of the reference configuration. 

A fourth type of approach relies on analyzing the overall electron density, rather than the density contributed by individual orbitals. A particularly popular analysis of this type is the atoms in molecules analysis (AIM).6 Variation of the density through space can be shown to map onto the bonding pattern. The presence of a bond between two atoms is revealed by the presence of a saddle point, or bond critical point, in the density near the bond midpoint. 

A final theoretical technique for decomposing total bonding between two fragments into individual contributions is energy decomposition analysis and related approaches.7–9 In these methods, the process of bringing two fragments together to form a bond is broken down into a number of (hypothetical) separate steps, for example, geometry deformation, electrostatic interaction of the unmodified fragments, antisymmetrization of the fragment wavefunctions, and orbital relaxation. 

Energy changes associated with each step, and perhaps with contributions from individual orbitals or sets of orbitals to a given step, are interpreted in terms of different types of bonding. 

These different techniques (and others not mentioned here) are indisputably helpful and provide very useful qualitative insight. However, they need to be applied with caution, as they all involve arguably unjustified manipulations or interpretations of the wavefunction. This is especially true if one attempts to go beyond qualitative analysis to make quantitative statements about bonding. Many of the techniques, in particular, require the construction of nonphysical reference states whose meaning is unclear. 

In a different vein, it is possible to use computation to compute spectroscopic observables of molecules, such as IR, Raman, UV–Vis, NMR, or EPR parameters. As well as helping identification, these properties can be analyzed in terms of bonding. 

For example, experimental NMR spin–spin coupling constants are well recognized as providing information on bonding—and computed values can be used in the same way. 
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10.3.1

Bonding in M(CO)n Fragments

We discuss here a couple of examples in which theory has been used to examine structure in some of the ways discussed above. We first consider a classic example of this type of study, the 1975 paper by Elian and Hoffmann on the bonding properties of M(CO)n fragments (n ¼ 3–5).10 These authors used a simple form of semiempirical theory, extended H€uckel theory, to predict the shape of the bonding orbitals for various geometries of the metal fragments. From the variation in the orbital energies as a function of geometry, it was also possible to predict the preferred geometry of each species. For example, it was predicted that for d8 M(CO)5, the preferred geometry would be a trigonal bipyramid, as is well known to be the equilibrium geometry for Fe(CO)5. 

A less obvious conclusion, in terms of the experimental evidence available at the time, was that d6 pentacarbonyls such as Cr(CO)5 should prefer a square-based pyramidal geometry that is barely distorted away from the truncated octahedral structure. In other words, the CO ligands lying in the basal plane are at an angle of ca. 

90 with respect to the axial CO. This geometry, rather than the one in which the basal CO ligands bend away from or toward the other CO, was predicted to be favored for reasons of orbital overlap. At the time of this publication, there was only limited experimental evidence from matrix isolation studies that this type of fragment had such a square-based pyramidal structure. 

Another aspect of the chemistry of M(CO)n fragments that the computed molecular orbital diagram could help to explain was the structure of the cyclooctatetraene complexes of iron and chromium tricarbonyl.10 Chromium tricarbonyl was shown to have three relatively low-lying vacant orbitals, with the right spatial characteristics to be able to accept electron donation from three of the double bonds of cyclooctatetraene, and accordingly adopts the h6 geometry shown in Figure 10.4. In iron FIGURE 10.4

Calculated (BP86) structures for Cr(CO)3(cyclooctatetraene) (a) and Fe (CO)3(cyclooctatetraene) (b). 
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tricarbonyl, two of the metal’s d electrons also need to be accommodated in these three orbitals; hence, this fragment can accept at most two electron pairs from the ligand, and this explains why it binds cyclooctatetraene in the h4 geometry also shown. 

This type of argument based on orbital shape and isolobal fragments has become well understood in organometallic chemistry and indeed can now often be applied without the need to carry out calculations. Simultaneously, computations have become much less time-consuming to run. The structures shown in Figure 10.4, for example, are not experimental structures (although the structures for the iron complex11 and the tetramethyl-substituted chromium species12 are available), but were instead generated through a DFT geometry optimization. The agreement between the calculated and experimental structures is good, as is almost always found where experimental data are available to compare with. Such calculations require very little computation time nowadays and can be used for much more complex structures in which qualitative arguments and prior experience do not provide such a firm guide to structure. 

One cautionary point should, however, be made here concerning the sometimes too enthusiastic use of molecular orbitals to discuss structure and properties. 

Molecular orbitals are at one level merely mathematical tools introduced to help describe molecular wavefunctions and have no independent physical existence. 

Their shape and energy can also vary quite strongly as one changes the geometry of the species or the level of theory used to describe it (e.g., extended H€uckel theory versus Hartree–Fock versus DFT, or DFT with a small basis set versus DFT with a large basis). Such variations usually occur when several orbitals lie relatively close in energy, and thereby tend to mix, depending on the symmetry of the species. When taking into account the theoretical picture derived from considering the contribution from all occupied orbitals, such variations tend to cancel out. In many cases, however, there is a temptation to try to explain chemical trends in structure, reactivity, or other properties, based on a few orbitals only, typically the HOMO

and LUMO. This approach works quite well in some cases, but is fraught with danger in others. 

10.3.2

Computational Probing of Dihydrogen Bonding

The second example using computation to elucidate structure and bonding in an organometallic complex is a study of the dihydrogen bond (or hydride–proton bond) in a set of Ir(III) hydride complexes. Conventional hydrogen bonds X    H–Y involve interaction between a partial negative charge on an electronegative atom (X) and a partial positive charge on a hydrogen atom, which itself is bonded to an electronegative atom Y. Shortly before the computational work we describe here, a number of authors had observed13,14 that a similar type of weak interaction could occur involving a partially negatively charged metal hydride, M–H    H–Y. For example, the aminopyridine complex shown in Figure 10.5a was found to have a close H    H

contact and significant HH coupling in the NMR.14 NMR was also used to study the exchange of the two NH2 hydrogen atoms through rotation around the CN bond, a
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FIGURE 10.5

Iridium complex14 showing a dihydrogen bond (a), computational model15

thereof (b), and computational model of the TS for hydrogen exchange (c). 

process that requires breaking the dihydrogen bond. The activation barrier was used to provide an estimated strength of 4 kcal/mol for the dihydrogen bond. 

In a subsequent study,15 computation was used to probe the nature and strength of the novel type of bond. Due to computational restrictions, a simplified model of the aminopyridine complex, shown in Figure 10.5b, was used for these computations. 

The calculations address the energy of the preferred geometry of the species, with the dihydrogen bond, and also of the TS for rotation around the CN bond, in which the bond is broken. The calculations lead to a barrier of 14.4 kcal/mol for the model compound, close to the experimentally measured value of 10.8 kcal/mol for the real complex. They also give insight into the origin of the barrier, which is partly due to the fact that conjugation between the nitrogen lone pair and the conjugated system is lost in the TS, and partly to the dihydrogen bond. Interestingly, the calculations also show that the dihydrogen bond is accompanied by significant polarization of the NH2 and IrH moieties, as is the case in conventional hydrogen bonds. Population analysis using Mulliken charges shows that the IrH hydride charge decreases in magnitude from 0.26 to 0.19 from the preferred geometry to the TS, and the NH proton charge decreases from 0.22 to 0.16. 

10.3.3

Agostic Interactions in Alkyl Organometallic Complexes A final example of the application of computational methods to understand bonding and structure in inorganic and organometallic complexes and intermediates relates to the structure of alkyl metal complexes of early transition metals. For late transition metals in low oxidation states, it is known that CH bonds can act as ligands to the metal center, either in an intermolecular way (alkane complexes) or in an intramolecular way. In the latter case, the special case of ligation by the CH bonds in the a or b positions of a metal alkyl group (i.e., MCH or MCCH) is quite commonly observed, and these interactions are often referred to as a and b agostic interactions, respectively. Significant distortion of angles and bond lengths can arise as a result of these interactions, due to simultaneous donation of electron density from the CH bond into empty metal orbitals, backbonding from metal d-orbitals into the CH s-orbital, and other, indirect changes in bonding. 
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FIGURE 10.6

Niobium complex16 showing either an a (a) or a b (b) agostic interaction with associated geometric distortions. 

For early transition metal complexes in which there are no metal d electrons that can participate in backbonding, one might expect that agostic interactions would be weaker. Nevertheless, similar structural deformations can be seen in some cases, especially angular distortions and fairly close metal–H contacts. Several models have been put forward to explain the origin of these deformations, based on either donation of electron density from the CH fragment into empty metal orbitals or indirect changes in bonding arising as a result of the structural deformation. A recent computational study16 uses several theoretical techniques that attempt to resolve this question for a specific niobium complex, TpMe2NbCl(MeC:CPh)(i-Pr). TpMe2 is a tris-pyrazolylborate ligand, with two methyl groups on each pyrazole ring. In this complex, there are two different conformers, in one of which there is an a agostic interaction, whereas in the other there is a b agostic interaction, leading to the deformed geometries shown schematically in Figure 10.6. The fact that both interactions are present in the same compound makes this a good case for comparing electronic structure in these two forms of agostic bond. 

The authors use various techniques for analyzing the bonding. First, they inspect the geometries and compare them to experiment. This confirms the deformations, showing that there is an agostic interaction of some type. Next, they use AIM to check whether bond critical points are present between the metal and the H atom involved in the agostic interaction. For the b agostic case, some DFT functionals show a critical point while others do not—indicating a rather weak bonding interaction. In the a case, there is no critical point. Inspection of molecular orbitals shows that the small NbCH angle in the a agostic case allows a stabilizing overlap between the occupied MC s-orbital and an empty orbital associated with the Nb–alkyne bond. 

Calculated NMR spin–spin coupling constants agree well with experiment and with the assigned bonding patterns. 

10.3.4

Theoretical Prediction of Spectroscopic Properties The previous example briefly mentioned the use of theory to predict NMR spin–spin coupling constants and its role in assigning structure. As stated in the introduction, this
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chapter will not cover in any detail the role of theory in studying spectroscopy of inorganic and organometallic complexes. This is, however, an appropriate place to mention this important contribution of computation. The molecular wavefunction (electronic and nuclear) and the electronic energy of a complex (as a function of geometry and applied fields) can in principle be used to predict many interesting spectroscopic properties. In many cases, this can assist in the experimental identification of novel species or understanding the structure and electronic structure of these compounds. Infrared and Raman line positions and intensities, for example, depend on the vibrational frequencies of the complex, as well as on the variation with molecular geometry of the overall electric dipole or polarizability. These properties can be readily calculated using methods such as DFT, typically with an accuracy sufficient to help assign spectra. 

Calculation of NMR and EPR parameters is also tremendously useful. These calculations address the dependence of the energy on externally applied magnetic fields, and on the nuclear spin, and remarkable progress has been made in predicting these properties, including for metal complexes.17 Likewise, UV–Vis spectroscopy is commonly used to characterize complexes, and theoretical methods are now commonly used to assign observed transitions. Many of these calculations use TDDFT

approaches,3 although correlated ab initio methods such as CASPT2 can also be used in some cases. The TDDFT methods are relatively inexpensive but not always reliable, especially for transitions involving extensive charge transfer across large distances. Great progress on calculating other spectroscopic observables, such as M€ossbauer isomer shifts, has also been made.18

10.4

THEORETICAL STUDIES OF REACTIONS: TRANSITION

STATES

As mentioned in Section 10.2, saddle points on the potential energy surface frequently correspond to the transition states that constitute bottlenecks to reaction. Finding these saddle points can provide a remarkable level of information about the mechanism. Such information about TS structure is not readily available in direct form from experiment. Calculation is then highly complementary with experiment and can be used to confirm a predicted mechanism, cast insight into observed substituent effects, and so on. 

10.4.1

Addition of Dihydrogen to Pt(0)

The first use of an ab initio method to locate a saddle point for a reaction of a transition metal compound is an example of the usefulness of this approach. In 1981, Kitaura, Obara, and Morokuma published a paper19 in which they used the HF method to optimize the geometry of the TS for oxidative addition of H2 to a model Pt(0) system, Pt(PH3)2. The energy of the transition state relative to reactants was then recalculated at the HF geometry using a more accurate configuration interaction method (see Figure 10.7). Though the methods and computational resources available at the time
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FIGURE 10.7

Summary of the computed information relating to the mechanism of oxidative addition of H2 to Pt(PH3)2. Adapted from Ref. 19. 

were rather limited by today’s standards, this study provided a wealth of information for people studying this reaction. 

In particular, the calculations described in the paper show that the TS is planar with C2v symmetry, that is, with synchronous formation of the two PtH bonds. The planar character of the TS shows that oxidative addition to Pt(0) occurs along the least-motion path leading to a square planar complex. This can be expected based on orbital symmetry arguments, but it is very useful to confirm it by exploring the energy surface. Next, the fact that the PPtP angle decreases from 180 in the reactants to 148 in the TS suggests that with bulky ligands, Pt(L)2 species may undergo less facile addition. Finally, the calculation suggests that addition leads kinetically to a cis adduct that may then undergo rearrangement to the usually observed trans adduct. 

10.4.2

Can Computation Prove a Reaction Mechanism? 

The contemporary literature is full of studies of transition states, and it would be impossible, even with much more space available, to list all the studies in which the theoretical location of saddle points provided useful insight for inorganic and organometallic chemists. But do such studies ever really prove that a reaction occurs in a particular way? Based on the example discussed above, it is interesting to consider this question quite carefully. 

In principle, it is possible to write many different mechanisms for a given transformation. For example, addition of H2 to Pt(0) could occur by the direct oxidative addition step mentioned above (Figure 10.8, mechanism A), but in principle it could also involve initial addition at platinum and phosphorus, followed by migration to metal (mechanism B). Or reaction could occur in two steps and involve two metal centers, leading to two short-lived Pt(I) species that again add H2 using a similar bimetallic mechanism (Figure 10.8, mechanism C). One could also write radical chain mechanisms, heterolytic cleavage processes, and so on. The paper mentioned above19 did not study all of these hypothetical mechanisms for H2 addition, as at that time, even locating a single saddle point was a major new progress. But many contemporary computational studies of reaction mechanisms likewise focus only on a small number of putative mechanisms, not considering many others. In fact, often only a single mechanism is considered. 
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FIGURE 10.8

Hypothetical mechanisms for oxidative addition of H2 to Pt(PR3)2. 

Clearly, in cases such as those of Figures 10.7 and 10.8, there are usually strong reasons to dismiss all of the proposed mechanisms except for a small number of them, and then only these need to be actually studied computationally. Experimental data about the order of the reaction, about substituent effects, about the structure of possible intermediates, or about known reactivity patterns may be used in this way. 

Certainly, the discussion here is not meant to suggest that mechanism A is incorrect; this is merely an example to make a more general point. This is where caution is needed, as it is very easy to reach a form of circular argument, whereby first of all one assumes that only a given mechanism is reasonable, then one finds computationally that it is feasible, and hence one concludes that it is the only one that is consistent with experimental observations. 

To a critical reader, it might appear that many computational studies are guilty of this type of circular argument and indeed it may happen that in some cases this accusation is not entirely unjustified. For example, when carrying out a study of a particular reaction, one may choose to ignore a given mechanism because it is difficult to model, perhaps because it leads to creation of an intermediate ion pair and hence requires a description of solvent effects. One then finds that a mechanism involving only nonpolar species occurs over fairly low-energy barriers and concludes that this is the correct mechanism. It may in some cases be relatively easy to reach incorrect conclusions in this way, especially if one does not pay great attention to all of the experimentally derived constraints on possible mechanisms. 
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In principle, it is possible to prove that a given modeled mechanism is correct, by using transition state theory to derive rate constants (see Section 10.5) and reproducing the experimental data exactly. To be conclusive, it is important that the theory can predict not only a single value of the rate constant, but also its temperature dependence, solvent dependence, substituent effects, and so on to avoid obtaining agreement with experiment purely by accident. Such work is extremely challenging although it is in principle possible, but many studies fall far short of this “gold standard,” due to the number of approximations used. Just as a reminder, theory can never derive an exact model describing the full experimental system, but has to make quite severe approximations of several types. First, the choice of a model system involves truncation and approximation, by ignoring solvent or treating it as a continuum, ignoring counterions, simplifying ligands, and so on. Next, the theory used to model the potential energy surface is of necessity approximate for all but the most simple systems, and a further approximation is made by using a limited basis set. 

Finally, the dynamical model used to describe motion on the potential energy surface also needs to be approximate. 

These many sources of error mean that one almost never expects perfect agreement between theory and experiment. When attempting to predict a reaction mechanism, it is tempting to conclude that any discrepancy between computation and experiment is due to such factors—but one must always bear in mind the possibility that it is in fact the assumed mechanism that is incorrect. As with experimental work, it is very hard indeed (some would say impossible) to prove that a reaction occurs with a certain mechanism based on computation alone. Experimental input is needed, if only to provide a guide as to which possible mechanisms need to be tested by modeling. 

Finally, it should be noted that many computational studies do not really set out to prove that a particular mechanism is correct. Instead, the aim is to provide an atomistic description of the mechanism and to provide additional information and insight into the nature of the intermediates and transition states involved. Additionally, checking that the computed reaction barriers to the key steps are neither impossibly high nor low in energy can be taken as evidence that the modeled mechanism is consistent with the observed behavior. 

10.4.3

Ru-Catalyzed Hydrogenation of Ketones

The second and final example of a computational study of a reaction mechanism that will be considered here is drawn from work carried out by the author’s group and serves to illustrate some of the points discussed in the previous section. The reaction in question is the catalytic hydrogenation of ketones by ruthenium(bisphosphine) (diamine) complexes. This reaction was developed by the group of Professor Ryoji Noyori20 and was also studied by the group of Professor Robert Morris. The initial computational work discussed here was a collaboration with Professor Morris. It was motivated by the desire to test the feasibility of a proposed mechanism, involving a key ruthenium dihydride complex, that would transfer a hydride (from Ru) and a proton (from N) in a concerted step to the ketone (Figure 10.9). 
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FIGURE 10.9

Suggested mechanism for hydrogenation of ketones R2CO by Ru dihydride catalysts. 

Unlike many transition metal-catalyzed hydrogenations, this process was thereby suggested not to involve direct coordination of the hydrogenated species to the metal center. The Toronto group had been able to choose a particular diamine and phosphine ligands, and suitable reaction conditions, to isolate the suggested amidoruthenium monohydride species and to determine its structure by X-ray crystallography. It appeared that computation could be helpful in several ways. First, it was desirable to show that the proposed mechanism was possible. Next, the structure and bonding in the intermediate was of interest. Finally, the way in which the proposed mechanism could lead to stereoselectivity in the hydrogenation was also of interest. 

In a first joint experimental and computational paper,21 the first two of these questions were addressed. For exploring the mechanism, a model system was used, in which the large triphenylphosphine ligands studied experimentally were replaced with much simpler PH3 ligands, making the calculations more affordable. The intermediates and transition states shown in Figure 10.9 were located, and their energy was consistent with this mechanism. The calculations were carried out in the gas phase using DFT with the popular B3LYP functional and reasonably flexible basis sets. The effect of using a different functional (BP86) or of including a continuum description of the solvent was tested, and in both cases it was found to be fairly small. 

Hence, the proposed mechanism certainly appeared reasonable—although no other mechanism was tested, so as discussed above, it can be seen that the study fell a long way short of proving that the assumed one was correct. 

The structure of the full amidoruthenium intermediate species, including all the phosphorus and nitrogen substituents, was also studied computationally.21 DFT
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geometry optimization led to a structure that was almost identical to that obtained by X-ray diffraction, providing extra confirmation of the nature of the species isolated. 

Analysis of the bonding in the full amidoruthenium complex and a model species provided some explanation of the observed structure of the complex. 

The model calculations on the mechanism led to the prediction that the turnover-limiting step would be the addition of dihydrogen to the amidoruthenium intermediate to regenerate the starting dihydride, with a barrier of 13.1 kcal/mol. This prediction was found to be correct, at least under the conditions studied, in the Toronto lab, by carrying out kinetic studies. The rate of product formation was found to have a first-order dependence on the concentration of dihydrogen, and of catalyst, but no dependence on ketone concentration. This rate law was followed when the reaction was run with the preformed dihydride catalyst in benzene solution,21 apparently showing a nice example of synergy between experimental and theoretical studies of this reaction. 

In a subsequent, purely computational, study by our group, the origin of the enantioselectivity in hydrogenation of ketones using a chiral bisphosphine and a chiral diamine ligand was examined.22 Transition states for the key hydrogen transfer steps were located for the reaction of Ru(BINAP)(cyclohexanediamine)H2 catalyst with acetophenone. This work was not possible in the initial study, as the large size of the full catalyst made the calculations too time-consuming with resources available at the time. In the new work, the relative energy of diastereomeric TSs leading to R- and S-1-phenylethanol was found to be consistent with the experimentally observed enantioselectivities. Such work is useful as it is possible to examine the optimized geometries of the TSs and analyze which aspects of the catalyst structure contribute most to the selectivity, and this can in principle help in developing newer, more selective catalysts. This analysis was carried out and reported in the cited paper. 

In the present chapter, a small side issue briefly mentioned in this second paper22 is highlighted as it reinforces some points made above about computational studies of reaction mechanisms. As just mentioned, the focus was mainly on the structures and energies of the ketone hydrogenation TSs shown at the top of Figure 10.9, in an attempt to better understand enantioselectivity in this important catalytic process. The TS for hydrogen splitting was only briefly considered, for comparison with the earlier work on the model system, to confirm that this step is turnover limiting. In fact, in the originally submitted manuscript, this TS was barely discussed. One of the referees, however, pointed out that the predicted mechanism for this step must be incorrect, at least under some conditions, as its energy barrier is too high. This implies that the overall catalytic process should give low enantioselectivity, as the calculations suggest that the other step, hydrogen transfer to the ketone, is only weakly exothermic and with a low barrier, hence should be quite easily reversible. In other words, if the amidoruthenium species does not react rapidly with H2, it should be able to react with the product alcohol, providing a mechanism for equilibrating the two enantiomers of the product. 

As this was not the main focus of the work, the final version of the paper merely noted that other lower energy pathways must exist for dihydrogen splitting. These are shown here explicitly in Figure 10.10. The original direct H2 splitting of Figure 10.9 is
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FIGURE 10.10

Possible mechanisms for hydrogen activation by an amidoruthenium intermediate in ketone hydrogenation. 

shown as A. This involves a rather strained four-membered ring in the TS. A lower energy pathway may occur through a proton-shuffle pathway, shown as B. In this mechanism, an alcohol molecule (e.g., product or solvent) can transfer a proton to the amido N atom, with simultaneous HH heterolytic splitting, and hydride going to Ru, with the proton going to the alcohol oxygen. One more possibility, shown as C, involves initial solvent protonation of the amido nitrogen, followed by coordination of H2, and deprotonation.23 This is plausible as the amido species should be a fairly strong base, and there is experimental evidence for the protonated species. More than one of these mechanisms may operate, depending on the conditions. 

We did not study either of these alternative mechanisms, as would have been required in a more thorough investigation of the full catalytic mechanism. The discrepancy with respect to experiment concerning the hydrogen splitting had in fact been noted in the first paper:21 the experimental enthalpy of activation for reaction turnover (8 kcal/mol) reported in the first paper is somewhat smaller than the calculated activation energy for the model system (13 kcal/mol). This difference was mentioned and discussed, but it was small enough that it was discounted as being due to errors in the calculations. Had the calculated barrier for mechanism A been
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much larger, and thereby totally inconsistent with experiment, another mechanism might have been sought. 

The error made in assigning the mechanism in the two computational studies should perhaps not be judged too harshly, as the hydrogen splitting step was never the main focus of attention. But it serves as a reminder of the point made in the previous section: just like those based on experimental data, mechanisms derived from computational work can be very hard to prove. 

10.5

KINETICS AND DYNAMICS

In the previous section, we describe one of the most important methods for describing a reaction mechanism using computational chemistry, that is, the location of transition states or saddle points on the potential energy surface. To a first approximation, when considering several possible mechanisms, the favored one should be the one in which the highest barrier along the pathway is lowest in energy. In many computational studies, finding such a low-barrier pathway is the sole focus of interest. Here, we discuss more quantitative approaches used to characterize reactivity. 

Once the reactant or reactants and the transition state for a given elementary step have been characterized computationally, it is possible to use transition state theory24,25 (in its most simple form, the Eyring equation) to calculate an approximate rate constant. Such calculations are not routinely carried out, because they are typically not accurate enough to be useful. Rate constants at room temperature strongly depend on the activation barrier—a change in barrier of ca. 3 kcal/mol changes the rate constant by a factor of 100—so that with the typical accuracy of DFT

methods, the predictive power is limited. Also, it is not straightforward to apply TST

in solution. Most calculations ignore solvent or treat it as a continuum. TST relates the rate constant to the difference in free energy for the whole system—including solvent where present—between the reactants and the TS. Based on the mass, rotational constants, and vibrational frequencies of the reactants and the TS, it is possible to calculate this free energy difference for gas-phase reactions, and TST is mostly rather successful for the latter. Of course, an accurate energy barrier is needed, as mentioned above, and one may need to use more sophisticated versions of TST than the Eyring equation to take into account effects such as quantum tunneling. 

In solution, the solutes and the TS can translate and librate (hindered rotation) with respect to the solvent cage and can undergo internal vibrations. Also, the solvent molecules vibrate and rotate and interact with the solute. The entropy and free energy contribution associated with the solute’s vibrations and its motion within the solvent cage can be assumed as being approximately the same as the contributions from translation and rotation in the gas phase. The solvent free energy can be assumed to be treated by the continuum solvent, and where interactions with the solvent are weak (e.g., in nonpolar solvents with a nonpolar solute) it can be ignored. Hence, it is not completely unreasonable to use gas-phase TST, augmented by solvation free energies from continuum models, to predict solution rate constants. But this procedure is not expected to be perfectly reliable. 
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TABLE 10.1

Indicative Values of Rate Constants k and Reaction Half-Lives t1/2 at Room Temperature for Unimolecular and Bimolecular Reactions Unimolecular

Bimolecular

DEz (kcal/mol)

k (s1)

t1/2

k (M1 s1)

t1/2

0

6  1012

2  1013 s

3  105

2  104 s

5

1  109

8  1010 s

60

1.8 s

10

3  105

4  106 s

0.01

2 h

15

60

2  102 s

2  106

1 year

20

0.01

9 s

4  1010

6,000 years

25

2  106

100 h

9  1014

3  107

30

5  1010

60 years

2  1017

1  1011 years

DHz and DEz are assumed to be identical, and DSz is assumed to be 0 for the unimolecular reactions and 34

eu for the bimolecular reactions. For calculating t1/2 for the bimolecular reactions, the concentration of the species in excess was taken as 0.01 M. 

Although TST calculations are not highly accurate, it is possible to make some rough predictions about rate constants based on TST, for some typical barrier heights. 

These are shown in Table 10.1, for both unimolecular reactions (rearrangements, ligand loss, etc.) and bimolecular reactions, at room temperature. Some assumptions need to be made about the entropy of activation—this is complicated as the contribution from the solvent can in some cases be very large (it is approximately included in the free energy of solvation derived from continuum models). Assuming that the solvent contribution is small and that the solute entropy is similar to that of a gas-phase species, one reaches the values shown. The main contribution for the bimolecular reactions comes from the loss of rotational (librational) and translational (solvent cage rattling) degrees of freedom—amounting to a value of TDSz that is often close to 10 kcal/mol at room temperature. Again, it needs to be stressed that these are just “typical” values, and wide variations occur. 

As can be seen, unimolecular reactions tend to be faster than bimolecular reactions for similar barriers. This is because there is no entropy cost associated with the two species needing to meet. Unimolecular reactions with barriers lower than 15 kcal/mol are very fast, and species that can react or decompose over such a low barrier will be hard to isolate. With barriers near 25 kcal/mol and above, heating will be needed to promote reaction (e.g., t1/2 drops to ca. 2 h for the reaction with DEz ¼ 30 kcal/mol for T ¼ 100C). 

For bimolecular reactions, reactive species such as radicals may undergo reactions without a barrier—in such cases, no saddle point can be found on the potential energy surface, and more advanced TST methods are needed to compute rate constants. The value shown in the table approaches the diffusion limit; indeed, with more accurate rate calculations, barrierless reactions occur even closer to the diffusion limit. Again, heating is needed to accelerate reactions with higher barriers—the case with DEz ¼

20 kcal/mol would have a rough t1/2 of 11 h at 150C. 
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For systems with many atoms and many conformers, for example, for large molecules or for molecules in solution where the solvent molecules are treated explicitly, the application of TST in the way suggested above is not straightforward. 

As mentioned in Section 10.2.3 (and also in Section 10.7.4), for such systems, it is not always possible to find a single minimum on the potential energy surface that can be assigned as the reactant (or reactants) and a single saddle point that corresponds to the TS. Instead, one needs to carry out averaging (with Boltzmann weights) over many conformers, or indeed to use advanced TST methods based on molecular dynamics or Monte Carlo simulations to sample the whole range of relevant configurations. Such TST calculations are very computer intensive and go beyond the scope of this chapter. 

They are as yet not applied commonly for inorganic reactions,26 although it is expected that they will be increasingly used as computers become more powerful and researchers make more and more detailed investigations of solution reactions. 

TST assumes that the motion of atoms behaves in a statistical way, so that reaction rates depend only on the properties of the reactants and the TS. In principle, this is not correct, and indeed, there is experimental evidence that reactions do deviate from statistical behavior at least to some extent. In principle, to describe rate constants accurately, it is therefore necessary to study the detailed dynamics of atomic motion in the reactant well and on approaching the TS, using methods similar to those just mentioned for obtaining rigorous free energies in complex systems. Again, these calculations are computer intensive and not very common in studies of inorganic reaction mechanisms,27 but may be more heavily used in future. In principle, dynamics studies are unbiased—one can simply initiate a simulation for reactants and observe the dynamics to see which pathway is followed, thereby determining the mechanism. In practice, reaction kinetics do obey TST at least roughly, so potential energy barriers are expected to be crossed in dynamical studies roughly on the timescale indicated in Table 10.1. Given that the elementary time step used in simulations is on the order of 1015 s, it is difficult for complex inorganic systems to simulate reactions that are much slower than 109 or at most 106 s. 

10.6

QUANTUM EFFECTS FOR NUCLEI

In discussing reactivity in previous sections, we have more or less assumed that the nuclei move around as described by classical mechanics, on a potential energy surface derived from the (quantum mechanical) electronic Schr€odinger equation. We discuss here two areas in which quantum mechanical effects need to be taken into account even when considering motion of nuclei. 

10.6.1

Quantum Dynamics of Nuclei and Tunneling

Within the Born–Oppenheimer approximation, the Schr€odinger equation for a whole molecular system can be divided into two equations. The electronic Schr€odinger equation needs to be solved separately for each different (fixed) set of positions for the nuclei making up the system and gives the electronic wavefunction and the electronic
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energy. The nuclear Schr€odinger equation can only be solved when the electronic energy is known for all relevant configurations of the nuclei. By solving it (technical methods to do so are well beyond the scope of this chapter), one obtains wavefunctions describing the distribution of nuclei throughout configuration space. At low energies for isolated molecules, these wavefunctions are well known: they describe the rotational and vibrational states of the molecules. 

The lowest energy nuclear wavefunction, corresponding to a state with no rotational energy, is of some interest. It has an energy significantly higher than the energy at the bottom of the lowest well on the potential energy surface. This is due to zero-point energy (zpe), a consequence of the Heisenberg uncertainty principle that states that particles must have a minimum level of uncertainty concerning their position, and hence must be in motion, even at absolute zero. In molecules, zpe is very large—even for a small molecule such as benzene, it is above 50 kcal/mol. This energy is not very important in chemical terms, since in any bond-breaking or -making process, most of the bonds are preserved, and the zpe does not change much. 

Nevertheless, accurate calculations of reaction energies must include zpe corrections—one important consequence of the quantum nature of nuclei. 

Higher energy solutions of the nuclear Schr€odinger equation are important for understanding vibrational and rotational spectroscopy. In the present context, a much more important aspect of these higher states is that they account, in principle exactly, for chemical reactivity. Rate constants can be derived from the nuclear Schr€odinger equation in either its time-independent or time-dependent version.28 Relatively few calculations of this type have been carried out for inorganic systems, though. 

One exception is the theoretical treatment of the “reaction” of degenerate hydrogen exchange in OsCl(L)2(H)3 and OsCl(L)2(L0)(H)3 species, where L and L0 are phosphines.29 In these complexes, shown in Figure 10.11, the three hydrides are not equivalent, and the rate of the exchange between the central hydride and one of the others can be followed by NMR. In this theoretical study, ab initio calculations were first used to characterize the potential energy surface describing the motion of the hydride ligands with respect to the osmium center. Then, a quantum dynamical study of the energy levels for the nuclear Schr€odinger equation describing motion of two of the hydrides (assuming that all other atoms remain stationary during exchange) was carried out. This led to a rigorous treatment of the kinetics of the FIGURE 10.11

Degenerate exchange of hydride ligands in an osmium complex.29
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exchange reaction, including the tunneling of the atoms through the barrier. 

This enabled a rationalization of the relative rate of exchange in the OsCl(L)2(H)3

and OsCl(L)2(L0)(H)3 complexes. 

In practical terms, such calculations are probably much too challenging to be carried out for almost all inorganic reactions. Effects such as tunneling can be treated in more approximate ways, or one can simply take into account the fact that calculated barrier heights for reactions involving hydrogen atom motion are likely to suggest slightly slower reactions than are observed experimentally, due to neglect of tunneling. 

10.6.2

Nonadiabatic Effects

A second important example where quantum effects need to be taken into account occurs in cases where nuclear motion, for example, in a chemical reaction, leads a molecular system into regions of configurational space where the potential energy surface of the electronic ground state approaches those of one or more excited electronic states. In such cases, it is no longer automatically true that the motion of electrons adapts essentially instantly (or adiabatically) to nuclear motion, and one may have nonadiabatic behavior. Another way of expressing this is that in such regions, nuclear motion can couple to electronic motion, in such a way that the system can be partly transferred into excited electronic states as the atoms move. 

This occurs very commonly in photochemistry and is indeed an intrinsic part of well-known phenomena such as internal conversion and intersystem crossing. 

Theoretical treatments of inorganic photochemistry are beyond the scope of this chapter, however.30

Changes in spin state are one important case of nonadiabatic behavior in thermal chemistry. Transition metal chemistry frequently involves stable open-shell compounds, with unpaired electrons. The coordinatively unsaturated complexes that are often involved as intermediates in inorganic reaction mechanisms have an even greater tendency to have high-spin ground states. Hence, many reactions must involve changes in spin state, as changes in the ligand field can affect the nature of the ground state. How do such reactions (which are formally “spin-forbidden,” as spin does not change in the absence of coupling terms between the different states) occur? The rigorous computation of rate constants is very demanding, but a good approximate treatment can be obtained by locating the regions where the potential energy surfaces corresponding to different spin states are close in energy. Frequently, the surfaces cross (when neglecting spin–orbit coupling, as is usually done in quantum inorganic chemistry, there is nothing to prevent such crossing) and one can characterize reactivity by locating the minimum energy crossing point or MECP. This can be done either within standard computational packages or with additional programs. 

A number of inorganic reactions involving spin state change have been studied by locating MECPs. This has been a topic of considerable research in our research group, and the reader is invited to consult reviews31–33 on this specialized topic for detailed information. Briefly, spin state changes are usually quite facile once the MECP is reached, although the probability of moving from one surface to another at the MECP

can be significantly lower than 1 and this can in principle be detected in kinetic studies. 
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FIGURE 10.12

Typical potential energy surface topologies for spin crossover (a) and spin-forbidden addition of a ligand to a high-spin metal center (b). In many cases, DE is quite small.33

The relative energy of a given MECP depends in part on the relative energy of the relevant spin states. This means that care is needed in computational studies, as this energy gap between spin states is one of the energetic properties that is most frequently predicted incorrectly by some DFT methods34 (for a discussion of accuracy, see Section 10.8). The precise energy of the MECP, and hence the spin state change reactivity, depends on the detailed shape of the potential energy surfaces, but some general rules can be given (Figure 10.12). For spin crossover, that is, a change of spin state without change in the metal’s ligands or change in other bonds, the MECP rarely lies much higher in energy than the minimum on the potential energy surface of the less stable of the two spin states (DE is usually small), so that spin relaxation is usually quite rapid at room temperature or above. Of course, the reverse reaction may be quite slow, depending on how much lower in energy the more stable state is. 

Another common type of spin-forbidden reaction is ligand addition to a coordinatively unsaturated metal center. When this occurs exothermically, the change in spin state may or may not lead to a barrier to reaction in the form of an MECP lying above the energy of the reactants. Where the high-spin state is bonding toward the incoming L’ ligand, DE can be negative; that is, the MECP can lie lower in energy than reactants. 

Even where this is not the case, DE is often small (Figure 10.12), but in some cases at least, significant barriers to reaction can occur and have a notable impact on the kinetics of addition. 

10.7

THEORETICAL TREATMENT OF LARGE SYSTEMS

Much of the preceding work has focused on the theoretical description of relatively small molecular systems. Predicting the electronic structure and characterizing the potential energy surface of such systems using methods such as DFT is feasible with modern codes and computers in a routine way. Rapid calculations taking a few hours are possible for systems of 50, 100, or even 200 atoms, which include many inorganic
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and organometallic systems of interest. However, some large molecular systems and almost all supramolecular and biomolecular systems go well beyond this number of atoms. Treating periodic (or disordered) systems such as solids or surfaces in principle requires treating on the order of 1023 atoms. Calculations describing this large number of nuclei and electrons are not presently possible with DFT methods. There are, however, at least three approaches to treating large systems that will be briefly described here. 

10.7.1

Truncated Models

First, one can truncate the system and ignore most of the atoms or treat them as a continuum. This method is applied most frequently, since in one sense it is used whenever reactions in solution are studied. As discussed in Section 10.2.3, this is a reasonable thing to do where the interactions between solvent and solute are relatively weak or can be treated in an average way. Likewise, reactions in big molecules or other large systems typically only involve directly a fairly small number of the atoms making up the system, so ignoring the rest of the atoms should not be too big an approximation. 

This approach was very popular in former times when it was impossible to apply HF, DFT, or correlated ab initio methods to systems of more than a few atoms, so that phosphines were almost always modeled as PH3 (see Figures 10.5 and 10.7). In many cases, where the aim of the calculations was to understand qualitative aspects of reaction mechanisms, this type of truncation is perfectly acceptable and indeed offers some benefits beyond the lower computational expense. For example, it facilitates analysis, especially when the truncated system has symmetry absent in the full molecule. Also, it serves to remind the computational chemist that he or she is always studying a model, rather than the real system: solvent is not present, and the level of theory used does not give exact results. It is sometimes possible to forget this when modeling the “full” system. 

Many typical organometallic and inorganic complexes are now amenable to calculation using DFT without truncation, so there has been a progressive tendency to do so. But for very large systems, this remains impossible. Some electronic structure codes and methods do achieve linear scaling of computational expense with system size, so it is possible to do calculations even on whole enzymes at the DFT

level. At present, such computations are not particularly useful, as they remain very time-consuming, and the errors involved in the method are larger than or similar to those caused by truncation. Hence, reduced models remain popular for some classes of problems. 

For example, metalloenzyme reaction mechanisms are frequently studied using active site models including the metal center(s) and the first (and in some case part or all of the second) ligand sphere.35 This leads to models with between 30 and 200

atoms, which can be treated with good DFT calculations in an almost routine way. 

Figure 10.13 shows a typical model, in this case for lipoxygenase,36 containing the central iron, three imidazole ligands representing histidine side chains, one acetate representing a carboxylate side chain, one acetamido group for an asparagine side
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FIGURE 10.13

Typical model system for studying metalloenzyme reaction mechanisms. 

This is a model of the TS for hydrogen atom abstraction from substrate by the Fe(III)OH center of lipoxygenase. 

chain, a hydroxyl group on iron, and a C7H12 diene fragment representing the substrate, for a total of 65 atoms. 

At first sight, this may appear to be a simplification too far, as enzymes are large and flexible molecules, and many studies show that their overall conformation can significantly affect catalytic activity (e.g., the allosteric effect). This is not so, however, as the above statement that reactions typically only involve motion of a fairly small number of the atoms is also probably true in most enzymes. Hence, provided that a good structural model of the active site in something close to the active conformation of the enzyme is available, a reduced model should provide good information on mechanisms and reactivity. This also assumes that all residues that interact strongly with the reacting atoms are included in the model—the averaged effect of other residues can be either neglected or treated by a continuum model. 

10.7.2

Hybrid Methods

Instead of ignoring the atoms less directly connected to the reacting center, it is also possible to treat them at a lower level of theory than the key central part. This leads to the general class of hybrid methods. Most of these are dual-level techniques, but as mentioned below, it is also possible to use multilevel approaches. In many cases, the lower level method is simply molecular mechanics that together with a QM method for the central region gives QM/MM methods. QM/QM techniques are also possible. 

In all hybrid methods, as well as choosing the different levels to apply to the different

[image: Image 193]
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regions, one also has to choose how to model the interaction between them. This gives rise to two main classes of hybrid methods, additive techniques and “strict” QM/MM

methods. 

The main additive approach is referred to as “ONIOM,”37 which is designed to be a multilevel method (although we describe only the dual-level version here). In this approach, the effect of the environment on the small subsystem (S) is described by adding to the total energy calculated for the latter at the high level of theory, EH, the S

energy for the whole (big or B) system calculated at the low level of theory, EL. To B

avoid double-counting interactions within the small core region, the energy of the latter at the low level of theory, EL, is subtracted, giving EH  EH þ ELEL. 

S

B

S

B

S

Another way of viewing this equation is to consider that the low-level energy for the whole system, EL, is being complemented by a term (EHEL) that corrects the B

S

S

low level by a higher level for the small system. Where there are chemical bonds between the small system and the remainder of the system, this creates a problem for the calculations on the small system, as there are unsaturated valencies. This is usually dealt with by adding “link” hydrogen atoms at the appropriate places on the small system. Figure 10.14 shows a typical assignment of small and large systems that might be used when studying the organometallic reaction of Section 10.4.3. 

FIGURE 10.14

Hybrid model of the TS for hydrogenation of acetophenone by Ru(BINAP) (cyclohexanediamine)H

þ

2 (see Section 10.4.3). The central Ru(PH3)2(NH3)2H2

CH2O sys-

tem (shown in ball-and-stick format) is treated at a high level of theory, with the phenyl, naphthyl, methyl, and cyclohexyl groups (stick format) treated at a lower level. 

494

COMPUTATIONAL STUDIES OF REACTIVITY IN TRANSITION METAL CHEMISTRY

The additive method requires that the low level be able to describe the core region, so as to be able to calculate EL and EL. As these terms are subtracted from one another, S

B

the description does not need to be very accurate, but even so, this can be inconvenient. 

In traditional QM/MM methods38 (which are in fact older39 than additive ones), the energy is expressed instead as a sum of the low-level energy of the environment (E, the whole system minus the small core) plus the high-level energy of the small core, EB  EH þ EL, where link atoms or other more sophisticated capping methods may S

E

also be used in the description of the core region. 

In the additive methods, coupling between the two regions (on top of any coupling imparted by the link atoms) is described at the lower level; for example, if an MM

approach is used, this may include electrostatic and other nonbonded interaction terms between atoms in the two regions. In QM/MM approaches, there is usually some form of coupling also, typically electrostatic coupling in which the partial charges of the MM region can polarize the electronic structure of the core region. This is usually the approach used when enzymes are being modeled. For organometallic systems like that of Figure 10.14, in which the environment is essentially nonpolar, such coupling is not so important, and electrostatic coupling can be omitted. In this case, QM/MM and additive methods in which the large system is treated with MM are very similar. 

In general, provided the QM region is well chosen, accurate MM and QM methods are used, and geometry sampling is thorough (see below), hybrid methods can give very accurate results. For example, near quantitative results were obtained for the activation barrier in two enzyme reactions when using very high-level CCSD(T) QM methods.40

These approaches are increasingly frequently applied to metalloenzymes.38

10.7.3

Periodic Calculations

For periodic systems such as crystals, it is possible to carry out ab initio and DFT

calculations on implicitly infinite models. A small subsystem, for example, the unit cell of a crystal, is constructed, and calculations are carried out on this unit cell, as well as an infinite set of replicated periodic versions of it. We do not discuss such periodic calculations here, although we note that by creating appropriate pseudoperiodic models, it is also possible to carry out calculations on nonperiodic systems such as surfaces of solids, defects of solids, molecules on surfaces, or even isolated molecules. 

For example, the “unit cell” can be a molecule, surrounded by a certain amount of vacuum, or it can be an extended atomic assembly, including many unit cells, with the central cell containing a defect. The key in such calculations is to ensure that the central system replicated periodically is large enough that the defect or molecule does not interact significantly with its periodic images. 

10.7.4

Difficulties in Treating Large Systems

When carrying out calculations on large systems, including explicit description of more than ca. 50–100 atoms, as well as the computational challenge inherent in calculating the energy for a given geometry, there is another potential problem that
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arises much less frequently in smaller systems. This is the existence of multiple conformers. For a small system, there may also be several conformers, but typically the number is quite small, and it is relatively straightforward to identify all of them by inspection, and if needed to compute the energy of all of them, and hence identify the global minimum. When calculating free energies, enthalpies, entropies, and other statistical mechanical properties, it is usually the case in small systems that the Boltzmann weight of all but the lowest energy conformer is very small and can be neglected. 

For large systems, there may be so many conformers that it is impossible to identify them all. This is often the case with large molecular systems of 50–200 atoms and always the case for supermolecular systems of 1000 atoms or more. Hence, this problem arises most often when using hybrid methods such as QM/MM, as these are more suited for treatment of very large systems. However, it can also happen when carrying out large DFT calculations. In these cases, there will be so many conformers that the Boltzmann averages needed in statistical mechanics treatments need to include contributions from many of them, making it difficult to calculate meaningful thermodynamic properties such as activation barriers. A simple approach to avoid this problem consists in freezing the position of many of the atoms when carrying out geometry optimization, so as to limit the conformational variability. This, however, slightly negates the value of using a large model. 

It is also possible to try and calculate “typical” energy quantities, by comparing the energy of a typical conformer of the reactant species, and the “closest” TS, that is, one corresponding to the same conformer. With very large systems of thousands of atoms, as used in QM/MM models, it may be difficult to identify such “closest” TSs, as conformational change may occur quite far from the reacting system, leading to a change in energy of the system that makes the purportedly “typical” energy difference rather untypical. Simple visual inspection of structures, which can be relied upon to identify such mishaps for smaller systems, becomes challenging for large systems. 

In summary, calculations on large systems are possible and more and more frequently carried out, especially using hybrid methods. Some care is, however, needed for such systems in order to calculate meaningful energies for systems where there may be many more conformers than can be described explicitly. For this reason, truncated model systems may actually prove more straightforward (and are often equally informative). Equally, advanced free energy methods as described in Section 10.5 can also be used to avoid such problems, but these are very computationally demanding for large systems. 

10.8

ASSESSING AND IMPROVING ACCURACY

When carrying out any calculation relating to a reaction mechanism, it is important to make some attempt to gauge its accuracy—and, if needed, to improve it. The pursuit of accuracy for its own sake can become very time-consuming, as more and more calculations, and increasingly computationally expensive ones, are carried out. It can also prove something of a distraction, or even an impediment, to the pursuit of one of
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the key aims of computational studies, to provide insight.41 Nevertheless, it is obvious that for a calculation to have some value, it must have at least some accuracy. 

DFT has proved a remarkably popular theory for inorganic and organometallic chemists, as it seems to hit the sweet spot of being affordable in terms of computer resources, yet accurate enough to yield pertinent results. Benchmarks for small compounds42 show average errors in calculating the atomization energy of 4–7 kcal/

mol for modern functionals such as B3LYP. This is the energy for breaking all bonds—errors on the energy required to break just one bond, which are more relevant for understanding reactivity, are expected to be smaller—perhaps 2–3 kcal/mol, provided a large enough basis set is used. Very often, in practice, one is interested in the relative energy of two TSs that are rather similar in terms of their bonding properties, and for such cases, one can expect even more favorable error cancellation, perhaps of as little as 1 kcal/mol. 

Yet one should be aware that the figures quoted here are average errors for main group compounds. Even for the simple species included in the benchmark sets, the maximum error for every functional is over 20 kcal/mol. There is increasing evidence that such outliers are quite common with DFT, especially for transition metal compounds.43 The property that is most challenging to compute accurately is usually energy (e.g., bond energies or activation energies), but errors can also occur for predicted geometries and electronic structure. This chapter is not the correct place to discuss these difficulties or the progress toward more accurate DFT functionals and more computationally tractable high-level correlated ab initio methods. Instead, the following points summarize some of the issues that one should pay attention to when carrying out computational studies. Many of these points have been discussed above. 

. Which property is one trying to calculate? Some properties, such as molecular structure, are far less sensitive to the level of theory used than others, such as activation energies. There is no point in carrying out very time-consuming calculations if a simpler one would have been adequate. 

. Is there some related experimental property to which one can meaningfully compare the results of calculations in order to test the accuracy of the latter? For example, an activation barrier may be known for a similar reaction—or the mechanism of a related transformation may be very well known. 

. Is there anything known in the literature about the accuracy of the method one wishes to use for the type of problem one wishes to use it for? Carrying out at least some test calculations with a few different methods (e.g., DFT functionals) can be very valuable. 

. Is the basis set large enough for results to be converged? Single point energy calculations with large basis sets can be readily carried out using DFT methods. 

For correlated ab initio calculations, very large basis sets may be needed to approach the basis set limit, but these can be very expensive. On the other hand, correlated calculations with typical double-z basis sets are often too far from basis set convergence to be meaningful. 

. Is the model used able to describe the chemistry one wishes to describe? All important interactions need to be treated. When studying reaction mechanisms, a
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model may be suitable to describe one mechanism—but not another. One important aspect that may need to be treated is solvation effects, for example, using a continuum model. 

. When studying a reaction mechanism, has one considered all the reasonable mechanisms in the calculations? If one has studied a single mechanism, this may be reasonable if one’s aims in the project are modest—but it does mean that one may not have proved that the mechanism is correct. 

. Have the required statistical mechanical considerations been taken into account? 

In many cases, converting potential energies to free energies can be done approximately reasonably easily, and it is often free energies that are more relevant to experiment. For very large systems with multiple conformers, this aspect can be challenging—and a simpler truncated model may be more informative. 

10.9

CONCLUSIONS

Computation plays an important role in understanding reaction mechanisms in inorganic chemistry. This chapter aims to give insight into the theoretical methods used and illustrate some of the insight that can be derived from their application. With the development of powerful computers and general-purpose software, using theoretical methods is possible for all researchers in chemistry, and this is a very exciting development. Calculations that may be looked down upon by experienced theoretical chemists as being dull and routine may be of considerable value to researchers trying to understand a particular reaction or property, so it is highly desirable that computation be available to all. At the same time, specific problems in inorganic chemistry may pose very interesting challenges for more theoretically oriented chemists, and even lead to development of new theories. The future for computational inorganic chemistry is clearly going to be exciting, stimulating, and full of surprises. Hopefully, some of the main areas covered in this chapter will continue to be pertinent in the field. 
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113–116, 119, 130, 134, 312, 

double-pump flash photolysis

225

313, 314, 315

10Dq

5–7, 27

cytochrome c oxidase

114, 116

dynodes

217

cytochrome c peroxidase

130

cytochrome c552

120

effective core potential (ECP)

469

cytochrome P450

114–115, 120–122, 124, 

effective nuclear charge (Zeff)

19, 25

129, 130, 133, 138, 140, 142, 327, 332, 

Eigen-Tamm-Wilkins mechanism

281, 302

337, 339, 341, 3454

electric dipole transition

4, 8, 9, 13, 18, 20, 

25, 26–29, 32

D2 symmetry

152

electric field gradient, efg

41, 44, 45

D3 symmetry

148, 153, 176

electric quadruple transition

25

dead-end intermediate

412

electromagnetic waves

200

Debye temperature

84

electron correlation

464, 466, 467, 469

Debye-H€uckel 312, 343

electron ionization mass spectroscopy

58

Debye-Waller factor

43

electron microscopy

109, 112, 131

Delepine’s active racemate method

181

electron paramagnetic resonance (EPR)

densitometer

287

9, 10, 16–18, 26, 32, 85

density functional theory (DFT)

3, 50, 51, 

electron transfer

241, 259, 397, 398, 

57, 58, 432–437, 292, 293, 307, 341, 

438

346, 348, 459, 464, 467, 468, 469, 473, 

electron–electron repulsion

5, 6, 21, 27, 30, 

475, 477, 496

32

detector response

220

electronic absorption spectroscopy

3, 8

deuterium

371, 401, 403, 413

electronic g tensor

42

Dexter treatment of energy transfer

232

electronic Hamiltonian, he

40, 41, 48

diamagnetism

70

electronic paramagnetic resonance, see EPR
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electronic structure

1–34

FeIII

41, 56

electronic structure methods

463

FeIV

41, 43, 46, 47, 48, 49, 50, 51, 54, 56, 

electronic Zeeman interaction

40, 41

57, 58, 59

electrons, radiolytic

109–112, 116, 125, 

FeIV¼O 47, 50, 51, 53, 55

131, 133, 134

FeV

51, 53, 55, 56, 57, 58

electrostatic effects

5, 34

FeV¼O 55

electrostriction

297, 319, 320, 323

FeIV-FeIII dimer

53

elementary reaction

369

Fe(H

2 þ

2O)6

241

elimination

372, 410, 415; beta

371, 381; 

Fe(H

3 þ

2O)6

241

reductive

373, 406, 407

femtosecond - nanosecond time domain flash

emission-detected CD

176

photolysis

223

energy decomposition analysis

473

Fenton

47, 50, 413–415

enthalpy

396, 411

Fermi’s golden rule

228, 232

entropy

367, 411

ferredoxin

119

enzyme active sites

491

ferric phosphate

63

enzyme kinetics

367

ferrimagnetism

77, 95

epr spectroscopy

40, 41, 53, 55, 59, 62, 63, 

ferromagnetically coupled

51, 54

113–131, 135

ferromagnetism

75

equilibrium isotope effect

431–437

ferrozine

298, 315, 317

equilibrium kinetics

385, 386

Fe-S clusters

46, 59, 60, 61, 62, 63

EXAFS

58, 114, 131, 134, 293, 300

final states

21, 27, 28, 30, 32, 33

exchange correlation functional

467

first law of photochemistry

199

exchange coupling

40, 42, 77

first-order kinetics

369–372

exchange energy

75

Flack parameter

190

exchange mechanism of energy

flash photolysis

214–225, 281, 324, 332, 

transfer

233

339

excimer

231

flow (continuous)

280

exciplex

231

flow methods

280

excited state annihilation reaction

232

F€oster treatment of energy transfer 233

excited states

468, 478

Frank-Condon reorganization energy

242

excited states of representative elements

free energy

367, 372, 396

(np*, ns*, pp*) 234

linear relationship

403, 420

excited-state radiative decay

226

front-face irradiation

215

exciton CD

158, 173–175

frozen solution

39, 42, 45

expectation value of electronic spin, hsi 41, 

42, 43, 44, 45, 46, 47, 48, 49, 53, 54, 57

gadolinium(III)

290

exponential

377

GdIII

295

extended x-ray absorption fine structure

geminate recombination

250

(EXAFS)

1, 23–25

geometric structure

1, 3, 24

extinction coefficient

4

glass transition

112, 113

Eyring equation

396, 403, 463

glass-forming solvent

58

ground state

3, 16, 17, 38, 206

57Fe 39

gyromagnetic factor

71

57Fe M€ossbauer spectroscopy 39, 40, 55, 

60, 61, 62

half-order kinetics

375–376

Fe(II)

16, 17, 21

Hamiltonian operator

464

Fe(III)

3, 5, 6, 14, 15, 18, 21, 22, 27, 28, 

Hamiltonian, 

39, 40, 54

30–33

Hammett

420

FeII

43, 44, 46, 47, 63

Hartree-Fock level

348
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Hartree-Fock method

464, 465, 467, 469, 

in X-ray crystallography

131–134

475

mixed valent

117

Heisenberg Hamiltonian

78, 80, 92, 99, 104

intermolecular coupling

70

helical chirality

149

internal magnetic field, bint

41, 42, 43, 44, 

heme

30, 31

45, 46, 49, 54, 57, 60

heme iron

113, 123, 128, 130

intersystem crossing

489

heme oxygenase

119–122, 126–129

intramolecular

372, 373, 38

heme protein

111–115, 119–121, 

intramolecular coupling

70

122–133

ion-pairing

390

hemoglobin

115, 119–122, 125–126, 130

IPCT

257

heterolytic cleavage

369, 371

iron

40, 41, 44, 59, 61

high pressure electrochemical cell

345

iron–sulfur

32–34

high spin-low spin transitions

94

iron-sulfur cluster

46, 59, 60, 61, 62, 63, 

high-spin

41, 44, 47, 324, 327, 331, 332, 

119, 132, 134

335, 338, 339

irradiation, 

110–111, 115, 122

high-spin FeII

44

irradiation dose

112, 122, 128, 131, 132

high-spin FeIII

41, 43, 45, 46, 47, 48, 49, 50, 

g-irradiation 113, 116–119, 124, 126–127

59, 63

Ising model

89, 90

high-temperature series expansion

75, 91

isoelectronic

300

Hilbert space

93

isomer shift, d 40, 62

homolytic cleavage

369, 398, 399, 415

isotopic labelling

289, 291

Hund’s rule

81

isotopic substitution

269, 343

Hush

310, 311, 313, 315, 319

IUPAC nomenclature rules

146, 148

hydrogen

abstraction

234

Jahn–Teller distortion

7, 19, 21

atom

372, 394, 404, 413, 417

bond

401, 408

Ka

385, 393, 394, 409, 410

peroxide

450–452

Kagome lattice 98

hydrogenase

59

Keplerate structures

98

hydrogenation

481–485

kinetic isotope effect

401–411, 437–445

hydroperoxo

368, 371, 372, 374, 375, 384, 

kinetic probe

380–381

394, 405

King, V. L. 

143

hydroperoxo-ferric intermediate, see Peroxo-

Kohn-Sham orbitals

467

ferric, Compound

0

Kotani theory

74

hydroxo-bridged complexes

117, 118

Kramers ion

15–16

hyperconjugation

401

Kramers systems

43, 44, 48

hyperfine coupling

26, 30, 32

Kuhn anisotropy factor

9

hyperfine interaction

41, 86, 89

Kuhn, W., 

144 145

impurities

82, 88

labeling

401, 406

initial rate

388

lanthanide ions

270, 285, 289, 299

inner filter in photolysis

210

lanthanide shift reagents

299

inner-sphere

397, 398

lanthanides

299

integer spin

44, 50, 53

Laporte forbidden transition

4, 8

p-interaction 1, 7, 17–20, 22, 31

Larmor precession

44

intermediates

laser

385, 386, 412

reactive

110, 127, 129–132, 134

laser flash photolysis

321, 327, 335, 337

catalytically active

119, 122, 123, 

LAXS

293

127–129

least squares

370, 391
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Lenz rule

71

magnetization

71

LIESST

95

curves

44, 45, 49

ligand centered (LC)

238, 262

hysteresis

76, 97

ligand donor strength

21

manganese

119, 131, 134

ligand field (LF)

238–240

many-electron states

21

excited states

3–18

Marcus theory

310, 311, 313, 315, 319

splitting

5–7, 17, 27, 30, 32

Marcus-Hush

246

theory (LFT)

3–10

Mars mission, NASA

39

ligand K-edge

31–34

matrix isolation

110, 111, 113, 134, 135

ligand K-pre-edge

31–33

(ref 11)

ligand to metal charge transfer

Maxwell thermodynamic equality

288

(LMCT), 

18–21, 237, 238, 244, 245, 

metal

247–250, 253, 255–257

carbonyls

474

ligand valance ionization energy

19

centered (MC)

238

ligand–metal bond

1, 19, 32

K-edge

24–28

light intensity

199, 203 – 211. 

K-pre-edge

27

light waves

200

L-edges

28–31

limiting reagent

376

valence ionization energy

19

linewidth, G

40

metal-to-ligand-charge-transfer

linkage isomerization

234

(MLCT)

1, 18, 222, 226, 238, 

long-wave approximation

4, 25

244 – 246, 258–260

low-spin

326, 335, 338

metallocenes

149

luminescence dissymmetry ratio

177

metalloenzymes

445–451

metalloproteins

459

M(pc)X ( M¼ Rh(III), Al(III) ; X ¼ Cl, Br)

metamagnet

77

225, 226

methane

59

magnetic

methane monooxygenase, MMO

46, 59, 

anisotropy

63

60, 62, 117, 118

circular dichroism (MCD)

1, 10–18, 

methanol

59

113, 114

methemerythrin

117

dipole

4, 9–10

methemoglobin

323

dipole interaction

41, 42, 43

methyl radical

382

entropy

85

methylaquocobaloxime

255

excitation spectrum

70, 82

methylviologen (MV2 þ )

222

field strength

71

metmyoglobin

321, 335

flux density

71

microscopic reversibility

368, 417

hyperfine interaction

40, 44, 46, 47, 57, 

MII(bpy) 2 þ

3

(M ¼ Ru, Os) 259

58, 62, 63

mitochondria

62

hyperfine splitting

42, 62

mixed-valent dimer

53

hyperfine tensor, a

42, 44, 47, 40, 50, 

MM’CT

261

53, 54

Mo72Fe30 cluster

300, 301 (see also

induction

71

aqueous cluster 300)

level crossing

78, 101

model construction

491

moment

41, 42, 71

molecular

resonance imaging (MRI)

290, 

dynamics (MD)

462, 487

299

molecular field model

76

susceptibility

41, 71, 102

molecular magnetism

69

magnetically ordered

molecular mechanics

459, 460, 464, 

compound

63

494
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molecular orbital

19–21, 29, 32, 465, 472, 

optical electronegativity

245

475, 476, 477

rotation

143, 144, 164

molecular orbital theory

21

dense condition

210

molecular properties

459, 472, 473, 478

dilute condition

210

molecular structure

472, 474, 483

orbital angular momentum operator

9, 10

Møller-Plesset perturbation theory

466

orbital moment

71

Monte Carlo simulation

93, 99

organometallic chemistry

269, 276

M€ossbauer spectroscopy 88, 95, 114–116, 

organometallic species

286, 298

118–120, 126

oscillator strength

4

multiconfiguration self-consistent field

outer-sphere

(MCSCF)

466

complex

302

multiple scattering theory

23

mechanism -

310, 311, 317

multipole expansion

4, 25

p-overlap 18, 20, 21

multireference configuration interaction

s-overlap 20, 21

(MRCI)

467, 468

oxaliplatin

305, 306

multireference methods

466

oxidation state

39, 41, 57, 60

multistep volume profile

308, 310

oxidative addition

478

myoglobin

59, 113, 115, 120–122, 

oxo group

51, 56, 57

125–130, 132, 133

oxo-bridged

51, 55, 59, 118

oxo-ferryl intermediate

122, 126, 130, 132; 

nanoparticles

62, 63

See also Compound I, Compound II

naphthalene dioxygenase

134

oxo-ferrous, superoxo-ferric

114, 116, 120, 

NASA mission

39

122–124, 126, 128, 129, 132, 133

natural bonding orbital (NBO) analysis

oxygen

372, 382, 384, 411, 414

473

near-edge region

23

32P 111, 124

Neel temperature 63, 76

P450cam, see CYP101

nephelauxetic effect

6

parallel

neutron scattering

85, 101, 103

path

380, 395; 

nickel

117

reactions

377–382

nitrite

392, 412

paramagnetic

13, 18

nitrite reductase

134

complexes

40, 45

nitrogen donor-based complexes

50, 51

paramagnetism

70

nitrogenase

43, 119

parity forbidden transition

4, 8

nitrone

415, 418, 419

partial molar volume

274

nitroxyl

415, 417

partial spin pairing

81

L,D nomenclature 149

partition functions

429, 430, 436

NO2 radical

256

Pascal’s constants

71

non-Kramers ion

16–18

peroxidase

114, 116, 119–121, 128–130, 

non-Kramers systems

44

133, 134

nuclear

peroxo

51, 53, 59

Hamiltonian, hn

41

peroxo-cobaltic

127

magnetic moment, mn 42, 43

peroxo-ferric

114, 119–129, 132–133

precession frequency

44

peroxyl radical

380, 419

perturbation theory

172

octahedral structures (OC-6)

147, 

Pfeiffer-effect

175, 176

150–153

pH effect

390–394

ONIOM method

493

phenothiazines

317

O-O Raman mode

124, 127

photocathode

216
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photochemical reactor

210

interaction

40, 41

photodiode

216

splitting, Deq

41, 42, 45, 46, 47, 50, 53, 

photodiode array

216

57, 59, 60, 61, 62, 63

photodissociation

234

quantum

photoelectron spectroscopy (PES)

24

mechanics of nuclei

488

photoisomerization

234

Monte Carlo simulation

93

photolysis

412, 416

tunneling

95

photomultiplier

216–222

yield

199, 239

photon’s kinetic momentum

205

photoreduction

132–134

R/S nomenclature

146

Photosystem II

131, 134

Racah parameter

6

phthalocyanine (pc)

225, 226

racemic mixtures

146, 161

pill box

279, 280, 288

racemic structures

151

piston cylinder (high pressure)

racemization

146

apparatus

278, 280

radiation

planar chirality

149

chemistry

109, 114, 131, 134, 135, 

plastocyanin

2, 26, 27, 29, 31, 32

136

pMMO

59, 60, 61, 62, 63

damage

109, 131, 132

polarizable continuum methods

dose

112, 115, 116–118, 122, 126, 128, 

(PCM)

470, 471

130–133

polarization functions

469

radiationless relaxation rate constant

polarized absorption

22

228 – 231

polarized light

202, 225

radiative decay rate constant

226

polyaminocarboxylate complexes

radical

56, 109–111, 116–118, 122, 131, 

183–188

133, 135

polyatomic anions photochemistry

236

clock

381

polynuclear system

42

self-reaction

373, 375, 412

porphyrin

321, 324, 329, 331, 337, 340, 341

anion

373, 375

potential energy

367

radical-ion pair

250 – 253

potential energy surfaces

460, 463, 464, 

radioactive isotopes

111, 124

481, 487

radiolysis

109–116, 118, 120–122, 

powder average

42, 43

124–132, 134

pre-edge

1, 22, 24–29, 31–34

radiolytic reduction

110–112, 114–117, 

pressure-jump method

281, 

119–122, 124, 126, 128, 130–134

primary photochemical processes

199

Raman spectroscopy

115, 120, 124, 126, 

product ratio

378

127, 133

protein

59

randomly oriented molecules

42, 45

pseudo A-term

12, 13

rapid freeze quenching

47, 49, 50, 58

pseudo nth order

376–377

rate constants

460, 481

pseudo-first order

373–377

rate law

367–389

Pt0(PPh3)2C2H4

260

rate-limiting

372, 375, 387, 410, 417, 483

pulse radiolysis

283, 380

reaction coordinate

367, 368, 402, 407

pump and probe

215

reaction mechanisms

460, 479–481

putidaredoxin

131

reactive intermediates

459, 460

pyridine-2-azo-p-diethylaniline

303

recoilless fraction, f

43

Redlich-Teller product rule

430

QM/MM methods

493

reduction potential

387

quadrupole

reductive coupling

410, 411

doublet

41, 44, 45, 51, 57, 60, 62, 63

reductive elimination

372, 406, 407
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ReI(CO)3(1,10-phen)Cl

259, 260

SMCT

257

ReI(CO)3(2,20-bpy)X (X¼ Cl, Br) 222, 

sMMO

59, 60, 62, 63

259

sodium nitroprusside

42

ReI(CO)3(4-phenylpyridine)2Cl

226

solvated electron

234

relativistic effects

469

solvent

relaxation, after annealing

111–113, 115, 

cage

250

117, 119, 120, 123

effects

470, 480, 481

relaxivity

300, 348

isotope substitution

271

remnant magnetization

76

molecules: explicit treatment

471

resolution

40

(solvento)Ru(II) species

298

resonance Raman (rR)

22

Soret (region)

321, 322, 326

Rh(NH

3 þ

3)6

231, 239

specific heat capacity

84

Rh(phen) 3 þ

3

241

spin

rhombicity, E

40, 44, 47, 48, 49, 53

chain

90

ribonucleotide reductase

46, 117, 118

change

322, 327

Richardson, F. S. 

143

crossover

489

ring conformation

149

density

325

ring-pairing method

149

dipolar interaction

58

rotational strength

8–9, 168

expectation value

16, 17

rotatory strength

165

frustration

97

[Ru(edta)(H2O)]

327, 331, 332

Hamiltonian

1, 15, 17, 19, 39, 40, 50

rubredoxin

116

moment

71

multiplicity

228, 335

S ¼ 0 41, 42, 45, 46, 54, 60, 63

Peierls transition

92

S ¼ 1/2 41, 44, 45, 53, 56, 58

quantum number

70, 77, 100

S ¼ 1 50, 54

relaxation

43, 44, 45, 47, 49, 50, 53

S ¼ 2 43, 44, 45, 48, 50, 53, 54

reorganization

327

S ¼ 3/2 53

state

312, 324, 332

S ¼ 5/2 43, 44, 48, 49

trap

419

S K-edge

32, 33

spin-admixed

324, 325, 331

Saito, Y. 

143

spin-allowed transition

4, 7, 9

sample and hold circuitry

219, 220

spin-coupled system

46

saturation magnetization

14–18, 73, 78, 82

spin-forbidden reactions

489

scavenger

116, 133, 388, 399, 417

spin-only magnetism

73

Schottky anomaly

85

spin–orbit coupling (SOC)

12, 13, 29, 30, 

Schr€odinger equation 464, 465, 468

70, 74, 86, 95, 228, 230

second law of photochemistry

199

spin–orbit parameters

13

secondary photolysis

211

spin-pairing energy

6

second-order kinetics

372–375

spin-phase transitions

97

sector rules

168

spin-spin interaction

75

see-saw structures (SS-4)

147

spin-state change

325, 338

selectivity

483

square antiprism structures

161

s-electron density

41

square-prismatic structures (SPY-5 and

selenium, chiral structures

163

SPY-4)

147, 154, 155

semiempirical methods

464, 467, 474

SQUID

83, 84

side-on

372

statistical mechanics

463, 471, 495

side-on irradiation

215

steady-state

386–388, 416

single-molecule magnets

95

Stokes shift

229

skew-line convention

145, 148, 161

Stoner-Wohlfarth model

76
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stopped-flow

47, 280, 281, 302, 327, 332, 

tunneling

403, 406, 487, 489

335, 337, 340, 343, 384

two-window high pressure cell

279

strong coupling limit

229

substituent effects

460, 478, 481

ultrasound method

281

sulfur, chiral structures

163

unimolecular reactions

369, 381, 396, 398, 

sum rule

13

486

superoxide

448–449

UV/Vis spectroscopy

47

superoxide dismutase

116, 344

superoxo-ferrous complex

125

Van Vleck equation

72, 74, 78

superparamagnetic relaxation

63

variable-temperature variable-field MCD

superparamagnetism

76

(VTVH MCD)

14–18

supramolecular complexes

155

vibrating sample magnetometer

84

Swift and Connick

346

vibrational CD (VCD)

177

synchrotron

22–23

vibrational frequencies

463, 478

viscosity

276, 285

TAML activator

55, 56, 57

vitamin B12

340, 341

TAML activator B*

55, 56, 57, 58, 59


volume of activation

274–276

TAML activator DMOB

56, 57

TAML activator MAC*

57

water oxidation

426

Tanabe–Sugano diagram

5, 6

wavefunction

464, 466, 468

tellurium, chiral structures

163

weak coupling limit

230

temperature

385, 396, 398, 403, 406, 411, 

Weiss district

76

416

Weiss temperature

75, 76, 104

temperature-independent

Werner, A. 

143, 153, 164, 180

paramagnetism

74, 75

whole cells

61, 62, 63

temperature-jump (method)

281, 302, 

WMOSS software

40

303

. 

tetrahedral (T-4) structures

146, 147, 

X (X ¼ Cl, Br, I, SCN, O) 234–236

. 

153–154

X 

2

(X ¼ Cl, Br, I, SCN) 234, 235

tetranuclear complexes

156

XANES

115, 134

time-dependent DFT (TDDFT)

168, 169, 

XAS

134

174, 468, 478

x-ray absorption spectroscopy (XAS)

1, 

total energy

465

22–34

TPA ligand

51, 52, 53, 54, 55

X-ray crystallography

109, 112, 131, 132, 

trans effect

305

133

transfer of electronic energy

232, 233

X-ray diffraction

145, 163, 190, 

transition moment

3, 4, 13, 18, 20, 21

X-ray irradiation

119, 125, 128, 131–133

transition state

367–389, 460, 462, 476, 

X-ray spectroscopy

109, 114 - See also

478, 482

EXAFS, XANES, XAS

transition state theory

460, 463, 481, 

XY model

90

485

trans-labilization

299

yield of radiolytic electrons

110–112, 133

trans-Pt-N bond

308

trapping reaction

327, 331, 332

Zeeman effect

10, 11, 14, 15, 17, 71, 85, 95

trigonal tricapped prism

159

zero-field splitting (zfs)

12, 14, 15–17, 40, 

trigonal-bipyramidal (TBY-5)

147, 154

41, 42, 43, 44, 45, 53, 70, 81, 86, 87, 95

trigonal-pyramidal (TPY-3)

147

zero-order

392, 400

triple helicate structures

157

zero-point energy

401–403, 411, 488

12-tungstoaluminate (5/6) couple

343

zinc

60, 62
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