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PREFACE

This volume of Advances in Physical Organic Chemistry marks a transition
as we take over as editors from John Richard. We would like to
acknowledge the excellent job that John has done in editing this series for
the last decade, producing a series that has been a testament to the diversity
of the disciplines that make up the subject that we know of as physical
organic chemistry. We shall endeavour to carry on with the same appreci-
ation of the breadth of chemistry in this series, bringing to readers author-
itative reviews on the advances in fundamental and applied work leading to
the quantitative, molecular level understanding of their properties that is the
hallmark of physical organic chemistry. These areas shall no doubt continue
to expand, and we aim to provide a valuable source of information for those
physical organic chemists who are applying their expertise to both traditional
and new problems, and to those chemists across these diverse areas who
identify a physical organic component in their approach to their sphere of
research.

Although traditionally considered as the study of mechanism, reactivity,
structure and binding in organic systems, physical organic chemistry
nowadays has expanded to encompass a wider range of contexts than ever
before. Physical organic chemistry is being fruitfully applied to supramo-
lecular interactions, aggregation and reactivity; computation of transition
states and mechanisms; molecular recognition, reactions and catalysis in
biology; materials where molecular structure controls function; structure
activity correlations; mechanisms in synthesis and catalysis and interactions
and reactivity in organised assemblies and interfaces among others. This issue
illustrates both the application of rigorous, detailed analysis of organic
reactivity to understanding anti-tumour drugs, the description of funda-
mental physical phenomena and techniques to understanding organic
reactions, and the application of rigorous thinking to probe and question the
thinking underpinning some of the most familiar reactions.

In an earlier contribution to volume 36, Novak and Rajagopal
comprehensively reviewed the chemistry of nitrenium ions. In this volume,
the role of these reactive species as the source of unwanted side effects due to
unanticipated metabolism of some drugs is described by Michael Novak and
Yang Zhang. This same series of reactions are also thought to explain the
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beneficial effects of two classes of emerging anti-tumour drugs, illustrating
the delicate balance of metabolic pathways and fundamental selectivity and
reactivity in organic chemistry.

Robin Cox provides a challenge to reconsider some of the apparently
most familiar and well-recognised mechanisms in organic chemistry. By
combining the principle, first formulated by Jencks, that a finite lifetime is
a pre-requisite for a putative intermediate to actually exist as such in reaction
mechanism, and that the proton in many media does not fulfil this
requirement as a localised species, he makes us reconsider the conventional
mechanisms of many standard organic reactions. The method of excess
acidities, which he has previously described in volume 35, is used to good
effect to make a strong case for a much broader view of a proton exchange
with solvent and concerted processes. This combination of logical reasoning
and accurate quantitative experimental data demonstrates the value that
physical organic chemistry brings in providing a practical working model for
understanding reactions – but not to be complacent about even familiar
explanations.

Isotopic substitution has long been one of the most subtle and unin-
trusive ways in which mechanism and reactivity can be probed by the
organic chemist, and Matt Meyer’s chapter provides an excellent review of
the recent progress in their measurement, application and interpretation in
organic chemistry. New methods and contemporary interpretations and
understanding are thoroughly explored, followed by descriptions of the
insights they bring to a range of systems. This contribution shows how
greater accessibility of accurate methodology and more detailed under-
standing of the theoretical interpretation of the data are combined to create
an even more prominent role for this technique.

Ian H. Williams
Nicholas H. Williams

x Preface



CHAPTER ONE

Revised Mechanisms for Simple
Organic Reactions
Robin A. Cox
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Abstract

The Jencks principle, that postulated mechanistic intermediates have to have a finite
lifetime in the reaction medium, has in general not been applied to the mechanisms of
organic reactions. In particular, oxygen-protonated species in which the positive charge
cannot be delocalized, such as H3O+, R2HO+ and tetrahedral intermediates, and even
some of those where it can, such as acylium ions and protonated esters, do not exist in
aqueous media that are more dilute than concentrated acid. Nor do primary and
secondary carbocations. This has considerable consequences; many accepted organic
reaction mechanisms have to be modified. Examples of this are provided, particularly
for reactions that take place in acidic solutions. For instance, ether hydrolysis is
a general-acid-catalyzed process in which an oxygen-protonated species is not formed,
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and nor is a carbocation unless it is stable in the medium. Amide hydrolysis involves
a second proton transfer in stronger acid media. Ester hydrolysis involves tetrahedral
intermediates which are neutral, not charged, whether the medium is acidic, neutral or
basic. Many other reactions are discussed.

1. INTRODUCTION

I am planning a general physical organic chemistry textbook for senior
undergraduates and graduate students, dealing with the mechanisms of
organic reactions and how these are determined. This should be of moderate
length and affordable. I taught this subject for over 30 years in various places,
and during all of that time there was no one text that could be used for the
entire course; most were too long and too detailed for a one-semester
course, and several concentrated, naturally enough, on the author’s interests.
Currently, many of the available texts are also out of date.

So there is a need, and general concepts to be used as major chapter
headings were needed. One of these, first formulated by Jencks1–4 and
consequently referred to as the Jencks principle, states that in order for
a species to be a reaction intermediate, it has to have a finite lifetime in the
reaction medium.1–4 It has to exist there for more than one molecular vibration
and have, say, a lifetime of greater than 10�13 s.5,6 One would have thought
that this was obvious, but, amazingly enough, it is seldom if ever taken into
consideration in mechanistic studies.

A great deal of valuable work has been performed in recent years con-
cerning the structures, stabilities and reactivities of putative reaction inter-
mediates. For instance, see the excellent review of carbocations by More
O’Ferrall in a previous volume in this series.7 In order to make these species
stable enough to observe, to obtain their nuclear magnetic resonance (NMR)
and ultraviolet (UV) spectra and so on, the study conditions can hardly the
same as those in which they are suspected reaction intermediates. It is hard to
visualize a species stable in a frozen argon matrix at 4 K as a stable species in
water. Carbocations are often studied in non-aqueous superacid media which
do not contain anything nucleophilic;7 in media such as these their lifetimes
are going to be much longer than they would be in water. This work has led,
perhaps not surprisingly, to a number of reaction mechanisms being proposed
involving intermediates that have not actually been observed under the
reaction conditions. Many of these mechanisms are perfectly reasonable, and
the proposed intermediates may indeed be involved, but in some cases they
are not, as we will see.
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It is quite difficult to measure the lifetimes of carbocations and similar
species in water, or in the media in which they are suspected to be reaction
intermediates, and these measurements often have to be indirect.7–10

Consequently not very many are accurately known.What information there
is does suggest that the lifetimes are very short. For instance, even resonance-
stabilized species such as benzyl, phenethyl and cumyl cations only have
lifetimes in the nanosecond range in trifluoroethanol and related solvents, as
measured by laser flash photolysis.11 These are quite short, but still long
enough to make them perfectly viable reaction intermediates, in SN1
reactions, for instance. Cations which are not resonance stabilized, however,
will have much shorter lifetimes.9

In general primary and secondary carbocations cannot be reaction inter-
mediates under aqueous conditions (any medium containing 10% water or
more);12 this has been shown experimentally,13 and a recent re-examination
of the original pre-war experimental evidence in favor of SN1 reactions of
secondary substrates14 has shown it to be spurious.15 However, as the
reaction conditions become more acidic, cations become more stable, due to
the decreasing amounts of nucleophilic species available to react with them,
and their presence or absence as intermediates can often be inferred from the
reaction kinetics. Examples of this will be presented. Similarly, one would
expect anions to be stabilized in increasingly basic media, as the concen-
trations of electrophilic species decrease.

One direct technique that can be utilized has only very recently become
available, with the development of the current generation of sensitive high-
speed infrared spectrophotometers; if a species is going to exist for more than
one molecular vibration it is going to be capable of providing an infrared (IR)
or Raman spectrum. Themajor use of this technique to date has been to study
the structure of the proton in aqueous acid media.16,17 This has been the
subject of considerable controversy for several decades now, and remains so
today, with the experimentalists and the theoreticians being unable to agree.
Proposed have been H3O

þ, usually called the Eigen cation,18 H5O2
þ, referred

to as the Zundel cation,19 H9O4
þ, first proposed by Bell20 although often also

referred to (mistakenly) as the Eigen cation, and many others.21 Only very
recently has there been any believable experimental evidence for any of them,
the proposed H13O6

þ,22 with an IR spectrum obtained using modern
instrumentation.16,17 However, at least one theoretician is against this,23 with
his calculations favoring a modified Zundel structure. The important point for
the work under discussion here is that none of these structures has a lifetime
sufficiently long for it to be a reaction intermediate. The proponents of
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H13O6
þ state,24 “The lifetime of the five central protons is close to the time of

their vibrational transitions. In w70% of these cations it is shorter than the
time of normal vibrations and the IR spectrum degenerates to a continuum
absorption.” Also, modern theoretical calculations on aqueous proton clusters
containing several water molecules cannot isolate the positive charge; it is
simply “on the cluster” as a whole.23,25 Thus, as far as the mechanisms of
organic reactions is concerned, the actual structure of the solvated proton is
unimportant; protons are simply “there when needed”. As people have begun
to assert in the educational literature, “The solvated proton is notH3O

þ!”26,27

Only when there is insufficient water to solvate all of the protons will H3O
þ

be the only protonated water species present.
Less work has been done on hydroxide species in water, but nevertheless

it is becoming apparent that individual HO� species do not have long
enough lifetimes to be viable reaction intermediates either. One recent study
has utilized modern ultrafast IR spectroscopy, finding that spectral features in
concentrated hydroxide solutions decay on a femtosecond timescale.28

Hydroxide ion in water is not particularly reactive. Reactions in alcohol
solvents, where the hydroxide ion is less solvated, are much faster, and when
desolvated in pure dimethylsulfoxide (DMSO) its reactivity is increased by
some 12 orders of magnitude.29

The reason that these species are so short-lived was first guessed at over
200 years ago by Grotthuss.30 Water is a highly structured medium,31 with
hydrogen bonds maintaining the structure, and proton transfers along these
bonds are going to be very easy. The Grotthuss process30 cannot be the
whole story, though. Liquid water has short-range but not long-range order;
if it did one would have ice. Eigen’s review18 gives typical proton transfer
rate constants of around 1010 M�1 s�1 (in his Table 4), but he also gives rate
constants of 1013 M�1 s�1 for transfer of protons along a hydrogen bond,
quite compatible with the recent IR data.16,17 This value refers to proton
transfers in the ordered regions, within which individual protonated water
species cannot be said to really exist, but for a proton to move more than
a few micrometers requires solvent reorganization at the boundary between
ordered regions, leading to the 1010 M�1 s�1 value.

Two factors have not been taken into consideration. Firstly, the presence
of the counterion, which must be present for electrical neutrality, means that
in practice a proton will not stray too far away from it, and secondly, the
medium itself has a nonzero viscosity, which should slow everything down.
This is a factor that is not often taken into consideration in mechanistic
studies; indeed, there does not seem to be any generally agreed method for
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dealing with it. Perhaps the simplest way of thinking about the situation is
that, for slow organic reactions, protons or hydroxide ions or water mole-
cules are simply available as needed, and that transfers involving these species
take very little activation energy.

Thinking about it, on electronegativity considerations alone undelo-
calized structures with a whole positive charge on oxygen are rather unlikely
to exist in water. Although þNR4 species are common there, þOR3 ones
are not, and þFR2 is unknown. �OH is rather more likely, but even so
delocalization of the charge into the medium is going to be highly favorable
energetically.

All of this has considerable consequences for the mechanisms of reactions
in water, or in aqueous acidic or basic media. For instance, one should perhaps
no longer speak of “general” vs. “specific” acid or base catalysis; better to speak
of “pre-equilibrium proton transfer” in the case of reactions that involve the
formation of a stable protonated or deprotonated intermediate, and “proton
transfer as part of the rate-determining step” in the other cases.32 Every acidic
or basic species will contribute to the catalysis, and the strongest will usually
contribute the most in cases where they can be differentiated, as we will see. It
is recommended that the strongest acid and base species in water be referred to
as Hþ

aq or HO�
aq, as is done here throughout. Since my research has centered

on reactions in acidicmedia, I will concentrate on them, but certainly much of
what I am going to say is going to apply to basic media as well. In all of the
reaction schemes that follow, the terminology “aq” will be used to indicate
that the aqueous reaction medium is acting as a source or a sink for protons (or
hydroxide ions) andwater molecules, and “aq” does not appear in the reaction
kinetics. Specific H2O and Hþ

aq (or HO�
aq) species indicated in the reaction

schemes have the roles indicated, and do indeed appear in the kinetics.

2. ACID SYSTEMS

Most of the work on organic reaction mechanisms in acidic media,
much of it involving measuring the rates of reactions as a function of
changing acid concentration and reaction temperature, finding out what the
reaction products are, and using deuterated media to obtain solvent isotope
effects and for exchange studies, has been carried out in aqueous sulfuric
acid, aqueous perchloric acid and aqueous hydrochloric acid, with a little
work in other aqueous acid media. Each of these systems has its advantages
and its drawbacks.

Revised Mechanisms for Simple Organic Reactions 5



Sulfuric acid is cheap and readily available, and is the only common acid
that is usable over the entire acid concentration range, from pure water to
100 wt% acid (and at higher acidities by adding SO3 to the 100% acid, but
this does not concern us here).33 Consequently it has seen the most use. It is
a fairly complex medium, however;34 the first dissociation into a solvated
proton and bisulfate ion is complete as long as there is more water than acid
present (the 1:1 acid:water mole ratio point occurs at 84.48 wt% acid), and at
low concentrations the bisulfate ion is partially and variably dissociated into
sulfate and another solvated proton.34 Since many organic reactions actually
involve two water molecules,35 another important concentration occurs at
the 1:2 acid:water point, 73.13 wt%. At this point an acid species that can be
written as H2SO4$2H2O, or as HSO4

�$H3O
þ$H2O, is present at high

concentration in the medium34 and has a long enough lifetime to have
a Raman spectrum,36 but it does not appear to be catalytically active as such.
Its presence does, however, ensure easy proton transfer throughout the
medium by the Grotthuss mechanism, as indicated below.
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(To avoid overcrowding the structure, dotted hydrogen bonds and electron-
flow arrows are not shown, but the easy transfer of protons in such a highly
structured medium should still be readily apparent.) Above 84.48 wt% acid
there are undissociated sulfuric acid molecules present (but no sulfate, of
course),34 and above about 98 wt% acid the protonated sulfuric acid
molecule, H3SO4

þ, from the autoprotolysis of H2SO4,
37 is present as well;

both of these species can be catalytically active if proton transfer is involved
in the rate-determining step of the reaction, as we will see. This is the only
common acid system with acid species other than Hþ

aq available for catalysis.
It has the potential for nucleophilic attack on intermediate species by sulfate
and by bisulfate ions, as well as by water, but sulfate attack does not seem to
have been reliably observed, and while bisulfate ion can act as a nucleo-
phile38 it seems to be some 100 times weaker than water.39

Aqueous perchloric acid is a much simpler system than is sulfuric acid,
and it has also seen extensive use. Only water is available to act as a nucle-
ophile, perchlorate ion being non-nucleophilic. However, it cannot be used
over the entire range of acidity. The strongest solution available
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commercially is 70 wt%, and by adding the available low-melting solid
H3O

þ$ClO4
� to this one can reach about 78 wt%, but at higher acidities

than this the solution is solid at 25 �C, and it and stronger solutions are too
dangerous to use in any case, as strong perchloric acid oxidizes organic
compounds explosively. The only acid species present in the usable range is
Hþ

aq; the 1:2 acid:water point occurs at 73.60 wt%, so there is no chance of
seeing catalysis by undissociated HClO4 molecules.

Aqueous hydrochloric acid can only be used up to a concentration of
about 38 wt%, as the solubility of HCl gas in water is exceeded beyond this
point. The 1:2 acid:water concentration would be at 50.30 wt%, were it
obtainable. However, there is chloride ion present in solution to act as
a nucleophile in addition to water, and reaction with chloride is occasionally
observed or can be inferred.40

Other aqueous acid systems are used for reactions, but much more rarely.
Aqueous HBr is used to cleave ethers all the time in synthesis, but, ama-
zingly, there are no studies of the kinetics of this reaction in the literature.41

Aqueous nitric acid is not normally used; it is considerably weaker than the
other acid systems42 and it is an oxidizing agent. It can be used for nitrations,
and a few studies of these have been reported, but this reaction is more
commonly performed in acid mixtures with sulfuric 43 and other acids.44,45

Aqueous HF is not often used as the dilute solution is very weak and the
concentrated solution dissolves glassware. Methanesulfonic acid is weaker
than sulfuric acid; although it can also be used over the 0–100 wt% range
very few studies using it have been reported. FSO3H and ClSO3H cannot be
mixed with water. Carboxylic acids are mostly too weak to be useful
catalysts, although some work has been done,46 and trifluoroacetic acid is
more of an organic solvent than an acid catalyst. One acid system which is
beginning to be used is aqueous trifluoromethanesulfonic acid, triflic acid;
unfortunately it is very expensive. Nevertheless its acidity has been studied,47

and a study of the Beckmann rearrangement of 2,4,6-trimethylacetophe-
none oxime in the medium is reported.48 It is a very strong acid,49 and the
pure acid has been used to study the reactions of dications.50,51

3. THE EXCESS ACIDITY METHOD

The first method used in media with acidities or basicities outside the
normal 0–14 pH range was developed by Louis Hammett, one of the
pioneers of physical organic chemistry, in 1932.52 He extended the pH
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range to strongly acidic media by using organic base indicators that were not
protonated in the pH range but only became protonated in strong acids.
He used these indicators, in the same way that indicators were used in the
pH region, to define an “acidity function”, which he calledH0, that behaved
in the same way that pH did in water.52

The problem, of course, is that these concentrated acid media are
nonideal, and so molar activities rather than molar concentrations have to be
used. Hammett assumed that the molar activity coefficients f for two different
primary aromatic amine indicators A and B would be much the same as
one another, and thus would cancel out; logð fA fBHþ=fB fAHþÞ ¼ 0,52 the
Hammett cancellation assumption. However, it was discovered that different
types of chemical compound gave rise to different acidity functions, all of
them different from H0.

53,54 At last count there were 58 listed in aqueous
sulfuric acid alone,42 far too many for the concept to be useful any more.

For this reason a less rigorous assumption regarding activity coefficients was
conceived, first by Bunnett and Olsen55 and later by Marziano and her collab-
orators,56 and by ourselves.57,58 This is that activity coefficient ratios in the form
logðfBfHþ=fBHþÞ are linear functions of one another. In our case we wrote one
for a standard base B�, logðfB� fHþ=fB�HþÞ ¼ X , and then logðfBfHþ=fBHþÞ ¼
m�X with a slope parameter m�.57,58 X is called the “excess acidity” because it
represents thedifferencebetween the acidity according to the log CHþ

aq
value and

the actual, much higher, acidity of the medium.
This technique has been discussed in detail in another volume in this

series,59 so it will only be briefly summarized in this one. Given in that
chapter are values of X, log CHþ

aq
and log aH2O in molarity units for the three

common acid media discussed above.59 It is also shown there how to modify
these values (given at 25 �C) to other temperatures; this modification has
been used to obtain standard-state enthalpies and entropies of protonation
for many weak bases.60 Also, for reactions, activation parameters which are
a function only of the substrate can be obtained, temperature effects on the
medium having been removed;59 several examples will be given.

Here the technique as it is applied to reaction kinetics is summarized.59,61,62

The difference is that the activity coefficient of the transition state, fz, takes the
place of fBHþ in the equations above, and the slope parameter ismz rather than
m�. So far, and many hundreds of cases have now been examined, no excep-
tions to the activity coefficient linearity assumption have been found.32

Essentially the log of the rate law is taken and the terms separated.59

Then the logs of the observed pseudo-first-order reaction rate constants, log
kj, measured as a function of the acid concentration, are modified according

8 Robin A. Cox



to the rate law being tested and the result plotted againstX. To find out what
if anything is reacting with the substrate S, log kj is modified by subtracting
various quantities from it until a linear plot is achieved.59,61,62 For the
pre-equilibrium protonation processes known as A1 reactions, in which
a stable protonated intermediate, say a resonance-stabilized acylium ion, is
formed, then log kj � log CHþ

aq
will be linear in X, slope parameter m�mz. If

protonation is only partial but substantially incomplete at the acid
concentrations at which reaction occurs, then a protonation correction term,
logðCS=ðCS þCSHþÞÞ, has to be subtracted as well. If protonation is
substantially complete under the reaction conditions (amides, for instance),
then it is more convenient to plot log kj � logðCSHþ=ðCS þ CSHþÞÞ
against X, in which case the slope parameter will be m�(mz � 1).59,61,62

If something else is reacting with the SHþ intermediate in an A2 reac-
tion, then it is possible to discover what that is by subtracting (say) the water
activity from the log kj term as well. For instance, it is well known now that
esters react with two water molecules, and subtracting 2 log aH2O results in
good linearity.35 It is helpful if the rate constants are measured over a fairly
wide range of acidity, one in which the proton concentration and the water
activity vary substantially and in different ways, which becomes increasingly
apparent above about X¼ 4.34

However, as will be seen in some of the examples that follow, many
protonated species do not have lifetimeswhich are long enough for them to be
reaction intermediates. In that case proton transfer is part of the rate-deter-
mining step, rather than being separate from it. In such cases m� values and
protonation correction terms do not appear in the rate equations, and plots of
log kj � log CHþ

aq
will be linear in X if a stable cation is formed as a reaction

product, or log kj � log CHþ
aq
� log aH2O will be linear in X if one water

molecule is present at the transition state, and so on.32 Examples follow.

4. MODIFIED REACTION MECHANISMS

4.1. Ether Hydrolysis
Most of the points made above become apparent when this seemingly simple
reaction is examined. In fact very little information about the kinetics of the
hydrolysis of ethers is available in the literature; very recently all of it that could
be found has been examined.32,40,41 The mechanism, insofar as anyone had
thought about it, was assumed to be a pre-equilibrium protonation to give an
oxygen-protonated intermediate, followed by the breakup of this to

Revised Mechanisms for Simple Organic Reactions 9



a carbocation and an alcohol molecule, the carbocation then reacting with
solvent to give another alcohol molecule. However, there are at least two
things wrong with this. Firstly, if H3O

þ is incapable of being a reaction
intermediate as its lifetime is far too short, RH2O

þ andR2HOþ are not likely
to be reaction intermediates either, even with electron-donating R groups
present. Neither of these species has ever been directly observed in aqueous
solution; their presence has only been inferred. I maintain that they do not in
fact exist there; reported NMR observations supposedly leading to pKBHþ

determinations for alcohols in aqueous H2SO4
63,64 are almost certainly

entirely due to medium effects, which are substantial in that medium.65

Secondly, only tertiary or resonance-stabilized carbocations are going to
have lifetimes long enough that they can be leaving groups in this reaction,
at least in dilute acid. Primary carbocations cannot exist there, and secondary
ones are only going to be stable enough if the reaction conditions are quite
acidic.41 The actual mechanism for the hydrolysis of diethyl ether is given in
Scheme 1.1; as can be seen it is a fully concerted process.32,41 Remember
that “aq” is only a source or a sink for protons and water molecules, and is
not involved in the kinetics.

The fact that one, and only one, water molecule is involved in the rate-
determining step becomes apparent on an examination of Fig. 1.1. The
hydrolysis rate constant data are from Jaques and Leisten,66 and Fig. 1.1 shows
the effect of assuming the involvement of zero, one or two water molecules in
the hydrolysis. No water and the graph curves down; two water molecules
and the graph curves up; only one water molecule and a beautiful straight line
is obtained;32 correlation coefficient 0.9993.41 The point at the top right of
Fig. 1.1 is off the line because another mechanism involving SO3 takes over;

66

this point is above the 1:1 acid:water ratio point and there is no water left
for the Scheme 1.1 mechanism to use. Data at other temperatures were
available;66 using these gave a DHz value of 32.8� 1.4 kcal mol�1 and a DSz

of �12.3� 4.6 cal deg mol�1 in the aqueous standard state, both of which
seem quite reasonable.41
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Data for many other simple ethers have also been also analyzed,41 most of
it coming from relatively recent studies by the Finnish chemist Lajunen and
his group.67 Summarizing the results: most ethers hydrolyze according to
Scheme 1.1. However some, those which are capable of giving tertiary
carbocations, or secondary ones if the reaction solution is quite acidic, follow
the reaction scheme shown here for methyl t-butyl ether as Scheme 1.2.
This scheme is quite symmetrical; presumably the observed alcohol products
result because water is present in far higher concentration.

The isopropyl cation seems to be stable enough to exist at acidities above
about 9 M HClO4, whatever the reason for this may be. Excellent linear
plots of just log kj � log CHþ

aq
against X result for the hydrolysis of isopropyl
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Figure 1.1 Excess acidity plot for the hydrolysis of diethyl ether in aqueous sulfuric
acid, showing that only the involvement of one water molecule gives linearity. The
number of waters is symbolized as r.
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phenyl ether at several temperatures in aqueous perchloric acid,41 and
reaction products resulting from the attack of the isopropyl cation on the
reactants and the other reaction products are observed.68

Aromatic ethers may react by having water attack at a carbon with
a methoxy or other ether group present, and then lose the ether group from
that carbon.41 This is shown in Scheme 1.3; corroborating evidence is that
isotope exchange studies show that the bond between the oxygen and the
aromatic ring is the one cleaved.69 There is nothing wrong with positively
charged Wheland intermediates, but the one in Scheme 1.3 is shown as
being neutral because a water molecule is definitely required in the reaction,
according to the kinetic analysis,41 so this reaction is not a pre-equilibrium
protonation.

Many of the ethers were also hydrolyzed at a single acidity in DClO4,
67

and the resulting kH/kD solvent isotope effects are all around 0.5, plus or
minus.41 Competing effects are at work here. Acids are stronger in D2O than
they are in H2O, which leads to kH/kD values of around 0.3 for equilibrium
protonation.70 However, (1) proton transfer is not complete at the transition
state here, and (2) D is heavier than H, which ought to slow down reaction in
D2O as compared to H2O.70 The observed values do not seem to be
unreasonable, and compounds hydrolyzing according to Scheme 1.2 do seem
to have smaller values than those hydrolyzing according to Scheme 1.1.41

In several cases it was possible to calculate activation parameters, and for
many ethers the observed entropy of activation was slightly positive.41 On
the face of it this might seem improbable, since at least according to Scheme
1.1 several molecules have to come together at the transition state.
However, this is somewhat illusory; in these highly structured solutions31

with everything hydrogen-bonded together and the Grotthuss mechanism30

at work, all of the water molecules and protons needed are pretty much
already there anyway, and do not have to be bought into position first. The
only process which really contributes to the entropy change is the formation
of two particles from one, which results in the small positive entropy of
activation observed in most cases.32,41
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4.2. Azo-Ethers

HO3S N
N OCH3

HO3S N
N OCH3

1

2

These are considered separately from the other ethers as they have some
unique features. They have an azo-group which can be protonated in these
acidic solutions, and as this protonation can slow the hydrolysis process
down it has to be accounted for in the kinetic analysis.40 On the other hand,
for some azo-ethers it can change the reaction mechanism entirely. Also,
compounds 1 and 2 are the only ethers which have been studied in both
aqueous HCl and HClO4 media.71,72

The excess acidity plots for 1 and 2 are available;40 the standard-state
intercepts for both acid media are the same, as would be expected, but as the
acidity increases the reactions are faster in aqueous HCl than they are in
aqueous HClO4, as would also be expected, as the good nucleophile Cl� as
well as water is present in the former case. (Methyl chloride was not tested
for as one of the reaction products; if formed it might well be hydrolyzed
itself, or just lost, at the high reaction temperatures used.)71,72 This seems to
be the only ether hydrolysis that has been studied in more than one
medium. A protonation correction term has to be subtracted as the azo-
group protonates. Compound 2, with its naphthyl ring, reacts more quickly
than does 1.40 Azo-group protonation causes the reaction to slow down71,72

as the mechanism involves the unprotonated substrate, as shown in Scheme
1.4 for a different molecule, 3, which reacts in the same way.40

A point of major interest here is that the behavior of compound 3, which
has a pyridinium group in a meta orientation and reacts slowly, is quite
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+

+
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different from that of its isomer 4, which has a pyridinium group situated in
a para orientation, and reacts quickly by a quite different mechanism, shown
in Scheme 1.5.40,73 In this case the excess acidity plot shows that three water
molecules react with the azo-protonated substrate, as Scheme 1.5 predicts;
depending on the medium acidity either the k1 or the k2 step can be rate
determining.40,73 This type of mechanism, with several water molecules
acting together, often cyclically, is quite common.32 It has recently been
referred to in the literature as a “water wire”,74 terminology which may well
become more common in the future.

Even more interestingly, when another methoxy group is present in
4, ortho to the one already there, both methoxy groups hydrolyze, but in
quite different ways. The para-methoxy hydrolyzes quickly according to
Scheme 1.5, but the new meta-methoxy hydrolyzes much more slowly
and by water attack at the meta-methoxy position, reminiscent of Scheme
1.3 above.40,73

4.3. Acetals
For the first paper on this work32 the literature data for the hydrolyses of
trioxane and paraldehyde in dilute acid media were analyzed. There is quite
a lot of this available in all three common aqueous acids.75 The hydrolysis of
the formaldehyde trimer trioxane has been taken by many authors (even by
myself)59 to be a typical A1 process, but it is not. The excess acidity plots are
quite clear; log kj � log CHþ

aq
� log aH2O is accurately linear in X for all
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three acid media.32 Water is involved in the reaction, and the revised
reaction mechanism is shown for paraldehyde in Scheme 1.6.32 (When the
acetaldehyde and acetaldehyde hydrate products are formed they will
equilibrate; depending on the acid concentration the equilibriumwill almost
surely be on the acetaldehyde hydrate side.)76 The A1 mechanism, pre-
equilibrium protonation on oxygen followed by breakup, is not possible
because R2HOþ species have too short a lifetime to be reaction interme-
diates, as discussed above. Scheme 1.6 features general acid catalysis, so
carboxylic acid buffers and similar systems should also show general acid
catalysis for this type of reaction.

Trioxane hydrolysis is too slow to have been studied in this way, but the
similar reaction of paraldehyde (the acetaldehyde trimer) is much faster, and
it has been studied in buffers.46,77 General acid catalysis is indeed
observed46,77 (a fact that seems to have been overlooked (or ignored) since
the 1960s), which is good additional evidence for the Scheme 1.1 or the
Scheme 1.6 mechanism applying to the hydrolysis of acetals as well as of
ethers. Since the reaction of paraldehyde is so fast, the acid range in which
reaction rate constants could be obtained is quite narrow, and the experi-
mental scatter is much worse than one would like. Nevertheless, an excess
acidity plot according to Scheme 1.6 for paraldehyde at 25 �C in aqueous
HCl, HClO4 and H2SO4 is given here as Fig. 1.2. The three acid media give
three different lines, mainly because the water activity is not known with
equal precision in the three media.32 Nevertheless the slopes and intercepts
are, within experimental error, the same; the thick line in Fig. 1.2 combines
all of the results in all three media, slope 1.271� 0.054, intercept �
5.635� 0.017, and correlation coefficient 0.97 over 35 points.

Many sugars are acetals, sucrose, for instance, and the hydrolysis of
sucrose has been studied by many different research groups over the decades
(centuries, even). For this chapter some of the more recent and reliable data
on this reaction, obtained at several different temperatures, have been
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analyzed.78–80 Not all of the early results have been included, but the
consensus is that everybody’s results are pretty much in agreement, ancient
and modern.79,80 The analysis is shown in Fig. 1.3, and, unlike the acetals
described above, it is apparent that a water molecule is not involved in the
reaction, since including the water activity results in curves rather than lines.

The likely hydrolysis mechanism is given as Scheme 1.7. Presumably the
intermediate with a positive charge on oxygen, 5, is stable enough to have
a finite lifetime because it has a quite highly substituted double bond.
Cleavage the other way, from the glucose ring, is less likely because the
resulting intermediate does not have this feature. People have always
assumed that the cleavage takes place as shown,80 but there does not seem to
be any actual experimental evidence for this. Since 5 is fairly flat, it can
presumably be attacked by water on either face; only one fructose anomer is
shown in Scheme 1.5 but the other one seems equally likely as a product, if
not more so.

Figure 1.3 illustrates several useful features of the excess acidity method.
Firstly, since the values of X and log CHþ

aq
(and log aH2O) are all corrected to

the reaction temperature,59 the same slope applies regardless of temperature;
all of the lines in Fig. 1.3 are parallel. Secondly, since X¼ 0 represents the
standard state, the same one as is used for reactions carried out in buffer
media,59 the intercepts and the activation parameters derived from them are
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Figure 1.2 Excess acidity plot for the hydrolysis of paraldehyde at 25 �C in three
aqueous acid media.
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directly comparable to those obtained for other reactions which can be
studied in water, or in buffer media, etc. Thirdly, the computer program
used for data analysis in this work (double linear regression here) will discard
data points that, to 95% confidence, do not form part of the same data set as
the rest.81 This is useful in cases of misreported numbers (typos, etc.),
excessive experimental error, wrong temperatures and so on. In the case of
sucrose, rather symmetrically one data point from each of the three groups
whose data were used78–80 was rejected; 54 total points, 3 rejected (in
parentheses in Fig. 1.3). The multiple correlation coefficient was 0.9993 and
the agreement between experimental points and the fitted lines
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Figure 1.3 Excess acidity plot for the hydrolysis of sucrose in aqueous HCl at several
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was� 0.024. The mz slope found was 0.7928� 0.0082 and the log k0
(intercept) at 25 �C was �3.8675� 0.0051. The activation parameters are:
DHz ¼ 24.80� 0.14 kcal mol�1; DSz ¼ þ6.99� 0.47 cal deg mol�1. The
slightly positive entropy of activation seems to be about what one would
expect from Scheme 1.7.

4.4. The Wallach Rearrangement
The parent Wallach rearrangement is that of azoxybenzene 6 to p-
hydroxyazobenzene 8 in concentrated aqueous sulfuric acid media, see
Scheme 1.8. This reaction has been studied by us since the mid-
1960s,34,38,82–90 and it has been extensively reviewed,91–94 but it is of
interest here because the reaction only takes place in strong aqueous sulfuric
acid. It was found quite early that the log pseudo-first-order reaction rate
constants are not linear functions of H0 or log CHþ

aq
, but instead were linear

functions of the log of the activity of undissociated sulfuric acid molecules up
to an acidity of about 98 wt% H2SO4, and a linear function of the log
H3SO4

þ concentration above this point.34 This means that the azox-
ybenzene, entirely monoprotonated in these media,82 was reacting with the
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strongest acids available to it in the rate-determining step, giving the dication
7.34 The whole mechanism, updated as it stands today,90 is given here as
Scheme 1.8.

We have examined the structure of the dication 7 extensively,88 and the
distribution of positive charge in it is approximately that shown. (For the
sake of clarity not all of the resonance forms of the structures in Scheme 1.8
are shown.) Very little positive charge is on the nitrogen atoms, which are
sp2-hybridized with 120� bond angles; the lone pairs are still present. Most of
the charge is concentrated on the ring carbons and hydrogens.88 That makes
7 stable enough to be a reaction intermediate, at least at the high acidities
involved. Corroboration comes from the observations that the reaction does
proceed in the strongly acidic anhydrous ClSO3H and FSO3H media,95 but
not in 78% aqueous HClO4.

95 This is a very acidic medium, but the acidity
only arises from Hþ

aq; there are no undissociated HClO4 molecules present,
as discussed above, and so the reaction does not go.

This is a clear example of a reaction in which proton transfer to nitrogen
or oxygen is involved in the rate-determining step. It has not been found to
be necessary to apply the excess acidity approach to this reaction (although it
could be done); the simple plots against the undissociated H2SO4 activity and
the H3SO4

þ concentration are quite good enough. People do not often think
of proton transfer to oxygen or nitrogen as being rate determining, although
we have seen several examples here already. Proton transfers to carbon are
more readily accepted, however, and we will turn our attention to these next.

4.5. Aromatic Hydrogen Exchange
Quite a number of these processes have been studied using the excess acidity
technique.81 Both deuterium exchange and tritium exchange reaction rate
constants obtained in aqueous sulfuric acid, unfortunately not at high
enough acidities for undissociated acid molecules to be involved, are
available,96–108 and the molecules involved and the positions of exchange,
9–21, are indicated in Scheme 1.9.

With both deuterium and tritium exchange data available, it was possible
to evaluate all of the rate constants shown in Scheme 1.9, and calculate the
isotope effect on the breakup of theWheland intermediate SHþ by using the
Swain–Schaad relationship.109 These are given in Table 1.1. Rate constant
results at several temperatures were available in some cases, and these enabled
calculation of the activation parameters given in Table 1.2.81 This study is an
excellent example of what can be achieved by using the excess acidity analysis
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on experimental data which are already in the literature. Combining data,
often obtained by different research groups at different times, can lead to
results which were not apparent in the original studies.

As might be expected the reactions of the unsubstituted compounds 9–11
are very slow. Attempts to derive a linear free energy relationship, using sþ,
from the log kH1 values in Table 1.1 lead to two different lines with the same
rþ value, �6.5� 0.3.81 The three positions in benzene and naphthalene, 9–
11, form a line of their own some 1.5 log units below that formed by all of the
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Table 1.1 Isotope effects on the breakup of the Wheland intermediate SHþ, true
protonation rate constants and excess acidity mz slope values for 9–21 in Scheme 1.9

Position kH
2 =k

D
2 logkH

2 mz

9 2.4� 1.8 e14.36� 0.26 0.86� 0.01
10 9.8� 3.6 e10.76� 0.15 0.85� 0.02
11 5.4� 4.6 e12.38� 0.33 0.88� 0.04
12 5.9� 2.3 e5.31� 0.16 0.67� 0.02
13 7.5� 6.6 e8.48� 0.36 0.72� 0.04
14 3.3� 1.5 e10.65� 0.16 0.76� 0.01
15 3.5� 2.9 e12.20� 0.30 0.75� 0.02
16 4.4� 2.3 e10.47� 0.20 0.75� 0.01
17 3.9� 0.9 e9.93� 0.09 0.76� 0.01
18 4.1� 3.1 e8.09� 0.28 0.73� 0.03
19 6.8� 2.9 e7.45� 0.17 0.70� 0.02
20 7.5� 3.4 e7.71� 0.18 0.70� 0.02
21 4.7� 3.8 e13.79� 0.31 0.75� 0.02
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other positions, except for the 2-position of thiophene, 12, which is off on its
own, probably because the sþ value used was not suitable for this process.81

The mz values in Table 1.1 are all around 0.75 except, again, for 9–11,
which are higher, more like 0.85. For rate-determining proton transfer
reactions at carbon mz is rather like a Br€onsted a, according to Kresge et al.,110

reflecting the degree of proton transfer at the transition state; about three-
quarters transferred in most cases, and more than that for 9–11. The isotope
effects on the Wheland intermediate breakup listed in Table 1.1 are rather
error prone; they average out to 5.3� 2.181 and are probably a combination
of both primary and secondary effects. The entropies of activation in Table
1.2 are all more or less the same, �8� 3 entropy units, which means that the
rate constant differences in Table 1.1 are primarily due to enthalpy differences.

This study has been covered in some detail as a good example of what
can be achieved using the excess acidity method in aqueous acid media. In
terms of the other mechanisms discussed here, in this one the fact that the
rate-determining step is proton transfer, to carbon in this case, is undisputed.
There are several other mechanisms where this is true as well, involving
double- and triple-bond protonations.

Table 1.2 Enthalpies of activation (kcal mol�1)
and entropies of activation (cal degmol�1) for
9–13

Position DHz DSz

9 34.6� 0.6 e8� 2
10 30.0� 0.3 e7� 1
11 33.2� 0.6 e4� 3
12 21.0� 0.5 e13� 2
13 26.8� 1.0 e8� 4

4.6. Alkene and Alkyne Hydrations
A series of 14 substituted styrenes 22, 8 a-methylstyrenes 23, 5 a-tri-
fluoromethylstyrenes 24, and 12 variously substituted cis-stilbenes 25, have
been the subject of an extensive excess acidity analysis.111

C
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CH2

C
CH3

CH2
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CF3

CH2Y Y Y Y Z

22 23 24 25
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The styrenes hydrate and the stilbenes isomerize, but in all cases the rate-
determining step is carbon protonation, usually referred to as the A-SE2
mechanism. The experimental data, again, came from various sources.112–122

Summarizing the results briefly: the mz values again indicate that the proton
is about three-quarters transferred at the transition state; the reactivities of
22–24 in the aqueous standard state are 1:103:10�7, as might reasonably be
expected; the stilbenes 25 show a good correlation with sþ, large negative
rþ, for compounds with substituents in the ring adjacent to the developing
positive charge, but with s, small negative r, for compounds with substit-
uents in the other ring.111 The log k0 (standard-state intercept) values for 22
and 24 correlate well with sþ but those for 23 do not, presumably because
the a-CH3 group twists the molecule enough that the developing positive
charge does not overlap well with the ring, an effect not present in 24, with
the strongly deactivating a-CF3 group, which means that this group must be
small enough for the molecule to be planar.111 The parameters obtained for
the styrenes 22 are very similar to those obtained when rate data for phe-
nylacetylenes123 are treated in the same way, which was taken to mean that
reactions with vinyl cation intermediates and those with benzyl cation
intermediates can be quite similar.111

The hydration reactions of many substituted phenylacetylenes in aqueous
sulfuric acid, Y–C6H4–ChC–Z, with Z¼CF3 (eight compounds),123

H (nine compounds),113,124–128 COC6H4–X (five compounds)129 and
CO2H (six compounds),130 have also been studied in this way. Again,
summarizing the results: all gave acetophenone-type products consistent with
vinyl cation formation; all the compounds have rþ values of �3.8 except
those with Z¼CF3, which were more substituent sensitive with a rþ of
�5.3; contrary to intuition, proton transfer at the transition state was found to
be the most advanced for the fastest reaction, that with Z¼H.123 Several
aliphatic alkynes were also examined;124,131–133 for these, methylacetylene
had a log k0 value of �10.16� 0.28 (a very slow reaction), whereas ethyl-
acetylene and n-butylacetylene came in at �9.24� 0.21 and �8.49� 0.01,
respectively. Cyclopropylacetylene was much faster, at �3.79� 0.03.123

CH3
CH3

26 27 28 29

More recently, kinetic data obtained for the hydration of some cyclic
alkenes 26–9 have been examined. Compound 26 has been studied at
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several temperatures in aqueous perchloric acid, with one measurement in
DClO4;

134 27 at 25 �C in both aqueous H2SO4 and aqueous HClO4, plus
measurements in the deuterated media;135 and the methyl derivatives 28 and
29 at 25 �C in aqueous H2SO4, with one measurement each in D2SO4.

135

The results are presented graphically in Figs 1.4 and 1.5.
Compounds 26 and 27, which would have to form secondary carbo-

cations if protonation occurred first, apparently do not do that, since
secondary carbocations would probably not be stable at these relatively low
acidities. Instead they probably react with Hþ

aq and water in a concerted
fashion as shown in Scheme 1.10, in a kind of reverse E2 elimination. In
Fig. 1.4 the plots of log kj � log CHþ

aq
� log aH2O are perfectly linear.

For the methyl derivatives 28 and 29 the situation is more straightfor-
ward; when protonated they form tertiary carbocations, which will be
stable enough to be viable reaction intermediates, and so the reaction
mechanism will be a two-stage one (reverse E1 rather than reverse E2). In
Fig. 1.5 the plots of log kj � log CHþ

aq
, without involving the water

activity, are linear in X, as would be expected if this were the case. The
reactions are slower in D2SO4 but not by much, kH/kD is 1.22 for 28 and
1.16 for 29.
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Figure 1.4 Excess acidity plots for the hydrations of cyclopentene in aqueous HClO4,
and of cyclohexene in both aqueous H2SO4 and HClO4, at 25 �C. The filled points
indicate deuterated media.
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However, puzzles remain; why the lines for 27 in the two different acid
media have different intercepts (although the slopes are very similar) is, at
present, a complete mystery; for the hydrolyses of trioxane and paraldehyde
discussed above, rate constant data in all three common acid systems are
more or less coincident. Also the reaction in both media shows no solvent
isotope effect at all, the points for H2SO4 and D2SO4, and those for HClO4

and DClO4, falling on the exact same lines. There are two competing effects
at work, as mentioned before, the fact that acids are stronger in deuterated
media causing an inverse effect, and the fact that D is heavier than H causing
a regular onedbut these would have to exactly cancel out, which seems .
improbable. Even 26 appears to have only a very small effect, the one point
available giving a value of 1.3.
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Figure 1.5 Excess acidity plots for the hydrations of 1-methylcyclopentene and 1-
methylcyclohexene in aqueous H2SO4 at 25 �C. The filled points indicate deuterated
media.
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4.7. Cyclic Systems
Cyclic systems often seem to perform in unexpectedways in organic reactions;
an example is given above. During a recent examination of the literature for
ether hydrolyses41 very little rate constant data for ring ethers could be found.
There seem to be no reliable data for oxirane ring-opening processes, although
it might be tucked away under other headings, and the one good recent study
of oxetane ring opening136 does not really fit into any of the categories given
above.41 Even phenyl cyclopentyl ether and phenyl cyclohexyl ether137 could
be reacting by either Scheme 1.1 or Scheme 1.2, as it was not possible to
decide between themusing the kinetics.41 Lactams have been studied;138 these
are similar enough to amides that they will not be discussed separately. Also,
there is considerable disagreement between the results of the various
studies.139,140 Lactones do not seem to have been studied much at all.

There is, however, a good study available of the ring opening of aziridine in
aqueous perchloric acid at several temperatures.141 This molecule is proton-
ated in the pH region,141 so it can be assumed to be fully protonated at all
acidities in aqueousHClO4. It reactswithwater; the plot of log kj � log aH2O

is accurately linear at three temperatures, as is shown in Fig. 1.6. Rather
amusingly the slope of the graphs is very small, �0.0099� 0.0052; for
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Figure 1.6 Excess acidity plots of log kj � log aH2O against X for the hydration of
protonated aziridine in aqueous HClO4 at several temperatures.
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reactions of fully protonated substrates the slopes of graphs of this type contain
the term (mz � 1) rather than mz, so the latter value is actually 1.01.59

The mechanism of this ring opening, probably a rather simple process, is
shown in Scheme 1.11. The intercept log k0 value at 25 �C is
�6.0674� 0.0080 (on taking account of the log of the water concentration
in pure water as being 1.7431), the enthalpy of activation is 24.26 kcal mol�1

and the entropy of activation �12.86� 0.42 cal deg�1 mol�1. Rather a fast
reaction compared to some of the others under discussion, which is not
surprising as it is the opening of a small ring, but with a negative entropy of
activation; a water molecule is being used up.

4.8. Substrates Containing Sulfur
Some aromatic sulfonic acids are formed reversibly when the aromatic is
treated with sulfuric acid, and if the ring contains electron-donating
substituents the reverse hydrolysis process can be quite fast in dilute acid
media. One case for which there is a good deal of rate constant information
available is the hydrolysis of mesitylene sulfonic acid, 30. This has been
studied at several temperatures in both aqueous sulfuric acid142 and aqueous
hydrochloric acid;143 the kinetic analysis shows the involvement of both Hþ

aq
and a water molecule. Presumably the hydrolysis mechanism is that shown
in Scheme 1.12, in which one water molecule is involved; the SO3 which is
the first-formed product would of course quickly hydrolyze to H2SO4. In
Fig. 1.7, in which are plotted all of the available rate constant measurements
for the hydrolysis of 30 at 24.6 �C,142 despite the experimental scatter it is
quite clear that one water molecule is involved in the hydrolysis, the open
circles (right axis) clearly indicating a curve.
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In Fig. 1.8 all of the other rate constantmeasurements for 30 are plotted;142

tomake the graphmore compact not all of the data from Fig. 1.7 are included.
Again all of the lines are clearly parallel, demonstrating that the same mz value
applies at any temperature if the values ofX, log CHþ

aq
and log aH2O are properly

corrected to the reaction temperature.59 This value is 1.490� 0.011, and
the other numbers obtainable are the standard-state log k0 value at
25 �C, �10.002� 0.045, and the enthalpy and entropy of activation:
DHz ¼ 28.86� 0.21 kcal mol�1; DSz ¼�15.40� 0.74 cal deg�1 mol�1, in
the aqueous standard state at 25 �C.

Much data were also collected in aqueous HCl,143 and this is illustrated
in Fig. 1.9. The excess acidity analysis gave equivalent results in
this medium: mz ¼ 1.116� 0.013; log k0 at 25 �C¼�9.475� 0.044;
DHz ¼ 28.68� 0.31 kcal mol�1; DSz ¼ �13.6� 1.1 cal deg�1 mol�1. It
is very interesting that the results in the two media are different from one
another, the differences being well outside any possible experimental error
(all errors given here are standard deviations).

The slopes are 1.5 and 1.1, certainly a difference worthy of note. The
standard-state intercepts show that the reaction is half a log unit faster in HCl,
but it is not clear whether this is an enthalpy effect or due to an entropy
difference, as these values are the same in the two media, within experimental
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Figure 1.7 Excess acidity plots against X for the hydrolysis of mesitylene sulfonic
acid 30 in aqueous H2SO4 at 24.6 �C, showing the involvement of one water molecule
(left axis, line) as compared to no water (right axis, curve).
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Figure 1.8 All of the rate constant results at several temperatures for the hydrolysis of
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error. The media are not quite the same in physical terms; aqueous sulfuric
acid remains a highly structured medium, with easy Grotthuss proton transfer
possible at any acidity, as noted above. Aqueous perchloric acid is probably
similar, but in aqueous hydrochloric acid this may not be the case, as the
chloride ion, having to be solvated by water itself, is probably a structure
breaker.31 This could well account for the difference in the mz values noted
abovedbut one would expect a faster reaction in sulfuric acid, opposite to
that observed. This is a matter still requiring explanation.

In Scheme 1.12 the proton transfer in the reaction is not actually to the
sulfur, but rather to an aromatic carbon. True proton transfer to sulfur is
observed in the hydrolysis reactions of some sulfur-containing carboxylic
acid derivatives.144 Some time ago now we used the excess acidity method
in an analysis of the hydrolysis rate constants obtained in aqueous sulfuric
acid media for some thiobenzoic acids and thioacetic acid145 and some thiol-
and thionbenzoate esters.146,147

At high acidities thiolbenzoate esters undergo rate-determining forma-
tion of an acylium ion (quite stable as an intermediate in these media) as
shown in Scheme 1.13. The major proton transfer agent was found to be the
undissociated sulfuric acid molecule;144 these reactions only have easily
measurable rates in quite strong acid, mostly above 70% sulfuric acid, where
there are detectable amounts of it.34 (TheWallach rearrangement takes place
in the same acidity region, see above, also utilizing undissociated sulfuric acid
molecules.34) The thioacids and the thionbenzoate esters mostly hydrolyze
like regular carboxylic acid esters, and so will not be considered separately.
The thionbenzoates proved to be too reactive to give thioacylium ions.144

Proton transfer to sulfur, like proton transfer to carbon, can apparently be
quite slow, although the reason for this is by no means obvious.

Satchell and his co-workers have used the excess acidity method to study
the hydrolyses of thioacetals, among other compounds. They identify cyclic
2-aryl-2-methyl-1,3-dithanes as hydrolyzing in aqueous perchloric acid by
an A-SE2 rather than an A1 mechanism,148,149 but the diethyl thioacetals of
substituted benzaldehydes in the same medium apparently utilize an A1
scheme.150
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An excess acidity analysis of the hydrolyses of aryl and alkyl iso-
thiocyanates151 shows that they involve a mechanism with simultaneous
proton transfer to nitrogen and nucleophilic attack by water at carbon, in
a cyclic transition state, given here as Scheme 1.14. (The authors write
a Scheme 1.14mechanismwithout the bridging centralwatermolecule,151 but
the one given here has far better bond angles.)

4.9. Amides
We have been studying the mechanism of the hydrolysis of amides in
aqueous sulfuric acid, primarily lactams, benzamide and its N-methyl and
N,N-dimethyl derivatives, for over 30 years now,138,152–154 making
mistakes along the way; the three mechanisms suggested in 1981152 all, upon
further consideration, proving to be wrong. For instance, the water activity
values used in the original work152 were the original mole-fraction-based
values recommended by Bunnett,155 which later proved to be a poor choice
as the mole fraction-based standard state is different from the molarity-based
one used by all the other quantities, log CHþ

aq
and so on.59 Upon changing to

the more appropriate molarity-based water activities59 it became apparent
that rather than the originally proposed152 three water molecules reacting
with the protonated amide, there were actually only two.154 Also solvent
isotope effect results156 and a multidimensional analysis157 were only
compatible with two water molecules.

However, it was still clear that two different mechanisms were at work,
since the rate constants continued to increase with acidity after the first
hydrolysis reaction, the two water molecules reacting with the protonated
amide, reached its terminal velocity.154 It is now quite clear that this low-
acidity mechanism is the one given in Scheme 1.15.154

There is quite a lot of evidence in favor of Scheme 1.15 now; for instance,
unlike esters there is essentially no 18O-exchange associated with benzamide
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hydrolysis,158 presumably because the tetrahedral intermediate formed in the
rate-determining step is far more likely to protonate on nitrogen and give
product than to oxygen protonate and return to starting material. Also unlike
esters the reaction is essentially irreversible, since the þNH4 final reaction
product is not going to deprotonate in the sulfuric acid reaction medium.
Graphs of the plots according to Scheme 1.15 are given for N,N-dime-
thylbenzamide in aqueous sulfuric acid at several temperatures in Fig. 1.10; the
solid lines are drawn to indicate the limiting behavior according to the scheme.

It is quite clear from Fig. 1.10 that the Scheme 1.15 mechanism is not the
only one in operation. Clearly a second one operates at higher acidities, and
in the end the only way of finding out what this was involved taking every
available rate constant measurement for the benzamides, not only in aqueous
H2SO4

159–161 but also in HClO4
161–164 and HCl,161 working out what the

rate constants according to the Scheme 1.15 mechanism alone would be,
subtracting these from the observed values, and treating the remainder to an
excess acidity analysis, subtracting out possible reactants as explained
above.154 This was tedious but it worked, revealing that this high-acidity
mechanism involved a previously unsuspected second proton transfer to the
already-protonated substrate as part of the rate-determining step, as plots
of log kj � log CHþ

aq
proved to be linear.154 Figure 1.11 illustrates this for

N,N-dimethylbenzamide in aqueous sulfuric acid at several temperatures,
and is complementary to Fig. 1.10, with the solid lines again drawn to
indicate the limiting behavior, now according to Scheme 1.16.
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Figure 1.10 Excess acidity plot for the hydrolysis of N,N-dimethylbenzamide at several
temperatures in aqueous sulfuric acid at the lower acidities. PCT stands for the
protonation correction term, needed because the substrate is not fully protonated at
the lowest acidities; see above.
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The Scheme 1.16 mechanism is not that easy to draw; the ammonia
molecule would almost certainly depart with the proton from the oxygen in
the protonated acylium intermediate shown, or it would be lost to the
solvent very quickly, and the entire process would almost certainly be
concerted. The acylium ion which is the product of Scheme 1.16 would
speedily react with the medium to form the carboxylic acid or the
protonated carboxylic acid product observed.154

However, this is not the only possibility. It was rather difficult to
decide whether one or two water molecules should be included in the
kinetic analysis or not;154 the water activity does not change very much
over the X¼ 1–4 interval.59 There is still plenty of water for the reaction
to use as the 1:1 acid:water mole ratio point is not reached before about
X¼ 7.59 A “proton wire” cyclic mechanism involving two water mole-
cules has been proposed,154 but this now looks to be rather improbable. It
is possible that water molecules should be included; on looking at Scheme
1.16, it seems most improbable that a dipositive amide species with protons
on both oxygen and nitrogen would have a long enough lifetime to exist
at all, according to the Jencks principle,1–4 in these not particularly acidic
media.

Amide hydrolysis via the N-protonated form is often proposed,161,165

and two possibilities are given in Scheme 1.17, one not involving water, and
one using one water molecule (a reminder is in order that “aq” in these
schemes is simply the solvent acting as a source or sink for protons and water
molecules, and does not indicate that “aq” is kinetically involved). It still
seems most improbable that the protonated amide would switch from being
oxygen protonated, which is a stable resonance-stabilized low-energy
structure, to being nitrogen protonated, which is a structure of much higher
energy, uphill from the O-protonated one by maybe 7 pKa units.

166 In any
case the kinetics quite definitely show that a second proton is involved,154
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and so ammonia cannot simply leave the N-protonated tautomer directly in
an A1 process. If the acidity is high enough in sulfuric acid it is likely that the
second proton transfer comes from undissociated sulfuric acid molecules
rather than from Hþ

aq, but with the information available there was only one
data point where this could have been the case.154 The reaction was
certainly faster there, but no real conclusions could be drawn from a single
data point.154 In the author’s opinion Scheme 1.16 is a more likely mech-
anism than either of those given in Scheme 1.17, but further experimental
information is going to be needed before definitive conclusions can be
drawn.

Aliphatic amides are more difficult to deal with than are benzamides,
primarily because it is quite difficult to decide what the pKBHþ value of
a given amide actually is,167 which influences the amount of the amide which
is protonated at a given acidity and hence the degree of curvature in excess
acidity or other graphical analyses. Usually pKBHþ values are determined by
measuring the amount of protonated vs. unprotonated forms of the amide
present in a given acid solution by UV or NMR spectroscopy.57–59 Amides,
however, are very susceptible to medium effects, the positions of UV or
NMR peaks simply being different in different acid media, and separating the
effects due to protonation from those due simply to the changing medium is
quite difficult.65,167,168 Quoted values of pKBHþ for amides are often much
too negative for this reason; recently some work on acrylamide derivatives
(see below) involved finding their pKBHþ values, and the quoted ones of
�1.70 and �1.82 for acrylamide and methacrylamide, respectively, at
25 �C169 seem to be too negative by at least 1.5 log units.170

Actually there are not very many reliable, accurate rate constant
measurements as a function of acidity for aliphatic amide hydrolyses in the
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literature. Also, much of the data consist of very few measurements over a
narrow range of acidity, as amide hydrolyses are very slow. Recently a study
of the hydrolyses of acetamide, N-methylacetamide, N,N-dimethylaceta-
mide, propionamide, and N-t-butylacetamide, in aqueous perchloric acid at
80 �C,164 was examined.171 The acidities used were high enough that the
substrates were almost fully protonated, and no protonation correction term
was found to be necessary. For acetamide the plots curved upward slightly,
and seemed to resemble Figs 1.10 and 1.11 above, but for the other four
amides the plots of log kj � 2 log aH2O, and of log kj � log CHþ

aq
, against X

were both linear. Thus no mechanistic conclusions could be reached from
this work. It seems likely, however, that all amides, aliphatic and aromatic,
react according to Schemes 1.15 and 1.16 (or Scheme 1.17).171

Benzimidate hydrolyses have also been studied.153 These are essentially
the same as protonated benzamides, except that the oxygen is þOR rather
than þOH, and they react in the same way as the amides, by Scheme 1.15
above, at the lower acidities.153 However, for benzimidates where
the amidic group is forced out of resonance with the aromatic ring by
ortho-methyl groups,172 and for the other benzimidates at higher acidities, an
SN2 attack on the alkyl group by water takes place, as shown in Scheme
1.18. For the benzimidates excess acidity plots of log kj � 2 log aH2O are
linear in X, but the graphs have two slopes in those cases where the ring and
the amidic group can remain in resonance.153

Very recently we have been conducting a study of some of the alkylated
derivatives of acrylamide, 31–3, and of acrylamide itself.170 These are
hydrolyzed in aqueous sulfuric acid, although the first reaction is not actually
an amide hydrolysis but rather the simple loss of an alkyl group in an A1
process; all of the alkyl groups in 31–3 can give tertiary carbocations which
are stable in the reaction medium and can be isolated as alcohol products.
The remaining acrylamide later can undergo hydrolysis itself, but this is
a slower reaction.169 This process is included here to show that A1 reactions
in acidic media can still be observed, for those readers who are beginning to
have doubts.
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The excess acidity plot for 33 is given here as Fig. 1.12, and the reaction
mechanism is given as Scheme 1.19. All of the mz slopes are around 0.4, less
than 1.0, as is characteristic of rate-determining proton transfers,57–59 with
the proton a little less than half-transferred at the transition state.110 The
enthalpies of activation are around 26.4 kcal mol�1 and all the entropies of
activation are just slightly negative, about �4 cal deg�1 mol�1.170 Two
product molecules are being produced from one, but a water molecule is
being used up; this seems reasonable. The linearity of the log kj � log CHþ
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vs. X plot is proof that a second proton transfer is involved in Scheme 1.19,
and the linearity also indicates that the first equilibrium protonation on the
amide group is essentially complete at these acidities. The pKBHþ values for
these molecules and ones like them are thought to be only about �0.3.170

Acylhydrazines are interesting amides, having anotherNH2 group attached
to the amide nitrogen. Several research groups have studied the hydrolyses of
some of these,173,174 and of some benzoylhydrazines,175–177 in aqueous sulfuric
acid at 25 �C and at some other temperatures. They are protonated on the far
nitrogen in the pH range,173 and they undergo hydrolysis by much the same
mechanism as do regular amides, except that, since protonationon the carbonyl
oxygen is still required, this can be the rate-determining step at low acidities. At
higher acidities the attack of two water molecules takes over as the rate-
determining step. This is shown in Scheme 1.20 (a slight modification of our
original proposal178 in the light of increased knowledge), and illustrated for
acetylhydrazine 34 in Fig. 1.13.
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In Fig. 1.13, the open circles refer to the left axis, where linearity
indicates slow proton transfer to the carbonyl oxygen, k0 in Scheme 1.20
(small X values); it is unusual for this to be a slow reaction. The closed circles
in the center of the graph refer to the right axis, where the k1 reaction with
two water molecules in Scheme 1.20 is the rate-determining step. Past about
X¼ 7 there is too little water present for Scheme 1.20 to be a viable
mechanism, and acylium ion formation (open circles, left axis) as shown in
Scheme 1.21 takes over, where rate-limiting proton transfer, to nitrogen this
time, is again involved.

4.10. Esters and other Carboxylic Acid Derivatives
We have been studying ester hydrolyses for a long time too.35,153,179,180

Early on it was discovered that two water molecules, rather than one,
appeared to be reacting with the protonated ester at low acidities,179,180 and
the mechanism at work was thought to be the one given in Scheme 1.22.153

However, in view of the Jencks principle,1–4 it now seems that protonated
esters would not have a lifetime sufficient for them to be intermediates under
the reaction conditions. The pKBHþ values for esters are not known with any
accuracy, but it is probable that they are much more difficult to protonate
than are amides.181 Attempts to measure these by UV or NMR spectroscopy
are problematic, as the spectra are very liable to medium effects.182 Therefore,
it seems that ester hydrolysis is actually a general-acid-catalyzed process, not
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a pre-equilibrium protonation reaction, and a more probable mechanism for
ester hydrolysis at low acidities is given in Scheme 1.23.

Schemes 1.22 and 1.23 for esters differ from Scheme 1.15 for amides in
that the reaction is reversible. Any one of the three carbon–oxygen bonds in
the neutral tetrahedral intermediate has a more or less equal chance of being
cleaved, and therefore oxygen exchange into the substrate is likely to occur,
as has been observed experimentally.183

However, as with amides this is not the only hydrolysis mechanism
possible, and other mechanisms can be inferred from the fact that according
to Schemes 1.22 and 1.23, the reaction should slow down as acidity increases
and the water activity goes down.34 Often it does,180 but for many esters the
reaction rate increases sharply again in the stronger acids, the changeover
often occurring at about the 1:1 acid:water mole ratio point; occasionally in
much weaker acids, and for some esters, exclusively.179,180

An example of this behavior is given in Fig. 1.14 for p-nitrophenyl
acetate, using data taken from Yates and McClelland.179 For these plots the
molecule is assumed not to be protonated, as required by Scheme 1.23. If it
were partially protonated curvature would be apparent at the lower acidities,
which is not the case. The Scheme 1.23 slope, obtained when
log kj � log CHþ

aq
� 2 log aH2O is plotted against X, is 0.818� 0.027, and

the intercept is –7.735� 0.027, quite a slow reaction. Above about 62 wt%
H2SO4 the graph curves off upward, and the remaining points are linear
when log kj � log CHþ

aq
is plotted against X, slope 0.443� 0.022. Slope

values of less than 1 indicate a mechanism involving rate-determining
proton transfer, as expected, see above. The solid lines in Fig. 1.14 represent
the extremes of the two mechanisms. The data were curve fitted as a mixture
of the two, since it is apparent that both apply in the center of Fig. 1.14; the
root-mean-square error between the experimental points and the fitted
curve was� 0.031, excellent agreement.
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The mechanism in the high-acidity region is given here as Scheme 1.24,
quite a simple process; acylium ions will be stable enough to be reaction
intermediates at acidities above about X¼ 3.5, but probably not below it.
Scheme 1.24 is written as involving Hþ

aq, but in strong sulfuric acid it may
involve undissociated H2SO4 molecules. However, this is difficult to
establish with certainty using the available reaction rate data. For esters with
alcohol groups that can form carbocations that are stable in the reaction
medium, benzylic, tertiary, etc., another simple mechanism is possible,
Scheme 1.25, an A1 process where the carbocation simply leaves.179,180
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Figure 1.14 Excess acidity plot for the hydrolysis of p-nitrophenyl acetate at 25 �C in
aqueous sulfuric acid. Left axis, Scheme 1.23 mechanism; right axis, Scheme 1.24
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Acylals and thioacylals, RZCH2OCOR0 with Z¼O or S, are inter-
esting ester derivatives. A number of acylals, Y–C6H4OCH2OCOCH3,

184

and thioacylals, Y–C6H4SCH2OCOCH3,
185 have been studied, along with

methoxymethyl acetate and some others;184,186 methoxythiomethyl
acetate185 and methylene diacetate.184 Most of the rate constant data for
these compounds have been subjected to an excess acidity analysis,187 and
the results are most interesting.

The thioacylals react just as normal esters do at low acidities. The
mechanism is given in Scheme 1.26; a general-acid-catalyzed process in
which the substrate reacts with two water molecules to give a neutral
tetrahedral intermediate; log kj � log CHþ

aq
� 2 log aH2O is linear in X. The

product of the slow step then breaks up to give the observed products
shown,184 perhaps in the cyclic manner shown in Scheme 1.26. This scheme
represents an update of our previous mechanistic proposal.187

The acylals, however, react with only one water molecule at low acid-
ities;187 log kj � log CHþ

aq
� log aH2O alone is linear in X. We hypothesize

that this is because the extra oxygen atom in the molecule is located so that it
can hydrogen bond to the incoming water molecule, as shown in Scheme
1.27.187 This is possible with oxygen in the molecule, which is the right size
and has good hydrogen bonding ability. Sulfur is too big and does not
hydrogen bond as readily, so the thioacylals react as shown in Scheme 1.26.
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Confirmation of this comes from the excess acidity plot for methylene
diacetate, which shows that water is not involved in its low-acidity reaction
at all.187 This, we think, is because the very elegant cyclic internal hydrolysis
process shown in Scheme 1.28 is possible for this molecule.187

For all of the substrates studied, an A1 process as shown in Scheme
1.29 takes over at higher acidities, where the protonated substrate has
a lifetime long enough for it to be an intermediate. For the phenyl-
substituted substrates log kj � log CHþ

aq
becomes linear in X, at various

acidities according to the electron-donating or -withdrawing abilities of
the substituent in the phenyl ring.187 (Acylium and thioacylium cations
are resonance stabilized and have lifetimes long enough for them to be
viable reaction intermediates at these acidities.) Good linear free energy
relationships were obtained for the log k0 intercept values plotted as
a function of s. For the A2 process r is �0.091� 0.019 for the acylals
and, for the thioacylals, �0.163� 0.023; this reaction is little influ-
enced by changing substitution in the phenyl ring, as would be
expected. For the A1 reaction r is �3.21� 0.21 for the acylals and
�2.06� 0.15 for the thioacylals, much more subject to changing
substituent patterns.187

The more reactive carboxylic acid derivatives, acid anhydrides, chlorides
and fluorides, cannot be said to have established hydrolysis reaction mech-
anisms at this time. The only ones that have been subjected to the excess
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acidity technique are acyl fluorides in aqueous dioxane media,188,189 two
mechanisms being assigned, and benzoic190 and some other anhydrides191 in
aqueous dioxane and in pure aqueous media, to which two mechanisms
were also assigned.

One intriguing mechanism is a concerted SN2 “water wire” process
proposed by Ruff and Farkas,192 who list references to all of the previous
mechanistic proposals for acid chloride hydrolysis.193 Unfortunately this
process is proposed on the basis of theoretical calculation only, in the gas
phase and in solution, but the authors feel that is in accordance with pub-
lished kinetic studies.192 It is given here as Scheme 1.30.

This is interesting because it is not acid catalyzed, only water
molecules being involved. Mechanisms involving cyclic chains of water
molecules in a “water wire”74 have been proposed before32 and would
seem to be favored in water because the medium is highly structured
already, and oxygen and nitrogen atoms in the substrate are going to be
hydrogen-bonded to the solvent as well. Schemes like Scheme 1.30
would appear to be unfavorable entropically because of the number of
molecules that have to be brought together in the correct orientation,
but this is somewhat illusory as much of the required structure is more
or less already there.32 Scheme 1.30 is a useful lead-in to the next
topic:

4.11. Reactions in Water and in Basic Media
Two other mechanisms of the same type as Scheme 1.30 that have been
proposed are shown below in Schemes 1.31 and 1.32. Scheme 1.31 is
a proposal for the hydrolysis of nitramine (or nitramide) in water; this
reaction is acid catalyzed for the most part, but with an additional water
term.194 It was proposed originally on the basis of nothing but its
elegance,194 but later detailed modern calculations, both for the gas phase
and also in solution, were found to be in agreement with it.195
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Scheme 1.32 is a proposal for the hydrolysis of acylimidazoles in
water.196 The excess acidity technique was applied to the reactions of
acetylimidazole in aqueous HClO4, H2SO4 and HCl, and of benzoylimi-
dazole in the latter two. Here the reaction rates decrease with increasing
acidity, in fact, but the analysis shows quite clearly that the excess acidity
method can be applied in these media even to reactions that are not acid
catalyzed.196

Basic media have not been studied nearly as much as acid media have, but
there are still conclusions that can be drawn.We have made a start at deriving
“excess basicities”,197,198 and More O’Ferrall199 and Bagno, Scorrano and
Terrier200,201 have made contributions as well.

It is, however, becoming plain that hydroxide ions do not add directly to
carbonyl groups, in ester hydrolysis, for instance, but rather attack to remove
a proton from an adjacent water molecule which then adds to the
carbonyl,202–204 as shown in Scheme 1.33. Heavy-atom isotope effect
studies add to the evidence in favor of this.205

Note that in Scheme 1.33 the tetrahedral intermediate is neutral, just
as in the acid-catalyzed hydrolyses; in general charged tetrahedral inter-
mediates have too short a lifetime in aqueous media to exist.1–4 In the
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literature tetrahedral intermediates are often mentioned as intermediates
in this type of reaction, and there is no doubt that they are. However, the
contention made here is that they are almost always neutral. The abbre-
viation used for tetrahedral intermediates is T (or T0), and the charge
believed to be on them is appended as a superscript. One comes across
Tþ, T�, T�, and even T2�, in studies of ester hydrolyses and related
processes. It is suggested that authors be quite certain that these exist long
enough to be viable reaction intermediates before proposing them in
aqueous media.

By analogy, it seems probable that SN2 substitutions by hydroxide ion
on alkyl halides and related substrates would take place as shown in
Scheme 1.34. This is the only speculation at present, however; evidence is
lacking.

4.12. Other Reactions
Quite a number of nitro-substituted compounds have been studied. The
reaction of nitramine (or nitramide) in water has been mentioned above,194

but this compound has an acid-catalyzed mechanism as well, one that is
shared with many other alkylnitramines.39 As a typical example, an excess
acidity plot for the hydrolysis of methylnitramine, which has many reported
rate constant measurements as a function of acidity and temperature,206–208

is given here as Fig. 1.15. The mechanism by which this compound and
many other alkylnitramines react is given as Scheme 1.35.39

The inferred mechanism, which is followed by all of the nitramines (and
nitramine itself)194 is given in Scheme 1.35.39 As can be seen from Fig. 1.15,
log kj � log CHþ

aq
– the log nucleophile concentration is perfectly linear in X,
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the nucleophile being water as long as there is any present, and bisulfate ion
above the 1:1 acid:water mole ratio point. Bisulfate is some 100 times worse as
a nucleophile than is water.39 It is not clear why bisulfate is a bad nucleophile;
the negative charge it carries is well dispersed and this should make it
a “soft” base, and thus a good nucleophile.209 However, sulfate appears to be
even worse, with no reliable reports of it acting as a nucleophile in the
literature at all.
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The hydrolysis reactions of a number of N-nitrobenzene-
sulfonamides,210,211N-nitrobenzamides,212N-methyl-N-nitrobenzamides213

and nitrourea214 in aqueous sulfuric acid media have also been examined.215

The former give either YC6H4SO2
þ and NH2NO2 (electron-donating Y) or

YC6H4SO2NH2 and NO2
þ (electron-withdrawing Y) in two possible A1

processes, depending on whether they are N-protonated or O-protonated,
something which is not currently known.215 N-nitrobenzamides behave
similarly in strong acid, an A1 reaction followingO-protonation, but also have
a neutral reaction with water at moderate acidities.215 In acid nitrourea also
undergoes an A1 hydrolysis.215

Ketones and aldehydes have been examined briefly. Early on we applied
the excess acidity technique to some acid-catalyzed enolization processes, of
acetone and some acetophenones,216 but this work was later shown to be in
error because insufficient halogen scavenging in the original experiments
on acetophenone itself217 had not been accounted for.218 After a correction
was made plots of log kj � log CHþ

aq
against X proved to be linear, an unex-

pected result as the base causing the enolization should appear in the rate law.59

Further work on this reaction is necessary. The acid-catalyzed aldol conden-
sation of acetaldehyde to an equilibriummixture of aldol and crotonaldehyde
is the only second-order reaction to be examined using the excess acidity
technique so far.219 Interestingly this reaction is base catalyzed; the water
activity did appear in the rate law, even in concentrated sulfuric acid.219

We have looked at the reactions of some vinyl tosylates, benzoates and
1,1-ditosylates; these hydrate rather than hydrolyze in aqueous acid,
undergoing rate-limiting proton transfer to the double bond.220 Tri-
fluoromethyl- and pentafluoroethyl-substituted vinyl ethers also hydrate
rather than hydrolyze.221 The benzidine disproportionation undergone by
some azopyridines222 and the cyclization of some 2-substituted imidazolines
in aqueous sulfuric acid223 have been reviewed previously.59

5. CONCLUSIONS AND GENERAL COMMENTS

A lot of organic reactions have been covered in this chapter. Perhaps
the most obvious conclusion to be drawn is that there is much still to be
discovered about the mechanisms of simple organic reactions in aqueous
media. Research into these reactions is not common today; there are very
many systems more complex than the ones discussed here under investi-
gation now, and many more in need of investigation, but perhaps
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a reminder about the complexity of apparently simple systems is still
in order.

Another, rather surprising, conclusion to which the author has come is
that many of the long-accepted mechanisms of organic chemistry actually
rest upon a rather narrow base of experimental evidence. This became clear,
I think, when a recent study15 examined the actual experimental evidence
for the existence of SN1 reactions of secondary substrates in aqueous media.
This mechanism is still being quoted as a possible one in some224,225 (but not
all226) standard texts, and it was found wanting.15 More recent studies have
placed the SN2 reaction as being the only one possible for secondary
substrates, even with quite weak nucleophiles, upon a firm footing,13 and
this should now be in all standard textbooks.

It is clear, certainly from this Chapter, that the Jencks principle, that
a postulated reaction intermediate must actually be capable of existing in the
reaction medium,1–4 has already changed the interpretation of many reac-
tions and is going to change the interpretations of many more. Species
which are positively, or negatively, charged on oxygen where there is no
possibility of delocalizing the charge by resonance, or stabilizing it internally
in some other way, are quite unlikely to exist in aqueous mediadand,
according to recent research, the hydrogen-bonded collective network
characteristic of aqueous media is already present in aqueous organic solvents
containing more than 10% water.12,227

Incidentally, authors who perform theoretical computations on the
structures of nonexistent intermediates ought to be aware that they are
doing so. There are numerous examples involving implicit aqueous solva-
tion where the solvent is treated as a continuum (e.g. a recent study of
glycoside hydrolysis228), in which a nonexistent intermediate appears to be
stable due to the lack of a nucleophile in the calculated model system.
Theoretical results, which are becoming easier and cheaper to obtain all the
time, should make sense chemically and not disagree too violently with
existing knowledge. For instance, a species that reacts with zero activation
energy has to have a lifetime of zero,228 and a discrepancy of over 12 orders
of magnitude between theoretical229 and experimentally measured species
lifetimes is too large to be tolerated.230

The water autoprotolysis species H3O
þ and HO� do not exist as such in

aqueous media, although they are of course well-known species in the solid
state and under other circumstances, in superacids or in pure DMSO, for
instance. Most likely, nor do RH2O

þ and R2HOþ. Tetrahedral interme-
diates are almost always uncharged, T or T0 in the terminology used. Species
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such as Tþ, T� and T�, and especially T2–, are quite unlikely to have
lifetimes long enough to be intermediates in reactions in aqueous media,
although of course this assertion does not preclude their existence in
nonaqueous media. With any of these species, it is recommended that
authors be very sure that they actually exist under their reaction conditions
before proposing them.

Regarding general vs. specific acid catalysis, it appears that the amount of
the activation energy for the reaction under consideration which is supplied
by the proton transfer is important. For reactions in which this process
supplies most of the activation energy, among the reactions cited above these
would be proton transfers to carbon in alkene or alkyne hydrations, or to
aromatic carbon, or to sulfur, and the Wallach rearrangement; every acid
species present will contribute its quota to the reaction. Of the reactions
cited this has only actually been seen in the Wallach rearrangement and in
the hydrolysis of thiolbenzoate esters, where catalysis by undissociated
H2SO4 molecules as well as by Hþ

aq, or by H3SO4
þ, has been observed.

However, it is sure to show up in, for instance, alkene hydrations which are
slow enough to only take place in sulfuric acid media more concentrated
than 84.48 wt%. This is “general acid catalysis”.

However, for those processes in which the proton transfer is concerted
with the rest of the mechanism and contributes very little to the overall
activation energy, it appears not to matter where the proton comes from.
Two reactions in which this was found to be the case among those cited
above are the hydrolysis of acetylhydrazine 34 at X values higher than 7, see
Fig. 1.13, and the hydrolysis of methylnitramine, also at X values higher than
7, see Fig. 1.15, where the log CHþ

aq
values that gave the best linearity were

simply the log of the total sulfuric acid molarity. Undoubtedly other cases
will be found; these could still be referred to as “specific acid catalysis”.

To end with a plea: the author has never been in a position to conduct
his own experiments, having to rely on rate constant and other information
already in the literature, or that sent to him to analyze by quite a number of
his valued colleagues from all over the world. In recent years the practice of
including in papers the numerical experimental data actually obtained in
a study has become much less common than it has been in the past. This
author urges other authors to make rate constant and other information
available; this is quite easy to do nowadays, with the electronic deposition of
supplementary data associated with published papers possible for just about
all journals, published and electronic. It is a truism that scientific theories
change or are updated all the time, and thus are ephemeral; as mentioned
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above, three of my own originally proposed amide hydrolysis mechanisms
later proved to be wrong, and it looks as if reinterpretation of numerous ester
hydrolysis studies is going to be necessary also. However, reliable experi-
mental evidence is there for all time. Some of the experimental rate constant
information used in this chapter dates from pre-World War II, but it is still
good and reliable. The author’s experience with scientific work performed
in the former Soviet Union is that all of their experimental data, some of it
obtained with considerable difficulty on outdated equipment, is published in
their papers, and that it is quite reliable. He has used a lot of it. Some of their
interpretations of this data, however, are very strange, coming from else-
where, perhaps a parallel universe. Please, publish your data!
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Abstract

Our understanding of the basic physical processes that govern chemical reactions has
put us at the cusp of beginning to understand, in stark detail, the way in which
reactivity and selectivity are determined in organic reactions. Recent efforts at new

Advances in Physical Organic Chemistry, Volume 46 � 2012 Elsevier Ltd.
ISSN 0065-3160,
http://dx.doi.org/10.1016/B978-0-12-398484-5.00002-X

All rights reserved. 57 j

http://dx.doi.org/10.1016/B978-0-12-398484-5.00002-X


experimental design coupled with the advent of enabling technologies have created
a target-rich environment for the physical organic chemist. Additionally, computational
chemistry has continued to develop apace of experiment in a manner that has facili-
tated the integration of experimental and computational efforts in the study of reaction
mechanism. Few endeavors demonstrate the synergy of experiment and theory more
convincingly than the study of isotope effects. This review will begin by introducing
isotope effects using both mathematical and conceptual constructs. The second major
section of this review will cover recent experimental and computational advancements
in isotope effect methodologies. The third section of this review will take a systems
approach that will highlight areas of chemical and biochemical mechanism in which
isotope effects are advancing those fields. Finally, this review will look forward to the
major challenges in chemical mechanism and identify areas where isotope effects may
be critical to achieving vertical advancements.

1. SCOPE AND PURPOSE FOR THIS REVIEW

Isotope effects find application in diverse fields spanning nearly all of the
physical sciences. This chapter aims to review recent progress in the
measurement, application, and interpretation of kinetic and equilibrium
isotope effects (EIEs) as they are utilized in organic and biological chemistry.
A monograph1 and textbook2 that explore methods of isotope effect
measurement and systems in which their study has played a decisive role have
been published recently. This review seeks to be largely complementary to
those texts and seeks to approach the subject of isotope effects in twoways: (1)
a methods approach and (2) a systems approach. Method development
has been one of the most important aspects of isotope effect measurement
that has helped to maintain vitality in the field. As new hypotheses develop in
both emerging and established fields, new methods must often be developed
to test them. This feature has made isotope effect measurement a key
tool in the exploration of both small molecule and enzyme-catalyzed
reactions. Complementary and synergistic with method development is the
identification of systems in which isotope effects can shed new light on
misunderstood phenomena. Examples taken from the literature will be
utilized to demonstrate concepts. This is done partially to calibrate the reader
quantitatively and to place examples in the concrete so that the reader can
seek out the original publications for more in-depth information.

Although physical organic chemistry has enabled a much greater under-
standing of entire classes of reaction mechanisms, mechanistic organic chem-
istry remains a largely explicative (rather than predictive) endeavour. Recent
efforts have brilliantly illustrated the capacity of isotope effect measurements to

58 Matthew P. Meyer



elucidate mechanism in reactions as simple as small molecule gas-phase reac-
tions and as complex as enzyme-catalyzed reactions occurring in solution. As
isotope effect measurements continue to augment our understanding of the
physical processes that underlie chemical reactivity and selectivity, our abilities
to predict chemical behaviour will necessarily increase – leading to more
successful rational efforts in new reaction development and the study and
manipulation of complex biochemical phenomena.

The purpose of the present review is threefold: The first goal is to provide
an introduction to isotope effects to the nonspecialist. Kinetic isotope effect
(KIE) studies can be immensely useful in constructing models of transition
structures and conferring information regarding rate and product determi-
nation. Ancillary to the first goal of this review is the goal of illustrating how
traditional and recently developed methods of measuring isotope effects can
accelerate efforts in more applied fields, such as the development of asym-
metric synthetic methodology. Finally, this review is intended as something of
an update for practitioners of isotope effect measurement. While it is likely
that many specialists will be aware of developments in the field, it is a strange
trick of coincidence that isotope effect studies in chemistry tend to partition
into three categories (enzyme mechanism, small molecule organic reaction
mechanism, and quantum phenomena), and communication between
specialists in those fields tends to be imperfect.

2. GENERAL INTRODUCTION AND BACKGROUND

Experimental mechanistic studies typically fall into one or more of four
classes of measurements: (1) structural studies, (2) measurements of the
separation of energy levels (spectroscopy), (3) absolute kinetics, and (4)
relative (or comparative) kinetics. Under the simplest interpretation (see
below), isotope effects reflect changes in the force constants of bonds. As
such, KIEs reflect the manner in which structure determines energetics and
therefore occupy the interface of structural and energetic studies. KIE
measurements are perhaps the finest exemplum of the fourth class of
measurement as isotopic substitution can alter kinetics without affecting the
potential energy surface that describes the reaction. Interpretation of KIEs,
via reactant and transition structure calculations, confers detailed structural
information about the transition structure and the energy required to achieve
the rate-limiting transition state. As a consequence, KIE studies are one of the
most informative mechanistic methods in the physical organic toolbox.
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A KIE is simply the ratio of rate constants for two isotopologs
(compounds of identical chemical composition but which differ only in
isotopic composition) or isotopomers (isomers having the same number of
each isotopic atom but differing in their positions).3 KIEs are typically
reported as klight/kheavy, where klight is the rate constant for conversion of the
light (or less massive) isotopolog, and kheavy is the corresponding rate
constant for conversion of the heavy (or more massive) isotopolog. KIEs are
also typically classified as being either primary (1�) or secondary (2�).
Primary KIEs arise at positions where bond breaking or bond forming
occurs. Secondary KIEs reflect the effect of isotopic substitution at positions
excluding those at which bonds are broken or formed. Simple E2 reactions
can be used to explain key differences between 1� and 2� KIEs. Figure 2.1
illustrates a 1�-2H KIE. Following a discussion of primary KIEs, Fig. 2.3 is
used to illustrate a 2�-3H KIE in an E2 reaction.

As a first approximation, primary KIEs can be thought of in the
following way: Bonds that are broken (or formed) in an elementary reaction
step have no restoring force at the transition state. As a consequence, the
zero-point energy contained in the intact bond in the reactant is not present
in the transition state. The ultimate consequence of this situation is that the
difference in zero-point energy between the light and heavy reactant iso-
topologs determines the difference in free energy of reaction between the
two isotopologs, with the light isotopolog having a lower free energy of
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Figure 2.1 Simplistic model for the origins of a 1�-2H KIE in an E2 reaction.
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activation (Fig. 2.1). If one considers bond breaking in a typical sp3 CeH
bond with a frequency of 3000 cm�1, the corresponding zero-point ener-
gies for the CeH and CeD are approximately 4.29 and 3.03 kcal mol�1.
Assuming contributions from zero-point energy only, the resulting KIE at
25 �C is kH/kD¼ 8.35. The above model is a gross approximation. In
bimolecular reactions, the transition structure possesses five vibrational
modes (of real frequency) in addition to those contained in the reactants.
Westheimer developed a model to take these considerations into account in
bimolecular proton transfers.4 The essence of the Westheimer model is that
the compensatory symmetric vibration (Fig. 2.2 ) is the strongest for strongly
exoergic or endoergic reactions. This effect leads to retention of zero-point
energy in vibrations in which the transferred hydrogen atom participates,
thus reducing the resultant primary KIE. This concept can be envisioned
structurally, as well. Consider a model system where DeH represents the
hydrogen donor and A represents the hydrogen acceptor. For an extremely
exoergic reaction, the transition state is nearest in identity to the reactant.
The symmetric vibration consequently retains much of the force constant
present in the DeH bond in the reactant. For ergoneutral reactions,
a balance in DeH breaking and AeH formation is achieved. As a conse-
quence, the symmetric vibration can be approximated as involving little
hydrogenic motion, removing the isotopic dependence upon the zero-point
energy contained in this vibration at the transition state. To summarize
Westheimer’s conclusions: Compensatory vibrational modes contribute
minimally for fundamental reaction steps for which DG� ¼ 0, making
primary KIEs a maximum for ergoneutral reactions (Fig. 2.2).

(A) (B) (C)

Figure 2.2 Illustration of the Westheimer model for 1�-2H KIEs and its prediction of
maximal KIEs for isoergic hydrogen transfers.
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The Westheimer model is rooted in what is most commonly termed,
‘semiclassical transition state theory’.5 Although semiclassical transition
state theory typically works well for reactions excluding those in which
hydrogen transfer is involved, it is really a conflicted model, allowing
bound vibrations to be considered quantum mechanically, while the
imaginary mode that defines the reaction coordinate at the first-order
saddle point is treated classically. This can be best understood by
considering the expression for KIEs derived from semiclassical rate theory
(Eqn 2.1a–d). The expression for KIEs can be further simplified by
invoking the Teller–Redlich6 product rule (Eqn 2.2) to yield the Bie-
geleisen–Mayer7,8 equation (Eqn 2.3). The imaginary frequency pre-
factor arises as a result of the Teller–Redlich rule. The 3Nz-7-bound
vibrational modes in the transition structure and the 3N-6 vibrational
modes in the reactant(s) are treated as quantized with zero-point energy
arising as a consequence of the Heisenberg uncertainty principle.
Contributions from the molecular masses and moments of inertia can be
collected into a single product which is designated as MMI in Eqn 2.1b.
The zero-point energy (ZPE) and excitation (EXC) terms arise from the
quantization of the bound vibrational states (Eqn 2.1c and d). The
imaginary frequency term, when framed completely within the Bige-
leisen–Mayer equation, reflects the effects of isotopic substitution upon
the reduced mass of the imaginary mode associated with a first-order
saddle point.
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Very early in the history of primary KIEs, Bell recognized that tunneling
could have profound effects upon both the magnitude and temperature
dependence of primary KIEs. He developed a multiplicative tunnel correction
(Eqn 2.4a) based on Wentzel-Kramers-Brillouin theory9 that approximated
a correction for tunneling based on the permeability of a truncated (Eqn 2.4b)10

or infinite parabolic barrier (Eqn2.4c).11Thebarrier height,V z
1 , is thedifference

between the zero-point energy and the first-order saddle point and is therefore
isotope dependent.12 Bell’s treatment, as developed, was only intended as
a correction. The limitations in any model are rooted in the assumptions or
approximations inherent to the model. The general problem with Bell’s
approach is that it is a ‘zero-curvature’ approximation. In other words, Bell’s
approach assumes that the tunneling event penetrates the barrier along the
reaction coordinate. This is, in general, only a good approximation for reactions
that are not profoundly affected by tunneling. It has long been recognized that
tunneling, which is omnipresent in chemical reactions, can have profound
effects upon the reaction pathway itself.When the dividing surface between the
reactant(s) and product(s) is crossed at a point that differs significantly from the
first-order saddle point, it can be expected that the Bigeleisen–Mayer equation
will no longer yield quantitative agreement with experimentally determined
KIE measurements. Below, recent developments in theoretical treatments of
tunneling are briefly summarized in the context of recent experimental efforts.
Dynamical effects,which result from semiclassical deviations from theminimum
energy path (MEP) and effects that arise from a shift in the surface that divides
reactant(s) and product(s), are treated in a later section.�
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Qt;1 ¼ hn
z
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sinðhnzim;1=2kTÞ
(2.4c)

Primary KIEs have held a prominent place in the study of reaction
mechanism. One of the most common uses of primary KIEs is in the testing
of mechanistic hypotheses.13�19 Intermolecular isotopic fractionation is
determined by the rate-determining step in a chemical reaction. The pres-
ence of a substantial 2H or 3H KIE or a significant 13C KIE (12k/13k� 1.010)
is often accepted as evidence of rate-limiting bond breaking or bond
formation at a given position. Other heavy-atom isotope effects have also
proven important in identifying rate-determining steps, including 12C/14C,
14N/15N, 16O/17O, 16O/18O, or 35Cl/37Cl.20�24 The magnitudes of
primary KIEs are also used to make assertions regarding the position of
the transition state along the reaction coordinate. In irreversible reactions,
early transition states are traditionally assumed to yield smaller KIEs than late
transition states; however, as shall be discussed below, numerous caveats
must be considered in interpreting the magnitudes of KIEs in the absence of
a reliable structural model. One class of reactions in which the magnitudes of
1�-2H KIEs are particularly telling are CeH activations. Insertions are
generally assumed to yield diminutive 1�-2H KIEs, while proton-coupled
electron transfer and hydrogen atom abstraction are assumed to yield sizable
KIEs – often exceeding the semiclassical limit of kH/kDz 7. As will be
discussed below, insight into a host of mechanistic nuances involved in
CeH bond breaking can be gained using KIEs.

KIEs have been the most useful observables in the study of tunneling.
Historically, 1�-2H and 1�-3H KIEs have been the principal metrics by
which the importance of hydrogen tunneling is estimated;25 however, over
the past several years new ways of looking at this interesting phenomenon
have arisen (see below). Conventional interpretations of 1�-2H KIEs have
placed somewhat arbitrary bounds upon what is considered behavior
indicative of tunneling and that which is explicable via transition state
theory. It is somewhat unfortunate that, because of historical influence, the
lingua franca used to describe tunneling phenomena utilizes parameters from
the Arrhenius equation. Patently quantum mechanical behavior can yield
isotope effects whose temperature dependence is well within the accepted
‘semiclassical’ boundaries defined by isotope effects upon Arrhenius
parameters. Stern and Weston, who delineated the boundaries for semi-
classical and quantum Arrhenius behavior, noted that reactions in which
tunnelling has profound effects upon reactivity can exhibit isotope effects

64 Matthew P. Meyer



upon Arrhenius parameters that are within the semiclassical regime.26

Giagou and Meyer recently provided an example of this behavior in the
syn-b-elimination step in the Swern oxidation.27

Although the distinction between 1� and 2� KIEs is often somewhat
arbitrary, in general 2� KIEs are taken to be changes in rate due to isotopic
substitution at positions at which bonds are neither broken nor formed.
Historically, 2�-2H KIEs have been those most often measured, and they
have been classified by how far they are removed from the primary bond-
breaking or bond-forming process, i.e. a, b, g, etc. The vast majority of
2�-2H and 3H KIEs that have been measured are a (attached to the atom at
which bond making or bond breaking occurs) or b (attached to the atom
which is adjacent to the position of bond making or bond breaking).
Customarily, 2�-2H KIEs are commonly ascribed to one or more of several
physicochemical processes: (1) hybridization change, (2) hyperconjugation,
(3) steric repulsion, (4) inductive effects, and (5) conformational change.
Needless to say, the putative origins of 2�-2H KIEs are not mutually
exclusive, and observed KIEs can result from a combination of the physi-
cochemical origins listed above.28,29

Perhaps exploring 2� KIEs using a positional progression will help to
highlight the various origins of these isotope effects. Secondary 2H and 3H
KIEs occurring at the a-position have been most commonly utilized in
addition to multiple bonds (e.g. carbonyl additions, olefin hydrogenations,
etc.), eliminations to form multiple bonds (e.g. oxidations, eliminations,
etc.), and both unimolecular and bimolecular substitutions. In general, a-2�
KIEs are dominated by hybridization changes. Partial conversion of a carbon
center from sp2 to sp3 at the transition state results in a generally tighter
manifold of vibrations, yielding an inverse (klight/kheavy< 1.0) 2H or 3H
KIE. Conversely, partial conversion of a carbon center from sp3 to sp2 at the
transition state results in a generally looser manifold of vibrations, yielding
a normal (klight/kheavy< 1.0) 2H or 3H KIE (Fig. 2.3).30 Vibrational mani-
folds that give rise to KIEs under these scenarios are often described as being
dominated by contributions from out-of-plane vibrations.31 However,
changes in the force constants of CeH stretching modes can also contribute
substantially or even dominate the observed effect.32�34 Separately, Halevi35

and Streitweiser36 suggested that, in reactions where an electron-poor center
is generated in the rate-limiting step, normal (kH/kD> 1.0) contribution to
the KIE can originate from the more electropositive nature of deuterium.
This effect is described as originating from the anharmonicity associated with
the CeH(D) bond. The more closely associated CeD bond places electrons
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closer to the carbon atom. The net influence of this effect would act in
opposition to hybridization effects in a- or b-2� KIEs that result from
hybridization change or hyperconjugation, respectively. Upon closer
inspection, however, it must be conceded that, if anharmonicity were
responsible for what have been termed electrostatic isotope effects,
computed estimates of 2�-2H KIEs would deviate systematically from
measured values. This has not been borne out by comparisons of experi-
mental and computed 2�-2H KIEs. The first report of these conflicting
contributions to observed KIEs was reported by Williams.32

Here we will highlight concrete examples to illustrate the utility of
secondary KIEs. In Scheme 2.1A, the normal a-2�-2H KIEs associated with
Lewis acid promoted formation of dialkyl ethers from methoxymethyl ethers
suggest that the rate-limiting step involves the formation of an oxacarbenium
intermediate.37 In Scheme 2.1B, the normal a-2�-2H KIE results from the
partial conversion of the reactive carbon center from sp3 to sp2.28 In carbonyl
additions to aldehydes, partial conversion of the a-center from sp2 in the
reactant to an sp3 center at the transition state results in a higher force constant
associated with R-C-H(D) bending vibrations. Tighter vibrations at the
transition state, relative to those present in the reactant, result in an inverse 2H
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Figure 2.3 Illustration of a normal a-2�-3H KIE in an E2 reaction.
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KIE. An explicit example of this is shown in Scheme 2.1B.38 In addition to
supporting mechanistic scenarios, a-2� KIEs can be used to gain quantitative
information regarding the transition structure. In a recent study, Kim et al.
used variational transition state theory in conjunction with a small curvature
tunneling (SCT) correction and implicit solvent model to predict the 1�-2H,
2�-2H, and 1�-18F/19F KIEs for the elimination of HF from 4-fluoro-4-(40-
nitrophenyl)butane-2-one by acetate and imidazole in 75% aqueous ethanol.
Various computational metrics of reaction progress are compared to
substantially different 2�-2H KIEs observed when imidazole (kH/
kD¼ 1.014� 0.0017) or acetate (kH/kD¼ 1.038� 0.0013) is utilized as the
base.39 As will be discussed below, a-2� KIEs have also been useful in the
study of tunneling in hydride transfer reactions.

Because the magnitude of b-2�-2H KIEs can often be correlated with
geometric features of the transition structure, they are arguably the most
informative class of secondary 2H effects. For the majority of cases, b-2�-2H
KIEs result from changes in hyperconjugation that, in turn, result from
hybridization changes at the adjacent a-position.40�44 Hyperconjugation can
most easily be conceptualized as the energetically favorable donation from
a filled CeH sp3 orbital into an empty (or partially filled) p-orbital (Fig. 2.4A).
As is shown in Fig. 2.4A, donation of the filled s(CeH) orbitals into the
nascent empty p-orbital weakens the CeH stretching force constant, making
the zero-point energy difference between the CeH versus the CeD bond
smaller. In reactions where hyperconjugative donation increases in the
transition state, this interaction results in a normal (kH/kD> 1) isotope effect.
Conversely, transition states that result in attenuated hyperconjugation result
in an inverse isotope (kH/kD< 1) effect. Adjacent orbital overlap depends

(A)

(B)

Scheme 2.1 Examples of a-2� 2H KIEs: (A) normal a-2�-2H KIE associated with rate-
limiting conversion of an sp3 centre to an sp2 centre. (B) Inverse a-2�-2H KIE associated
with rate-limiting conversion of an sp2 centre to an sp3 centre.
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upon cos24, where 4 is the angle between donor and acceptor p-orbitals
(Fig. 2.4B), yielding maximal KIEs for 0� and 180�, while an angle of 90�
yields a minimal KIE.45�47 Perhaps the clearest expression of the angular
dependence of hyperconjugation and its effect upon observed b-2�-2H KIEs
have been demonstrated on solvolyses of exo-2-norbornyl brosylates. Because
of this angular dependence, the 2H KIE at the bridgehead position of endo-
norbornyl brosylate in Fig. 2.4C is negligible, while endo- or exo-labeling of
the 2-position yields a sizable effect. Abundant examples of b-2�-2H KIEs can
be found in the extensive solvolysis literature. It is worth noting that b-2�-2H
KIEs that reflect isotopic substitution at methyl positions are conformationally
independent within the framework of the above model under the assumption
of 120� H–C–H dihedral angles within the methyl rotor.

The simple paradigm for understanding the effect of hyperconjugation
upon 2H and 3H KIEs is that hyperconjugation weakens sp3 CeH bonds via
the mechanism shown in Fig. 2.4A. For this reason, increased hyper-
conjugation in the transition state leads to a normal (kH/kD,T> 1.0)KIE,while
decreased hyperconjugation in the transition state leads to an inverse (kH/
kD,T< 1.0) KIE. In Scheme 2.2A, the inverse b-2�-2H KIE expressed on the
bimolecular rate constant for the Drosophila melanogaster acetylcholinesterase-
catalysed hydrolysis of acetylcholine, D(kcat/KM), is likely due to the partial
conversion of the thioester carbonyl into an sp3 center at the transition state for

(A) (B)

(C)

Figure 2.4 Illustration of (A) b-2�-2H KIEs in an SN1 reaction, (B) a pictorial description of
orbital overlap dependence that makes b-2� KIEs useful in determining transition
structure geometry, and (C) an exemplum employing b-2�-2H KIEs arising during the
solvolysis of norbornyl brosylates. For color version of this figure, the reader is referred
to the online version of this book.
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attack of Ser upon the carbonyl center.48 Attenuation of hyperconjugative
donation of the CH3/CD3 into the p� orbital of the carbonyl occurs upon
partial conversion of the carbonyl carbon into an sp3 center, increasing the sp3

CeH stretch force constants. By contrast, arsenolysis of thymidine by human
thymidine phosphorylase yields a modest normal b-2�-2H KIE for both 20-b-
positions on thymidine. Transition structure modeling suggests that an asso-
ciative rate-limiting SN2-like transition state with much less oxacarbenium
character than would be expected from a formal SN1 mechanism.49 At the
simplest level, it appears that hyperconjugative weakening of CeH bonds at
the 20-position on thymidine results in the observed normal KIEs of kH/
kT¼ 1.028 and kH/kT¼ 1.048 (Scheme 2.2B). Although b-2�-2H KIEs are
often interpreted solely in terms of hyperconjugation, it has been shown
computationally that inductive effects can operate in opposition to hyper-
conjugation in gas-phase models of heterolysis.50

More remote secondary KIEs, such as g-2�-2H KIEs, have been
measured on systems where through-space orbital interactions have been

(A)

(B)

Scheme 2.2 Examples of b-2�-2H KIEs: (A) inverse b-2�-2H KIE associated with rate-
limiting conversion (at low substrate concentration) of an sp2 centre to an sp3 centre.
(B) Normal b-2�-2H KIE associated with rate-limiting conversion of an sp3 centre to
a centre possessing modest sp2 character.
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thought to be important. Scheme 2.3A shows normal g-2�-2H KIEs asso-
ciated with the solvolyses of exo-2-norbornyl brosylates.51 These isotope
effects are considered indicative of nonclassical ion behavior and are some of
the most compelling evidence for through-space orbital interactions in the
2-norbornyl cation system. It should be noted that g-2�-2H KIEs are not
observed in the solvolyses of endo-2-norbornyl brosylates. In other systems,
the remote 2H KIE is thought to reflect changes in going from reactant to
the rate-limiting transition state that are distinct from bonding or electronic
changes (Scheme 2.3B). In an interesting example, Ko and Robertson report
an inverse g-2�-2H KIE for the solvolysis of dimethylsulfamoyl chloride that
is thought to be due to the interaction of the solvent shell with the methyl
groups.52 There is substantial support for an SN1 mechanism in this reaction.
The presence of an inverse 2H KIE suggests that any influence from
hyperconjugative donation is overwhelmed by a competing effect. It is
plausible that the observed inverse KIE results from repulsive interactions
with solvent or the formation of an ion pair with its additional requirements
upon solvent structure. However, an alternative explanation might be the
attenuation of hyperconjugative donation of the nitrogen lone pair into
s�(CeH) orbitals on the N-methyl groups as the nitrogen lone pair stabi-
lizes the formation of an adjacent positive charge on the sulfur center. The
net effect of strengthening CeH stretching vibrations in the partially
cationic transition state would also yield an inverse 2H KIE.
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Scheme 2.3 Examples of g-2�-2H KIEs: (A) normal g-2�-2H KIE associated with putative
through-space orbital interactions during the formation of the nonclassical norbornyl
cation. (B) Inverse g-2�-2H KIE associated with putative repulsive interactions between
the labelled methyl groups and the highly structured solvent shell.
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Secondary KIEs are typically characterized either positionally or according
to their origins. A somewhat distinct type of 2�-2HKIE is the steric KIE,which
arises as the result of the steric compression of positions interrogated by isotopic
labeling. The origin of steric 2H KIEs was identified by Bartell in 1960.53�56

Following this work, Mislow, Carter, Melander, and others constructed
systems based upon axial chirality that would have to pass through a sterically
compressed transition state to stereochemically invert. Scheme 2.4 shows three
of the original systems in which the inverse 2H KIEs measured for stereo-
chemical inversion were postulated to have their origins in steric
repulsion.57�60 Each of the compounds shown in Scheme 2.4 could be
enantiomerically resolved or prepared enantiomerically pure. Stereochemical
inversion (and ultimate conversion to the racemate) was measured using
polarimetry carried out at temperatures exceeding those at which the pure
enantiomer was resolved or synthesized. As Bartell predicted, the reactions in
Scheme 2.4 proceed with significant inverse 2H KIEs in accordance with the
expectation that CeD bonds are more sterically diminutive than CeH bonds.
StericKIEs canmost reasonablybe thought of as originating from twoquantum
effects: (1) greater CeH bond length due to greater vibrational wave function
dispersion and (2) greater average CeH bond length due to influences from
anharmonicity (Fig. 2.5). Because the zero-point energy associated with the
CeD bond is substantially lower than that associated with the CeH bond, the
CeDbond experiences a part of the CeH(D) potential that is less anharmonic
than that sampled by the CeH bond. The model first proposed by Bartell
ignored the second factor listed above. This is important as the often accepted
estimate of the CeD bond being 0.005 Å shorter than the CeHbond is based
upon the Bartell model. In reality, the inherent anharmonicity present inCeH
bonds is likely to make the disparity between CeH and CeD bonds larger.

Steric 2H KIEs have also been important to our understanding of the
internal dynamics of cyclophanes, the energetic characteristics of solvolyses,
and the steric demands of carbonyl additions, among other interesting

(A) (B)

(C)

Scheme 2.4 Examples of steric 2H KIEs measured in systems containing axial chirality.
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phenomena. Scheme 2.5 illustrates some examples of interesting manifesta-
tions of steric isotope effects. The rate of internal rotation in the cyclophane
shown in Scheme 2.5A was measured using a double irradiation NMR
technique.61 It is likely that the steric repulsion that develops in the transition
state for internal rotation is mitigated to some degree by attractive CeH–p
interactions. While the inverse 2H KIE in Scheme 2.5B has been ascribed
entirely to attenuated hyperconjugation in the transition state, it is likely that
there is some contribution from increased steric interaction in the transition
state, as well.62 The isotope effect in Scheme 2.5C is quite small on a per
deuterium basis and is thought to result from increased planarization in the
transition state as positive charge develops at the benzylic position.63 Of
course, part of the reason for the smaller per deuterium KIE is likely steric
impact upon only four CeH(D) bonds of the 27 positions labeled. Although
bromination is typically quite rapid and is often thought to proceed upon
a potential with little or no potential energy barrier, the reaction shown in
Scheme 2.5D proceeds with a substantial inverse 2H KIE.64 Although this
isotope effect was measured using the [D20]-labeled isotopolog, the resulting
isotope effect is likely to result from interactions between only a few positions.
Finally, Scheme 2.5E shows a reaction that yields a normal
(kH/kD> 1.0) 2H KIE because of the release of steric repulsion upon partial
formation of the carbocationic intermediate.65 Though it might be tempting

Figure 2.5 Anharmonicity of the C–H potential energy surface and differences in wave
function dispersion associated with C–H and C–D stretching vibrations make C–D
bonds effectively shorter than C–H bonds.

72 Matthew P. Meyer



to ascribe the solvolysis reaction in Scheme 2.5E to a propagated hyper-
conjugative effect, this seems doubtful, given the distance of the labeled
positions from the nascent carbocationic center in the transition structure.
While substantial weakening of one CeCH3 bond will have an overall
loosening effect upon the vibrational manifold of the affected methyl group, it
is unlikely that this would result in the magnitude of isotope effect observed.

Steric 2H KIEs continue to be important today and have been applied to
problems of recent relevance, like understanding complex host–guest
interactions66 and the dynamical behaviors of large molecular structures,
such as corannulenes67 and rotaxanes.68 Another recent computational study
explored the 2H EIE associated with the conformational bias of d3-1,1,3,3-
tetramethylcyclohexane. Density functional calculations (B3LYP/
6-311G�), utilizing a harmonic oscillator model for vibrational wave
functions, yielded a ratio of axial to equatorial preference for the CD3 group
of 1.0417, which is in excellent agreement with previous NMR measure-
ments, which yielded a value of 1.042.69,70 While it may be tempting to take
such excellent agreement to mean that steric 2H KIEs are not affected by
anharmonicity, agreement between computed and measured steric 2H KIEs
under the harmonic approximation is variable with computed values often
yielding artificially more inverse effects.71,72As will be discussed below, steric
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KIEs have begun to play a role in quantitatively understanding how
nonbonding interactions influence stereoselection. Steric 2H KIEs have
almost exclusively been considered to arise because of zero-point energy
differences between isotopologs. As will be discussed below, this conceptual
view is being refined to address some of the more complex behaviors that
accompany steric interactions.

Secondary KIEs have also been used in the context of EIEs to infer
transition state position. According to the Hammond–Leffler postulate, the
transition state corresponding to a fundamental reaction step is a structural
interpolation of the reactant(s) and product(s), resembling the stable species
to which it is energetically proximal.73,74 Application of this postulate to the
study of KIEs implies that the magnitude of the secondary KIE relative to
the EIE reflects the position of the transition state relative to the product
state.75�80 A corollary of this concept is that the maximal secondary KIE
cannot exceed the corresponding EIE. One of the most elegant applications
of this idea was Gajewski’s notion that secondary KIEs could be used to
compute the degree of bond making or bond breaking in pericyclic tran-
sition states.81�83 Of course, the notion that the EIE is the maximum bound
for KIEs rests upon two assumptions that are not always applicable: (1)
structural changes occur monotonically in the progression from reactants to
products and (2) tunnelling does not have an appreciable effect upon the
observed KIE.84 The first assumption is potentially relevant in reactions
where the KIE results largely from hybridization changes and/or continuous
changes in hyperconjugation. The first assumption is not applicable to
reactions where the reactants and products are similar, such as SN2 reac-
tions.85 It is well known that tunneling can profoundly inflate 1� KIEs
relative to values that might be expected from transition state theory. We
often refer to tunneling in reactions where it has an obvious and tangible
effect upon observables as ‘hydrogen tunneling’. This label is misleading.
During the tunneling process, numerous atoms in the reactant reposition in
the act of crossing the dividing surface between reactants and products.
Because tunneling inherently involves the motion of atoms other than the
transferred entity in a reaction, it can reasonably be expected that tunneling
will inflate secondary KIEs as well. The laboratories of Kreevoy,86 Saun-
ders,87 and Schowen88 were instrumental in demonstrating this principle. It
follows that, even in reactions where structural changes from reactant to
product are monotonic, the observed 2�-2H or 3H KIE may exceed the EIE.
This phenomenon has been observed in a number of studies.89�94 In several
reactions of this type, researchers have posited that tunneling is exerting

74 Matthew P. Meyer



a significant influence upon the observed KIE measurements. In summary,
the correspondence of 2� KIEs with transition state position is a powerful
tool, but it is based upon the Hammond–Leffler postulate, which assumes
the validity of semiclassical transition state theory and monotonic geometric
changes along the reaction coordinate.

Secondary 2H and 3H KIEs have also been used extensively in the study
of tunneling. The Swain–Schaad exponent, described in Eqn 2.5, was
originally developed as a means of relating the magnitudes of 2�-2H and 3H
KIEs.95,96 Under assumptions of the harmonic approximation for vibrational
frequencies, and semiclassical transition state theory, this exponent is
assumed to be near 3.34. Of course, the Swain–Schaad exponent contains
other assumptions that are more worrisome. Among them is the assumption
that the mass dependence of the frequencies responsible for the KIE is
equivalent to the mass dependence exhibited by CeH, CeD, or CeT
stretches. For this principle reason, extension of Swain–Schaad exponents to
2� KIEs can be troublesome.

kH

kT
¼
�
kH

kD

�EXP

(2.5)

Use of Swain–Schaad exponents is a source of some contention. First
pointed out by Stern and Vogel in 1971, Swain–Schaad exponents can deviate
strongly from 3.34, especially for reactions that exhibit strong coupling
between motions of the primary and secondary positions in at the transition
state. Regarding 2�-2H and 3H KIEs, one might expect a-2� KIEs to exhibit
substantial anomalous Swain–Schaad exponents, even under semiclassical
transition state theory. Kohen and Jensen recently explored this notion using
a model system that was expected to be representative of the addition to
hydride to aldehydes and serve as a point of connection to studies upon the
various alcohol dehydrogenase enzymes. In the context of the model system
they explore, a new upper bound of EXP¼ 4.8 is tendered. Another report,
by Hirschi and Singleton, illustrates that for many reactions exhibiting
inherently small 2� EIEs, the Swain–Schaad exponents appear to be, for all
intents and purposes, boundless.97 The use of Swain–Schaad exponents to
describe tunneling phenomena remains an active field and a source of some
contention. The work of Stern and Vogel, Kohen and Jensen, andHirschi and
Singleton does not preclude the use of Swain–Schaad exponents as diagnostics
of tunneling; however, they bolster the notion that experimentally deter-
mined Swain–Schaad exponents should not be used as prima facie evidence
for the importance of tunneling unless done so in the context of transition
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structure calculations of the expected Swain–Schaad exponent. Huskey has
shown that inflated Swain–Schaad exponents are associated with violations of
the rule of the geometric mean.98 The rule of the geometric mean is expected
to fail for reactions in which tunneling is important. As a consequence, Swain–
Schaad and related exponents have been used to identify reactions in which
tunneling has a significant effect upon the reaction rate.

3. NEW METHODS

3.1. Competitive Kies Using Continuous13C NMR
Measurement

Numerous analytical techniques have been leveraged toward the measure-
ment of competitive KIEs. Polarimetry,99 scintillation counting, and mass
spectrometry100 provide superior sensitivity but are limited molecular scope
or require labeling that can sometimes be onerous and is often quite difficult
to apply to the whole of a molecule of interest. While significantly less
sensitive, NMR (2H, 13C, and 17O) has been used effectively to measure
KIEs at natural abundance in a number of small molecule reactions. Pascal
first utilized 2H NMR to measure 2H KIEs at natural abundance.101

Singleton then applied NMR as an analytical tool to measure 2H, 13C, and
17O fractionation in the measurement of KIEs.102 Since the first report of
Singleton and Thomas of using 13C NMR to measure KIEs, this technique
has seen widespread application.103 The requirement of large amounts of
reisolated starting material from high-conversion reactions or product from
low-conversion reactions is the primary limitation of this technique. In spite
of this limitation, natural abundance 13C KIEs have been measured in
enzyme-catalyzed reactions using NMR as an analytical tool.104,105

Recent advancements in the design of cryogenically cooled NMR
probes have rendered approximately fivefold signal-to-noise enhancements
over conventional NMR probes, reducing acquisition time by a factor of 25.
The research group of Andrew Bennet recently applied this technology, in
conjunction with isotopic labeling, to the measurement of competitive 13C
and 18O KIEs using continuous 13C NMR monitoring of the Vibrio cholerae
sialidase-catalysed hydrolysis of 1 (Fig. 2.6).106 Bennet’s work has advantages
over the technique developed independently by Pascal and Singleton in that
fractionation can be measured continuously over a range of conversions
during the course of the reaction, providing a statistically averaged value for
the KIE from one experience. This approach, however, does require the
synthesis of costly isotopologs.
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Figure 2.6 Illustration of Bennet’s technique for the continuous measurement of (A)
18O and (B) 13C KIEs during the course of a reaction, taking advantage of heavy-atom
isotope effects upon or 1-bond couplings with 13C NMR chemical shifts and cryogen-
ically cooled NMR probe technology.

Bennet’s technique uses quantitative 13C labeling at a ‘reporter’ position
to reflect isotopic ratios at adjacent 13C or 18O sites. As is shown in Fig. 2.6,
the NMR-active 13C nucleus at the anomeric carbon can report upon the
isotope effect at the exocyclic or exocyclic oxygen linkage. The same
reporter nucleus can be used to report upon the isotope effect at the
endocyclic position, as well. The 18O/16O isotope effect upon the 13C
chemical shift separates the resonances for the heavy and light isotopologs –
allowing a constant measurement of the relative concentrations of both
isotopologs, R. The relationship of this continuously measured ratio, as
compared to the initial ratio, R0, yields the isotope effect according to
Eqn 2.6. A 13C reporter nucleus can also be used to report 12C/13C ratios at
an adjacent position. While the isotope effect upon the 13C NMR reso-
nance itself is substantially less than that for adjacent 16O/18O positions, an
adjacent 13C nucleus splits the reported resonance into a well-resolved
doublet, as is shown in Fig. 2.6B. Because of this splitting, the relative
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amounts of 13C label can be quantified at an adjacent position. KIEs at the
exocyclic oxygen reflect substantial bond breaking: 16k/18k¼ 1.0400 (14),
1.0388 (17), and 1.0393 (38) at the cleaved glycosidic C–O bond. The
endocyclic position reflects a net tightening in the transition state:
16k/18k¼ 0.9747 (17), 0.9749 (31), and 0.9743 (25). This isotope effect is
indicative of an overall increase in bonding – indicating an oxacarbenium-
like transition state. The 13C KIE at the anomeric position was found to be
substantial and normal: 12k/13k¼ 1.0224 (27), 1.0229 (16), and 1.0211 (19).
This KIE contradicts the notion of an oxacarbenium intermediate and is
interpreted as resulting from the formation of a transition structure where
the anomeric carbon is pentacoordinate in nature with bond breaking at the
leaving group compensating for the formation of a partial double bond with
the endocyclic oxygen. Hydrolysis of 4-nitrophenyl-a-D-sialoside yields an
isotope effect of 16k/18k¼ 1.046 upon the exocyclic oxygen.107 Because the
leaving group in this instance has a much lower pKa than the lactoside
leaving group used by Bennet’s group yet yields a similar exocyclic 16O/18O
KIE, it is believed that general acid catalysis does not activate the leaving
group. The proposed qualitative transition structure model is shown below:

R=R0 ¼ ð1� FÞ½ð1=KIEÞ�1�
(2.6)

O

AcHN
HO

HO OH
OH

CO2-
O

OR
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In summary, Bennet’s technique exploits the inherently high chemical shift
dispersion associated with 13C NMR, isotope effects upon chemical shifts,
modern NMR technologies, and clever labeling strategies to gain high
precision estimates of KIEs for enzymatically catalysed reactions. This
technique should be of intense interest to researchers exploring the enzyme-
catalyzed conversions of polysaccharides and nucleic acids.

3.2. Methods for Inquiry into Asymmetric Reactions
The development of stereoselective reactions has remained an incredibly active
field for over 30 years. While mechanistic studies and the information derived
from them have accelerated asymmetric reaction development, a fundamental
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understanding of the physical processes that govern stereoselection is lacking. In
all existing models for stereoselection, steric repulsion is posited as a dominant
influence.108�118 However, quantifying steric bulk has been difficult. Winstein
andHolness introduced theA-value as ameasure of steric bulk.119Taft,Charton,
and others approached the question of relative steric bulk using linear free energy
relationships.120�125 With one notable exception,126 these methods were not
applied to the study of asymmetric reactions until recently. The Sigman group
has applied linear free energy relationships toward understanding enantiofacial
selection in novel allylation reactions developed in their laboratory and an
organocatalytic desymmetrization developed in ScottMiller’s laboratory.127�129

Sigman’s group has also applied a Charton parameter analysis to regioselectivity
in a recently reported hydroarylation.130 Zhu et al. have also reported a 13C
NMR method for the simultaneous measurement of relative rates for use in
linear free energy relationships.131 These methods are complementary to
recently developed KIE methodologies discussed below that enable quantifi-
cation of steric interactions at the transition state.132

Standard methodologies for probing mechanism are blind to the essential
feature of enantioselective reactions, namely symmetry breaking. Symmetry
breaking between enantiofacial faces or enantiotopic position defines
enantioselectivity. Nonbonding interactions, including steric repulsion, are
essential to this process. A recently developed method reports 2H KIEs at
enantiotopic groups as a probe of enantiofacial selection.133 Rather than
attempting the resolution or synthesis of stereoselectively labelled substrates,
this method employs two competition reactions and the rule of the
geometric mean134 to extract the 2H KIE at each enantiotopic methyl group
(Fig. 2.7). Kinetic competition between isotopomeric enantiomers, (R)-d3-
1 and (S)-d3-1 yields the ratio of isotope effects at the prochiral positions,
KIER (Eqn 2.7). The relative rates are determined by analyzing the amounts
of (R)-d3-1 and (S)-d3-1 in starting material reisolated from a high-
conversion (~90%; F ~ 0.9) reaction using 1H NMR. However, because the
isotopic labeled groups are enantiotopic, the reisolated starting material must
be desymmetrized in a deterministic way using a highly stereoselective
reaction. The desymmetrization process uses a highly stereoselective process
to establish a chiral center near the enantiotopic groups at which KIEs are
being measured. Usually, this process is the stereoselective reaction being
studied. However, in the first report of this methodology, the Corey-
Bakshi-Shibata reduction was used to desymmetrize the reisolated starting
material due to the relative ease of work-up and the observation that this
reaction yields the product resulting from Si-attack with greater than 99:1
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enantioselectivity. Desymmetrization converts the enantiomeric isotopically
labeled groups into diastereotopic groups and allows relative quantification
of reisolated (R)-d3-1 and (S)-d3-1 to yield the ratio of the two isotopomers,
R, from which the KIE is computed (Eqn 2.8). Kinetic competition
between 1 and d6-1 yields the relative rates for the conversion of these two
isotopologs. The resulting ratio of rates is referred to as the product KIE,
KIEP (Eqn 2.9). Relative rates are determined in by taking the reaction to
high conversion (~90%; F¼ 0.9) and comparing the ratio of reisolated 1 and
d6-1 (R) to the ratio that existed prior to reaction (R0). The resulting product
KIE is computed using Eqn 2.10. Finally, the KIEs at each enantiotopic
group can be computed from KIER and KIEP using Eqn 11a and b.

kS�d3�1

kR�d3�1
¼ k1

kR�d3�1

. k1

kS�d3�1
¼ KIER (2.7)
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kS�d3�1

kR�d3�1
¼ ln½2ð1� FÞ=ð1þ 1=RÞ�

ln½2ð1� FÞ=ð1þ RÞ� (2.8)

k1

kd6�1
¼ k1

kR�d3�1
� k1

kS�d3�1
¼ KIEP (2.9)

k1

kd6�1
¼ ln½ð1þ 1=R0Þð1� FÞ=ð1þ 1=RÞ�

ln½ð1þ R0Þð1� FÞ=ð1þ RÞ� (2.10)

k1

kR�d3�1
¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KIEP � KIER

p
(2.11a)

k1

kS�d3�1
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KIEP=KIER

p
(2.11b)

The limitations of the method described above are that only highly
stereoselective reactions, those which proceed almost exclusively via one
transition state, are amenable to study by this technique. It should also be
mentioned that the above approach is not the only way that these isotope
effects could be measured. This measurement could be performed by
measuring fractionation in the products in a low conversion reaction
using a mixture of 1, (R)-d3-1, and (S)-d3-1 and using 1H NMR to
obtain the ratio of 1 to (R)-d3-1 and (S)-d3-1 and using 2H NMR to
obtain the ratio of (R)-d3-1 to (S)-d3-1. This technique was not chosen in
initial studies because the size of the observed 2H KIEs was expected to
be small, and fractionation is larger in remaining reactants in a high-
conversion reaction than in products obtained from low-conversion
reactions.9

The data obtained from measurements of 2H KIEs at enantiotopic
methyl groups suggest that the resulting 2H KIEs largely result from
increased steric repulsion in the transition state. One of the primary moti-
vations for measuring 2H KIEs at enantiotopic methyl groups in the DIP-Cl
(B-chlorodiisopinocampheylborane) reduction was that the qualitative
transition structure used to explain stereoselection in this system was well
established, and from this highly probable qualitative transition structure, it
was reasonable to expect the pro-S and pro-R methyl groups in 40-meth-
ylisobutyrophenone to experience significant but disparate degrees of steric
repulsion. Figure 2.8A shows the qualitative transition structure model that
was put forth by Brown adapted to the substrate used in the isotope effect
measurements.135 Figure 2.8B shows the corresponding optimized [B3LYP/
6-31G�] transition structure.

New Applications of Isotope Effects in the Determination of Organic Reaction Mechanisms 81



Oxazaborolidine catalysts have been found to catalyze an extremely broad
array of reactions, ranging from stereoselective reductions to stereoselective
cycloadditions.136�140 Measurements of 2H upon the enantiotopic groups of
20,50-dimethylisobutyrophenone as a substrate in the Corey–Bakshi–Shibata
reduction have contributed to our understanding of how oxazaborolidine
catalysts enforce stereoselectivity in enantioselective reductions. The oxa-
zaborolidine catalysts collectively known as CBS catalysts are modular. The
effects of changes in the geminal diaryl groups, the boroalkyl group, and the
stoichiometric reductant upon the enantiomeric ratio of 1-phenylethanol
resulting from the reduction of acetophenone have been explored exten-
sively. Alterations in the modular CBS catalyst have provided some insight
into how oxazaborolidine catalyst–reductant complexes create a steric
environment. While changes in the geminal diaryl groups and the stoi-
chiometric reductant appear to have substantial influence upon stereo-
selection,141�143 the boroalkyl group can be varied from H to n-butyl with
no observable change in selectivity in the reduction of acetophenone.144,145

In the simplest paradigm for the stereoselective reduction of prochiral
ketones, the chiral catalyst–reductant complex distinguishes the Re and Si
faces via size discrimination between the small (RS) and large (RL) substit-
uents on the ketone. Presumably, this discrimination process involves

Figure 2.8 A) Qualitative and (B) optimized transition structures for the DIP-Cl reduc-
tion of 40-methylisobutyrophenone. 2H KIEs on prochiral groups are indicated to the left
of the qualitative transition structure. For color version of this figure, the reader is
referred to the online version of this book.
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Figure 2.9 A) Qualitative and (B) optimized [B3LYP/6-31þG(d,p)] transition structures
for the CBS reduction of 20,50-dimethylisobutyrophenone. 2H KIEs on prochiral groups
are indicated to the right of the qualitative transition structure.

avoiding placement of RL in the more sterically constrictive environment.
By inference, it might be expected that steric interactions could be measured
at the small group (RS) in a prochiral ketone. To test this hypothesis and to
better understand interactions between the catalyst–reductant complex and
the ketone substrate in the transition state, Meyer measured the 2H KIEs at
the enantiotopic groups on 20,50-dimethylisobutyrophenone.146 These
measurements, in conjunction with transition structure modeling, suggest
that the substrate makes steric contact with both the stoichiometric BH3

reductant and the boroalkyl group (Fig. 2.9). These results, in the context of
the studies mentioned earlier, suggest that oxazaborolidine catalysts are in
fact quite flexible in the manner in which they provide steric constraints
upon selectivity. This, in fact, may be part of the reason for the substantial
substrate range exhibited by the most often utilized CBS catalyst, (S)-1-
methyl-3,3-diphenyl-tetrahydro-pyrrolo[1,2c][1,3,2]oxazaborole (2). Ala-
gona et al. have proposed an opposing viewpoint, suggesting that the CBS is
an extraordinarily rigid catalyst.147 They further suggest that this is the reason
for high stereoselectivity observed in a number of CBS reductions. Further
work on this system is currently being prepared for publication and promises
to resolve this disagreement.

N
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Ph
Ph

H

2

Steric 2H KIEs (see below) are often viewed as arising from an increase in
zero-point energy difference between protiated and deuterated isotopologs
at the first-order saddle point. By analogy, one should expect to see inverse
13C KIEs in methyl groups upon which steric 2H KIEs are substantial. It
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follows that the systems described above (DIP-Cl and CBS reductions)
should yield measurable steric 13C KIEs at the prochiral methyl groups on
40-methylisobutyrophenone and 20,50-dimethylisobutyrophenone, respec-
tively. To test this hypothesis, the Singleton method for measuring 13C
KIEs at natural abundance was adapted to study asymmetric reactions
(Fig. 2.10).

Global 13C KIEs at natural abundance have been measured for both
the DIP-Cl and CBS reductions of 40-methylisobutyrophenone and
20,50-dimethylisobutyrophenone, respectively. These measurements,
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Figure 2.10 Illustration of the method for measuring 13C KIEs at enantiotopic groups
for the CBS reduction of 20,50-dimethylisobutyrophenone.
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carried out according to the method outlined in Fig. 2.10, yielded
surprising results that we are only starting to understand now (Fig. 2.11).
By analogy with observed inverse 2H KIEs observed in these reactions,
one would have anticipated small but measurable inverse 13C KIEs on the
pro-S methyl group on 40-methylisobutyrophenone and both prochiral
groups on 20,50-dimethylisobutyrophenone in the DIP-Cl and CBS
reductions shown in Figs 2.8 and 2.9, respectively. Instead, the observed
13C KIEs at the prochiral positions where an inverse effect might be
expected did not deviate significantly from unity.148,149 The possibility
remains that steric 13C KIEs are not, in general, large enough to be
observed.

Global 13C KIEs sensitive to the process of enantioselection, in
a curious twist of fate, did provide substantial insight into the proline-
catalyzed intramolecular aldol reaction.150 It was previously held that
CeC bond formation was at least partially rate limiting in this reac-
tion.151 The triketone (3) possesses two prochiral carbonyls. For this
reason, the technique shown in Fig. 2.10 appeared to be an excellent
means of understanding the physical origins of stereoselection in proline-
catalyzed reactions. To our surprise, neither carbonyl exhibited
a substantial 13C KIE. This result meant that the turnover-limiting step
occurs prior to CeC bond formation (Scheme 2.6). This finding was
further motivated by computed estimates of 13C KIEs for carbinolamine
formation (TS1), iminium formation (TS2), and CeC formation (TS3).
Deprotonation of the iminium to yield the nucleophilic enamine was
eliminated from consideration, given that no significant 13C KIE was
observed at the nucleophilic carbon. KIEs computed [B3LYP/6-
31þG(d,p)] using a polarizable continuum model for the dime-
thylformamide solvent are shown in Fig. 2.12. Predicted KIEs for car-
binolamine and iminium formation, as computed from TS1 and TS2,
were in excellent agreement with measured KIEs; however, the precise
turnover-limiting step was unable to be identified using KIEs alone.
Further kinetics studies, which have resolved this uncertainty, will be
published in the near future.

In summary, new approaches to measuring both 2H and 13C KIEs in
asymmetric reactions are providing information about the precise
mechanisms of stereocontrol and the inherent nature of nonbonding
forces. Inverse 2H KIEs that appear to arise from steric repulsion yield
important information about the steric requirements imposed upon the
transition state by asymmetric catalysts. As will be discussed below,
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repulsive nonbonding interactions yield 2H KIEs that appear to have
substantial normal entropic contributions to the KIE accompanied by the
expected inverse enthalpic contribution. These recent findings may shed
light on the origins of the normal to insubstantial 13C KIEs observed in
the DIP-Cl and CBS reductions at positions that yielded substantial
inverse 2H KIEs. Finally, 13C KIEs measured at the prochiral carbonyls
in 3 have been used to deduce that CeC bond formation is not turnover
limiting in the proline-catalyzed intramolecular aldol reaction. It is
obvious that KIEs can yield a substantial amount of information in the
context of experimentally validated transition structure models. This
approach yields direct information about how these catalysts accelerate
chemical reactions while simultaneously controlling product distribu-
tions. It seems likely that these techniques will be useful in the rational
design and optimization of asymmetric catalysts in the future.
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catalysed aldol reaction.
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3.3. Dynamical Deviations from Transition State Theory
From the preceding sections of this review, it is evident that transition state
theory often plays a substantial role in interpreting KIEs. Carpenter’s
research group has been instrumental in showing that a number of reactions
possess features on the potential energy surface, known as valley ridge
inflections (VRIs), that can influence product ratios in a manner that cannot
be predicted using transition state theory.152,153 A VRI can be thought of as
the point along a MEP where restoring force in an orthogonal coordinate
disappears, resulting in a bifurcation of the MEP. While this definition
conveys the essence of the concept and is easily visualized in potential energy
surfaces like that in Fig. 2.13, a more rigorous definition has been
provided.154 Singleton’s research group has explored a number of reactions
possessing bifurcated potential energy surfaces that can influence KIEs and
other observables in ways that cannot be accurately described using transi-
tion state theory. The ene reaction of singlet (1Dg) oxygen (

1O2) with [D6]-9
yields a substantial intramolecular 2H KIE, whereas, competition between 9
and [D12]-9 yields a much smaller intermolecular KIE (Scheme 2.7).155,156

Grdina et al. reasonably took this to indicate that the reaction involved
a rate-determining initial transition state followed by an intermediate and
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Figure 2.12 A) Experimentally determined 13C KIEs. Computed [B3LYP/6-31þG(d,p)]
13C KIEs corresponding to turnover-limiting (B) carbinolamine formation, (C) iminium
formation, and (D) C–C bond formation.
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a product-determining transition state. Computational efforts to locate such
an intermediate met with failure.

Singleton et al. constructed a B3LYP/6-31G� surface shown in
Fig. 2.13. Using trajectories starting in an area between the points labeled
‘TS1’ and ‘VRI’, Singleton et al. were able to demonstrate an intramolecular
2H KIE of kH/kD¼ 1.38� 0.17 for the reaction of 1O2 with [D3]-2-butene,
which agrees quite closely with the measured effect of between 1.38 and
1.41.157 This result seems counterintuitive at first because we tend to think
of potential energy surface as being independent of isotopic identity. If,
however, we consider using mass-weighted coordinates, then the side of the

Figure 2.13 Potential energy surface (B3LYP/6-31G�) for the reaction of 1O2 with 2-
butene. For color version of this figure, the reader is referred to the online version of this
book.
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potential energy surface corresponding to deuterium abstraction becomes
broader than the side corresponding to protium abstraction. As a result,
smaller oscillations perpendicular to the MEP are required to commit the
trajectory to protium abstraction. This work has been expanded to other
systems to yield results that challenge some of the most fundamental
assumptions in mechanistic organic chemistry.

Perhaps one of the most cogent examples of the effects of dynamical
influences upon mechanistic outcomes can be found in a recent report
by Kelly et al., which describes both computed and experimental
intramolecular 13C KIEs for the pericyclic dimerization of cyclo-
pentadiene.158 Computationally, it had been shown that a minimum
energy pathway connecting two cyclopentadiene molecules to the dimer
possesses a transition structure of C2 symmetry (Fig. 2.14A).159 An
identity Cope rearrangement pathway connects the two equivalent
product pathways. The cyclopentadiene dimer (Fig. 2.14B) possesses five
pairs (a/a0, b/b0, c/c0, d/d0, and e/e0) of inequivalent carbon positions
that are equivalent by the C2 symmetry axis in the C2 transition
structure. Thus, the only transition structure that is located upon either
of the bifurcated minimum energy pathways cannot yield the intra-
molecular 13C KIEs reported (Fig. 2.14B). In this report, the develop-
ment of an extrapolation methodology for computing ‘Newtonian
isotope effects’ is disclosed.

Isotopic replacement of one of the carbon atoms in the C2 transition
structure breaks the C2 symmetry. The product formation path that involves
the greatest motion (action) of the heavy isotope becomes longer. As

(A)

(B)

Scheme 2.7 (A) Intermolecular and (B) intramolecular 2H KIEs for the ene reaction
between 1O2 and 2,3-dimethylbutene.
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a consequence, dynamical dividing surfaces that yield two distinct iso-
topomers, have different effective dividing surfaces that define the decision
point at which a trajectory is committed to a product lineage. Kelly et al.
make use of this fact to generate classical trajectories of isotopically labelled
C2 transition structures with a Boltzmann distribution of vibrational energy
and random vibrational phases. However, replacing the light 12C nuclei
individually with 13C nuclei and running trajectories in order to elicit the
preference for one product pathway over another would require a tremen-
dous number of trajectories to generate intramolecular KIEs with suitably
low statistical error. Instead, Kelly et al. ran a smaller number of trajectories
with fictional 140C, 76C, 44C, 28C, and 20C isotopologs labeled at one
position among the five distinct pairs of positions. The intramolecular 140C
KIE at the a/a0 position, for example, was simply the ratio of pathways
yielding the 140C nucleus in the a0 position versus the a position in the

Figure 2.14 The cyclodimerization of cyclopentadiene occurs on (A) a bifurcated PES
and yields (B) intramolecular KIEs that are due entirely due to mass-sensitive dynami-
cally influenced product lineages. For color version of this figure, the reader is referred
to the online version of this book.

90 Matthew P. Meyer



product. In this case, 420 trajectories yielded 269 trajectories resulting in
label at the a position, while 151 trajectories yielded the label at the
a0 position, yielding an intramolecular 140C KIE of 1.80� 0.28. Intra-
molecular KIEs computed using successively less massive ‘carbon’ isotopes
were then extrapolated to the value expected for 13C. This method yielded
exceptional agreement with experiment (a/a0: 1.018� 0.008; c/c0:
0.988� 0.004; d/d0: 0.982� 0.004). This approach and result are excep-
tional in that they have challenged the traditional view that KIEs originate
largely from zero-point energy differences. Instead, a classical set of
decoupled harmonic oscillators, i.e. a completely classical description of
a molecular system, yielded valid estimates of intramolecular 13C KIEs on
a bifurcated PES.

Over the past decade, Singleton’s work has demonstrated how
dynamical effects, once considered curious nuances, can have profound
effects upon product distributions and mechanistic interpretations. One of
the principal lessons from Singleton’s recent work is that attempts to
represent a dividing surface in terms of a single transition structure can lead
to qualitatively incorrect predictions of product distributions and other
mechanistic metrics, like KIEs. For reactions that are poorly treated by
conventional or variational transition state theory, the structures that would
define a dividing surface between reactant(s) and product(s) can be (1)
structurally diverse and (2) yield structurally distinct products. A very recent
report from the Singleton group highlights a related surprising phenom-
enon: the presence of entropic intermediates on the free energy surface that
describes the [2 þ 2] cycloaddition of dichloroketene to 2-butene.160

Whereas, traditional optimizations of transition structures yield only the first
transition structure on the reaction pathway,161 free energy calculations
along reaction paths162 demonstrate the presence of an intermediate. The
second barrier, which arises in part due to increased zero-point energy and in
part due to decreased entropy, is actually higher in free energy than the first
free energy barrier, which corresponds closely to a saddle point on the
potential energy surface.

3.4. EIEs upon Substrate Binding
Perhaps the most durable and compelling notion of how catalysis is ach-
ieved was posited by Pauling in 1948, when he put forth the hypothesis
that catalysts bind the transition state for the uncatalyzed reaction, thus
lowering its energy through stabilizing interactions.163 Of course, since
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1948, a number of refinements, addenda, and improvements have been
tendered.164�172 Wolfenden recognized that Pauling’s model for enzyme
catalysis could be applied to the design of competitive enzyme inhibi-
tors.173,174 This method has been applied with considerable success, as
transition structure mimics have proven to be extraordinarily potent
inhibitors. Vern Schramm’s research group has had great success in using
KIE measurements to construct transition structure models for enzymatic
reactions.

Recently, Schramm’s group has developed an innovative method for
probing multiple interactions between enzyme and substrate using equi-
librium 3H-binding EIEs.175 This work follows upon an earlier study by
LaReau et al. which reported the first EIEs for substrate binding in the
lactate dehydrogenase enzyme.176 Lewis and Schramm report binding
EIEs for glucose binding to human brain hexokinase. They also explored
the effect of the binding of b-g-CH2-ATP upon the 3H-binding EIEs. b-
g-CH2-ATP is a competitive inhibitor designed to have allosteric prop-
erties analogous to the other natural substrate of hexokinase, ATP.
Centrifugal ultrafiltration is employed to separate free glucose from bound
glucose upon incubation with the hexokinase. Mutarotase was included to
rapidly equilibrate between a- and b-anomers of glucose. Remotely
labeled [2-14C]- and [6-14C]-glucose was used to quantify the relative
concentrations of glucose in the enzyme-containing and enzyme-free
compartments of the ultrafiltration apparatus. Comparison of tritium
counts in the enzyme-containing and enzyme-free compartments of the
ultrafiltration apparatus were used to compute the 3H-binding EIEs. EIEs
for the binding of glucose to hexokinase (binary complex) and to hexo-
kinase with b-g, CH2-ATP and Mg2þ bound (ternary complex) are
reported in Table 2.1.

A computational effort to explain the effects shown in Table 2.1
explored the geometric dependence and the effects of hydrogen bonding
upon equilibrium 3H EIEs.177 Normal effects at H1, H3, and H4 can be
explained large by the presence of hydrogen bond acceptor sites on
hexokinase effectively raising the energy of oxygen lone pairs [n(O)] such
that donation to b-hydrogen s�(C–H) is enhanced, providing a weaker
C–H bond when glucose is bound (Fig. 2.15A). Steric compression at H2
and H5 are thought to result in the observed inverse KIEs (Figs. 2.15B and
2.15C). The situation at H6 is slightly more complicated and is thought to
arise from three different contributions: the above n(O) / s�(C–H) is
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expected to dominate. Restriction of the hydroxyl rotor to geometries
expected to enhance the above interaction are also thought to be
responsible for an augmented normal EIE. A small inverse contribution is
expected from a restriction in the torsion about the C5–C6 bond. Aside
from the possibility of understanding the geometry and strength of
enzyme–substrate interactions, a larger message is contained within
Schramm’s work: observed 3H and 2H KIEs measured in enzymatic
systems may have substantial contributions from enzyme–substrate
binding interactions. This point is important, as most KIEs in enzymatic
systems are explained only within the context of bond-breaking and
bond-forming processes. Given the often unique complementarity
between enzymes and their natural substrates, it is not surprising that
enzyme–substrate binding should affect vibrational frequencies in the
process of using binding to release catalytic power.

Table 2.1. Experimental 3H-binding EIEs for the glucose/human brain
hexokinase system

Position of 3H label
Binding EIE
(binary complex)

Binding EIE
(ternary complex)

[1-t]Glucose 1.027� 0.002 1.013� 0.001
[2-t]Glucose 0.927� 0.0003 0.929� 0.002
[3-t]Glucose 1.027� 0.004 1.031� 0.0009
[4-t]Glucose 1.051� 0.001 1.052� 0.003
[5-t]Glucose 0.988� 0.001 0.997� 0.0009
[6,6-t2]Glucose 1.065� 0.003 1.034� 0.004

Figure 2.15 Attractive and repulsive interactions thought to be responsible for the 3H-
binding EIEs corresponding to the hexokinase/glucose interaction.
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As an extension of the above work, Schramm’s group recently extended
the use of 3H-binding EIEs to study the interactions between enzymes
and competitive inhibitors. This work follows upon what is thought to be the
first report of equilibrium binding isotope effects for enzyme–inhibitor
binding.178 The Pauling/Wolfenden model for enzyme catalysis and
competitive inhibition states that competitive inhibitors that are better tran-
sition structure analogs will bind more tightly to their enzyme target. Purine
nucleoside phosphorylase catalyzes the cleavage of purine nucleotides into the
component phosphorylated ribose and nucleoside. Purine nucleoside phos-
phorylase (PNP) inhibitors, ImmHþ and DADMe-ImmHþ (Fig. 2.16), are
picomolar inhibitors that approximate the geometry and charge distribution
in the largely dissociative transition structure for the displacement of the
nucleoside moiety from ribonucleotides by phosphate. DADMe-ImmHþ
binds PNP more strongly than ImmH does. One would, therefore, expect
a larger binding EIE for DADMe-ImmHþ than for ImmH. That is, in fact,
what is observed when the binding 3H EIE is measured at the 50-position of
the ribose ring. As a point of comparison, the 3H EIE is what is surprising is
that the binding isotope effect for DADMe-ImmHþ is greater than twice the
effect observed for the less potent inhibitor, ImmHþ. The fact that the
isotope effect is quite distant from the point of bond cleavage and formation
makes this observation even more surprising. This observation lends further

Figure 2.16 Attractive and repulsive interactions thought to be responsible for the 3H-
binding EIEs corresponding to the hexokinase/glucose interaction. For color version of
this figure, the reader is referred to the online version of this book.
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credence to the notion that enzymes make full use of enzyme–substrate
complementarity to leverage catalytic power.

Further insight can be garnered when binding EIEs are compared with
KIEs at the same position. Binding EIEs report upon interactions that
develop in the formation of the Michaelis complex. Intrinsic KIEs report
upon changes in force constant that occur during the rate-limiting step.
Orotate phosphoribosyltransferases (OPRTs) cleave or form the CeN
bond between the ribosyl and pyrimidine moieties in orotidine (or oro-
tidine monophosphate). Recent measurements of a-2�-3H KIEs for the
OPRT-catalyzed cleavage of 10-3H-orotidine and 10-3H-orotidine
phosphate suggest a largely dissociative transition state with significant
conversion of the sp3 C1 position to an sp2 center.179 In the context of
Schramm’s earlier work on binding EIEs, it might seem likely to expect
a significant contribution to the expressed KIE from enzyme–substrate
binding. Zhang and Schramm recently showed that the binding EIE for
formation of the Michaelis complex is strongly dependent upon the
degree of phosphorylation of orotidine.180 Where half of the expressed a-
2�-3H KIE is due to binding for orotidine 50-monophosphate, there is
almost no EIE for binding expressed for the orotidine substrate (Table
2.2). This makes sense in the context of both KM and kcat/KM estimates
for the unphosphorylated and phosphorylated substrates. The KM for the
cleavage of orotidine by human OPRT is 91� 37 mM; whereas that for
orotidine 50-monophosphate is 1.6� 0.6 mM. The first-order rate
constant is also affected. The kcat/KM value associated with orotidine is

Table 2.2. Experimental 3H-binding EIEs and intrinsic KIEs for human OPRT

Measurement
OPRT·OMP
(binary complex)

OPRT·OMP·SO2�
4

(ternary complex)

BIE� 1.108� 0.003 1.096� 0.004
Kd (mM) 2.5� 1.2 4.1� 2.5
KIE�� 1.199� 0.015 1.330 (computed)

Measurement
OPRT·orotidine
(binary complex)

OPRT·orotidine·SO2�
4

(ternary complex)

BIE� 0.999� 0.003 0.991� 0.005
Kd (mM) 140� 27 150� 22
KIE�� 1.209� 0.004 1.411 (computed)

� Binding equilibrium isotope effect.
�� Intrinsic KIE.
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240-fold lower than that for orotidine 50-monophosphate for the human
enzyme. These results suggest that enzyme–substrate interactions that occur
at the 50-position have significant impact upon the enzyme’s ability to
deform the C1 center, which experiences substitution, from sp3 hybrid-
ization to a geometry that is more representative of sp2 hybridization.

One final note on Yang and Schramm’s work on OPRT concerns
measurements of binding EIEs and KIEs for the binary versus the ternary
complex. The ternary complex is approximated using sulfate as a meta-
phosphate mimic. It is surprising that binding EIEs and Michaelis
constants are very nearly equal for the binary and ternary complexes. This
suggests one of two things: either sulfate is a poor approximation to
metaphosphate, or metaphosphate binding does not affect enzyme
geometry upon binding. If the latter scenario is true, it implies that OPRT
exerts the bulk of its catalytic power in distorting orotidine 50-mono-
phosphate and is rather insensitive to the binding of a substrate bearing
considerable charge.

3.5. Born–Oppenheimer Enzymes
The Pauling view of enzyme catalysis suggests a rather static role for the
enzyme, as the active site of the enzyme essentially serves as a template for
the transition state of the uncatalyzed reaction. While many of the origins of
catalytic power in enzymes can reasonably be relegated to static sources,
a number of reports over the past 15 years suggest a significant role for
dynamics in enzyme catalysis.181�184 Some recent elegant work by the
Schramm laboratory indicates a role for dynamics in purine nucleoside
phosphorylase catalysis. The report by Silva et al. explores the steady-state
and single-turnover rates for unlabeled recombinant PNP and recombinant
PNP that is expressed using heavily 13C-, 15N-, and 2H-enriched nutrient
sources.185 Labeling of the PNP enzyme results in an enzyme that is 109.9%
of the mass of PNP expressed in unlabeled media. Steady-state kinetic
parameters for the phosphorolysis of inosine and guanosine were nearly
identical for both ‘heavy’ and ‘light’ PNP. However, forward commitments
to catalysis, measured using the isotope trapping method,186 differed by
a statistically significant amount for ‘heavy’ and ‘light’ PNP. As is shown in
Table 2.3, the forward commitment to catalysis is smaller for ‘heavy’ PNP.
These data are further bolstered by single-turnover rate constants (kchem) for
phosphorolysis measured using stopped-flow kinetics. The pseudo-first-
order rate constant is approximately 20% smaller for ‘heavy’ PNP than for
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‘light’ PNP for the phosphorolysis of inosine. The effect is even greater for
the phophorolysis of guanosine (27%).

The most mundane interpretation of the above results is that the
enzyme is, of course, involved in the reaction coordinate and should exhibit
an isotope effect. However, the exchangeable positions on PNP are not
labeled, so the isotope effect cannot be attributed to deuterium versus
protium transfer. The isotope effect, expressed as klight-PNP/kheavy-PNP can
be calculated from single turnover experiments to be 1.25 for inosine and
1.37 for guanosine. To attribute these effects to traditional heavy-atom
KIEs, one would have to have approximately five large (klight/
kheavy¼ 1.050) 13C or 15N effects acting in concert. Such an effect,
requiring five bond-breaking or bond-forming processes that directly
involve the enzyme, seems difficult to rationalize, especially considering
that PNP does not appear to utilize covalent catalysis.187 Another possibility
is that the high isotopic enrichment of the ‘heavy’ PNP alters its structure in
a way that makes it a less efficient catalyst. This notion is contradicted by the
observation that six intrinsic KIEs measured for the arsenolysis of inosine
(10-14C, 9-15N, 10-3H, 20-3H, 50-3H2, and 40-3H) are statistically indistin-
guishable for both ‘light’ and ‘heavy’ PNP. The only cogent hypothesis that
remains is that isotopic labeling of PNP creates a dynamically distinct
enzyme, referred to as a Born–Oppenheimer enzyme by Silva et al. In light
of recent experimental work that highlights the importance of what might
be called catalytically important motions, it seems reasonable to assume that

Table 2.3. Kinetic parameters for phosphorolysis of inosine and
guanosine catalysed by light and heavy PNP isotopologs

Kinetic parameter Light PNP Heavy PNP

Inosine

KM (mM) 13� 2 12� 2
kcat 7.5� 0.8 7.2� 0.9
Kchem 69� 3 55� 2
Cf 0.163� 0.010 0.139� 0.009

Guanosine

KM (mM) 42� 6 45� 8
kcat 10.0� 1.0 9.5� 0.9
Kchem 26� 1 19� 1
Cf 0.173� 0.013 0.122� 0.015
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Schramm’s work is yet another important indicator that enzyme catalysis is
a dynamic process. Silva et al. explain these dynamic effects as being
manifest in the isotopically induced changes in the femtosecond vibrations
that are important to exploring phase space in the conversion of the
Michaelis complex to the transition structure.

HIV-1 protease has also been isotopically enriched in 13C, 15N, and 2H
to yield a ‘heavy’ isotopolog that is 111.6% as massive as the enzyme
expressed in media that is not isotopically enriched.188 Unlike PNP, whose
steady-state kinetics are dominated by product release, differences in heavy
and light HIV-1 protease manifest themselves directly in steady-state kinetic
parameters. Kipp et al. explored both pre-steady-state and steady-state
kinetics using fluorescence as a spectroscopic handle. The pre-steady-state
rate constant, referred to as kobs, likely reflects the formation of the hydrate
which results from attack of the nucleophilic water molecule upon the
amide carbonyl. The first-order rate constant, kcat, is thought to be domi-
nated by the microscopic rate constant that corresponds to scission of the C–
N bond of the peptide substrate. Table 2.4 illustrates isotope effects upon
both kobs and kcat for heavy HIV-1 protease. Once again, the detailed
mechanism for HIV-1 protease catalysis does not appear to involve direct
formation of bonds to the enzyme, so the observed effect that results from
isotopic labeling of the enzyme does not correspond to a traditional KIE that
is dominated by zero-point energy contributions.

The isotope effect upon the pre-steady-state rate constant is substan-
tially larger than that for kcat. This implies a greater role for dynamics in the
formation of the hydrate than for bond scission. This is not surprising. Most
of the evidence that suggests a role for dynamics in enzyme catalysis is
rooted in hydrogen transfer reactions. Hydrogen transfers, especially those
for which tunneling is extremely important, are very sensitive to transfer
distance. Formation of the hydrate involves simultaneous deprotonation of

Table 2.4. Kinetic parameters for HIV-1 protease-catalysed
cleavage of a model peptide

Kinetic parameter Light enzyme Heavy enzyme
KM (mM) 8.7� 0.7 14.0� 1.2

kcat (s
�1) 3.28� 0.08 2.75� 0.08

vss (FU min�1) 5.00� 0.04 4.47� 0.05
kburst (s

�1) 142� 5 90� 4
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the nucleophilic water molecule and general acid catalysis provided by
a nearby aspartate residue. While rate-limiting CeN bond cleavage has been
shown to involve the simultaneous transfer of two or more protons, the
associated solvent isotope effect on kcat is 2.2–3.2, depending upon the
peptide substrate at high pH.187 The solvent isotope effect indicates the
compound effect of two small KIEs or one dominant KIE of normal
magnitude. It seems possible that the reaction coordinate for formation of the
hydrate contains a greater net contribution from the motion of hydrogen
atoms. Consequently, it is reasonable to expect this fundamental reaction step
to be more sensitive to dynamic effects than CeN bond scission.

Schramm’s work with isotopically labeled enzymes adds credence to the
idea that enzyme catalysis is not merely the result of pre-organized residues
capable of providing a template to the transition structure of the uncatalyzed
reaction. While the static view of enzyme catalysis has yielded high-affinity
transition structure analog inhibitors, a number of isotope effect measure-
ments in enzymes that specifically catalyze hydrogen transfers have been
difficult to fit within the Pauling model for enzyme catalysis. Schramm’s
work provides another experimental tool capable of quantifying the
importance of dynamical effects in enzyme catalysis and expands the
discussion beyond hydrogen transfer.

3.6. Other Methods and Approaches
3.6.1. High-Performance Liquid Chromatography as a Means
of Measuring KIEs
Thornton and others have noted that perdeuterated compounds can be
separated from their perprotiated isotopologs with baseline resolution using
reverse-phase high-performance liquid chromatography (HPLC).189�193

Large hydrophobic molecules, like fatty acids, tend to be separated with
better resolution than small molecules, especially those bearing numerous
heteroatoms. This phenomenon was exploited by Holman’s laboratory to
use HPLC as a means of measuring competitive 2H KIEs for the oxidation of
linoleic acid to 13-hydroperoxy-9,11-(Z,E)-octadecadienoic acid (HPOD)
catalyzed by human 15-lipoxygenase.194 Holman’s group used quantitative
HPLC to measure isotopic fractionation in the product of a reaction taken to
low (~5%) conversion. Quantitative HPLC analysis of a full conversion
(100%) reaction was used to analyze the initial ratio or HPOD to d31-
HPOD. The report by Lewis et al. applied this convenient methodology to
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measure 2H KIEs for the human 15-lipoxygenase-catalyzed oxidation of
linoleic acid at two starting concentrations of linoleic acid over a range of
temperatures. This method is an incredibly convenient method that should
be broadly applicable to the analysis of large KIEs in enzyme-catalyzed
conversions of fatty acids.

3.6.2. KIEs upon Multiple Reaction Steps Using Global Kinetic
Analysis
Kinetic complexity, the absence of a single predominating rate-deter-
mining step, is frequently a complicating factor in attempts to measure
KIEs in enzyme-catalyzed reactions. Recently, Spies and Toney reported
a methodology that utilizes isotope washout, isotopic equilibrium
perturbation, and reaction progress curves to arrive at intrinsic 1� and 2�
KIEs and EIEs for alanine racemase.195 Using only circular dichroism as
a spectroscopic handle, Spies and Toney collected reaction progress curves
and performed isotope washout196 and equilibrium perturbation197

experiments to constrain parametric assignments of the rate constants
shown in Fig. 2.17. Additional rate constants for isotope washout were
included but were assumed to be large and had no reversible component.
Intrinsic equilibrium and KIEs in the context of the experimentally sup-
ported mechanism are shown in Fig. 2.17. From individual estimates of rate
constants and the isotope effects upon those rate constants, Spies and
Toney generated a free energy profile for the racemization of alanine.
There are a couple of interesting observations that can be made concerning
alanine racemase catalysis. First, the EIEs for the formation of the external
aldimines in both directions are large, considering that the isolated enzyme
and substrate are nearly ergoneutral with the external aldimine interme-
diate. This suggests that alanine racemase, much like PNP (vide supra),
achieves catalysis, at least in part, by deforming the Ca position from sp3

hybridization to sp2 in preparation for transferring the labile proton. The
free energy profile generated from global kinetic analysis is insensitive to
the free energy of the quinonoid intermediate, but the rather diminutive
1�-2H KIE for both directions is rather small and is especially small in the
direction of D/ L. This suggests that the quinonoid intermediate is rather
high in energy since 1�-2H KIEs for proton transfer are largest for ergo-
neutral processes. In total, the approach taken here by Spies and Toney is
powerful in two ways: it (1) yields intrinsic KIEs and (2) reports KIEs from
multiple reaction steps. While racemases are special in that they catalyze
a reaction whose equilibrium constant is identically 1, it seems reasonable
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to expect that a modified form of this approach could be applied to other
enzymes that operate under equilibrium conditions.

3.6.3. Analysis of KIEs Arising from Nonbonding Interactions
Steric 2H KIEs, as discussed above, rely upon the simple and satisfying
expectation from well-understood quantum mechanical models that C–D
bonds are shorter than C–H bonds. Dunitz and Ibberson recently reported
measurements that challenge this simple model.198 Neutron diffraction
measurements of the size of the unit cell for C6H6 and C6D6 over
a temperature range from 5 to 280 K indicate that C6D6 is smaller than
C6H6 below 170 K and larger than C6H6 above this temperature. Dunitz
and Ibberson explain their results in terms of low-frequency modes that
make entropic effects outweigh enthalpic effects above 170 K. Gelabert
et al. computationally explored the gas-phase molecular volumes of C6H6

and C6D6 from near 0 to 2000 K.199 Over this temperature range, C6D6

always possesses a smaller molar volume than its lighter isotopolog. They
conclude, as did Ibberson and Dunitz, that low-frequency extended crys-
talline modes are likely responsible for the size inversion of C6H6 and C6D6

in the solid phase. Ibberson and Dunitz relate their results to one of the first
attempts by Mislow’s laboratory to measure steric 2H KIEs. The stereo-
chemical inversion of 5 as compared to d8-5 gave rise to a

2H KIE of 1.06, in

Figure 2.17 Experimentally validated mechanism for alanine racemase with associated
intrinsic kinetic and EIEs.
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direct conflict with the expectations of Bartell’s theory.200�202 Following
upon the questions raised by the work of Dunitz and Ibberson’s, O’Leary
et al. have used density functional calculations to decompose steric KIEs into
their enthalpic and entropic components.203 As is shown in Fig. 2.18,
density functional calculations (B3LYP/6-31þG��) do well in replicating
the measured KIE. This is somewhat surprising, given that the B3LYP
functional has not been parameterized like the B97D or M06-2X func-
tionals to account correct for correlation-mediated nonbonding interac-
tions. What is perhaps more surprising is that there is a substantial inverse
enthalpic H/D KIE of 0.973 which is masked by a much larger entropic H/
D KIE of 1.105. A similar effect can be seen in the stereoinversion of 6,
where the enthalpic KIE outweighs the entropic KIE. The opposing
entropic and enthalpic contributions can be extended to the consideration of
a crossover temperature for KIEs that result from essentially repulsive
nonbonding interactions. The physical origins and meaning of the crossover
temperature can be interpreted in the context of the vibrational modes that
are perturbed by the nonbonding interactions. However, another aspect of
the report by O’Leary et al. is the notion that the enthalpic contribution to
the KIE is not the same as the zero-point contribution. Here, once again,
one must go beyond a simple zero-point energy view to capture the essence
of the KIEs reported.

4. AREAS OF CURRENT INTEREST: A SYSTEMS VIEW

KIEs remain relevant to understanding the unique behaviors of
fundamental organic reactions, reactions catalyzed by small organic or
organometallic catalysts, reactions catalyzed by enzymes, and interesting

Figure 2.18 Computed 2H KIEs resulting from the development of nonbonding
interactions in stereoinversions of 5 and 6.
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reaction phenomena. In this section, we explore three areas of intense
current interest and rapid development. Applications of KIEs toward
understanding new reactions have increased in recent years due to the robust
and convenient method published by Singleton. While it is not always the
case, useful organic reactions catalysed by relative small organic or organ-
ometallic catalysts often have one fundamental reaction step that is turnover
limiting. Typically, this reaction step is the step of greatest interest. This
aspect of small molecule reactions makes the application of KIEs toward
understanding mechanism quite straightforward. In the quite recent past, the
use of KIE measurements to identify rate- and product-determining steps in
useful new reactions has become more common. It seems reasonable that
this trend will continue and grow. Here, we outline some recent applica-
tions of KIEs toward understanding the mechanistic details behind recently
developed synthetic methods.

The vanguard of the development of new methods for determining
KIEs (and EIEs) has largely resided in enzymology. The seminal work by
Cleland and others in formulating methods for measuring and interpreting
KIEs in enzyme-catalyzed reactions established KIEs as one of the most
powerful tools in the mechanistic toolbox. This is somewhat surprising,
considering that KIE determinations in enzyme-catalyzed reactions are
often much more difficult to interpret. Part of the difficulty associated with
the measurement of KIEs in enzyme-catalyzed reactions is associated with
the fact that enzyme-catalyzed reactions frequently have more than one
partially rate-limiting step. In spite of these challenges, work by Schramm,
Toney, and others continues to expand the borders of what is possible.
Here we survey some recent applications of KIE measurement to enzyme
catalysis. It seems likely that isotope effect measurement will remain one of
the primary mechanistic tools in the enzymologists’ toolbox. This is all the
more likely as enzymologists strive not only to arrive at detailed mechanistic
schemes for individual enzymes but try to understand the very origins of
catalytic power.

The conventional view of isotope effects holds that they report directly
upon vibrational force constant changes in proceeding from reactant to
transition state (or product). Work described in the previous section showed
that this is not always the case; KIEs can report upon dynamic phenomena
that are affected by isotopic substitution by virtue of how mass impacts the
sampling of phase space. Quantum mechanical tunneling is another
phenomenon for which KIE studies are ideal mechanistic probes; however,
the influence of tunneling upon 1� KIEs is not directly and uniformly related
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to changes in force constants. The standard Bigeleisen–Mayer expression for
the determination of KIEs is rooted in Eyring theory. There is something of
a paradoxical nature to the Bigeleisen–Mayer expression: Bound motions,
those for which real frequencies exist at the transition state, are treated
quantum mechanically in the context of the harmonic oscillator approxi-
mation. The unbound motion, that which describes reaction coordinate
motion at the first-order saddle point, is treated classically. KIEs are ideal
mechanistic observables capable of testing the degree to which this
assumption, rooted in Eyring theory, is valid. Here we survey some recent
reports of isotope effect measurement used to further elucidate tunneling
phenomena.

4.1. Mechanism in Synthetic Methodology
Synthetic methodology and mechanism have always developed symbi-
otically. Perhaps now more than ever, KIEs are being used to gain
insight into CeH activation and catalytic enantioselective reactions.
However, it is rare for KIEs to be used to elicit detailed mechanistic
information in newly reported reactions. Often times, KIEs are used to
identify the rate-determining step but are not coupled with transition
structure modeling or additional analyses. Wu et al. recently reported
a measurement of 13C KIEs for the asymmetric olefin isomerization of
butenolides catalyzed by a cinchona alkaloid.204 The results are shown in
Fig. 2.19. The only significant 13C KIE resides at the Cg position,
indicating a candidate mechanism which involves deprotonation at Ca

followed by rate-limiting enantioselective protonation of the vinylogous
enolate at Cg.

The coupling of CeC and CeN bonds in conjunction with CeH
activation is perhaps the most active area of current synthetic methodology.
A recently developed methodology that allows the coupling of activated
alkenes with alcohols using a cationic ruthenium hydride catalyst,
½ðC6H6ÞðPCy3ÞðCOÞRuH�þBF�4 , represents a significant advancement in
methodologies that involve C–H activation.205While it is somewhat rare for
synthetic methodology groups to report significant mechanistic work upon
the report of a new reaction, it is becoming more common. Yi’s group often
utilizes KIE studies to better understand the mechanistic underpinnings of
their reactions. Figure 2.20 shows Yi’s application of a variant206 of
Singleton’s original method for measuring 13C KIEs to their coupling
reaction of indene and 1-(4-methoxyphenyl)ethanol. The only significant
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KIE resides at the activated position on the indene substrate. Yi attributes
this to rate-limiting CeC bond formation; however, it seems reasonable to
consider initial CeH activation as an alternative rate-limiting step. This
ambiguity highlights the importance of combined computational modeling
and experimental KIE determination. An alternative approach would be to
combine 2H KIE measurements. The absence of a 2H KIE at the activated
position would indicate that the rate-limiting step is indeed CeC bond
formation/reductive elimination step.

A general trend in the synthetic methodology community seems to be
developing. As new reactions are developed, mechanistic studies are
beginning to be used to gain a deeper understanding of steps which are
turnover and product determining in catalytic reactions. The two examples
above are representative of this trend, though a partial sampling of the recent
integration of KIE studies and reaction discovery can be found in references
207-212.207–212

4.2. Tunneling
The application of KIEs to the study of hydrogen transfer is an intensely
active field. The simultaneous involvement of both experimental and
theoretical approaches to tunneling phenomena has fomented explosive
growth in our understanding of hydrogen tunneling in both enzymatic and
small molecule systems. A number of excellent reviews that treat tunneling

Figure 2.20 Experimentally determined 13C KIEs measured for the coupling of indene
and 1-(4-methoxyphenyl)ethanol catalysed by ½ðC6H6ÞðPCy3ÞðCOÞRuH�þBF�4 .

Figure 2.19 Experimentally determined 13C KIEs measured for the stepwise cinchona
alkaloid-catalysed asymmetric isomerization of butenolides.
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in the context of hydrogen transfer are available.213�221 Here, we will
primarily treat recent work upon systems that illustrate the effects of
tunneling upon observed KIEs.

Soybean lipoxygenase 1 exhibits extremely large 1�-2H KIEs (kH/
kDz 80) and yields an essentially temperature-independent Arrhenius
plot.222,223 As such, soybean lipoxygenase has served as a sort of labora-
tory in which to study a reaction that is profoundly affected by hydrogen
tunneling. A recent report by Meyer and Klinman used the Singleton
method for measuring KIEs to measure 2�-2H and 13C KIEs at the vinylic
positions (C9, C10, C12, and C13) for the soybean lipoxygenase-cata-
lyzed oxidation of both 11,11-[D2]-linoleic acid and linoleic acid.224

Surprisingly, substantial b- and g-2H KIEs were found for both iso-
topologs of linoleic acid (Figs 2.21A and B). What is even more surprising
is the presence of substantial 13C KIEs at the vinylic positions for the
oxidation of 11,11-[D2]-linoleic acid (Fig. 2.21C). As Schramm’s work
showed, it can be expected that some of the 2H isotope effects observed
are likely to have contributions from binding, but it is unlikely that
binding alone can explain the results in Fig. 2.19. Instead, it is well known
that hydrogen tunneling has a profound effect upon the 1�-2H KIE in
soybean lipoxygenase 1. Applying a quantum transition state theory view,
it seems reasonable for tunneling to have a significant effect upon 2� KIEs.
Shifts in the positions of nuclei associated with hydrogen tunneling are
not isolated to the transferred nucleus. Atomic motions at nearby loca-
tions are involved in the tunneling event. It seems reasonable to assume
that these motions are a part of the tunneling coordinate and can exhibit
2� KIEs in excess of those seen in reactions that can largely be treated
using Eyring theory. Tunneling phenomena can also be modeled using
a Marcus theory view. In this view, the tunneling event is considered as
involving distinct contributions from motion of the primary nucleus and
the reorganization of nearby nuclei to resemble the product. In other

(A) (B) (C)

Figure 2.21 Experimentally determined 2�-2H KIEs measured for the soybean lip-
oxygenase 1-catalysed oxidation of (A) linoleic acid and (B) 11,11-[D2]-linoleic acid and
(C) 13C KIEs measured at vinylic positions for the oxidation of 11,11-[D2]-linoleic acid.
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words, motion of the transferred hydrogen atom is artificially decoupled
from secondary nuclear motion. The application of a Marcus-like model
tendered by Kuznetsov and Ulstrup was applied by Knapp et al. to model
the temperature dependence of the 1�-2H KIE in oxidations catalysed by
soybean lipoxygenase 1.225,226 In this model, tunneling in the primary
coordinate depends upon a static electronic overlap and vibrational wave
function overlap between donor and acceptor hydrogenic wave functions
modulated by dynamical motions within the enzyme. The Kuznetsov–
Ulstrup model, however, is only germane to modeling the 1�-2H KIE.
Meyer and Klinman used a model by Buhks et al. to demonstrate that
tunneling effects upon reorganization energy could also help to explain
the significant magnitudes of the 2�-2H KIEs.227 These data serve as an
example of how tunneling can have profound effects upon 2�-2H and
13C KIEs and serve as a challenge to theoreticians to develop models that
can compute 2� KIEs that are heavily influenced by tunneling.

The work described above demonstrates that tunneling can manifest
itself in exalted 2�-2H and 13C KIEs. Recent calculations by the Borden
group utilizing canonical variational transition state theory (CVT) with
a SCT correction predicted a substantial inverse 2H KIE at C1 (Fig. 2.22)
for the rearrangement of the cyclopropylcarbinyl radical to the 3-butenyl
radical. This is surprising because the rearrangement proceeds with
substantial contributions from tunneling to the reaction. Borden’s
calculations, however, were performed at a temperature of 20 K
(�253.15 �C), which significantly increases the magnitude of isotope
effects substantially over what would be expected at room temperature. If
tunneling corrections are not applied to the calculation of the 2H KIE at
C1, the inverse KIE is very substantial (kH/kD¼ 0.0023). The semi-
classical origins of this isotope effect can be found in the conversion of the
sp2 hybridized C1 from a radical centre to an alkene that results from the
rearrangement of the cyclopropylcarbinyl radical to the 3-butenyl radical.
Restriction of torsional motions tighten the force constants associated
with vibrational modes that involve the terminal CH2 group, leading to
a substantial inverse 2H KIE. Tunneling yields a normal contribution to
the 2H KIE, which raises the effect to kH/kD¼ 0.37. Singleton’s group
then measured intramolecular 13C KIEs [12k/13k for C4]/[12k/13k for C3]
over the temperature range �100 to 80 �C (Table 2.5). Borden’s calcu-
lated intramolecular KIEs matched the experimental KIEs exceedingly
well using the CVT/SCT approach. These results demonstrate two
things: (1) While tunneling always contributes a normal component to
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KIEs, the composite KIE can still be inverse and (2) the CVT/SCT can be
an effective means of computing KIEs that result in large part from
tunnelling contributions.

KIEs have served as one of the most useful probes of mechanism for
many reasons. One of the most compelling aspects of KIEs as observables is
their amenability to computational efforts. Using quantum chemical soft-
ware packages to optimize saddle points as approximations to the transition
state and using frequency calculations as inputs to the Bigeleisen–Mayer
equation has been a suitable approach for the vast majority of reactions for
which KIEs have been measured. New computational methodologies offer
a means of developing cogent physical models to augment experimental
work. As has been indicated above, tunnelling provides one of the greatest
challenges to computational efforts. Recent work by Wong et al. demon-
strates the use of an approximate Feynman path integral technique, second-
order Kleinert perturbation theory, to compute the 1�-2H KIE associated

Figure 2.22 KIEs predicted for the rearrangement of the cyclopropylcarbinyl radical
using CVT and an SCT correction. For color version of this figure, the reader is referred to
the online version of this book.

Table 2.5. Comparison of experimental and computed (CVT/
SCT) intramolecular 13C KIEs for the rearrangement of the
cyclopropylcarbinyl radical

Temperature (�C) Experimental KIE Computed KIE

80 1.062� 0.003 1.057
22 1.079� 0.002 1.073
0 1.085� 0.003 1.082

�78 1.131� 0.002 1.138
�100 1.163� 0.004 1.169
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with the protonation of a-methoxystyrenes by acetic acid analoges.228�230

Resulting comparisons between experiment and theory are quite promising.
Wong et al. found that vibrational anharmonicity and tunneling contribute
substantially to the isotope effect.

5. AREAS OF FUTURE EXPLORATION

Previous mention has been made of a number of sensitive and versatile
methods for the experimental measurement of KIEs. Likewise, we have
explored classes of systems where KIEs and EIEs have helped contribute
a deeper physical understanding of pervasive phenomena. There is little
doubt that isotope effects will continue to contribute to our understanding
of interesting chemical and biological systems. Below, we will explore some
areas of current interest that are ripe for experimental and theoretical
development in which isotope effect measurements are likely to contribute
to forward progress.

5.1. Solvation
Numerous researchers have demonstrated that solvent can have a profound
effect upon experimentally determined KIEs. However, explanations of the
origins of solvent effects upon observed KIEs remain speculative. Great
strides have been made that incorporate some of the effects due to solvation
in transition structure calculations. Among these advancements are
continuum models for solvent influence. Polarizable continuum models
provide an adequate means of modeling solvent effects when solvent serves
only to screen charge.231 Recent algorithmic developments have facilitated
the application of polarizable continuum models to transition structure
calculations.232 Continuummodels are especially important to reactions that
proceed in polar aprotic solvents. In these solvents, the differences between
structures computed in the gas phase and those computed using a polarizable
continuum model can be profound.

Solvation is frequently complicated owing to directional interactions like
hydrogen bonding and coordination. To appropriately model the coordi-
nating effects of solvent, hydrogen bonding effects, or the effects of solvent
friction, an explicit model is often necessary. To some extent, this problem
has been addressed in systems of interest to the organic chemistry
community by using molecular dynamics in conjunction with transition
structure optimizations; however, accounting for all relevant phase space at
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the transition state, given the microstates due to solvation, is still an unsolved
problem. Car–Parrinello molecular dynamics may prove very useful in
future efforts to simulate reactions for which solvation has a profound, yet
nonintuitive, influence upon reactivity or selectivity.233,234 Two examples
that merit study are an asymmetric allylboration reported by Lou et al. and
the general field of micellar catalysis. In the former study, the use of toluene
as solvent results in only moderate yields, but the use of a,a,a-tri-
fluorotoluene as a solvent nearly doubles the reported yield and improves
selectivity slightly.235 It seems reasonable to assume that solvent micro-
structure plays a key role in defining the transition structure for this reaction.
Other similar effects have been demonstrated in the partitioning of products
between CeH activation and cyclopropanation lineages for Rh-catalyzed
additions of vinylcarbenoids when using a,a,a-trifluorotoluene as opposed
to more conventional solvents.236 The use of a,a,a-trifluorotoluene as
a solvent may be analogous to the use of amphiphilic cosolvents to form
micelles that solvate organic reactions. A recent review of the developments
in micellar catalysis cataloges many of the recent developments in applying
this technology to metal-catalyzed reactions.237 Isotope effects, especially
2�-2H KIEs, may be instrumental in understanding differences in solvent
environments between micelles and bulk solvent. It seems reasonable to
expect that a micelle environment may exert an effect that can be mimicked
by pressure. Combined computational and experimental studies will be
crucial in developing a mechanistic understanding for solvent when it plays
an active role in influencing reaction outcomes.

5.2. Ion Pairing
Reaction selectivity can be thought of in broad terms as being the result of
making one reaction channel overwhelmingly energetically favorable. Of
course, in the context of an enantioselective reaction where selectivity
results from the relative free energies of two diastereomeric transition states,
energy differences as low 2.2 kcal mol�1mol give rise to what is considered
a highly enantioselective reaction (>95% e.e.) at room temperature. Even
less of an energy difference is needed at low temperatures to yield high
selectivity. Ion pairs involving chiral ions can have substantial effects in
stereoselective reactions. This idea was first explored in the context of phase
transfer catalysis.238 Chiral phase transfer catalysts continue to be of great
interest today.239 Presumably, KIEs and EIEs could yield insight into the
structure of ion pairs both at the transition state and as stable complexes.
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Previous work in the Meyer laboratory (vide supra) demonstrated the
capacity of 2H KIEs arising from nonbonding interactions to report on
transition structure. A similar approach to the one used by the Meyer
laboratory could be used to extract information about chiral ion pairing in
phase transfer catalysis.

Ion pairing can also have tremendous influence upon organometallic
structure. This influence can have substantial downstream effects on catalyst
performance. An example of a profound difference in ion pair structure has
been reported by Zuccaccia et al.240 They report that cationic adducts
between cationic Au(I) complexes and 4-methylstyrene have distinct
placements of the BF�4 cation depending upon the nature of the ligand.
Triphenylphosphine ligands yield a structure that sandwiches the alkene
between Au(I) and BF�4 . By contrast, N-heterocyclic carbene ligands yield
a complex that sandwiches the ligand between Au(I) and the tetra-
fluoroborate counterion (Fig. 2.23). In agreement with these findings, it is
noted that Au(I)-catalyzed activation of alkenes and alkynes demonstrate
greater counterion sensitivity when phosphines are used as ligands. This idea
has recently been applied to the development of new Au(I)-catalysed
hydroalkoxylation strategies.241 It seems reasonable to expect this strategy to
become more common in a diverse array of ionic organometallic catalysts.

Figure 2.23 Differences in anion position depend upon the nature of the ligand in
Au(I)–alkene complexes.
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KIEs offer a means of exploring nonbonding interactions that arise in the
transition states of these reactions.

5.3. Mechanisms of Catalysis
The development of catalytic asymmetric reactions continues to occupy
a significant portion of the organic chemistry community. Of primary
interest are the interactions between the catalyst and the substrate(s) at the
transition state that determines product distribution. Currently, we rely
upon computational models and KIEs measured upon substrate molecules to
infer these interactions. Measurement of KIEs upon the catalyst itself will
yield information about the turnover-limiting step. In most current catalytic
asymmetric reaction mechanistic hypotheses, it is assumed that the turnover-
limiting, rate-determining, and product-determining steps are equivalent. In
such cases, the measurement of rates resulting from isotopologs of the
catalyst have the capacity to confer detailed structural knowledge relating
the manner in which stereoselection occurs. This idea is analogous to
Schramm’s Born-Oppenheimer enzymes but aims toward a very different
scientific goal. In cases where catalyst turnover is limited by off-cycle
processes, KIEs resulting from isotopic substitution upon the catalyst could
be used in conjunction with techniques such as reaction progress kinetics
analysis developed by the Blackmond laboratory, yielding a comprehensive
approach to identifying potential improvements to existing catalysts in
efforts to increase turnover frequency.

5.4. Asymmetric Reactions
Enantioselective catalysis remains an active area of development in synthetic
methodology. However, the development of new mechanistic tools for the
exploration of asymmetric reactions poses some unique challenges. For all
but the most robust reactions, either selectivity, yield, or both can be limited.
Of course, it is this stage in reaction development where mechanistic
information is most crucial. One of the principal limitations of measuring
intermolecular KIEs is the essential requirement that essentially one reaction
channel be responsible for isotopic fractionation. Intramolecular KIEs,
where applicable, circumvent this requirement. As mechanistic work
becomes an ever more frequent complement to synthetic methodology, it is
likely that new methods will be developed to meet the challenges of
understanding reactions that proceed by more than one reaction channel.
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5.5. CeH Activation
Mechanisms that govern CeH activation span a broad continuum.242–244

KIEs have been tremendously useful in understanding mechanism at the
level of arrow pushing in these reactions,245 but the fundamental physical
behavior of recently developed CeH activation reactions is not well
understood. Of course, some of the most interesting examples of CeH
activation exist in enzymatic systems. Enzymes with heme and nonheme
iron centers, quinone cofactors, and putative radical cofactors have diverse
ways of cleaving both activated and unactivated CeH bonds in a very
selective fashion. Enzymes as diverse as cytochrome P450s, lipoxygenases,
desaturases, and oxidases have KIEs that vary over nearly two orders of
decade magnitude and have extremely diverse Arrhenius behavior. It seems
reasonable to expect similar disparities in CeH activations catalyzed by
man-made catalysts. Practices, methodologies, and accumulated mechanistic
ideas will likely flow from both enzymology and tunneling subfields to aid in
understanding the physics behind potentially useful CeH activation reac-
tions over the next several years. Detailed mechanistic pictures capable of
yielding a nuanced picture of how hydrogen moves in CeH activations will
likely yield understanding crucial to the development of future CeH
activation methods.

6. CONCLUDING COMMENTS

KIE measurement and interpretation continues to be one of the most
often employed means of mechanistic inquiry. New analytical methods,
innovative experimental design, increased computational power, improved
computational algorithms, and an ever-growing set of intriguing mecha-
nistic questions guarantees that KIEs will continue to supply physical insight
into chemical mechanism and structure. The measurement and interpreta-
tion of KIEs is one of the happiest marriages of experiment and theory. As
new experimental methods allow insight into previously unapproachable
questions, theory will play an important role in elucidating the physical
origins of isotope effects. In fact, it may have gone largely unnoticed, but
mechanistic organic chemistry has been turning a corner since the early
2000s. Due to the efforts of Singleton and others, KIE measurements have
become accessible to the nonspecialist. Apace of these developments has
been the advent of complementary mechanistic methods, like reaction
progress kinetics analysis246,247 and recent adaptations of linear free energy
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relationships.121–124,248,249 These factors promise a more prominent role for
physical organic chemistry in the development of new reactions and the
elucidation of biochemical reactions important to life processes.
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Abstract

The metabolism of arylamines (AAs) into reactive metabolites giving rise to N-arylni-
trenium ions that are ultimately responsible for the carcinogenic activity of the amines
has been thoroughly investigated for over 50 years. The metabolic activation pathways
are now well understood, as are the properties of the nitrenium ions involved. It is less
well known that nitrenium ions, generated by unanticipated metabolic processes, have
been implicated in the unwanted side effects of certain drugs such as clozapine. It is
even less well known that nitrenium ions appear to be the cytotoxic warheads of two
emerging classes of antitumor drugs, 2-(4-aminophenyl)benzothiazoles and 5,40-dia-
minoflavones, that owe their selectivity to some of the same metabolic paths that are
responsible for the activation of carcinogenic AAs. In this chapter, the evidence for the
involvement of nitrenium ions in chemical carcinogenesis is briefly reviewed, but more
emphasis is placed on the involvement of nitrenium ions in drug side effects and in
antitumor drugs. Clozapine and aristolochic acid are presented as two examples in
which the evidence for the involvement of nitrenium ions in dangerous drug side
effects is particularly strong. The last half of the chapter is devoted to the two classes of
antitumor drugs, 2-(4-aminophenyl)benzothiazoles and 5,40-diaminoflavones, that
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appear to use nitrenium ions to exert their cytotoxic effects. The evidence for the
involvement of nitrenium ions in the mode of action of these two classes of drugs is
presented with emphasis on the metabolic activation pathways for the drugs that are
responsible for the specificity of these drugs and the nitrenium ion chemistry that has
been examined carefully for the 2-(4-aminophenyl)benzothiazoles.

1. INTRODUCTION

The involvement of N-arylnitrenium ions as the active reactive
intermediates in chemical carcinogenesis caused by arylamines (AAs) and
food-derived heterocyclic arylamines (HAAs or HCAs) has been well
established by over 50 years of biochemical and chemical research.1–20

Representative examples of well-known carcinogens in both classes are
shown in Chart 3.1. The most well-studied carcinogenic AA is 2-amino-
fluorene (2-AF) and its N-acetylated derivative N-acetyl-2-aminofluorene
(2-AAF).1–6 Other well-known AA carcinogens include 2-amino-
napthalene (2-NA), 4-aminobiphenyl (4-ABP), and benzidine (BZ).1–6

Over 20 mutagenic and carcinogenic HAAs including 2-amino-3-methyl-
imidazo[4,5-f ]quinoline (IQ), 2-amino-1-methyl-6-phenylimidazo[4,5-b]
pyridine (PhIP), and 2-amino-6-methyldipyrido[1,2-a:30,20-d]imidazole
(Glu-P-1) have been isolated over the years from cooked meats and fish and
meat-derived sauces.12–16 These materials are procarcinogens that are
metabolized in two steps by oxidation to a hydroxylamine or hydroxamic
acid derivative, followed by esterification to the ultimate carcinogen,
a reactive ester metabolite (Scheme 3.1).7–10 Heterolysis of the N–O bond
of the ester metabolites generatesN-arylnitrenium ions that react with DNA
and proteins.1–4,17–20

Chart 3.1 Representative carcinogenic AAs and HAAs.
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Although many of the details of the metabolism of carcinogenic AAs and
HAAs and the subsequent reactions of the nitrenium ions have been known
for decades, it has only recently been appreciated that nitrogen-containing
drugs may be metabolized to form similar reactive intermediates leading to
deleterious drug side effects.21–26 Clozapine (1, Chart 3.2) is a more effective
treatment for refractory schizophrenia than standard antipsychotic
drugs.22,23 Its use has been limited because it leads to agranulocytosis,
a lowering of the white blood cell count, particularly among neutrophils,
that leads to serious risk of infection, in about 1% of patients treated with the
drug.23 It has been shown that 1 is oxidatively metabolized by human
neutrophils to form a long-lived nitrenium ion that binds irreversibly to the
neutrophils.23 The detailed mechanism for the development of agranulo-
cytosis is not completely understood, but the involvement of the nitrenium
ion appears to be well established.23

Aristolochic acid is an extract of Aristolochia species used in herbal
medicines.24–26 The two major components (2, Chart 3.2) are known
carcinogens in rodents.24 They are also associated with renal fibrosis and
urothelial cancer in humans treated with herbal remedies containing aris-
tolochic acid.24,25 It has been shown that these compounds are subject to
reductive metabolism leading to N-hydroxyaristolactams that appear to

Scheme 3.1 Simplified metabolic activation pathway for AAs and HAAs.

Chart 3.2 Clozapine (1), aristolochic acids (2), and antitumor 2-(4-aminophenyl)ben-
zothiazoles (3) and 5,40-diaminoflavone (4).
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generate reactive nitrenium ions responsible for the formation of DNA
adducts.26

The involvement of nitrenium ion chemistry in the development of side
effects of certain drugs is now established, but very recently, evidence has
been presented that the activity of two new classes of antitumor drugs based
on 2-(4-aminophenyl)benzothiazole (3a, Chart 3.2) and 5-amino-2-(4-
aminophenyl)-4H-1-benzopyran-4-one, better known as 5,40-diamino-
flavone (4, Chart 3.2) is mediated by nitrenium ions generated as a result of
oxidative metabolism of both classes of drug.27–31 The evidence for ben-
zothiazole derivatives of 3 is particularly strong because the nitrenium ion in
that case has been generated by laser flash photolysis (LFP), directly
observed, and its reactions characterized.29,30 The evidence for derivatives of
4 is based largely on results concerning the metabolic activation of the
drug.31 The evidence that nitrenium ion generation is actually critical to the
mechanism of drug action is unique and reverses previous examples in which
nitrenium ions are responsible only for deleterious health effects.

In this chapter, the pertinent evidence for the involvement of nitrenium
ions in the carcinogenic activity of AAs and HAAs is briefly reviewed. A
discussion of nitrenium ion involvement in the deleterious side effects of 1
and 2, and related drugs, follows. The chapter closes with a presentation of
the evidence for the interesting conclusion that nitrenium ions can serve
a useful medical purpose in antitumor drugs.

2. CARCINOGENIC AAS AND HAAS

Research on carcinogenic AAs and HAAs has been reviewed in recent
years, so only the results most pertinent to understanding the data
concerning the drugs will be presented.9–11,15,19,20 Data from studies of
metabolic activation, characterization of DNA adducts, and experiments on
N-arylnitrenium ion chemistry provide a coherent picture of the basis of AA
carcinogenesis.

2.1. Metabolism
The metabolic pathway illustrated in Scheme 3.2 is a considerable over-
simplification of the metabolism of AAs and HAAs. The first step, N-
hydroxylation, catalyzed by the microsomal enzyme cytochrome P-450
(CYP450) can also lead to ring hydroxylation which is a detoxification
process.10,32,33 Most AAs are preferentiallyN-hydroxylated by two isozymes
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of rat CYP450: 1A1 and 1A2.10,32 Since several isozymes of rat CYP450
(including 1A1 and 1A2) are also involved in detoxification, and the activity
of each isozyme for N-hydroxylation/ring hydroxylation is dependent on
the individual AA, the balance between activation/detoxification varies
considerably for each particular AA.10,32,33 The level and activity of each
CYP450 isozyme also vary from species to species, adding more complexity
to the picture.32,33 Initial mutagenesis studies of HAAs in Salmonella typhi-
murium showed that these compounds were mutagenic only in the presence
of mammalian liver homogenates or purified CYP450 indicating that they
follow the same activation pathway as AAs.12–15,34,35 Studies with
recombinant human CYP450 isozymes have concluded that human
CYP4501A1 and 1A2 are the dominant activators of AAs and
HAAs.10,33,36,37

Historically, N-hydroxylation was first demonstrated in 1960 by the
isolation of N-hydroxy-2-AAF, 5 (Scheme 3.2), from the urine of rats fed
a diet containing 2-AAF.38 The importance of 5 to the carcinogenic activity
of 2-AAF was indicated by its decreased formation in rats fed 3-methyl-
cholanthrene, a specific inhibitor of 2-AAF carcinogenicity.38 The involve-
ment of CYP450 in the N-hydroxylation was demonstrated in 1973.39 Prior
treatment of mice with CoCl2 decreased the amount of CYP450 and the rate
ofN-hydroxylation of 2-AAF in liver microsomes. Partially purified immune
g-globulin against microsomal NADPH–cytochrome c reductase also
inhibited the N-hydroxylation reaction.39

The second step of activation, conversion of the N-arylhydoxylamine or
N-arylhydroxamic acid into a reactive ester, was first demonstrated for 2-AF
and 2-AAF.1,2,4,10,40–45 Since these esters are reactive, and not directly
isolatable from a biological environment, the evidence was indirect and was
based on the effect of inhibitors, activators, and cofactors for the suspected
enzyme systems on the observed carcinogenicity of, or formation of DNA
adducts from, 2-AF and 2-AAF.

In humans, there are two isozymes of the N-acetyltransferases, NAT1
and NAT2. NAT1 is distributed ubiquitously throughout the body, while

Scheme 3.2 Metabolic N-hydroxylation of 2-AAF.
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NAT2 is most highly expressed in the liver and intestine.8,9,46–52 Both
enzymes are highly polymorphic.46,47 Both AAs and their hydroxylamine
metabolites are substrates of NAT1 and NAT2 with the hydroxylamines
undergoing O-acetylation.48–52 The N-acetylation of an AA into the cor-
responding amide is a detoxification process for most AAs since the amide is
generally a poorer substrate for CYP450-catalyzed hydroxylation than the
parent amine.8,46,47

The involvement of sulfotransferases (SULTs) in the activation of AAs
has been known since 1970.41–43 Early studies confirmed that cytosolic
SULTs were involved in the activation.53 Human cytosolic SULTs are
a super family of enzymes that are grouped into four families: SULT1,
SULT2, SULT4, and SULT6.7,54 The SULT1A enzymes have received the
most attention as activators of N-hydroxy-AAs and N-hydroxy-HAAs.55,56

SULT1A1 is the major SULT present in human liver.54 It is also found in the
brain, gastrointestinal tract, platelets, and placenta.54 The SULTs also play
a role in detoxification of some AAs and HAAs, by N-sulfonation.57,58 The
dominant form of activation via NAT or SULT is dependent on the
organism and on the individual N-hydroxy-AA or N-hydroxy-HAA.59,60

2.2. DNA Adducts
The major adducts derived from in vivo and in vitro studies of 2-AF, 2-
AAF, 4-ABP, IQ, and PhIP and from chemical studies of the reactions of
synthetic activated esters with DNA or monomeric nucleosides are
summarized in Chart 3.3.3,4,61–64 These structures are representative of
adducts derived from other carcinogenic AAs and HAAs.3,4,65 For all

Chart 3.3 Structures of representative DNA adducts of AAs and HAAs.
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polycyclic AAs and HAAs, 20-deoxyguanosine (d-G), whether in DNA or
present as the monomeric nucleoside, is the major target, and C-8 adducts
such as 6, 8, 9, and 11 are the most common adducts.3,4,61–65 The N-2
adducts such as 7 and 10 are less commonly observed. The 2-AAF N-2
adduct 7 has only been observed during in vivo studies or from the reaction
of a synthetic ester with native DNA.66–68 The IQ N-2 adduct 10a is
a minor product (10–15%) of the reaction of a synthetic IQ ester with either
native DNA or d-G.69,70 The major C-8 adduct 9a is the only other
observed adduct.69 The acetylated adducts 9b and 10b were isolated as the
major and minor adduct, respectively, of a model study discussed in more
detail below.71

In cases in which both the C-8 and N-2 adducts have been generated
from the same carcinogen in vivo, the C-8 adduct is always the major
initially formed DNA adduct, but the N-2 adduct is more resistant to DNA
repair enzymes, so it becomes the major observable DNA adduct after
a period of time.66–70

2.3. Nitrenium Ion Chemistry
After the general outline of metabolic activation and the structures of the
DNA adducts became known, James and Elizabeth Miller proposed that the
reactive intermediate responsible for the carcinogenic activity of AAs was an
electrophilic nitrenium ion, 12 (Scheme 3.3).1,2 The nitrenium ion
hypothesis was an attractive proposal, but the known properties of N-
arylnitrenium ions at the time indicated that their lifetimes in water were too
short (�2 ns) for them to be able to react selectively with the DNA bases.72–
76 All data that were available had been collected for monocyclic N-aryl-
nitrenium ions, so the Novak group began a study of the polycyclic ions
proposed to be the intermediates in carcinogenesis.77

Hydrolysis of the two synthetic esters 13a and 13b, ultimately derived
from 4-ABP, led to the major product, quinol 17 (Scheme 3.4).77 The

Scheme 3.3 The nitrenium ion hypothesis for DNA adduct formation.
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quinolimines 16a and 16b that decomposed into 17 could be detected by
UV–vis spectroscopy, and the kinetics of their decomposition into 17 were
monitored by UV–vis spectroscopy and high-performance liquid chroma-
tography (HPLC).77,78 The N-acetylated imine 16b was also characterized
by nuclear magnetic resonance.78 The only other products observed in
aqueous solution in the absence of additional nucleophiles were the rear-
rangement products 18a and 18b and a product derived from intramolecular
rearrangement of 18a.77 The yield of the rearranged products was <5%
in both cases indicating that intramolecular recombination of the tight
ion pair (kr) did not compete significantly with diffusional separation of
the ion pair (k�d) to form the free ions, 15a and 15b. This result indicated
that the biphenylyl ions were significantly different from previously inves-
tigated monocyclic N-arylnitrenium ions for which kr was always a major
process.72–75 For example, the 4-Me analog of 14b yielded 15% of the
rearrangement product analogous to 18b under identical reaction condi-
tions.75 The ions 15a and 15b were competitively trapped by low
concentrations (<10 mM) of N�

3 to generate 19a and 19b with no change
in the rate of disappearance of 13a and 13b.77 Application of the ‘azide
clock’ equations79,80 to the product yield data obtained in the presence
of N�

3 led to the azide/solvent selectivity ratios, kaz/ks, shown in Scheme
3.4. The estimated lifetimes, 1/ks, of the two ions shown in Scheme 3.4
are lower limits based on the assumption that kaz is diffusion limited at
ca. 5 � 109 M�1 s�1. These lifetimes are at least two orders of magnitude
longer than those previously measured for monocyclic nitrenium ions and
they do show that these ions have sufficient lifetimes in an aqueous envi-
ronment to be selectively trapped by biological nucleophiles at millimolar

Scheme 3.4 Competitive azide and solvent trapping of the 4-biphenylylnitrenium ions
15a and 15b.
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concentrations.77 The results also show that the N-acetyl group of a N-
acetyl-N-arylnitrenium ion is only moderately destabilizing.77

Subsequent direct measurements of kaz and ks for 15a, 15b, and the
corresponding 2-fluorenyl ions 20a and 20b generated by LFP (Scheme 3.5)
confirmed azide clock measurements for 15a, 15b, and 20b and showed that
kaz is at or near the diffusion limit for these ions.81,82

Although the biphenylyl and fluorenylnitrenium ions were shown to be
long lived, this did not prove that they were involved in the reactions that
formed the d-G adducts. The Novak group showed by kinetics measure-
ments and competitive trapping with d-G and solvent that d-G had no
effect on the hydrolysis rate of the precursors to 15a, 15b, and 20b under
conditions in which formation of the adduct predominated.83,84 They
established rate constants for reaction of these nitrenium ions with d-G
based on the product yield data and the known values of ks for these ions
(Scheme 3.6).83,84 The rate constants were subsequently confirmed by direct
measurements on the ions generated by LFP in the presence of d-G.17,85,86

These results confirm that the d-G adducts are derived from the nitrenium
ions and that trapping of the ions by d-G is very efficient. On the other
hand, adenosine traps 15a with a much smaller rate constant of
3.1 � 107 M�1 s�1 and 15b with a rate constant of 1.4 � 108 M�1 s�1.84

Trapping with cytidine was at least another order of magnitude slower. The
single-stranded DNA oligomer d-ATGCAT was shown to trap 20bwith an

Scheme 3.5 Nitrenium ions obtained by LFP, with directly measured kaz and ks.
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efficiency 27% of that of d-G confirming that the reaction efficiency was not
significantly altered by the DNA backbone.87 In the same study, it was
shown that the double-stranded form of the self-complementary oligomer
trapped 20b at only 2% of the efficiency of d-G, demonstrating that intact
double-helical DNA is fairly resistant to attack by nitrenium ions.87

Similar results have been found in studies on the chemistry of synthetic
esters derived from HAAs.19,71,88,89 For example, 21 (Scheme 3.7), derived
from the HAA IQx (2-amino-3-methylimidazo[4,5-f ]quinoxaline),
generates a heterocyclic ion 22, that yields 23 in water in the absence of
other nucleophiles.71 The cation is competitively trapped by N�

3 to yield 24
with the azide/solvent selectivity shown in Scheme 3.7. If kaz is diffusion
limited at 5 � 109 M�1 s�1, the lifetime of 22 in water is about 10 ms,

Scheme 3.6 Competitive trapping of nitrenium ions by solvent and d-G.

Scheme 3.7 Chemistry of the N-acetyl-IQx nitrenium ion, 22.
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comparable to 20b under the same conditions.71 Trapping with d-G is also
efficient. The minor N-2 adduct 10b accounts for about 20% of the d-G
products with the C-8 adduct 9b accounting for the rest.71 This is similar to
the N-2/C-8 product ratios obtained in studies with synthetic ester deriv-
atives of IQ mentioned earlier.69,70

The detailed mechanisms of how DNA adducts lead to tumor growth
are not fully elucidated, but the early stages of the process, including
metabolic activation of the carcinogens and formation of DNA adducts, are
now well understood.1–20 Considerable progress is being made in under-
standing how the structures and conformations of DNA adducts lead to
specific mutations.11,90 The rest of this chapter will examine how the
metabolic processes and characteristic nitrenium ion chemistry lead to
unanticipated drug side effects and how the metabolism and chemistry can
be harnessed to generate useful drugs.

3. NITRENIUM-MEDIATED DRUG SIDE EFFECTS

In recent years, it has become apparent that a significant number of
drug side effects are not caused by the drug itself, but by drug metabolism
that leads to a variety of electrophilic or radical intermediates including
epoxides, iminium ions, diazonium ions, nitroso compounds, quinones,
quinone imines, carbocations, nitrenium ions, and various carbon- and
nitrogen-centered radicals.21–26,91–93 We will examine two cases of drug
side effects in which nitrenium ion intermediates have been implicated.

3.1. Clozapine
Clozapine, 1, represented a significant advance in the treatment of schizo-
phrenia because of its effectiveness in many patients resistant to other drug
treatments and its lack of motor side effects that are common to other
neuroleptic drugs.94–98 Unfortunately, the drug leads to life-threatening
agranulocytosis in about 1% of patients and is associated with toxic hepatitis
in isolated cases.97,99–102 This has led to curtailed use of the drug and the
requirement for regular blood tests to monitor white blood cell counts in
patients treated with clozapine.96,97 Because of clozapine’s effectiveness,
further research on the drug proceeded in two complementary areas. The
first was a search for analogs of 1 that did not exhibit the agranulocytosis side
effect. Clozapine and some of its important analogs that do not cause
agranulocytosis, and are now in clinical use, are shown in Chart 3.4.92,103,104
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The second line of clozapine research was an investigation into the
molecular mechanisms underlying the agranulocytosis side effect. Major
results of that research are outlined in Scheme 3.8.

Oxidation of 1 by HOCl occurs rapidly at a rate first order in both [1]
and [HOCl] to generate a reactive intermediate with a lmax of 460 nm and
a lifetime of ca. 60 s in water.105 The intermediate was detected by mass
spectrometry (MS) and shown to be a cation with a mass of 325, one unit less
than 1. The intermediate was efficiently trapped by glutathione, GSH, to
generate two major adducts with structures 30 and 31.105 The cation was

Chart 3.4 Clozapine and some of its analogs.

Scheme 3.8 Evidence for the generation of the nitrenium ion 29 from clozapine.
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assigned the highly delocalized nitrenium ion structure 29, reminiscent of
the delocalized nitrenium ions derived from HAAs.105 It was assumed that
the cation was generated by heterolysis of the chloramine 28, but that
material was not directly detected. In the absence of GSH, the intermediate
decayed into several products detected by liquid chromatography–mass
spectrometry (LCMS) with m/z 343, consistent with the protonated
molecular ions of phenols derived from the reaction of 29 with water.105

Purified myeloperoxidase, the most abundant enzyme present in neutro-
phils, generated the same products with m/z 343 in the presence of H2O2

and Cl�.105 Oxidatively activated neutrophils also metabolize 1 to generate
30 (major) and 31 (minor) in the presence of GSH. Metabolism of 1 by
neutrophils in the absence of GSH led to significant covalent binding of 1 to
the cells. About 7% of 1 was irreversibly bound to the cells at therapeutic
doses (0.5 mM).105 The binding was significantly reduced in the presence of
GSH.105

Oxidation of 1 by human liver cells in vitro was decreased dramatically
by CYP450 inhibitors. Metabolism led to about 1–2% of 1 irreversibly
bound to protein. That binding was inhibited by GSH.106 The same major
GSH conjugate, 30, with lesser amounts of 31,was detected in experiments
in which 1 was incubated with human, rat, and mouse liver cells, human
neutrophils, and bone marrow cells in the presence of GSH.107 The GSH
adducts were also detected during in vivo experiments with rats and mice.107

In the presence of horseradish peroxidase and/or H2O2, 1 was significantly
cytotoxic to neutrophils, but GSH, N-acetylcysteine, and ascorbic acid
protected the cells.108 Cytotoxicity was not observed in the absence of
horseradish peroxidase and/or H2O2.

108 It appears that the same reactive
intermediate, identified as 29, is generated in all these cases.105–108

The lack of observable agranulocytosis for 26 and 27 is understandable if
oxidative metabolism to a nitrenium ion is responsible for development of
agranulocytosis. Consistent with the lack of this side effect for 26 and 27,
studies with analogues of 1 showed that a reactive intermediate could only
be generated by HOCl treatment of analogues containing N at position
5.109 On the other hand, 25 does have N at a position that should allow it to
be oxidized to a nitrenium ion. Indeed, 25 is oxidized by HOCl to an
intermediate with properties very similar to 29.103,104 However, 25 exhibits
significantly less covalent binding to neutrophils than 1 under the same
conditions.103,104 This result, coupled with the almost 50-fold smaller
therapeutic dose of 25 compared to 1, may explain why 25 does not lead to
agranulocytosis during treatment.103,104
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Human glutathione S-transferases appear to catalyze the reaction of GSH
with the nitrenium ion.110 In vivo studies in rabbits show that 1 has
a significant effect on neutrophil kinetics, increasing the rate of release of
neutrophils from bone marrow and decreasing the lifetime of neutrophils in
the blood stream.111 Although the mechanism of the induction of agranu-
locytosis by 1 is not fully understood, it does appear that the nitrenium ion
29 plays a critical role in the process.22,23,112–114

3.2. Aristolochic Acid
Aristolochic acid is a plant extract of Aristolochia species that has been used in
traditional medicine in many parts of the world for centuries to treat snake
bites and open wounds and in obstetrics.115 It is a mixture of nitro-
phenanthrene carboxylic acids containing primarily aristolochic acid I (2a)
and aristolochic acid II (2b) (Chart 3.2 and Scheme 3.9).116,117 Because of its
uses in traditional medicine, purified components of the mixture, primarily
2a, were examined for potential use in modern medicine, including use as an
antitumor drug.118,119 This work was largely abandoned after Mengs’

Scheme 3.9 Metabolism of aristolochic acids 2a and 2b and structures of their DNA
adducts.
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demonstration that aristolochic acid containing 77% 2a and 21% 2b is
strongly carcinogenic in rats and mice.120,121

Mutagenicity tests in S. typhimurium TA100 and TA1537 confirmed that
purified 2a and 2b were direct acting mutagens in both strains, requiring no
additional activating enzymes.122 Both compounds had little to no muta-
genicity in a nitroreductase-deficient strain of TA100 indicating that
reductive metabolism of the nitro group was essential to mutagenicity.122 A
well-known case of long-term human exposure to aristolochic acid inad-
vertently included in a diet pill formulation in Belgium, and similar cases
related to herbal medicines in the United States, Europe, and Asia have
linked aristolochic acid consumption to a progressive renal fibrosis docu-
mented in approximately 300 patients.123–126 The disease has required
kidney transplantation in about half of the cases and has culminated in several
cases of renal and urinary tract cancer.123–126 Pharmaceutical preparations
containing aristolochic acid have been withdrawn in many countries, and in
the United States the FDA issued a warning in 2001 that consumers stop
using all botanical preparations, sold as traditional medicines or dietary
supplements, that contain aristolochic acid.127

In vitro studies with rat liver homogenates and in vivo studies in rats
led to the detection and characterization of DNA adducts 35a and 36a
(Scheme 3.9) from treatment with 2a and smaller amounts of 35b and
36b from treatment with 2b.128–132 In single feeding studies in rats the
adenosine adduct 35a was formed in greater amounts than the guanosine
adduct 36a and was more persistent.133 The adducts 35a, 35b, and 36a
have also been detected by 32P-postlabelling methods in the kidneys and
ureters of Belgian kidney transplant patients suffering from aristolochic
acid-induced renal fibrosis.134,135 The adducts 35a and 36a have recently
been detected by ultraperformance liquid chromatography/mass spec-
trometry (UPLC/MS) in patients suffering from upper urinary tract
carcinoma in Taiwan where the highest incidence rates of this uncommon
cancer are found.136

The major metabolites of 2a and 2b recovered from urine and faeces of
laboratory animals are the aristolactams 37a and 37b (Scheme 3.9), indi-
cating an overall reductive metabolism.137 The N-hydroxyaristolactams 33a
and 33b had been suspected metabolites for some time, but have only
recently been isolated from rat urine.138 The likely precursors to 33a and
33b, 32a, and 32b have not been detected. Several redox enzymes have
been implicated in the reductive metabolic activation of 2a and 2b,
including the microsomal enzymes CYP4501A2, and 1A1 to a lesser extent,
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and the cytosolic enzymes NAD(P)H: quinone oxidoreductase (NQO1)
and cyclooxygenase-2 (COX-2), among others.26,139–146 The reversible
formation of 37 is suggested by the mutagenicity of 37a and 37b to
S. typhimurium in the presence of rat liver homogenate S-9 and the isolation
of the DNA adducts 35a and 36a from 37a activated by CYP450 or
horseradish peroxidase/H2O2.

147,148 It should be noted that pathways
leading to detoxification have not been included in Scheme 3.9. The
involvement of the nitrenium ions 34a and 34b is suggested by the struc-
tures of the DNA adducts and the expected stability of the ions.24–26 The
guanosine adduct 36 is reminiscent of the minor N-2 adducts 7 and 10
(Chart 3.3) isolated from experiments involving the carcinogens 2-AAF,
IQ, IQx, and related HAAs.66–71 The ions 34a and 34b should be signif-
icantly stabilized by resonance throughout the phenanthrene ring system,
and the lactam structure should only be moderately destabilizing to
a nitrenium ion.77

These examples show that the use of a drug with an unanticipated
metabolic pathway to generation of a nitrenium ion can lead to devastating
effects. The significant cytotoxic effects of nitrenium ions could be put to
use in certain situations, but the most important challenge to the develop-
ment of such a drug would be the proper targeting of the drug to the desired
tissue.

4. ANTITUMOR DRUGS MEDIATED BY NITRENIUM IONS

The cytotoxic effects of N-arylnitrenium ions have been amply
demonstrated through research on AA carcinogens and on the limited
number of drugs that have been shown to be metabolized to nitrenium ions.
Nitrenium ions have been demonstrated to be more efficient at targeting
single-stranded DNA than native double-stranded DNA.87 Since actively
growing cells, such as tumor cells and stem cells in their mitotic phase, are
more susceptible to anticancer drugs that attack DNA because a significant
portion of their DNA is unwound and in a single-stranded form,149 nitre-
nium ions could be utilized as the warheads for appropriately designed
antitumor drugs. The nitrenium ion itself cannot distinguish the DNA of
a tumor cell from that of a healthy cell in its mitotic phase, so the targeting of
the drug must be provided by another mechanism. Two examples of
nitrenium ion-based antitumor drugs that are under development and
appear to have a specific targeting mechanism for certain tumor cells are
presented below.
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4.1. 2-(4-Aminophenyl)benzothiazoles
Since 1996, a series of benzothiazole derivatives based on the lead
compound 2-(4-aminophenyl)benzothiazole, 3a (Chart 3.5), have been
under development as antitumor agents.150 Complexes incorporating the 2-
(4-aminophenyl)benzothiazole moiety, 38, are being developed as radio-
pharmaceuticals for imaging (38a) and targeted radiotherapy (38b,186Re,
188Re) of breast cancer.151,152 Other derivatives of 3a, including 39–41, are
being investigated as radiopharmaceuticals for binding and in vivo imaging
of Ab-plaques, one of the earliest pathological processes in the development
of Alzheimer’s disease.153–157 Still other derivatives of 3a are under inves-
tigation as antimicrobial and antifungal agents,158–161 so the 2-(4-amino-
phenyl)benzothiazole moiety is finding its way into a significant number of
drug candidates.162

The discovery of the antitumor activity of 3a and its derivatives was
serendipitous.150 Originally, 3a was generated as a synthetic intermediate in
a study of the biological activities of polyhydroxylated 2-phenyl-
benzothiazoles related to genistein and quercetin, but it was found to have
remarkable activity against two human breast cancer cell lines (MCF-7 and
MDA 468) with IC50 values of 0.3–0.8 nM for MCF-7 and 1.6 nM for
MDA 468.150 Structure–activity studies showed that the 40-NH2 was
essential to activity, and replacement of the S in the thiazole ring of 3a with
O or N led to decreased activity by a factor of 10 or 1000.150 Substitution at
the 30-position by methyl or halogens led to enhanced activity against the
original cell lines and a broader spectrum of activity against certain colon,
lung, ovarian, and renal cancer cell lines, although other cell lines were
insensitive to the drugs demonstrating that these drugs did have some

Chart 3.5 Drug candidates derived from 2-(4-aminophenyl)benzothiazole.
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selectivity.150,163 The 30-methyl derivative, 3b, outperformed all other
derivatives in initial in vivo tests on six human derived breast tumors xen-
ografted to female mice and in human ovarian cancer cells cultured in
hollow fibers and implanted in the peritoneal cavity of mice, so further
developments concentrated on this derivative.150,164 Metabolism of 2-(4-
aminophenyl)benzothiazoles into the active antitumor metabolite in sensi-
tive breast cancer cell lines requires the constitutive presence of
CYP4501A1.165 That enzyme is also induced by the drug in sensitive
cells.165 Cell lines that contain neither constitutive nor inducible
CYP4501A1 are insensitive to these drugs.165 This enzyme also leads to
detoxification since CYP4501A1 hydroxylates the drug at the 6-position,
leading to an inactive metabolite.166 Metabolism of these compounds is
associated with binding to the aryl hydrocarbon receptor (AhR) in the
cytosol, active translocation of the AhR–benzothiazole complex to the
nucleus caused by a binding-induced conformational change in the AhR,
and induction of CYP4501A1.167 Metabolism is significantly attenuated in
AhR-deficient MCF-7 cells.168 The involvement of AhR binding in
CYP4501A1 induction by other xenobiotics is well known.169,170 This
induction occurs because the AhR complex interacts with specific DNA
sequences called the xenobiotic response elements (XREs).169,170 Genes that
have XREs in their promoter sequence can be activated by the AhR
complex.169,170 Both CYP4501A1 and CYP4501A2 have been shown to be
induced by such a mechanism with other xenobiotics.169,170

Fluorination at C-5 preserves induction of CYP4501A1 and activity
against sensitive cell lines, but suppresses the C-6 hydroxylation that leads to
detoxification.171 Finally, the low water solubility of the 30-methyl-5-fluoro
derivative, 3c, could be circumvented by conjugation to lysine to form 42c,
the prodrug that was approved for Phase 1 clinical trials in the UK in
2004.27,172 This compound, named Phortress, is readily metabolized into
the active drug, 3c.172–174 Gene expression profiling in sensitive and
insensitive cells treated with 3c has been studied extensively to probe the
detailed mechanism of cytotoxicity and as a potential marker for patient
sensitivity.175–179 The range of cell lines sensitive to 3c has been thoroughly
investigated,180 and other thiazoles of related structure are being investigated
for anticancer activity.181–184

Based on the available data, the mechanism of action of 3a and its simple
ring-substituted derivatives is thought to involve selective uptake into
sensitive cells mediated by AhR binding and translocation into the nucleus,
induction of CYP4501A1, oxidation and conversion of the drug into an
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electrophilic reactive intermediate, and formation of extensive DNA
adducts resulting in cell death.27 It is suspected that the active metabolite of
3a is the hydroxylamine 43a (Scheme 3.10) or, more likely, based on the
metabolism of AAs and HAAs, an ester derivative, 44a or 45a, but none of
these compounds have been detected during metabolic studies.27,28 The
diacetylated derivative 46a has been synthesized and shown to be active
against some of the same cell lines as 3a.166 It was not studied further in part
because its high reactivity makes conclusions from bioassay studies difficult
to interpret.166 DNA adducts are known to be formed, and single and
double DNA strand breaks have been reported, but the structures of DNA
adducts were not determined.185–188 It has been proposed that the nitrenium
ion 47a and its ring-substituted derivatives are responsible for the antitumor
activity of 3a and its ring-substituted derivatives such as 3b and
3c.27,28,189,190

The proposed metabolic path for 3a and its derivatives is consistent with
the requirement of CYP4501A1 for activation of the drug and with the
well-known metabolism of carcinogenic AAs and HAAs.1–10 Evidence for
the subsequent generation of nitrenium ions from the carcinogenic
metabolites and their reactions with DNA and other nucleophiles was
described above. Recently, the Novak group has studied the chemistry of
the putative reactive metabolite 44a to determine if the nitrenium ion
mechanism is viable for this class of drugs.29,30

At first glance, it does not appear that the benzothiazol-2-yl substituent
should stabilize a cation. Indeed, sp for this substituent has been measured
as 0.29 based on the substituent effect for the ionization constant of 4-
(benzothiazol-2-yl)benzoic acid.191,192 On the other hand, the group
could stabilize a positive charge by the extensive p–resonance interaction

Scheme 3.10 Proposed metabolism of 2-(4-aminophenyl)benzothiazole.
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shown for 47a in Scheme 3.10. From previous work on substituted N-
arylnitrenium ions, it has become clear that resonance effects are more
important than inductive effects for stabilization of nitrenium ions
compared to carbocations.18,20,77,193,194

Synthesis of 44a was accomplished in two steps from 2-(4-nitrophenyl)
benzothiazole.29 Hydrolysis of 44a, monitored by UV–vis methods, showed
that the compound decomposes in water via two consecutive pseudo-first-
order process.29,30 Monitoring the reaction by HPLC shows that the larger
of the two rate constants, ko, governs the decay of 44a, while the smaller rate
constant, k1, governs the rate of formation of the final quinol hydrolysis
product 49a by way of the quinolimine 48a (Scheme 3.11).29 This process
has been observed previously for other nitrenium ion precursors (see
Scheme 3.4, for example), but it does not require the involvement of
a nitrenium ion. The rate constant ko that governs the decomposition of 44a
is pH dependent and is governed by Eqn (3.1).30

ko ¼ k0o
�
Ka=

��
Hþ�Ka

��
(3.1)

The pH dependence is consistent with spontaneous decomposition of
the conjugate base (44a) of a conjugate acid base pair (44aHþ/44a, Scheme
3.11). The kinetic (1.47 � 0.04) and spectrophotometric (1.45 � 0.13) pKa

values are in good agreement,30 and the observation of this rate law is
consistent with that determined for ester derivatives of N-hydroxy-HAAs
containing a basic ring nitrogen.19,21,88,89

Hydrolysis of 44a in the presence of N�
3 leads to the competitive trap-

ping of 47a by N�
3 and the aqueous solvent that is detected by the

½N�
3 �-dependent competitive formation of the products 50a and 51a and the

quinol 49a with no change in the rate of decomposition of 44a.29,30

Scheme 3.11 Generation and characterization of the benzothiazole nitrenium ion 47a.
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The standard ‘azide clock’ treatment leads to the measurement of kaz/ks of
(2.6� 0.3)� 103 M�1.29 If kaz is diffusion limited, the lifetime of the cation,
1/ks, is ca. 520 ns. The major (90%) azide adduct 50a is an expected product
based on precedent with other nitrenium ions, but 51a is unusual because it
contains no azide moiety.30 It is not formed in the absence of N�

3 and
kinetically it behaves like an N�

3 -derived product. A potential mechanism
involving 47a has been proposed and some evidence for the proposal has
been presented.30

Photolysis of 44a also generated 49a through the intermediacy of 48a
indicating that photolysis may lead to the same intermediates as hydrolysis.29

LFP of 44a at 308 nm led to the generation of a transient absorbance with
lmax 570 nm that decayed in an [N�

3 ]-dependent pseudo-first-order
fashion.29 Direct measurement of kaz and ks (Scheme 3.11) provided kaz/ks,
of (2.64 � 0.13) � 103 M�1, identical, within experimental error, to the
value obtained from the classical trapping study.29 The kinetic behavior of
the transient, the correspondence between the LFP kinetics and classical
trapping experiments, and the red-shifted lmax of the transient are consistent
with its identification as 47a.29,30 Direct comparisons of kaz and ks for 47a
and the 4-biphenylylnitrenium ion 15a obtained under the same conditions
(30 �C, 5 vol% CH3CN/H2O, m ¼ 0.5) are shown in Scheme 3.11.29,30,77

The two ions behave very similarly with apparently diffusion-controlled
reactions with N�

3 and nearly identical aqueous solution lifetimes (1/ks) of
530 ns for 47a and 560 ns for 15a.29,30,77 The rate constants for ionization of
the carboxylic acid ester precursors of 47a and 15a at neutral pH are
considerably different though. For 44a, k0o is 2.3 � 10�3 s�1 at 30 �C,30

while ko for 13a, the precursor to 15a (Scheme 3.4), is 0.13 s�1 at 0 �C.77

This difference is probably due to the large electron-withdrawing inductive
effect of the benzothiazol-2-yl substituent that is more dominant in the
transition state for N–O bond cleavage before the electron donating reso-
nance effect is fully realized.30

The ion 47a is also trapped efficiently by d-G. Competition experiments
(Scheme 3.12) show that d-G competes with solvent for the cation to
generate a C-8 adduct, 52a, whose structure is analogous to the C-8 adducts
derived from AA and HAA nitrenium ions (Schemes 3.6 and 3.7).30 The rate
constant kd-G was determined from the [d-G] dependence of the yields of
49a and 52a that provides kd-G/ks, and the known value of ks.

30 The value is
comparable to kd-G determined for the biphenylyl and fluorenylnitrenium
ions 15a, 15b, 20a, and 20b.17–20,83–86 A direct comparison of kd-G with
15a is provided in Scheme 3.12.30,83,84
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Kinetic and trapping studies have shown that nitrenium ions derived
from polycyclic AAs and HAAs are very selective for reactions with d-G
compared to the other DNA bases.83,84 The same is true for 47a.195 Chart
3.6 shows the reaction products and rate constants for the reaction of 47a
with adenosine, and the uncommon bases xanthosine and inosine, with
comparisons to the equivalent reactions of 15a.84,195

Inosine and xanthosine react with comparable rate constants with both
ions (Chart 3.6).84,195 The rate constants for xanthosine are similar in
magnitude to kd-G for both ions. Inosine reacts with both ions with a much
smaller rate constant. Both bases generate C-8 adducts that in all cases
represent at least 50% of the purine adduct yield.84,195 In two of the four
cases (inosine with 15a and xanthosine with 47a) an additional adduct was
isolated and characterized.84,195 Adenosine generates considerably different
adducts with the two cations, a hydrazine derivative with 47a and a benzene
imine adduct with 15a.84,195 Both ions behave similarly in that no C-8
adduct was detected with adenosine, and the selectivity for reaction with
adenosine is at least an order of magnitude smaller than for reaction with
d-G.84,195

The biphenylyl ion 15a shows very little selectivity for reaction with any
of the common pyrimidine bases found in DNA or RNA.84 Rate constants
for the reaction of 15a with cytidine, uridine, and thymidine were
�1.0 � 107 M�1 s�1.84 Reaction products were not isolated. The reaction
of 47a with cytosine was examined in some detail.195 Although the reaction
is inefficient, it is somewhat faster than the reactions of 15a with

Scheme 3.12 Competitive trapping of 47a by solvent and d-G.
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pyrimidines, with kC of 1.7 � 108 M�1 s�1, so that a reasonable yield of the
product could be obtained at cytosine concentrations of 100 mM.195

The product with cytosine has a bond between the exocyclic amino
group of 47a and C-5 of the pyrimidine, 53a (Chart 3.7).195 Cytosine/
cytidine adducts with most carcinogenic AAs and HAAs have not been
detected, but the model metabolite of the weakly carcinogenic monocyclic
amine 3,5-dimethylaniline, N-acetoxy-3,5-dimethylaniline, reacts with calf
thymus DNA to form four significant adducts, one of which is an adduct
with 20-deoxycytidine with the analogous structure 54.196

The reactions of 47a with monomeric purines and pyrimidines are
similar to the corresponding reactions of nitrenium ions such as 15a that are
derived from carcinogenic AAs. The reactions of 47a with adenosine and
cytosine are somewhat more efficient than the corresponding reactions of

Chart 3.6 Adenosine, inosine, and xanthosine adducts of nitrenium ions 47a and 15a.
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15a, but the general trend of higher selectivity for reaction with d-G is
a common feature of all of the long-lived nitrenium ions that have been
investigated to date, including 47a.17–20,83–86,195 The structures of nucleo-
side–nitrenium ion adducts of 47a are generally similar to those isolated
from the reactions of otherN-arylnitrenium ions with nucleosides, although
there are some differences, particularly in the case of adenosine.84,195 The
results suggest that in vivo, 47a and similar nitrenium ions derived from
ring-substituted derivatives of 3a will target d-G residues within DNA to
produce the C-8 adduct as the major product in much the same way that has
previously been observed for carcinogenic AAs and HAAs.195

Substituent effects have been examined in the series of ions 47a–
d derived from the corresponding acetic acid esters 44a–d (Chart 3.8).197

The largest substituent effect is observed in the rate constant for hydrolysis of
the ester at neutral pH, k0o. The 30-Me substituent increases the hydrolysis
rate by ca. 60-fold, while the 5-F substituent decreases the rate by a factor of
about 2. Substituent effects on kaz/ks, measured by the ‘azide clock’ method

Chart 3.7 Comparison of cytosine adduct 53a and cytidine adduct 54.

Chart 3.8 Kinetic comparisons of substituted benzothiazole nitrenium ions.
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are not large, ranging only over a factor of ca. 4 through the four ions. The
cation aqueous solution lifetime was estimated by assuming that kaz is
constant through the series and equal to the value directly measured for
47a.29 The 30-Me cation 47b has the longest lifetime, 850 ns, but this is less
than double the lifetime of the unsubstituted ion 47a. The 5-F cation 47d
has the shortest lifetime at 250 ns, but, again, the substituent effect is not
large. The two effects approximately cancel for 47c, the cation derived from
the drug Phortress, now in clinical trials, so that its lifetime is nearly the same
as the unsubstituted cation. None of the substituent effects suggest unusual
behavior or a basis for differential biological selectivity that depends on
cation lifetimes.

Although the nitrenium ions 47a, 47b, and 47c appear to be responsible
for the ultimate cytotoxic effects of the corresponding amines, they do not
provide the basis for the selectivity of the drugs. That selectivity is a result of
the involvement of cytosolic AhR binding and translocation of the drugs to
the nucleus, induction of CYP4501A1 by the AhR–benzothiazole
complex, and the resulting oxidative metabolism of the drugs.27 Cells
lacking either cytosolic AhR or the inducible CYP4501A1 are not sensitive
to these drugs. Fortunately, many tumor cell lines do exhibit both of these
characteristics, making them susceptible to the benzothiazole-derived
drugs.27 It also appears that the estrogen receptor (ER) may be activated by
the AhR–benzothiazole complex in some sensitive cell lines, providing
a secondary pathway for cytotoxicity.31

4.2. Diaminoflavones
In 1996 a series of 5-aminoflavone derivatives were tested for antitumor
activity against the MCF-7 breast cancer cell line.198 The most effective
compound in the series was 5,40-diaminoflavone, 4 (Charts 3.2 and 3.9).
The 40-amino group was found to be essential to activity, and movement of
the 5-amino group to positions 6, 7, or 8 led to significantly decreased
activity, as did movement of the 40-amino group to the 30-position.198

Although activity was strongly linked to the presence of the ER in the target
cells because ER� cell lines were resistant to the drug, the IC50 values for 4
were not sensitive to the presence of estradiol (9.8 nM in the absence of
estradiol and 7.2 nM in the presence of 10�4 mM estradiol).198 This indi-
cated that 4 does not bind directly to ER.198 Subsequent studies showed that
the presence of the rat liver homogenate S-9 mix significantly decreased the
activity of 4 against MCF-7 cells apparently due to ring hydroxylation.199

Antitumor Drugs and Nitrenium Ions 145



The 6,8,30-trifluoro derivative, 55 (Chart 3.9), restored activity against
MCF-7 cells in the presence of S-9 mix and extended activity to some ER�

cell lines, including ovarian cancer cell lines.199 In vivo tests in nude mice
inoculated with MCF-7 showed that 55 was effective at preventing tumor
growth.199 Additional structure–activity relationships showed that the 7-Me
derivative, 56, had enhanced antitumor activity.200 Further developments
have concentrated on this compound. The water-soluble prodrug, 57, has
reached Phase II clinical trials in the United States.31

Initial metabolism studies showed that 56 was converted by rat and
human microsomes, by recombinant CYP4501A1 and CYP4501A2, and by
sensitive human tumor cell lines to metabolites that bound covalently to
DNA and caused DNA, damage responses in the cells.201,202 Increased
protein levels of both CYP4501A1 and CYP4501A2 were found in sensitive
MCF-7 cell lines treated with 56, suggesting that the drug induces the
production of these enzymes.201 Renal cancer cell lines sensitive to 56 were
shown to have increased levels of CYP4501A1 and CYP4501B1 messenger
RNA, while insensitive cell lines did not.203 Stable transfection of the
SULT1A1 gene into the resistant MDA-MB-231 cell line sensitized these
cells to 56.204 The drug was also shown to induce expression of the
SULT1A1 gene in MCF-7 cells.204 Chinese Hamster V79 cells transfected
with a number of polymorphs of the human CYP4501A1 and SULT1A1
genes exhibited differential metabolism and cytoxicity.205 The SULT1A1
polymorphs exhibited considerable differences in IC50 values (ranging from
0.01 to 4.4 mM) in cells expressing the wild-type CYP4501A1 gene, indi-
cating the importance of the SULT1A1 polymorph to the sensitivity of cells
to this drug.205

Chart 3.9 Anti-tumor 5, 4’-diaminoflavones.
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The involvement of AhR in the activation of 56 was probed by
a number of experiments. An AhR-deficient variant of the MCF-7 cell line
was shown to be resistant to the drug in comparison to the drug-sensitive
MCF-7 cells through measurement of total cellular protein levels and
apoptosis as a function of drug concentration.206 Dose-dependent induction
of CYP4501A1 was observed in sensitive MCF-7 cells, but did not occur in
the AhR-deficient variant.206 MCF-7 cells and AhR-deficient cells trans-
fected with an XRE-dependent luciferase reporter gene behaved differently
upon exposure to 56. The MCF-7 cells showed a significant increase in
luciferase activity in the presence of 56, but the AhR-deficient cells did
not.206 Drug-dependent AhR translocation to the nuclease was also
detected in MCF-7 cells, but in the AhR-deficient cell line a low
concentration of AhR was predominately located in the nucleus indepen-
dent of the concentration of 56.206 It appears that the metabolism of 56 and
related diaminoflavones follows a similar path to that observed for the 2-(4-
aminophenyl)benzothiazoles requiring AhR binding in the cytosol,
translocation to the nucleus, induction of CYP4501A1, and oxidative
metabolism involving CYP4501A1 and SULT1A1.31 Involvement of
SULT1A1 in the metabolism of the benzothiazole-derived drugs has not
been reported, so metabolism of 56 has been established one step further
than the benzothiazoles.27,31

Phase I (CYP450 induced) metabolism of 56 was probed in mouse
microsomes.207 Five oxidized products were detected by UPLC/MS and
tentative structures were assigned based on MS fragmentation patterns.
Recombinant human CYP4501A1, 1A2, and 2C19 enzymes were also
shown to generate the same five products. Scheme 3.13 summarizes product
identities and, where it is possible to make a conclusion, indicates the
identity of the human enzyme that appears to be predominately involved in
the reaction.207 Phase II metabolism (including products of SULT activa-
tion) was also probed in mouse urine using the UPLC/MS technique.207 A
number of glucuronides were identified, but only the sulfates are shown in
Scheme 3.13 because SULT1A1 has been demonstrated to be involved in
activation of the drug.205

The three monohydroxylated products identified as N40-OH-56, 58,
N5-OH-56, 59, and 3-OH-56, 60 are predominately produced by different
human enzymes.207 CYP4501A1 is predominately responsible for genera-
tion of 58, while CYP4501A2 is predominately responsible for 60. Both of
these isozymes appear to be responsible for formation of 59. Two dihy-
droxylated products, 61 and 62, were also detected.207
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The sulfates 63–65 are necessarily stable materials because they were
isolated from mouse urine.207 It is unlikely that any of them are responsible
for DNA damage. The missing sulfate, 66 (Scheme 3.14), or possibly 67
(Scheme 3.14), was suspected to be the likely reactive compound respon-
sible for DNA damage through a nitrenium ion mechanism.31,207,208 The
nitrenium ion 68 does not appear to be a stabilized species, but inductive
effects have been shown to be subordinate to resonance stabilization of
nitrenium ions, so it is possible that the species has the requisite lifetime to
react selectively with DNA bases.18,20,77,193,194

Although the nitrenium ion chemistry of 68 has not been explored the
metabolic evidence for activation of 56 strongly suggests a pathway very
similar to that of the benzothiazole-derived compounds 3a–c. Experiments
with precursors of 68 would clearly establish whether the nitrenium ion is
generated, and whether it has the required reaction selectivity patterns.

These are the only two examples that the authors are aware of in which
a nitrenium ion appears to be directly involved in the mechanism of drug

Scheme 3.13 Simplified metabolic scheme for 56 in the mouse.
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action. Whether more such drugs are developed in the future will depend
on the ultimate success of the two drug candidates that are now undergoing
evaluation in clinical trials.

5. CONCLUSION

The importance of N-arylnitrenium ion chemistry in biological
processes has advanced considerably over the years from a speculative
hypothesis with little concrete evidence that proposed the involvement of
nitrenium ions in AA carcinogenesis, to the current situation in which that
hypothesis has been well established. During that same time frame it has
been shown that the same metabolic activation processes that generate
carcinogenic and mutagenic nitrenium ion precursors from AAs and HAAs
can also metabolize nitrogen-containing drugs to form nitrenium ion
precursors, and the nitrenium ions derived from these precursors have been
implicated in dangerous side effects of certain drugs. Most recently, the

Scheme 3.14 Possible pathway to proposed nitrenium ion 68.
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cytotoxic effects of nitrenium ions have been put to use as the warheads of
antitumor drugs that are selectively metabolized by target tumor cells into
nitrenium ion precursors. It is gratifying that the knowledge and expertise
gained from an understanding of the biological and chemical basis for the
deleterious effects of AA carcinogens can be put to therapeutic use to treat
the same diseases that AAs and HAAs have been shown to cause. Further
developments in this area are anticipated with considerable interest.
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