
[image: cover]




Praise for The Secret Language of Cells

“The Secret Language of Cells takes us on an exciting journey into a world where we can visualize elaborate conversations among immune cells, brain cells, gut cells, bacteria, and even viruses. Dr. Lieff gives a wealth of examples for his thesis that this cellular signaling is the basis of life. It is a must read for anyone seeking to understand modern biology and advanced medical science. It is equally important for those of us who wonder, as I do, how this ubiquitous information transfer in the form of cellular conversations might be related to the emergence of intelligence and consciousness.”

—Ray Kurzweil, inventor, author, and futurist

“The Secret Language of Cells explains the complex ways that cells in the body communicate and presents a new paradigm for understanding health and disease. It also suggests new possibilities for treatment and for promoting healing. I’m pleased that my former Harvard colleague, Jon Lieff, has written this important book.”

—Andrew Weil, MD, director of the Andrew Weil Center for Integrative Medicine, professor at University of Arizona College of Medicine, and author

“Through a brilliant synthesis of cellular biology, microbiology, immunology, and neuroscience, The Secret Language of Cells offers a lucid explanation of the marvelous intricacies of cellular life. The result is a masterful exploration of the profound implications of cellular intelligence for understanding pathophysiology, human health, and even our origins.”

—William B. Miller, Jr., MD, physician, biologist, author of The Microcosm Within: Evolution and Extinction in the Hologenome, and internationally recognized expert on Cognition-Based Evolution

“Jon Lieff’s description of cellular communication is insightful, provocative, illuminating, and engaging and provides deep and novel observations into the remarkable symphony of how life happens. Mimicking the cellular world he describes, Dr. Lieff is the great communicator and muse of living things. An inspiring and informative read.”

—Ted Kaptchuk, professor of medicine at Harvard Medical School

“This journey into the dynamic realm of cellular conversations is a tour-deforce—fascinating, vital, and especially timely for understanding emerging viruses. As we learn about intelligence in smaller and smaller animals, it’s not surprising that the tiniest creatures—microbes and even viruses—exhibit elaborate communication and complex decision making. Read The Secret Language of Cells!”

—Marc Bekoff, PhD, professor emeritus of ecology and evolutionary biology at the University of Colorado, Boulder and author of Canine Confidential: Why Dogs Do What They Do

“As a storyteller, my imagination is sparked by the insights Dr. Lieff brings to our innermost world and the mysteries at the edge of our understanding. The Secret Language of Cells reveals how the micro world reflects the macro, alive with heroes and villains, shapeshifters and tricksters, vigilant guards and gullible bystanders, helpers that commit suicide for the common good and warriors that seize the day or collapse from exhaustion. Lieff’s fascinating exploration inspires awe for the astonishing dialogues and clarion calls at the heart of the intelligence within.”

—Antonia Felix, EdD, MFA, New York Times bestselling author

“Calling all physicians, microbiologists, medical students, and fellow science enthusiasts—you’re going to love The Secret Language of Cells! This book reveals fascinating ongoing conversations between cells, bacteria, and viral particles that provide the basis for understanding growth, development, healthy biology, and pathology. Perhaps more importantly, they provide the blueprint for novel interventions, treatments, and cures for ailments ranging from chronic inflammatory diseases, to cancers and even viral infections. The COVID-19 pandemic has focused the world’s lens on the world of microbes like never before. Read this book and join the conversation.”

—Jill Grimes, MD, family physician, speaker, author, and educator

“The Secret Language of Cells is ideal for the education of medical and science students, as well as for practicing physicians. Dr. Lieff’s remarkable synthesis of the scientific literature provides a current view of the intricate communication systems determining our physiology. He clearly explains how conversations among cells are the bridge between immunology, neuroscience, microbiology, and cancer research. Detailed Endnotes provide an avenue for further study, either on one’s own or as part of a formal course.”

—Sharon Redd, MD, senior associate in anesthesia at Boston Children’s Hospital and assistant professor in anesthesia at Harvard Medical School

“By focusing on the very small, with this landmark publication, Jonathan Lieff has reached new heights! When his career began, almost half a century ago, he displayed superior communication skills in interactions with his patients and their families, fellow physicians, and staff. Further, three decades ago, in his leadership role, he played a central role in establishing a professional journal and catalyzing communication about the latest scientific, clinical, and educational developments to professionals, patients, caregivers, and policy makers. At that time, he also was the first physician I knew who was communicating via a computer, well before most of us even had a computer. He then was one of the very first to understand and utilize telemedicine to enhance communication to legions of people in need who lacked accessibility to needed health care. In The Secret Language of Cells, Dr. Lieff, brilliantly and effectively, communicates the complexities of modern biology to clinicians, and even laypeople, in understandable terms. In the process, he elucidates how communications between diverse varieties of cells determine our physical, mental, and emotional health, as well as the potential social implications. With this book, Dr. Lieff provides us a way to appreciate a whole new way of looking at ‘intelligence’ and ‘life.’”

—Sanford Finkel MD, founder of AAGP, cofounder of IPA and APA Council on Aging, and clinical professor of Psychiatry at University of Chicago Medical School

“Dr. Jon Lieff’s The Secret Language of Cells is a tour-de-force. In this detailed, yet easy-to-comprehend text, Dr Lieff has shared with us an insider’s vantage point toward understanding why and how ‘all life’s activity occurs because of conversations among cells.’ I found particularly compelling his insights into why and how the gut microbiota, using intercellular communication with brain cells, may impact vital brain functions and may contribute to the pathogenesis of brain diseases such as Alzheimer’s disease. I highly recommend this fascinating book to science readers and anyone wanting to better understand the role and importance of cellular functions and communications in health and disease.”

—George T. Grossberg, MD, director of Geriatric Psychiatry for the Department of Psychiatry & Behavioral Neuroscience at Saint Louis University School of Medicine

“Dr. Lieff has synthesized an extensive literature on the biological communications that underlie life into a highly accessible book. His integrative summary will appeal to a broad audience, from high school biology students to professionals with specific areas of expertise. The lists of references that follow each chapter offer relevant peer-reviewed articles for those wishing to more deeply explore specific questions. Dr. Lieff’s central thesis is that information transfers between an organism’s biological components are both ubiquitous and essential. Constant communications between various cellular structures and between the cells of the same and different organ systems are presented as critical to biological functioning. The Secret Language of Cells describes these processes with wit and insight. Dr. Lieff emphasizes the essential roles of time and timing in facilitating biological communication. The evidence provided in his book gives background as to why the current level of human functioning required billions of years of evolutionary trial and error to optimize information sharing. From a psychiatrist’s perspective, the discussion of whether a control center for information integration, storage and distribution exists and how control might be managed is intriguing. While Dr. Lieff acknowledges that many of these questions remain unanswered, he articulates the basic issues. Future research and more books like this one will allow sentient beings to better appreciate the wondrous impact of our underlying biological communications and how these influence our thought processes and personalities.”

—Barnett Meyers, MD, professor emeritus at Weill Cornell Medical College of Cornell University

“Jon Lieff’s The Secret Language of Cells is very informative and highly original. As a philosopher trained in Hindu and Buddhist traditions, I find Lieff’s work having deep philosophical ramifications. The Secret Language of Cells makes it possible for a healthy dialogue between biology and philosophy, a step closer to making a bridge between life-science and various monistic and non-dual philosophies.”

—Dr. Sthaneshwar Timalsina, professor for the Department of Religious Studies at San Diego State University

“Lieff’s overview of cellular communication will fascinate those interested in new frontiers of neuroscience.”

—Publishers Weekly
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I dedicate this book to my children’s generation, who will take the surge of scientific information and lead us to a new understanding of intelligence, consciousness, and life, itself.
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INTRODUCTION

THE GREATEST SECRET of modern biological science, hiding in plain sight, is that all of life’s activity occurs because of conversations among cells. During infections, immune T cells tell brain cells that we should “feel sick” and lie down. Long-distance signals direct white blood cells at every step of their long journey to an infection. Cancer cells warn their community about immune and microbe attacks. Gut cells talk with microbes to determine who are friends and enemies. Instructor cells in the thymus teach T cells not to destroy human tissues.

This key to modern medical science is hidden because it is impossible for most of us to understand the best current technical journals in neuroscience, genetics, molecular biology, immunology, and microbiology. Filled with incomprehensible names of molecules, signals, receptors, and cells, the secret of cellular communication is concealed by jargon.

UNDERSTANDING THE CONVERSATIONS

Taking away the mystery, The Secret Language of Cells provides a clear way to understand medical research—and life itself. Explained in everyday English, the many languages of cells and how they operate are laid bare. Sections of this book focus on cells from the body, the brain, microbes, and communication inside cells between cell compartments. By describing the lifestyle of each cell, Secret Language makes advanced biology understandable.

And whether you speak jargon or not, The Secret Language of Cells will make clear the extent and significance of this pervasive communication. Perhaps, like me, you will gain a greater sense of awe about the nature of cell signaling, which we are just beginning to tap into, and how it influences the life of every organism on the planet.

The overwhelming conclusion of the best current research is that all processes in the human body, in all animals and plants, and in microbe communities as well, are based on conversations and group decision making among cells. By understanding how determinations are made among a wide range of cells from the immune system, blood vessels, barrier cells of the gut and skin, brain tissue, and microbes, it becomes clear how cellular communication determines health and disease.

In fact, understanding cellular communication will allow you to keep up with the latest, most advanced modern medical treatments—such as new immune therapies for cancer. Experimental treatments using microbes and immune cells against any number of cancers take advantage of natural conversations among these cells. Elaborate discussions in the gut determine how microbes might affect treatments related to metabolism, weight loss, anxiety, gut diseases, food allergies, and brain diseases. Results of cellular conversations between immune cells and brain cells determine possible treatments for stress, inflammation, depression, anxiety, trauma, brain disease, and microbe invasions.

SAME LANGUAGE, DIFFERENT APPROACHES

Chapters in The Secret Language of Cells demonstrate the many different cells that use multiple signals at the same time. All of the following can serve as signaling devices:

•secreted chemicals

•launched sacs filled with genetic instructions

•electric currents

•electromagnetic waves

•physical contact by cells

•biological nanotubes between cells

Remarkably, all levels of cells throughout nature—humans, animals, plants, and microbes—use these same languages with the same vocabulary.

You are likely aware that neurons use one type of signal in brain circuits. Neurons produce electrical currents along an axon, which triggers the release of neurotransmitter molecules as a signal to another neuron. In fact, neurons use all of these other language techniques just mentioned—and at the same time. Neurons don’t just talk with other neurons; they talk with three other types of supportive brain cells, multiple immune cells, and cells from all other human tissues—simultaneously. In chronic pain syndromes, neurons communicate through complex connections, sometimes including ten different cell types at once. Another recently discovered neuron trick is sending messages to local immune cells sideways from the axon into the tissue, rather than at the usual connection to the next neuron in a circuit.

Neurons also communicate with brain waves. Groups of neurons vibrate together, sending particular frequencies of electromagnetic oscillations as messages to other brain regions. For messages between two primary brain memory centers, one frequency provides spatial information about the memory, and a different frequency supplies time-related information.

The science of cell signaling demonstrates that the immune system and the brain can’t really be separated. Both perceive stress, social isolation, trauma, and infections and talk together constantly about all of these. The brain is built on a dynamic, but fairly fixed, structure of circuits. This “wired” brain sends signals rapidly to particular locations throughout the body. Immune cells, on the other hand, travel freely throughout tissue and blood, constantly signaling to each other, to brain cells, and to bodily organs. This “wireless brain” can send signals through blood and tissue to other locations that are hard to reach.

By reading The Secret Language of Cells, you will understand how the wired and wireless brains work constantly together through elaborate conversations. This type of communication between mobile immune cells and stationary nerves is described in the book as a way to explain the wide-ranging effects of acupuncture.

Another example of the brain and immune system working together occurs when the master immune regulator T cell travels into the fluid that bathes the brain. From that vantage point, T cells send signals to brain cells explaining whether there is an infection or not. Signals from these immune T cells normally stimulate ordinary cognition. When an infection occurs, T cells alter their signals to trigger “the sick feeling” we all experience when ill. They tell the brain it is time to slow down and rest so that healing can occur.

UNDERSTANDING THE BASIS OF HEALTH AND DISEASE

The Secret Language of Cells puts together and organizes a large amount of information not available in one place anywhere else. Based on the latest findings from the top scientific journals, it is a modern view of biological science whose time has come. As medical science becomes increasingly complex, many people find it more challenging than ever to understand what maintains health and what causes disease.

Each chapter of The Secret Language of Cells provides insight into critical new areas of immunity, cancer, and the physiology of the brain, gut, and skin. Anyone interested in microbes; how the body and brain work; how immune, blood, and gut cells work; and how cancer works will find this book essential reading.

By following stories of each major cell type, you will understand these conversations firsthand. Cells that provide a border for an organ might seem to be boring, but in fact, lining cells in the gut have elaborate conversations and make many of the most important decisions. Large numbers of microbes in the gut talk to these barrier cells, as well as immune cells, local neurons, and each other. All through the long gut, these conversations determine which specific microbes are allowed to live as residents to help us in many different ways.

The lining cells of skin, lung, blood vessels, and brain fluid are also engaged in conversations with cells from every other part of the body. In the brain, gatekeeper cells determine which specific cells can enter the brain and which are needed to heal brain trauma and infections. Surprisingly, capillary lining cells not only line the smallest blood vessels but also have major roles in instructing each organ how to produce cells to build tissues. Special cells in each organ that produce all other cells are called stem cells, and they sit right next to capillaries. Both capillary cells and stem cells engage in back-and-forth conversations about how to supply new cells for the tissue as needed.

DAILY CONVERSATIONS AND THE QUESTION OF INTELLIGENCE

The Secret Language of Cells describes multiple kinds of cellular conversations. Cells talk about every aspect of life—where they should be in an organ, what time of day activity must occur, how big they should grow, how they can fight microbes together, how to rebuild and heal tissue, and how to cooperate to provide necessary functions for our daily activity. Conversations determine types of inflammation, how food is digested, and chronic pain. Almost every aspect of physiology is determined by back-and-forth signaling among groups of cells. Often, the discussion group is large and includes blood cells, tissue lining cells, immune cells, and brain cells, all at the same time. Microbes and cancer cells take part as well.

Conversations also occur between small components inside cells. These organelles are tiny parts of cells, just as organs are smaller parts of the body. Signals are sent between organelles, such as mitochondria and the nucleus. Some complex molecules appear to send signals as well—gathering data, making decisions, and signaling back-and-forth with organelles. Signals inside cells between organelles and molecules are much harder for scientists to observe, and these conversations are just now being discovered.

Are cellular conversations “intelligent”? Since no one can really define intelligence in nature, it is not possible to answer this question. Certainly, lifestyles of cells are complex and intriguing. Cells use back-and-forth discussions to ask questions, get answers, give feedback, gather information, call for each other, move through the body, and make decisions based on multiple inputs. Signals stimulate very specific actions, which are altered as situations change. The question about the implications of ubiquitous cellular communication explaining intelligence in nature is discussed in the concluding chapter.

THE BLOG AND REALIZATION

The central place of cellular signaling in nature dawned on me gradually. For forty years as a neuropsychiatrist, I witnessed the interactions of medical and mental events—effects of medical conditions on the brain and the actions of mind on the body. After extensive research, it became apparent that no one could say what the mind is or where it could be in the brain. This led to the question of where mind, or intelligence, might reside in nature.

Eight years ago, I began an exploration of mind in nature through my website, Searching for the Mind with Jon Lieff, M.D. Presenting detailed blog posts on the website each week was the best way for me to keep up with the most current scientific information and receive immediate feedback from readers. Daily interactions with many readers increased with a Facebook page (Searching for the Mind) and a Twitter account—@jonlieffmd. A large community of people, including top scientists, joined me in attempting to find where intelligence might be in nature.

Multiple blog posts considered remarkable functions of the human brain. Because of these, I was asked to write two guest blog posts for Scientific American about the close relationship of the wired and wireless brains and the creation of new cells in the adult brain. Other blog posts described amazing capacities in other animals’ brains—even the tiniest. For example, bees have the ability to retain kaleidoscopic memories of five miles of travel, use abstract concepts and symbolic language, and intelligently self-medicate. Another honor occurred when a top animal scientist, Marc Bekoff, asked me to write a joint guest post on his blog for Psychology Today. The article described unique types of intelligence in birds, lizards, and bees, whose brains are all quite different from humans’.

In all of these different brains, the same types of vital conversations occur among cells, but in different patterns. Similar cellular conversations are also found in plants talking with microbes to build nitrogen factors. One of the most intriguing plant discoveries in the new science of cellular communication is that almost all trees and shrubs in a forest are connected by conversations sent along long, microscopic threads of fungus cells, which function as wires. Through this internet of fungal wires, trees and other plants send signals to nourish and defend each other.

Perhaps most remarkable of all is communication among microbes. Unicellular microbes display unusual abilities for single-celled creatures, almost as if they have a brain. Somehow, they are able to make decisions from multiple simultaneous inputs. They demonstrate elaborate back-and-forth communication with each other, but, even more surprisingly, with much larger and more complex human cells.

Synthesizing and writing about the most current research from the best scientific journals led me to the startling conclusion that cellular communication is the basis of all current medical science, and of life itself. Everywhere we look, cells are talking to each other. This includes blood cells, immune cells, gut cells, brain cells, plant cells, and all microbes—even viruses, which some scientists don’t classify as being alive. It became apparent to me that signaling among cells is the way biology works.

I noticed that an overarching synthesis of conversations among cells is nowhere to be found in any books or journal articles. The time had come to put forth this thesis and the overwhelming evidence—hence The Secret Language of Cells. It synthesizes eight years of intensive analysis of the scientific literature and makes research understandable for the general science reader.

As science progresses, more and more detailed information becomes available—with a greater ability to observe smaller and smaller events in nature. Just recently, it has become possible to observe the specific conversations among cells. Even more recently, the first signals sent between viruses have been observed.

CELLULAR VIEWPOINTS

The Secret Language of Cells is divided into four sections. Each section can be read by itself. However, reading all sections gives a deeper understanding of the interrelationships of all the cells and how physiology works in health and disease.

The first section is about cells in the body—T cells, capillary cells lining the smallest blood vessels, traveling blood cells, platelets, gut cells, skin cells, and cancer cells. While each organ is unique and fascinating, the particular cells in this section are chosen as important examples that give insight into how all organs operate through cell communication.

The second section is about the brain—neurons, three types of supportive brain cells, two types of guardian barrier cells protecting the brain, and a chapter on the unique conversations that produce various chronic pain syndromes. The third section describes the world of microbe communication—among microbe species, with plants, and with humans.

A fourth section explains conversations inside cells—among organelles and other cellular components, such as mitochondria and protein factories. Section four also includes the description of a molecule that appears to send signals to these components. The conclusion begins to grapple with the implications of these ubiquitous cellular conversations.




SECTION I

THE BODY




CHAPTER 1

CELLS—THEY TALK ABOUT EVERYTHING!

CELLULAR COMMUNICATION is inherently complicated, with an immeasurable number of signals going in all directions at once. In the midst of billions of cells, a particular cell can rapidly make complex decisions and send signals that direct the efforts of many other cells to make our bodies work in amazing ways.

Before we delve into how specific types of cells—blood cells, gut and skin cells, cancer cells, brain cells, microbes, and more—use signals to perform their unique physiological functions, we’ll devote this chapter to discussing four areas that all cells appear to converse about, which was once unfathomable to even the most ardent researchers. These cellular conversations allow each cell to function with other cells in tissue throughout the body by knowing their appropriate size, their age, the time of day, and their own location.

While it is clear that individual cells are able to use the information that is described throughout this chapter in a variety of important ways, the mechanisms by which they do so are just now beginning to be discovered, and there is still much to learn. Finding individual minuscule molecules used as signals inside cells and tissues is extremely difficult, even as advanced imaging technologies are enabling us to view ever smaller details of cells. In further chapters, it will be seen that more detailed information is becoming available for many of the cells described.

DETERMINING THEIR PROPER SIZE

Cells come in many different shapes and sizes, but particular types of cells are usually produced within a narrow size range. For example, at least a thousand diverse types of neurons have specific sizes and shapes to fit into particular neural circuits. In other organs, it is not as obvious why cells are certain sizes.

Many influences determine cell sizes, such as input from the environment and signals from other cells. Cell sizes can be altered by signals from food particles or from molecules that are part of ordinary metabolic cycles. Cells can also increase size in new circumstances. Pancreatic cells, for instance, increase their size to make more insulin during pregnancy. But when these cells die because of the effects of diabetes, cell size stays the same, and the number of cells decreases.

Liver cells also increase in size during pregnancy. When fat cells enlarge, they signal changes in the extracellular matrix. Lymphocytes and microglia change size when immune cytokine signals trigger them to perform different functions. (Lymphocytes, microglia, and cytokine signals are all explained in the chapters ahead.)

Organs, too, have multiple techniques to maintain exact cell sizes, but these are not yet well understood. Even with differing environmental factors, they know what size the new cells should be. Cells produced from stem cells are not the size of the stem cell itself and can be ten times larger. The number of human cells, not the average cell size, makes one person larger than another. Even during rapid growth, organs maintain cell sizes. Two pancreatic cell types that are right next to each other are maintained at different sizes. Bone cells increase size by ten times when bone is growing.
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Lymphocytes in a lymph node. Electron micrograph. (Steve Gschmeissner/Science Source)

For an individual cell, size is determined by activity in phases of the multi-staged reproduction cycle for new cells. When new cells emerge, only certain-sized cells can proceed to the next stage in the process. For example, cells measure protein production as they go through different phases of the cycle. These levels of proteins become signals to tell a too-small cell that it has to stay in a particular phase longer to catch up in size. Cellular size is often increased between stages of DNA copying and the separation of the two DNA strands, for instance.

Sending secreted signal molecules from one cell to another is another technique used to alter cell size. These signals activate receptors on the second cell that signal internally to the nucleus to adjust the cell’s size. Signals include immune cytokine signals and growth factors (often proteins or hormones) that trigger cells to divide in order to produce new, smaller cells. Some signals increase growth and others decrease it. These factors have varied effects in different organs and are not yet well understood.

CELLS INFLUENCE THEIR OWN AGING PROCESS

Cells also can directly influence their own aging process. Cell aging has multiple distinct steps, and cells can make choices along the way. They can proactively use different rates of aging for various purposes. When healing a wound, for example, particular cells can age rapidly and die off to avoid producing severe body scars. In the fetus and during regeneration in adult organs, cells can use a rapid aging process to avoid making too many cells as a particular structure, such as an organ, is being developed. They can also preplan a tidy cleanup of dead-cell debris.

Cells use different genetic pathways to alter aging, including modifying how they reproduce. Cells can increase the rate of aging by shortening appendages (called telomeres) at the ends of DNA molecules. Cancer cells do the opposite—they enlarge the appendages to make themselves grow out of proportion.

Cells also produce an enzyme that can make the appendages longer or shorter, and new research has found a switch that turns this enzyme on and off. Multiple internal signaling pathways trigger the switch. These are pathways related to the repair of damaged DNA and they provide protection from destructive oxygen-based molecules produced in various metabolic processes that are related to cell stress.

Other major influences on cellular aging are pathways related to preprogrammed cell suicide, and these pathways are housed in mitochondria, the subcompartment of cells that provides energy and other important functions. The preplanned cell suicide pathway is used in a variety of circumstances in which maintaining the cell would be dangerous to the organism, such as a cell that has been infected by too many viruses and could spread infection.

With internal signals, cancer cells avoid triggers from mitochondrial metabolic pathways that stimulate the suicide pathway, enabling them to live much longer. With chronic stress, the opposite occurs in which cells use alternative metabolic pathways, triggered by mitochondria, to self-destruct. Also, immune signals can alter the normal cell-suicide mechanisms.

Two types of cell aging exist—acute and chronic. Acute aging is highly regulated during wound healing and in embryos to eliminate cells when their jobs are done. Signals are produced that stimulate aging for a particular group of cells in a section of tissue, but not the entire organ. They can trigger programmed cell-suicide pathways. Targeted cells rapidly age and die. This stops excessive scarring and other problems in the repair of organs, such as the liver.

Chronic aging occurs with cellular distress over time. It is random and generally considered to be “natural” cellular aging. For example, neurons that do not divide and can live for a century gradually accumulate random DNA damage and are eventually hurt by immune cytokine signals and inflammation. Aging cells gradually increase overall tissue aging by making it less functional. Then the entire body ages when cells stop multiplying, causing problems for the entire organism. Aging cells damage stem cell niches and destroy extracellular matrixes. Faulty cells impair structures. Aging cells stimulate damaging inflammation and send signals to make other cells begin to age. Signals for cellular division can stem this aging briefly. However, in the end, many stressors cause deterioration.

CELLS KNOW THE TIME OF DAY

Every cell has its own clock, and each type of tissue has its own specific set of internal clocks. Signals from the central brain clock coordinate physiological functions, such as metabolism and immune responses, with clocks in cells and tissue.

Single cells coordinate with the brain’s central clock as it responds to light and darkness cycles, bodily movements, and cycles of eating and fasting. Genetic loops in individual cells create oscillations that sync with other bodily rhythms. The brain coordinates and plans for specific activity related to the environment with these signals. Signals from the central brain clock to all cellular clocks anticipate the major activities of the total organism, such as eating and sleeping.

The first individual cell clock in evolution was developed in bacteria two billion years ago, and this was based on sun availability. In addition to enabling these bacteria to produce energy by photosynthesis, sun rays break DNA. At the same time, most cellular DNA repairs occur when the sun is bright. The first clock allowed microbes to plan ahead with resources for DNA repair when the sun was brightest.

Clock mechanisms and signals are complex and not yet fully understood. A mechanism in the gut that coordinates the cycles of two cells was discovered recently. Friendly microbes living near gut cells move in a timed pattern—a micrometer to the left, then right, then back. Back-and-forth signals from each position keep the microbes in sync with the cellular rhythms of the nearby gut lining.

An individual cell’s clock mechanism is based on timed feedback loops of interacting genes. Clock genes, components of the body’s internal timekeeping system, are both stimulated and inhibited by RNA and protein molecules. A gene is triggered, producing a protein or RNA, which then triggers a second gene in the circuit. The second gene product stimulates a third gene, and so on. These events form a cycle that lasts twenty-four hours.

Molecular tags are an important type of signaling device described throughout the book. Tags placed on proteins to protect DNA are also part of these clock loops. Tags can open or close the availability of particular genes that produce RNAs and proteins related to clock functions.

While all cells have the same basic genetic clock machinery, various RNAs and proteins specific to each type of cell and organ are signals that produce various clock functions. A huge amount of all RNAs—at least 10 percent—are related to tags and signals for clocks. Multiple layers of genetic regulation influence these cycles. For example, very recently a new form of regulation was discovered that alters three-dimensional structures of the DNA molecule in the nucleus. When the structure changes, it alters how physically close particular genes are to each other. Bringing certain genes near each other can synchronize clock functions.

Multiple influences affect clock rhythms. Signals from metabolic cycles alter specific RNAs and proteins to influence clock genes. Various chemicals in particular organs affect clocks in different ways. Global factors, such as temperature and other environmental conditions, alter gene function. Many of these complex clock signals for individual cells are not yet understood.

When tissue cannot sync with the central brain mechanisms, illness can occur. One issue that needs to be addressed is our twenty-fourhours-a-day, seven-days-a-week online culture, which pays no attention to the rhythms corresponding to daylight that were established in our distant evolution. Multiple other influences on our bodily clock functions are not yet well understood. For example, we don’t understand the clock cycles in the liver and pancreas, which operate on opposite schedules. We also don’t know how cancer cells are able to respond to particular rhythms to help them grow.

CELLS TALK ABOUT THEIR LOCATION

Cells need to know where they are in order to make multiple decisions. For example, a white blood cell needs to know its current location when traveling to an infection at another location. Cells near an infection send signals to these traveling immune cells along blood vessels, which then provide the directions for travel. This type of signaling for traveling white blood cells is described in chapter two.

Importance of Gradients

For cells in a developing tissue, location is often derived by using a chemical gradient as a measuring tool. In a fetus, for instance, a traveling neuron or stem cell must know where it is and where it must end up in the developing brain. Also, when cells participate in the growth of an organ or a limb, they need to know how they fit into the final shape, such as determining where the edges are.

When we measure something, we use a measuring rod that spans a distance. Cells can measure the distance that certain molecules have traveled, such as measuring these chemicals across groups of cells and the spaces in between. Cells located throughout the gradient determine where they are by picking up the gradient molecule with receptors, which measure the concentration of the molecule at their position. But for this measurement to be accurate, the gradient has to be steady and not fluctuating.

Establishing a steady state in a molecular gradient is based on many different factors, including the rate of molecular production, how rapidly the molecule diffuses through the tissue medium, and the rate of elimination of the gradient molecule when it is picked up by various receptors on cells. Other influences, such as temperature, metabolism, and inflammation, can affect gradient levels as well.

For a growing organ, a row of cells can produce gradient molecules at the same rate. Every cell in the path of the gradient takes up the molecules with receptors. Signaling molecules that form chemical gradients trigger particular genes inside the cell to determine the cell’s actions in relation to the growing tissue. This technique is used in forming a fly’s wing, for example, where signals from cells at the center of the tissue continue to stimulate new cells until there is a steep drop-off of the gradient that determines the edge. Gradients are an important way that body organs and types of tissue of very specific shapes are formed, but scientists are just learning exactly how this happens.

Gradients, Retinoic Acid, and Signaling

One important gradient that is beginning to be understood forms the structure of the fetal brain. It is based on various levels of retinoic acid, which is produced in two steps from dietary vitamin A picked up by cells. This metabolic pathway that produces retinoic acid is highly regulated by molecular signals, which makes maintaining the gradient and the cell’s calculations easier.

Regulation involves feedback loops of various proteins that regulate the multiple enzymes synthesizing the gradient molecule. In addition, cells produce a variety of diverse protein receptors with different sensitivities to eliminate the gradient molecule. These varied receptors are also regulated by feedback loops. In laboratory experiments, when the amounts of ingredients are altered, these cellular pathways adjust to maintain the gradient and produce the precise receptors needed. Somehow, neurons use this information to find their place in the developing fetus and build the brain precisely.

Stem cells in the fetus also compare the retinoic acid gradients with gradients of several other molecules. Cells can switch between measuring the two different molecular gradients. One cellular process is maintained until the switch occurs, and then the other begins. This recurs until the cell eventually makes a decision based on information from both. Stem cells use this mechanism to decide whether to divide in a particular spot in the developing brain. It is not yet clear how the switching technique is regulated.

It is quite remarkable that cells are able to know the exact shapes of organs, perform these location measurements, and send signals about these measurements. It is not yet understood how all of this works. But what is clear is that the daily maintenance of all tissue structures in the body is dependent on measurements and signals. As more is learned, perhaps we will find a way to exploit the stimulation of these signals to rebuild damaged organs.




CHAPTER 2

SIGNALS FOR MIGRATING WHITE BLOOD CELLS

AN ABUNDANT VARIETY of white blood cells respond to immune cellular conversations that identify invasions of microbes and injuries to tissues. These problems can be in skin, kidneys, liver, brain, lungs, or gut, among other organs. The first line of defense includes platelets, local capillary lining cells, and cells located in damaged organs. They begin the fight by first calling for help. Later, other immune cells and even neurons join in. A large number of white blood cells respond as fast as possible.

The most prominent white blood cells are neutrophils, which contain vesicles with large amounts of toxic molecules to fight microbes, scavenger cells living in blood and tissues, and lymphocytes (discussed in the next chapter). Responding to specific cellular signals, white blood cells are called to address trouble spots. Travel is not always easy, and their tasks are not simple when they arrive at the site. But they manage by using complex navigation modes to transit through drastically different environments, sometimes without nutrients and oxygen. They need constant help via signals from many other cells for these journeys.

RESPONDING TO AN EMERGENCY

The first phase of signal and response involves getting to the site. As white blood cells start to travel, they also join in the signaling by sending their own messages for more reinforcement cells to follow. Depending on the need, messages from tissue, capillaries, and traveling blood cells may tell bone marrow to trigger production of new cells. The assembled army is soon marching through blood and tissue.

White blood cells produce diverse receptors to receive signals related to multiple aspects of this trip. Signals from T cells alter other white cell behavior for the ensuing battle. Signals stimulate production of particular toxic molecules to kill the identified microbes. Because some signals only last a short time, tissue and cells that make up capillaries need to continue repetitive signaling until enough helper cells arrive at the site. Different situations require varied responses, such as those for trauma or infections. Infections need a large number of white blood cells. But in a clean wound, too many white blood cells can cause more problems.

Traveling cells keep up chatter with capillaries that are calling for help from the site of infection or damage. They also reach out to cells that line the larger blood vessels for assistance along the way. Cells in their path use chemical gradients to attract or repel them. Signals from these conversations create “sticky” protein molecules that enable the blood cells to grab onto lining cells as they move. This allows travel even against the flow of blood. Traveling cells may tether themselves to a lining cell and even rest there for a while. They may roll or crawl along lining cells and also grab on, as if pulling themselves up a rope.

Quite a lot of communication is necessary to get white blood cells to the problem area. Conversations include not just capillary lining cells but also the lining cells in gut and skin, neurons, supportive brain cells, and even molecular signals from the matrix outside of cells. Neuronal signals provide regulation of blood flow by directing it to the distressed region as much as possible. Neurons also signal to all local cells that white blood cells are coming.
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After permission is given, a white blood cell exits through a lining cell. Electron micrograph. (Don W. Fawcett/Science Source)

Many Ways to Travel

White blood cells are masters of traveling within the extracellular matrix in between cells. They move with coordinated actions produced by dynamic internal scaffolding molecules. These flexible, rapidly changing cytoskeleton filaments constantly alter internal cell structures to produce “arms” and “legs” that propel white blood cells forward like amoebas. The filament structures also use motors that produce cellular movement similar to the motors that propel lengthening and shortening in muscle cells. These motors can alter the force in a variety of different ways needed for diverse terrain. Methods include rolling, tethering, and firm attachment.

Traveling cells can fluctuate between different techniques, such as pulling or pushing the cell body forward, in order to navigate on different surfaces—some sticky and others smooth. The leading edge can move in a gliding fashion. The filament structures in the cell are rapidly shoved to the front leading edge to provide an enlargement that moves the cell forward. After this, motors working on the fibers pull the rear to catch up. Motors also pull the nucleus along. In addition, external attachment molecules between the blood cell and capillary pull the cell forward.

Another travel technique uses various types of internal motors that push the cell’s inner substance forward into multiple protruding round areas, propelling the entire cell headlong. For this, molecular motors can also reach outside of the cell and attach to the lattice of molecules between cells, with molecules alternately grabbing and disengaging in rapid succession. Basically, the cell walks forward stepwise with two “feet” below that alternately adhere and release at different places.

By rapidly changing shape, white blood cells move quickly through many different environments. The round cell transforms into a polarized flat directional cell with a distinct front and a rear. In low-density matrixes, they use less motor activity. When tissue is compact, they need stronger motors in the rear. To get through a small crevice, they shrink and elongate the nucleus.

T cells (described at length in the next chapter) use all of these traveling techniques and more. They must find a small particle in large spaces, often with few helpers. They need even better homing signals and movement techniques in dense inflammation sites. T cells scan an entire region and can use simpler attraction techniques than other white blood cells. T cells also elongate their shape in unusual ways to move in even tighter matrixes. Unlike most other white blood cells, T cells change shape often and can find paths where they can become round again.

Arrival at the Site

One main category of white blood cells is scavenger cells, responsible for destroying bacteria and eating other foreign particles. There are several different types of scavenger cells—some embedded in tissues and others circulating in the blood.

When trauma has occurred in tissue—a wound in the arm, for instance—scavengers immediately respond by gobbling up some of the microbes that have lodged in the wound. As they do so, they signal to the lining cells in the nearby capillaries that an infection has occurred. In turn, the lining cells usher in neutrophils, the most abundant type of white blood cells that are considered “first responders.” Floating around the blood, neutrophils get the signal that danger is occurring, attach to the capillaries, and squeeze through the blood vessels to help attack the bacteria. In order for the neutrophils to get out of blood vessels and directly into tissue, signals from other immune cells have to loosen the barriers that normally contain the blood vessel. Even more signals are necessary in blood vessels near the brain, which have the most elaborate barriers.

Getting themselves out of the blood vessels and into tissue is just the beginning for the neutrophils. Traversing through tissue might require them to use other special travel techniques that rely on helpful signals from local cells. When more traveling cells finally arrive at the infected or injured site, neutrophil signals enable them to form clusters near the epicenter of the problem. First, several scouts move in, producing a strong signal for others to follow. Neutrophils relay these signals to those behind. Clusters build until several hundred cells have joined together into a mass. With larger numbers of cells, the entire area can be walled off.

SWARMING NEUTROPHILS

Neutrophils in the tissue have a wide range of attack options. In some situations, neutrophils form large moving clumps of cells that have been likened to insects swarming around a hub. As part of neutrophil swarming, they remodel a dense extracellular matrix, allowing clusters of cells to stay close to the action. Signals help coordinate clusters for positioning that can wall off the trouble spot. Some of the original cells in the center die, sending further signals that enlarge the swarm.

Neutrophils can each produce more than three hundred different toxic chemicals, store them in sacs inside themselves, and then release them against a target. These sacs are called granules because they looked like grains when first seen by microscopes. Another tactic uses enzymes that cut proteins to remodel the lattice between cells. Products of these incisions can also serve as new signals to call for help.

Toxic molecules to kill microbes often provide chemical reactions based on the instability of oxygen in the body. Oxygen is highly reactive and is dangerous if not carefully monitored. Producing unstable oxygen-based molecules that are highly reactive is a tactic to increase inflammation and to kill more microbes. These oxygen products are also used as regulatory signals, letting immune cells understand what is occurring. Another neutrophil technique is to make special traps for microbes. These netlike structures, which consist of DNA pieces and proteins, grab onto microbes to help destroy them.

Killer T cells use many different strategies in their work as well. They can chase viruses by dividing into two cells that move in different directions at once. One type grows many long arms and crawls between cells to slowly find cells infected by the virus. To maximize their search, sometimes T cells accumulate information by briefly touching multiple cells, one at a time. T cells store this gathered information from contacts by placing molecules in their nuclei, which produces more accurate navigation.

TAMPING DOWN ACTIVITY AND CHRONIC INFLAMMATION

As the fight with microbes is won, new signals provide different messages. They can tell white blood cells to slow inflammation in various ways, leave the scene, or, in some cases, help maintain chronic inflammation. Just as T cells produce special regulatory cells to stop excessive scarring, all white blood cells at the inflammation site tamp down their activities when the battle is over. Some signals for this endgame come from dying and dead neutrophils. These instructions alert scavenger cells to eat the debris and switch from the aggressive mode that produces inflammation to one of healing and repair of tissue. When there are too many blood cells left over, signals stimulate them to commit a programmed form of suicide.

Billions of white blood cells are produced each day. Until recently, they were thought to live only six hours, and most were thought to die by suicide. Recently, it was found that a select group lives much longer (perhaps months, although research is just emerging). Once inflammation is under control, new signals tell this surviving group to reverse direction and travel backward out of the inflammation site. A wide variety of signals from inside the wound and from the blood vessels shows that it is time for white blood cells to pack up. Cleanup scavenger cells tell them by direct contact or via secreted signals.

A small group of longer-living neutrophils travels back into the blood, where signals from other cells stimulate them to go work at another trouble spot. Capillaries on this new route and tissue cells at the new site take up the signaling. Finding signals that cause neutrophils to leave the scene of injury is a current research focus. It will help scientists develop medications to control dangerous infections by removing white blood cells that could contribute to debris at the wound site.

Even more recently, cellular conversations have been found that tell an even smaller group of neutrophils not to kill themselves or leave the site, but to stay and maintain chronic inflammation. Diseases of chronic inflammation have been closely tied to abnormal activity of the scavenger cells that are supposed to mop up the site when the battle is tamping down. Now, these diseases are also found to be related to neutrophil activity going awry.

Before, it was thought that both dead and dying white blood cells secrete signals, directing scavenger cells to eat them. As it turns out, there is a big difference between a dying neutrophil and a dead neutrophil. Only dead cells send these signals to tamp down activity. Dying cells send a recently discovered type of signal to maintain inflammation indefinitely.

Signals from dead white blood cells help to avoid scars and chronic infections. But when they are constantly dying for a long time, neutrophils continue to push for more aggressive behavior rather than cleanup. This produces chronic, damaging inflammation. Understanding these conversations of slowly dying cells is vital for future treatments of atherosclerosis, arthritis, and bowel disease.

Surprisingly, a friend of the white blood cell is the humble platelet cell, which, it turns out, is much more than a plug for bleeding. Chapter five shows how, even without a nucleus and DNA, tiny platelets are able to engage in elaborate communication, helping white blood cells migrate as well as regulating responses to inflammation.




CHAPTER 3

T CELLS—MASTERS OF IMMUNITY

TLYMPHOCYTES—white blood cells known as T cells—are the master cells of the immune system. They communicate with almost every other cell in the body. T cells constantly converse among themselves and with the many different kinds of cells they directly influence, including all other immune cells, blood cells, lining cells, and even some friendly microbes.

All organ cells turn to the T cell for help with trauma and infections. T cells chase and kill microbes and attack cancer cells. T cells also morph into a wide range of subtypes that analyze situations, attack problems, and support other cells in a variety of ways. They can rapidly become a large army of fighting cells. T cells are also able to remember for years the particular signals that were successful in defeating a viral invasion.

A primary job for T cells is to evaluate pieces of material that shouldn’t be in the body—microbes, cancer cells, debris, and chemicals. When they find these foreign molecules on the surface of other cells, T cells organize campaigns to eliminate them by directing the activity of traveling blood cells, other immune cells such as B lymphocytes (B cells), lining cells, neurons, supportive brain cells, gut lining cells, skin cells, and many other cells.

A NEW FRONTIER FOR FIGHTING DISEASE

Scientists are largely still learning about T cell communication and the sources by which this communication takes place. Researchers hope that new discoveries will allow the development of a wide range of new medical treatments to stimulate actions against infections and cancers by modifying these natural conversations.
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A healthy T lymphocyte. Electron micrograph. (NIAID/Science Source)

Some approaches could involve producing entirely new signals and receptors placed on cells. Treatments could include delivery of signals via microbes that normally talk with each other and with cancer cells. Intercepting signals from T cells will be vital for the treatment of a host of autoimmune diseases. By modifying T cell behavior via new signals, new treatment avenues could open up for diabetes, arthritis, pain, lupus, and multiple sclerosis, among many other diseases.

T cells can now be energized by inserting engineered viruses or other microbes inside them. We call these kinds of T cells superkillers. This genetic engineering technique uses microbes to stimulate new receptors, which unleash a heightened immune response to eradicate cancer and other diseases.

In general, however, it has been found that T cells are naturally better at fighting microbes than cancer. This is because fighting an infection usually involves one intense battle. For cancer, with multiple mutated stem-cell subtypes and various stages of development, a longer, more sequential war must be waged. T cells often become exhausted in such a prolonged battle. Future research could strengthen T cells for a longer-lasting, multifaceted approach to attack various cancer subtypes during multiple stages of the cancer life cycle.

Researchers hope new discoveries into the ways that internal T cell signals alter their own behavior will also lead to medical treatments for food allergies and even cancer. T cells can be very aggressive in producing inflammation and then change entirely to tamp down inflammation activity. This progression from aggressor to helper occurs when a microbe infection is neutralized or after traumatized tissue is rebuilt. The change can halt further damage to tissue that could lead, for example, to scar tissue.

After the battle is over, T cells alter their external signals to modulate the behavior of the entire variety of cells engaged against microbes. This same type of T cell regulatory behavior occurs on a daily basis in the gut, where T cells inhibit immune cells from attacking food particles and friendly microbes.

Understanding how these signals work for these regulatory actions could enable treatments for runaway infections and for alleviating food allergies. On the other hand, finding ways to alter this signal behavior could enable T cells to fight a full battle for a longer period of time as a cancer treatment. In addition, scientists have recently discovered that T cells leave long-lasting offspring at the site of a battle with microbes. These memory T cells stay vigilant in the trouble spot for years. Future treatments based on these memory cell signals could enhance the prevention of infections of all types.
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Four T cells fighting a larger cancer cell. Electron micrograph. (Steve Gschmeissner/Science Source)

FROM BIRTH TO GRADUATION

T stands for thymus, which is a small but central gland that contributes to both the lymphatic and endocrine systems. The thymus, little more than two inches long and weighing about a half ounce at its peak, is situated in front of the heart and behind the breastbone. It consists of a left and a right lobe, which in turn consist of smaller sections called lobules, which account for the gland’s bumpy appearance.

Starting life in bone marrow, T cells migrate to the thymus and other lymph tissues. In lymph tissue, dozens of different T cell types can arise. In the thymus, T cells undergo their extensive education with a gradual maturation into fully functioning masters. Only 2 percent graduate. The other 98 percent that do not meet the exact qualifications required by a series of checkpoints are eliminated by their instructors.

After T cells are tested and approved, graduation consists of a change in their status. Mature T cells are released to investigate each cell they meet while traveling in all regions of the body. These T cells can rapidly change themselves into multiple varieties of cells and can trigger various kinds of inflammation. They can transform into fearsome killer cells that fight disease wherever needed in the body.

The Training Process—Meet the Lineup of T Cell Teachers

Thymus teacher cells are a distinct class of lining cells and are different from any other cell in the body. These thymus lining cells organize the structure and functions of the thymus and provide the “training” and pruning of young T cells.

Teacher cells exist in two broad categories, each with many subsets that are just being discovered. One category organizes the outer thymus region into a precise, brainlike, three-dimensional structure of concentric circles. The other exists in an amorphous center region.

It appears that most T cells need training from both types of teacher cells. Some receive training in the outer layers first and are then transferred to the center. Others start in the center and then travel to the edge layers.

The outer thymus cells first attract immature T cell precursor cells that begin to travel through the blood from their birth in the bone marrow. The teacher cells send specific signals with instructions on how to travel to the thymus and enter.

One unusually large teacher cell in the outer region is called a nurse cell. It takes up a student T cell entering the thymus, engulfs it, and forms a cage around it, separating it from the rest of the thymus environment. In this isolated state, the nurse cell tests the immature T cell by bombarding it with a wide variety of signals. In response, the student begins to produce a large number of different receptor types.

Cells that fail at this point are liquidated in the garbage-disposal compartment of the nurse cell. Others are rerouted into a less complex pathway to become regulatory T cells, which focus on specific tasks, rather than a full master T cell that is able to respond to almost any stimuli. Student cells that pass tests in the periphery of the thymus are then sent into the center, where the second set of teacher cells also has several unusual cellular characteristics.

Just as there are a large number of different T cell receptors and an almost infinite number of different antibodies, recently it was found that there are many types of teacher cells in the center of the thymus. These teacher cells use their DNA to maximize training for the T cells. Although most cells use only selected genes to function at particular moments, these special teacher cells in the center of the thymus use all of their genes at once to produce all of their possible proteins.

This deluge of protein molecules from a wide range of teacher cells greatly challenges the T cells to produce more and more receptors. With so many teacher cells testing individual T cells—each type bombarding the student cell with a plethora of proteins—it is clear that T cells undergo rigorous training before they begin their ultimate jobs. But the most important part of the training is that T cells must understand not to attack normal human cells and tissues while they search the body for trouble. When T cells are able to identify the difference between “foreign” molecules and “self” molecules, they avoid causing autoimmune diseases.

Antigens and Affinity

A molecule that could trigger an immune response is called an antigen. When the molecules advertised on the surface of a cell are normal, they are called “self-antigens.” Self-antigens placed in a special groove on the outside surface of cells tell T cells that this cell has no problems and there is no foreign material inside, such as a virus. Self-antigens signify a normal cell.

It is a T cell’s most important function to not harm normal human cells, while actively destroying microbes, cancer, and debris. If T cells don’t get self-antigens right, they attack normal human cells, leading to tissue destruction and autoimmune diseases.

The thymus exam system is, in fact, more subtle than just turning a switch on or off or providing a yes or no answer about self-antigens. For simplicity, the training is often described as a simple dichotomy of the cell knowing whether to respond to foreign molecules with a dangerous attack or not respond at all to self-molecules.

But the process is more complex. To fulfill their multiple functions, T cells must respond to all cells, but in different ways. T cells have to maintain an attraction to all normal human cells to continue communication while not attacking. For example, they must be attracted to neurons enough to engage in back-and-forth conversations about illness but not attracted enough to do damage. Most immune signals that T cells produce are called cytokines, but they also use neurotransmitters to converse with brain cells. When conversing with T cells, neurons use both types of signals as well.

It is not just the ability to recognize self or not-self that is measured by T cell instructors, but even more importantly the ability to measure the intensity of attraction—called affinity—for normal cells that allows graduation. If attraction doesn’t exist at all, T cells can’t communicate well enough with these cells. If attraction is too strong, problems will arise, such as tissue destruction. The amount of attraction has to be just right—not too weak and not too strong.

After graduation, T cells do their job, wandering through blood, lymph, and various types of tissue searching for molecules in the surface grooves of all cells. Unfortunately, after taking a series of exams in the thymus university to test their ability to make these receptors, most T cells fail. Failure to advance is often not just because they cannot produce a large, accurate range of signals and receptors. Many are rejected because they have a poor rating on their ability to avoid harming human cells during attacks.

Recent studies have shown that some of the rejected cells are rerouted into different pathways to produce regulatory T cells instead of the master regulators (as described earlier in the chapter). Future understanding of the signals used for this selection process could allow alterations of T cells to fight a wide range of diseases.

PRODUCING SIGNALS

The T cell builds the largest repertoire of receptors and signals—more than any other cell—for its myriad functions. It is not known how T cells can build so many varied molecules and then adapt them to changing conditions. But it does involve regulating multiple layers of genetic processes to produce unique proteins and then modifying them. Many of these levels of genetic activity occur in all cells, but T cells have the additional ability to edit sections of their own DNA.

As is well known, DNA code produces a particular RNA strand based on that code. A protein is then constructed from this strand of RNA. Other RNAs that are produced from DNA code don’t lead to proteins but instead perform other actions. Some produce factories that manufacture proteins, some carry amino acids to the factories to build proteins, and others are used as signals against microbes and for other purposes. Forming RNA molecules from the DNA code and then manufacturing proteins involve multiple layers of complexity that are not yet fully understood. People used to think that a gene was a single strand of DNA that produces code for one particular RNA and then a protein. In fact, the DNA code that is gathered for the RNA template can be taken from one “gene” and multiple other regions.

Once produced, the RNA template, called messenger RNA, has sections deleted, and the remaining code is sewn together into one usable messenger RNA strand. Once this messenger RNA molecule is produced, it is then further edited in multiple ways without any obvious direction. This single strand of messenger RNA can be cut and pasted in different ways to produce a large number of different proteins. After this editing of the messenger RNA, signals and tags modulate the actions of all the other types of RNAs. Once proteins are produced, they are also tagged and modified in various ways.

Although these editing and modification steps are used by all cells, T cells are one of only two cells that can also self-edit their own strands of DNA to produce totally new types of receptors and signals with entirely new arrangements of DNA code. By editing their own DNA, T cells can produce receptors to respond to newly evolved viruses and microbes, poisons from the environment, and synthesized chemicals that human bodies have never encountered before.

This DNA editing process is complex and tightly orchestrated, with at least ten completely different steps, using a series of large enzymes in sequence. Sections are cut from three regions of their own genes and are sewn together in different ways to make brand-new receptors.

In addition to receptors, T cells produce a wide range of signal molecules that are transmitted to other cells in a variety of ways. Most often, signals are released into the tissue between cells or in blood vessels, where they travel to their target. Signals can also be wrapped in a small sac and launched to their destination. Another tactic is sending signals via tiny protein-based tubes built between cells. T cells can also communicate by direct physical contact between cells with rapid back-and-forth exchanges of molecules.

The only other human cells able to edit their own DNA are B lymphocytes, which use a similar sequence of enzymes to readjust their own DNA in order to produce antibodies. But B cells need T cells to produce the most effective antibodies.

CONVERSATIONS WITH THE BRAIN

While stationary connections between neurons in brain circuits make up the “wired brain” for direct communication to distant locations, traveling T cells can be seen as a “wireless system” that directly communicates with the brain. Neurons and T cells are always talking and working together to keep the body healthy. They both respond to infections, foreign material, trauma, perceptions, and stress.

It is well known that cells in organs talk with their local neurons and traveling immune cells for many reasons. But it has recently been learned that frequent conversations also involve elaborate long-distance communication between immune cells and brain cells. This can occur via secreted signals in the blood or brain fluid or by stimulating local neurons to signal to distant brain circuits.

One example of this signaling phenomenon with local nerves involves T cells that lie in tissue between local neurons. Signals from T cells traveling in the tissue to nearby neurons trigger actions in distant brain circuits that produce an acupuncture effect in an unexpected organ. (This is further discussed later in this chapter and in section two in relation to chronic pain syndromes.)

In the past, conversations between T cells and brain cells were known to be important for infections in the brain, but little research was available to show exactly how these conversations occur. With more advanced lab equipment, scientists now have the ability to pick up distant small molecular signals, which have been found to be vital for global regulation of cognition in normal conditions, as well as mental changes related to stress, depression, and the “sick feeling” during illness. In the future, discovering more of these relevant signals could enable completely new types of psychiatric treatments by intercepting and modifying these communications.

When all is well, T cell signals tell the brain that conditions are safe for normal activity. The T cells do this with a constant pulse of signals to the brain, which enables normal mental processes. The brain responds with its own signals to let the immune system know that everything is okay.

Upon finding microbes, infections, or trauma, T cells change their messages to the brain to signal that the body is sick and the brain must slow it down to rest and conserve energy while fighting the infection. This conversation triggers the “sick feeling” of lethargy and achiness. When the infection has ended, only T cells have the authority to signal that it is okay to restore normal cognitive functions.

Until recently, the brain was considered to be free of immune cells—it was incorrectly called “immune privileged.” With better microscopes, scientists can observe immune cells in the cerebrospinal fluid (CSF) that bathes and protects the entire brain. This fluid was thought to function only as protection for the brain when jostled. But now it is known to be a river of wireless communication, with signals coursing throughout the brain from all regions and all types of cells. Also, it is now known that at most times there are about 500,000 T cells in the CSF along with smaller numbers of other immune cells.

Into the Brain and Through Other Difficult Terrain

T cell conversations with gatekeeper cells determine what is allowed to cross between the sheltered brain fluid and the busy blood vessels. Other immune cells approved for entry into CSF all have particular jobs in relation to T cells. One type of white blood cell picks up molecular samples of microbes, cancer cells, or debris and presents them to T cells for evaluation. B cells are there to make antibodies when needed to fight infections.

If there are no T cells in the CSF to direct these other cells, inflammation is triggered. Other immune cells don’t understand the subtleties of living in the brain as T cells do. So, T cells must actively suppress the actions of all these other cells to keep them from producing dangerous inflammation. Conversations to suppress inflammation occur constantly among T cells and neurons, using both neurotransmitters and cytokine signals.

CSF circulates around the brain, drains along nerves, then joins lymph nodes and blood in the neck. T cells travel through the entire brain fluid, leave the brain, and go to the neck lymph nodes looking for suspicious particles to evaluate. They gain permission from gateway cells over and over as they travel in and out of the CSF and to other parts of the body.

Signals from other cells also help with T cell travel. Local tissue cells and blood vessel cells send supportive and directional signals along the way, both in the brain and throughout the body, to further assist in this difficult journey to the lymph nodes. Using these signals, T cells travel to lymph nodes across a difficult terrain—through dense scaffolding in between cells and often without enough oxygen. T cells also receive permission from capillary cells when they need to leave the blood vessel to get to an infection. Signals even allow them to grab onto the blood vessel lining cells and climb against the flow of blood to get to particular locations.

To pick up invading microbes, cancer cells, and dangerous material, T cells rapidly change their size, shape, and function by altering their internal metabolism, which allows production of powerful armies of killer cells and regulatory cells. Killer cells form potent physical attachments with other cells to rapidly destroy them. They produce regulatory T cells that slow down inflammation after their healing job is done, avoiding damage to tissue. These regulatory cells are similar to the cells inhibiting reactions to food particles, but with other targets and conversations.

T cells also produce memory cells to leave behind. These memory cells stay indefinitely at the inflammation site to monitor the situation. For years, memory T cells screen for any future recurrence and immediately signal for help if there are problems.

T Cells and Microglia—Vital Partners

There is another reason that scientists did not understand immune function in the brain. Until recent technology emerged, conversations between T cells and microglia, the primary immune cells in the central nervous system, could not be detected. Microglia are now known to be vital partners with T cells for all immune activity affecting the brain.

Microglia travel from bone marrow to the brain during fetus development. Once there, microglia and their offspring remain throughout an adult human’s life. Microglia keep up constant conversations with wandering T cells, brain cells, and other immune cells. Chapter eleven presents the complex life of microglia.

Under normal conditions, microglia help to maintain and prune neuron connections. In emergencies, microglia are called to duty as immune cells through signals from T cells. They change their shape and become more aggressive in protecting the brain from infection, cancer cells, or damage from trauma and Alzheimer’s disease.

Activity in microglia’s belligerent state can increase inflammation in some situations and can actually expand the damage caused by Alzheimer’s. Intercepting these natural conversations among T cells, microglia, and other brain cells is now in the vanguard of research into Alzheimer’s and other brain diseases.

T Cells and Acupuncture

Communication between T cells and the brain occurs in other ways. Back-and-forth signals are sent between the brain, lymph tissues, and bone marrow using neurons that extend throughout the body. Two major nerve systems, sympathetic and parasympathetic, perform opposite functions in most internal organs, such as increasing or decreasing heart rate, or making the gut muscles active or inactive. T cells have conversations with neurons in both of these systems while in local regions of the body. Signals between neurons and nearby T cells diffuse through tissue back and forth.

This type of conversation between nerves and T cells appears to be part of the mechanism for the effects of acupuncture. Recently, it was found that an acupuncture point in the arm, not near any blood vessels or nerves, triggered an effect in the brain. Stimulating the acupuncture point with electricity, in fact, activated a T cell at that spot between two nerves. The T cell then sent signals to the nerves that were relayed into the brain, causing effects in distant locations. This type of signaling between nerves and independent traveling cells is discussed in more detail in chapter nine, devoted to neurons, and in chapter fourteen about pain.

A Complex Interplay Between Inflammation and Depression

Other conversations among T cells and the brain reflect a complex interplay between inflammation and depression. When there is no infection, T cells send signals that stimulate normal activity for the brain’s memory center, including the production of new neurons. With depression, T cells signal for inflammation and for less production of memory cells. Then, when treatments help alleviate depression, T cells again send signals to trigger production of new memory cells. Much more needs to be learned about these cellular conversations, which could lead to new treatments for depression. This is discussed further in section two, about the brain.

Stress is another human experience at the interface of brain function and inflammation. T cells are essential for dealing with stress in several ways. Both brain and immune cells pick up perceptions of stress. Brief stress related to learning or the unexpected can be helpful in stimulating positive brain activity. However, chronic stress can trigger damaging inflammation through immune responses.

During brief stress associated with normal learning, T cells help stimulate spatial learning and memory with signals. With chronic stress, T cells direct destructive inflammation responses that can decrease memory and contribute to depression. All of this occurs with back-andforth signals among T cells and a variety of brain cells.

KILL OR DO NO HARM—A COMPLEX PROCESS

We know now that a molecule that could trigger an immune response is called an antigen, and when the molecules advertised on the surface of a cell are normal, they are called self-antigens. Self-antigens that are placed in a special surface groove of a cell’s membrane tell T cells that this cell has no problems and there is no foreign material inside, such as a virus. Self-antigens signify a normal cell.

The T cell’s most important function is to not harm the body while actively destroying microbes, cancer, and debris. If T cells don’t get self-antigens right, they attack normal human cells, which leads to tissue destruction.

Mature T cells scan each cell they meet, looking for specific signs of normalcy and disease. Signs include identification molecules from inside the cell placed on the surface in a special groove, and tags placed by other immune cells to mark internal infections. Identification molecules are placed by each cell to reflect what is occurring inside—normal function, infection with microbe invaders, cancer, or damage.

Two Systems for Evaluation

There are two major systems that T cells use to identify molecules on other cells for evaluation. One system involves special presentation cells that take molecules from abnormal cells and present these particles to T cells. If both the T cell and the presentation cell agree that this is a dangerous particle, the T cell becomes activated and morphs into the fighting variety. For this activation, the presentation cell must not only present the particle but also give a second signal of agreement to the T cell.

The second system occurs with all other cells, except red blood cells, where sample molecules from inside are placed onto their surfaces. T cells evaluate these molecules without the help of presentation cells, but only T cells that are already activated killer cells are able to respond aggressively to these dangerous particles without the additional help of presentation cells.

Daily intake of food presents a special type of foreign material that is evaluated by T cells. In the gut, a constant barrage of food particles that could all potentially be considered foreign could produce deadly immune reactions with every meal. It is necessary for regulatory T cells to be produced strictly for the task of inhibiting such food reactions.

T cells are so expert at this that they can even avoid reactions to synthetic chemicals that have never been seen in nature before. What is difficult about responses to food particles is that these special T cells must be supported by collaborative conversations with gut cells and microbes on a daily basis. Gut lining cells and microbes imbue these T cells with an understanding of necessary nutrients and digestion products, as well as which particular gut microbes are friends.

Vitamins, such as vitamin D3, vitamin A, and folic acid, also serve as important signals in these conversations to remind protective T cells to avoid attacks. The way that gut cells and friendly microbes train T cells on a daily basis is described further in chapter six on gut cells and chapter seventeen about microbes in the gut.

In Hostile Territory

To chase microbes, killer cells must rapidly reproduce and travel throughout the body in hostile territory, often without oxygen and food. T cells are able to use their internal metabolic cycles in totally new ways that are designed for this difficult trip. Molecules that are normally part of ordinary nutrition and energy pathways inside the cell are turned into signals that stimulate the dramatic transformation into a larger, aggressive cell.

The new metabolism that is necessary for aggressive T cells uses alternative methods of obtaining energy from locations inside the cell other than the usual mitochondria. New substituted foods, such as glutamine, are not part of their usual diet. Burning glutamine instead of sugar increases energy production by two hundred times the normal rate for rapid aggressive behavior. However, using this alternative food is very costly to the cell, with extreme demands placed on internal resources; therefore, the new situation cannot last long.

The conversations for this dramatic alteration into a fearsome belligerent cell occur inside, between several cell compartments. One is the location of metabolic pathways in the cell, and another is the nucleus, where genes trigger production of new materials to build the powerful aggressive cell. A similar type of internal signaling also allows cancer cells to have unusually aggressive properties. Understanding these internal T cell signals could allow new treatments based on stimulating T cell strength while decreasing that of cancer cells.

In the midst of battle, as described earlier, killer T cells form a physical attachment, called the immune synapse, with an unfortunate targeted cell. This connection is quite different from a neuron synapse in structure and function, and it only lasts for a brief time. When T cells touch the target cell, almost instantly membranes of both cells form a temporary interlocking connection resembling interlaced fingers. Within minutes, larger scaffolding molecules make a flat, permanent connection, and the interdigitation recedes.

A large, complex molecular machine—usually used during cell division to orchestrate chromosomes being dragged into place—is pushed and pulled by motors into place near the synapse. This machine then produces a large, syringe-like device that launches packets of toxic granules into the poor victim. This complicated process takes only minutes and has dramatic results.

Protecting Healthy Tissue

Another important T cell tactic protects local tissue cells during battles, somewhat similar to protecting against responses to food particles. The original T cell knew how not to kill normal cells, but the army of cloned killer cells needs help with this.

The original T cell doesn’t pass on this subtle knowledge to the rapidly produced army of derivative cells. But when the battle is winding down, T cells produce a new kind of regulatory T cell that watches for danger and instructs killer cells to slow down and avoid attacking normal human cells. These regulatory T cells patrol the action.

Many different signals are used in this protective process to alter the metabolism of the killer cells. If killer cells do attack normal cells, these regulatory T cells actively intervene with signals. This is another area in which future research into signals could enable new ways to treat dangerous infections.




CHAPTER 4

CAPILLARIES—THE “BRAIN CENTERS” OF TISSUE DEVELOPMENT

THE LARGEST ARTERIES AND VEINS carry fast-moving blood to and from the heart. These blood vessels branch out into smaller ones, which connect to the smallest of all blood vessels, the capillaries. In these tiny vessels, blood flow slows to a crawl, with only enough space for individual blood cells to slide through in single file. Here, the blood cells communicate with the capillaries and the nearby tissue cells to enable oxygen and carbon dioxide exchange through diffusion.

Capillaries, composed mostly of a single layer of lining cells, form intricate webs called vascular beds. These webs are embedded into tissue and bone. They extend into every part of the body and almost every crevice. With tens of billions of capillaries tracing through the human body, these vessels make up 90 percent of all blood vessels by area. Using advanced microscopes, researchers have begun to observe the subtle differences in the microenvironments of these vascular beds in each organ. Also, capillaries are unique to each organ.

Perhaps the most important recent discovery is that capillaries do more than funnel blood, oxygen, and nutrients to every corner of the body. Capillary lining cells are now found to be vital “brain centers” of tissue, stimulating, regulating, maintaining, and inhibiting the stem cells that make up each organ. This concept of capillaries directly influencing the growth of various tissue and bones goes back to Aristotle, who first proposed the notion that blood vessels somehow determine how organs and other tissue develop throughout the body.

But it has not been clear how blood vessels and tissues maintain their intricate relationship, or which first triggers production of the other. Until recently, there appeared to be only a few known functions of the lining cells, most importantly protecting blood flow as cells and signals course through every region of the body.
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Red blood cell in a capillary, showing the capillary cell’s large nucleus. Electron micrograph. (Dennis Kunkel Microscopy/Science Source)

There is much we don’t yet know about capillaries, but new research is continuously surprising the scientific community. Somehow, capillaries are able to change their own shape for particular situations, such as becoming more tightly bound to adjacent cells, or altering cell properties to allow fluid through. Most of the examples of shape alterations are not well understood. But it is known that in the uterus, progesterone triggers holes in membranes that allow secretions to come out.

It was also recently found that capillaries use large sacs filled with information molecules for communicating with other cells. Launching these sacs can help other cells alter the matrix around blood vessels in unique ways for each tissue. This information helps build the unique capillary niches already observed in liver, bone, lung, and brain.

A CRITICAL BUILDING PARTNER

Scientists are now realizing that capillaries are vital building partners in all phases of tissue growth and also contribute to tissue maintenance. Capillaries send signals to maintain normal metabolism of tissue. They also regulate the growth of all tissue cells, including additional blood vessels when needed. Direction comes from discussions among stem cells, blood cells, tissue cells, and local neurons. When infections occur, capillary signals call for immune-response help and alert T cells into action. When rebuilding tissue, capillaries communicate with stem cells to avoid production of scars from excess fibers.

The Stem Cell Connection

Adult stem cells have been found in numerous areas throughout the body, including in the brain, liver, heart, gut, teeth, skin, and bones. Small groups of these stem cells appear to reside in a protected place, what’s known as a “stem cell niche” of each type of tissue or bone area where they are found. These niches are located next to capillaries, and conversations between them can occur with secreted molecular signals or by direct contact.

Capillaries also can easily send messages into the bloodstream for distant communication with immune cells and bone marrow cells. They somehow understand the precise needs of each diverse organ and either stimulate or inhibit stem-cell activity.

Surprisingly, an unusual type of capillary lining cell is able to transform into a stem cell when necessary. After these capillary cells have turned themselves into tissue stem cells, they then need instruction signals from other original capillary cells to operate.

Capillaries also secrete multiple signals for local tissue cells. Signals inform cells about the shape of the organ they’re in and its precise functions. During tissue rebuilding, signals sent in sequence direct production of three-dimensional spatial patterns. Tissue cells are instructed about the concentrations of cells needed for particular locations to form the exact size and contour of the tissues. Tissue cells don’t just take direction from capillaries; they also express their organ’s needs in two-way conversations among capillaries and stem cells.

Orchestrating the Rebuilding and Maintenance Process

Research shows that discussions among tissue cells and capillaries are needed to grow each organ and to rebuild tissue when damage occurs. Capillary conversations, for example, give specific directions to stem cells for building, maintaining, and rebuilding specific features of every organ. Capillaries determine whether stem cells should be quiet or whether they need stimulation to produce more cells. It’s also been recently found that capillaries are distinct in each organ.

Details of capillary conversations in each type of tissue are just now being discovered—in the brain, bone, liver, pancreas, gut, and muscle. For example, capillary signals send travel routes to immune cells, directing them to infected tissue and determining what goes in and out of the brain with signals to other barrier cells.

These discoveries occurred gradually. First, capillaries were observed helping to construct the pancreas and liver. Capillaries were then found to be vital for the spread of cancers. Further research found that capillaries are vital for normal development of the fetus and for maintenance of adult tissues. All of these discoveries are now known to be based on cellular conversations.

One of the defining characteristics of an organ is the matrix of molecules that sits between its tissue cells. This extracellular scaffolding holds together tissue architectures and produces specific local environments. Capillaries also direct the building of extracellular matrixes around blood vessels with characteristics needed for a specific organ, bone, or other body part.
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Unusual rich capillary network of the epididymis. Electron micrograph. (Don W. Fawcett/Science Source)

Another type of cell—the pericyte—wraps around the capillary lining cells. Pericytes can contract like muscles and also take part in capillary discussions throughout the body. Pericytes are vital for the tight barrier around blood vessels in the brain, where the capillary lining cells converse with the pericytes about whether to allow immune cells out of blood vessels and into brain tissue. Both capillaries and pericytes operate independently, but in most types of tissue, capillaries integrate all of the conversations and, ultimately, direct local operations. There is more about pericytes in chapter thirteen.

Understanding How Capillaries Affect Individual Organs

The liver is an amazing organ. When it suffers trauma, it can restore up to 70 percent of its tissue, with capillaries orchestrating the rebuilding process. Capillary signals also stimulate the production of new blood vessels to supply nutrients for new liver tissue. Capillaries somehow understand how large the liver should be. They signal for new stem cells to build tissue until it reaches the exact size, and then inhibition starts.

When the liver can’t regenerate normally, it forms a type of scar tissue called fibrosis, which takes up the space that would have been normal tissue. Unfortunately, capillaries lead the development of the abnormal type of scar tissue as well. In short, if acute injury occurs in an otherwise healthy liver, capillaries stimulate normal growth. With chronic liver disease from alcohol or metabolic syndrome that causes cell exhaustion from constant rebuilding, capillaries direct other pathways to produce abnormal liver fibrosis.

Capillaries also contribute to lung function and tissue development. In the lungs, capillaries are interwoven with respiratory cells that exchange oxygen and carbon dioxide using microvilli protruding from their surfaces. The capillaries and lung cells must be almost touching for the gases to diffuse properly across them. Capillaries engage in a great amount of discourse, using a wide range of signal molecules related to producing the distinctive membranes that sit between capillaries and air space. They also stimulate the production of new lung cells after lung tissue is removed. Elaborate signaling back and forth produces more stem cells for the development of new tissue.

A somewhat similar situation occurs in the pancreas. Capillaries sit near cells that make insulin and are in constant communication about the body’s metabolism through signals in the blood. Capillaries can stimulate regeneration of pancreas cells to help regulate an unbalanced metabolism. Another process turns some of the capillaries into fat cells, and this alters metabolic actions related to fat. These altered cells are similar to stem cells in that they then need direction from normal capillaries.
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Specialized sinusoid liver capillary with multiple red blood cells and two white blood cells. Electron micrograph. (Steve Gschmeissner/Science Source)

Capillaries that surround cardiac muscles also can help stimulate the heartbeat with signals. When capillaries sense low oxygen, they produce a particular signal. If heart muscle is damaged by low oxygen, capillaries dramatically increase their activity, stimulating repair, as well as stronger muscle contractions to help continue pumping blood.

Calling for Help

When tissue destruction occurs—caused by chemicals, trauma, low oxygen, or radiation—capillaries working with stem cells respond by calling for particular immune cells for each situation. These immune cells, nomadic in nature, might have to travel a great distance from bone marrow on the other side of the body. Also, signals from the capillaries to the bone marrow might first have to stimulate production of diverse cells needed for the specific rebuilding task.

In fact, capillaries direct the entire operation of getting immune cells to help when needed. During the entire transit of helper cells, the capillaries continue to send messages about the exact site of the problem. They stimulate other local cells along the way to take up the cause and produce factors that help guide the trekkers. These signals allow attachment of traveling cells onto blood vessels to enable movement in a particular direction, even against the flow of blood.

After the traveling blood cells arrive at the precise location, capillaries make sure they are the ones that are needed. When certain, the capillaries send signals to allow the blood cells’ exit from the blood vessel into tissues. Normally, to maintain blood vessel boundaries and keep fluid from seeping out of blood into tissue, capillaries are tightly connected to adjacent cells. For these helper immune cells to enter surrounding tissue, signals alter the capillary junctions, creating a path for cells in the blood to go through. With several more barriers between the blood and tissue in the brain, getting through is more complex.

A PARTNER IN BRAIN DEVELOPMENT

Capillaries are directly involved in the production of all brain cells, just as they are in stimulating stem cells in other organs. While production of new neurons in the brain greatly decreases in adult humans, supportive brain cells are produced in great numbers. (These supportive brain cells, called glia, are explained at length in chapters ten through twelve.)

In a developing fetus, billions of neurons are minted in all regions of the brain, and as life progresses, smaller numbers of new neurons are produced in select locations. In adults, these new neurons support memory centers and turnover of smell neurons. A recent study looked at brains of human adults who had died suddenly and found that up to hundreds of new neurons were produced each day in memory centers, even into old age. However, this study also noted that decreasing blood flow in the very old might make these new neurons somewhat less effective.

It is now known that capillaries sitting next to stem cells are part of the vital process of producing new neurons in the brain, as well as outside the brain in local tissues. In the brain, newly minted neurons stimulated with capillary signals migrate to locations where they are incorporated into active brain circuits. An example of locations outside the brain include the lungs, where capillary signals stimulate stem cells that produce local neurons. Another is the umbilical cord, where capillaries produce a signal necessary to produce new neurons.

Capillaries also stimulate production of supportive brain cells (again, each type detailed in subsequent chapters). Brain lining cells—called choroid lining cells—sit at the critical barrier between blood vessels and cerebrospinal fluid. Capillary lining cells use signals to regulate the stem cells that produce these choroid lining cells, telling the stem cells to either maintain a quiet state or produce more cells for the barrier. These choroid lining cells are discussed in chapter thirteen.

For regeneration of brain tissues after trauma and strokes, capillaries coordinate activity to greatly increase production of signals that nourish the new types of cells needed to clean up and repair damaged brain regions. Signals instruct brain stem cells to travel to particular places for more cell production. Signals include directions for travel and the stimulus to produce more cells. Crosstalk between capillaries and neurons is increased in this situation to regulate growth and energy usage for brain structures.

In the brain and several other organs, capillaries provide three distinct levels of support for producing new cells. In the first level of support, capillaries send signals that alter brain stem cells from a universal type that produces a wide range of cells to a limited type that produces just one particular cell, such as a neuron or lining cell. There are numerous different stem cell types that capillaries stimulate to produce more than a thousand types of neurons and multiple types of supportive brain cells. After signals to produce the limited-edition stem cell, capillaries then provide two additional levels of support.

The second level of support instructs limited-edition stem cells to move to exact locations in order to produce these particular brain cells where they are needed. One example is the production of cells that wrap insulation around axons to determine the speed of electrical signals for neuron circuits. The amount of insulation material—called myelin—is different in each location based on the signal speeds needed for various circuits. Capillaries instruct new limited-edition stem cells to travel to exact locations in the brain to find a particular neuron and produce a supportive brain cell that manufactures the appropriate amount of wrapping on the neuron’s axon.

The third level of stimulation from capillary cells comes when the brain is functioning normally. Capillaries send signals that stimulate maintenance of performance to both stem cells and brain cells.

TALKING WITH BONES

Bone in a normal, healthy body is constantly being remodeled. In the process, solid bone architectures are altered and blood cells are produced in the marrow. Bone builds and breaks down structures in a process directed by two distinct types of capillaries. One type stimulates production of new bone cells, and the other stimulates the bone cells to carve out sinusoid cave environments, where the capillaries reside in the bone. Other stem cells in the marrow participate in producing diverse blood cells. Bone marrow produces all types of blood cells for the entire body, and capillaries are positioned next to the stem cell niche in bone sinuses, where they converse about producing varieties of blood cells.

Capillaries in the bone respond to calls from tissue cells, immune cells, and other capillaries throughout the body seeking particular blood cells to respond to local emergencies. Capillary signals to stem cells can inhibit production when supplies are full and stimulate when more cells are needed. As in the brain, capillaries in bone marrow contribute three levels of instructional support to stem cells when producing the wide variety of blood and immune cells. In the first level, the capillaries initiate the production of more stem cells. The next set of signals limits the stem cell to a particular family of blood cells. The third level triggers specific cells in the lineage or inhibits production of cells that are only rarely needed.

Capillary signals stimulate stem cells for both white and red blood cells. One type of stem cell produces red blood cells and another produces white blood cells (described in chapter two). Stem cells for white blood cells transform into limited types to produce T lymphocytes (described in chapter three) and B lymphocytes. They also produce two lesser-known cells—the natural killer cell, which is similar to T cells but without as many capacities, and a B cell derivative that mass-produces antibodies.

Capillary signals also stimulate another type of white blood cell in the fetus, which travels to the brain. These cells live in the brain throughout adult life as the already mentioned resident immune cells, microglia. Another important cell in the white blood cell lineage is the large mother cell that produces platelets, which are described in the next chapter.

When bone marrow is depleted, perhaps during serious infection, capillaries change gear and send signals to repopulate it. The conversations to repopulate marrow are complex and consist of cascades of multiple signals in sequence. Some signals help avoid stem cell exhaustion, and others produce new stem cells to help. Other signals are global and stimulate production of all cell types at once—lymphocytes and red blood cells. If too many are produced, capillaries send inhibitory factors to shut down production.




CHAPTER 5

PLATELETS—MUCH MORE THAN A PLUG

SCIENTISTS WERE SURPRISED to learn that even lowly platelets without a nucleus—not even considered a real cell—use elaborate communication with many other cells. Until recent discoveries, platelets were thought to be only a fragment of a larger cell with the sole purpose of making clots to stop bleeding and sometimes plugging arteries in the wrong places. By inadvertently clotting heart and brain blood vessels, platelets can contribute to heart attacks and strokes.

Before the discovery of platelet conversations with immune cells, blood vessel cells, and tissue cells, it was hard to even imagine a platelet functioning as a cell. How could platelets manufacture signals and receptors and respond to situations without a nucleus and DNA?

The answer is that they get what they need before they break off from their mother cells, large bone marrow cells called megakaryocytes. These mother cells supply platelets with a large repertoire of messenger RNA molecules, which is coded from their own DNA, as well as protein-production machines called ribosomes. With all of this support, platelets are able to manufacture a full vocabulary of signals and receptors by themselves.

Platelet conversations are as vital and varied as those of most immune cells in their early responses to invaders and injury. Platelet signals are critical when defending against microbes, often being the first cells to encounter microbes in the body. Present throughout the blood in large numbers, platelets find microbes quickly and send messages to immune cells to stimulate defenses. Platelets call for white blood cells and actively participate with immune cells in fighting infections. They assist T cells in directing the B cells to make better antibodies.

As well as signaling to immune cells for defense against invaders and confronting microbes themselves, platelets tackle another difficult problem—blood dynamics. Stopping blood loss is not as simple as it seems. While they halt bleeding, platelets must also respond to each type of tissue’s need for an exact amount of blood flow. Too much or too little blood will damage tissue. If the clotting is too great, it can become generalized throughout all of the blood and can damage multiple bodily regions at the same time. Without enough clotting, tissue will die.

As first responders to damage, platelets must immediately stop bleeding, keep blood flowing appropriately, and, at the same time, defend against microbes. At the moment of an injury, microbes enter tissue through paths of trauma or foreign bodies. Damage to tissue and blood vessels triggers cascades of blood-clotting factors, which instruct platelets to change their shape for clotting. Platelets also send signals to attract immune cells for rebuilding tissue and help mold scaffolding molecules outside cells that form scars. Somehow, they engage in all of these activities simultaneously.
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Blood clot with platelets, red blood cells, and fibrin strands. Electron micrograph. (David M. Phillips/Science Source)

PLATELETS UP CLOSE

Only mammals have platelets. Other creatures use different blood cells for the same work. As just mentioned, platelets are produced by megakaryocytes in bone marrow. Responding to signals from the liver and kidneys, megakaryocytes grow twenty times larger just before they produce thousands of platelets, which live for about a week. Mother cells travel from bone marrow and are stored in the spleen for emergencies. They are released by signals from neurons. Wide-ranging conversations keep the necessary supply of platelets, but not too many.

Platelets can change shape rapidly because they are wrinkled, with a large amount of extra membrane tucked into folds. Messages from other cells tell them when to alter their shapes. Inside the platelet, scaffolding molecules respond and produce many long arms, stretching from the platelet’s body. Platelets change shape in three stages—multiple new arms and legs, a spreading body, and a thicker center. Motors just below the membranes rapidly increase the membrane surface area without needing to stretch or add new material. Arms then attach to breaks in blood vessels. After that, multiple platelets join their arms together to form a plug.

Platelets produce messages and attack molecules sent via sacs filled with chemicals. Platelets only use these sacs when they have changed from being round to having arms. Sacs contain three kinds of signals, each with multiple varied effects. One type regulates blood flow. A second type attaches and kills microbes. A third remodels clots to help heal the damaged organ. To kill microbes, platelet arms grab them and inject sacs. Platelets have a wide range of receptors to sense each type of microbe, and they have specific toxic chemicals to kill each species.

ALL-OUT WAR—FIGHTING MICROBES

Platelets can sense the type of injury and its exact location, and they move rapidly to the site. Because there are many more platelets than other blood cells, platelets become the most abundant player at the trouble spot while they wait for more powerful T cells and neutrophils to arrive. When platelets sense a microbe, they change shape and release molecules for attack.

To fight microbes, platelets use various techniques. For one difficult bacteria species, platelets release multiple different sacs, some with phosphate energy particles and others with proteins that use these same energy particles to attack the microbe. Bacteria respond to the attack with their own signals that block the platelet secretions and break down platelet proteins. Platelets then secrete enzymes to break down the bacterial attack proteins. This battle of back and forth attacks continues in various forms. There will be much more about bacterial responses in section three on microbes.

Platelet secretions used against microbes can serve multiple purposes at once. One enzyme known to initiate the clotting process has been recently found to also cut pieces of a platelet product into multiple fragments, each designed to target specific microbe species. Another multipurpose molecule from platelets has varied sections and modules that evolve as microbes change. Distinct regions of the molecule signal to other cells for help and kill microbes of various types. Signals can call for reinforcements as the platelets are directly attacking the microbes.

In the fight against microbes, platelets also use special receptors. Internal receptors can sense how many attack molecules they have left. When needed, signals are sent internally to mobilize messenger RNAs and ribosomes to produce more attack molecules, sometimes increasing production by a factor of a hundred. Receptors also allow platelets to distinguish membranes of human cells from those of microbes by analyzing specific fat molecules sticking out from both cells. In this way, platelet attacks can focus on killing only microbes, not human cells.

The large number of platelet attack molecules is effective against a wide variety of microbes, including bacteria, fungus, protozoa, and many viruses. Recently, platelets were shown to be a critical first line of defense against HIV (human immunodeficiency virus). Platelet factors have been shown to limit strep heart infections. One specific platelet molecule attacks parasites that cause malaria by entering the red blood cells where the microbes have taken over. Research shows that the more platelets in the body, the better the chance against malaria. Platelets are also effective against a variety of fungi. To attack worms, platelets produce hydrogen peroxide and other attack molecules. Platelets can’t eat microbes, but they can hold them off till the bigger scavenger cells arrive to consume them.

HELPING IMMUNE CELLS

Perhaps platelets’ most important function is helping immune cells. Platelets examine surfaces of immune scavenger cells and identify those that are infected and losing the battle against microbes. Platelets send signals about their findings to attract reinforcements. They help white blood cells by stimulating receptors that bind to microbes, making it easier to eat the microbes.

Platelets have receptors for a wide range of immune signals. They can direct travel anywhere in the body and can respond to very distant calls for help. Once at the site, platelets have a large repertoire of receptors and signals for diverse types of cellular damage. Some platelet signals produce rapid responses from white blood cells. Platelets can use many of the most powerful immune signals to trigger inflammation. After evaluating situations, platelets send sequences of messages, which are altered as the conditions change. With such complexity, sometimes signals go awry and clots are produced in the wrong places.

Platelets increase the ability of white blood cells to eat microbes. When platelets determine a particular strategy is needed, they signal for specific types of scavenger white blood cells to travel to the location where the battle is raging. Debris-eating scavenger cells then produce enzymes that cut molecules secreted by platelets into smaller pieces. This attack is effective only with the combined effort of both platelet signals and scavenger enzymes. Microbes respond with their own enzymes in attempting to destroy the platelet attack molecules. But these enzymes can inadvertently produce even smaller pieces of platelet molecules that hurt the microbes.

Neutrophils produce traps for microbes called nets. These nets are made of DNA molecules along with proteins. Platelets join in this process by building a fibrous assembly of themselves along with the nets and white blood cells. This amalgam structure recruits and activates more immune cells. Platelet fibers then attach even more widely to microbe molecules in order to kill them. Nets are a critical mechanism for killing multiple bacteria without damaging human tissue.

Platelets help in still other ways. For powerful T cells to respond to situations, they need other cells to present pieces of microbes or particles from cellular damage. Platelets don’t present material themselves, but their activity in this regard makes presentations to T cells more specific. For this, platelets connect with microbes and bind them rapidly to the presenting cells.

Platelets also send multiple direct signals that activate T cells, such as when a virus invades a platelet. Via platelet signals, T cells are alerted to attack other infected cells as well. Platelet signals call for the exact types of T cells needed for particular situations. These platelet signals also are essential for vital communication between T cells and B cells in producing the best antibodies.

PLATELETS AND CANCER

Cancer cells have a unique relationship with platelets. As will be discussed in chapter eight, cancer cells enlist support of local tissue cells, immune cells, and blood vessel lining cells. Recently, platelets have been found helping cancers. They can coat cancer cells with fibers normally used for clots, protecting the cancer cells from immune scavenger cells and killer immune cells.

Platelets help build structures for metastatic cancer colonies, and the more platelets at the site, the worse the prognosis. Recent treatments to address this platelet buildup have helped somewhat. Another platelet signal triggers cancer cells to change from passive types of cells with little movement into mobile aggressive cells that enable a cancerous tumor to grow. Without platelet signals, invading cancer cells may revert back to their more passive state, stopping cancer’s expansion.

Cancer signals themselves can alter the particular types of clots that are formed to help the cancer’s efforts—small clots, widespread dangerous clots, or plugs that damage the lungs. Conversations among platelets and tissue cells help traveling clusters of cancer cells land in distant tissue to start a new colony. Despite the fact that each tissue in the body is different, platelets are able to use signals that are distinct to each type of tissue.

Cancer and platelets interact in other ways as well. Cancer cell signals stimulate conversations of platelets and nearby tissue cells to encourage support for the cancer, since platelets have a preexisting relationship with these local cells. Platelet signals can also enable blood vessels to leak so cancer cells can travel more easily in and out of the vessels.

It is difficult to imagine how a cell without a nucleus can do so much!




CHAPTER 6

CONVERSATIONS IN THE GUT

PERHAPS THE MOST BEWILDERING situation confronted by a single human cell is in the gastrointestinal tract, or the gut, which consists of the stomach, small intestine, and large intestine. The surface area of the gut lining, with all its folds and invaginations, is at least ten times larger than the skin that covers our bodies.

Other than the skin, the gut has the greatest exposure to the outside environment by far. Cells that form the single layer that line the gut have to deal with everything we eat, including synthetic chemicals that have never been seen in nature before. These gut lining cells converse with trillions of microbes to determine which are friendly, which will help digestion, and which must be destroyed.

It’s amazing that a single layer of lining cells separates a hundred trillion microbes from tissue below it. Lining cells use a large variety of signals to keep friendly bacterial communities nearby and enemies at a distance. They determine what lymph tissues are needed and monitor the amount of inflammation used against microbes to avoid harm to tissues. They provide the most influential immune centers in the entire body by educating T cells about the special circumstances in the gut. Understanding these gut conversations could contribute significantly to the future science of probiotics. Chapter seventeen, about microbes in the gut, provides more on this topic.

Signaling from the gut lining cells determines the types of immune tissues built just below the lining cells, which can provide protection against particular invasions. Daily signals from gut lining cells provide alerts to T cells to ensure that they don’t attack each type of food particle as if it were a foreign invader.

GUT CONVERSATIONS

A delicate balance of signals among lining cells, immune cells, and microbes must be maintained to ensure that microbes digest food to produce vitamins while fighting enemy bacteria. Inflammation must also be monitored to avoid the production of cancerous cells. Friendly microbes can call on lining cells for protection from inflammation. But this protection is a double-edged sword, because it can also be intercepted by cancer cells for their own defense. The ways that cancer benefits from conversations with microbes are discussed in chapter twenty-one.

Neurons and neuron support cells participate in gut conversations as well. The semiautonomous gut nervous system has been called the second brain because it has more neurons than any region other than the central brain. The lining cells help neurons function through conversations among immune cells, tissue cells, blood cells, and microbes. Neurons sense environmental changes and alert the lining cells to appropriately alter their signals to immune cells and microbes. They also stimulate muscles to keep the intestines moving.

All along twenty-five feet of stomach, small intestine, and large intestine, there are varied microenvironments where diverse microbes interact with particular single lining cells. Environments also vary across the diameter of the intestinal tube—in locations adjacent to the lining, near the layer of protective mucus, and in the rapidly flowing center of the gut. Gut lining cells choose microbes (which are different in each region) to keep close by. Lining cells call friendly colonies to travel closer to become permanent residents at the edge of the lining. Also, the layer of protective mucus secreted by lining cells produces a distinct protected niche not far from the lining for selected microbes.

The lining surface area is greatly increased by invaginations deep into gut tissue, called crypts, and projections, called villi, that stick out from the surface. Stem cells contained in crypts produce gut lining cells. Lining cells at the tip of the villi stick farthest into the sea of microbes and food particles in the gut lumen, the center of the long continuous hollow tube that makes up our intestines. Mature lining cells at the outermost point of the villi—sticking farthest into the lumen, where there is the most action—have gone through modifications and have attained the most advanced capacities for communication and decision making. They must deal with the incredible complexity in the flow of cells and material through the lumen to its end at the anus.

Like T cells, gut lining cells are gradually educated to produce a large number of receptors and signals for communication as they mature. Climbing from the deep crypts to the high-action villi, lining cells become gradually more able to handle complex interactions in which they absorb material, evaluate situations, and secrete signals in response. These cells are able to move along the surface of the villi without creating holes in the barrier, where material could seep from the lumen into tissue below. When a mature cell has lived long enough at the top of the villi, it kills itself by programmed suicide—somehow without disrupting the tight barriers between cells. Mature cells live for less than a week and are replaced with other cells traveling up from the crypts that are “learning” along the way.
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Two gut lining cells showing microvilli, which greatly extends membrane surface area for absorption of nutrients and secretion of signals into the lumen. Also, organelles can be seen in each cell. Electron micrograph. (MicroScape/Science Source)

AN ELABORATE COMMUNICATION NETWORK

In the gut, the single layer of lining cells directs all activity as it sits atop connective tissue, lymph tissue, blood vessels, muscles, and nerves. The lining cells integrate a wide variety of signals from all these tissues and microbes. Signals from friendly bacteria to gut lining cells can stimulate more mucus for protection. Microbial signals can trigger loosening of tight junctions between cells to allow material through. Signals from microbes are immediately relayed to immune cells to stay in the loop with lining cells. Signals from various cells direct development of immune centers just below the lining cells. Signals can stimulate immune scavenger cells to present microbe molecules to T cells.

To engage in elaborate communications, gut lining cells have a unique shape and structure. They have asymmetrical rectangle shapes and sit on a hard barrier connected to tissue below. They restrict travel from the free-flowing lumen into gut tissue below with a bottom barrier and sides that are tightly joined to neighboring cells. Receptors near the top of the cell have one type of response, and those near the base a different response. Lining cells can alter the leakiness of their junctions and basement membranes, allowing specific cells to travel through between lining cells, just as the capillary cells in blood vessels call for traveling white blood cells and allow them into tissue. Gut lining cells—like capillary cells in blood vessels—decide via back-and-forth signals which cells or particles can pass through the gut.

Stem cells produce various gut lining cells that specialize in diverse functions: master lining cells that direct all the activity, cells that produce hormones, mucus-secreting cells, and protein-producing cells for digestion and fighting microbes. Signals from all of these cells, along with friendly microbes, provide direction for building villi and crypts. Signals control the number and placement of stem cells. They also control the density of blood vessels in the tissue. Signals among all cells help lining cells in the complex process of moving up the villi from the crypts while maintaining the barrier. Nourishing signals protect lining cells from dying prematurely as they travel up the villi.

One type of lining cell manufactures mucus with special cross-linking structures that make the mucous barrier stronger. Signals back and forth between microbes and mucus-producing cells expose breaks in the mucous barrier and these conversations instruct the goblet cells to produce more mucus to repair the discontinuities.

Mucus provides a layer of protective fibers that provides a sheltered space for friendly microbes to live near the lining. With permissive messages from lining cells, specific types of microbes and viruses survive in and around mucus. Surprisingly, in the mucous niche, viruses become friends and protectors of human cells by fighting off invaders. Some microbial colonies that are allowed near the lining make a different highly structured slimy layer, called a biofilm, discussed in chapter fifteen. Secreted signal molecules or those sent in sacs determine which microbes are allowed to touch the gut lining cells. These lining cells engage in constant conversations, even with cells in biofilms.

Hormone-producing lining cells provide the greatest variety of molecules that kill microbes. Enzymes break open microbe membranes. Particular poisons are produced based on the types of microbes that are present. Also, friendly bacteria send signals to these lining cells asking for toxins to kill threatening species.

WORKING WITH T CELLS TO MAINTAIN IMMUNE BALANCE

Signaling between lining cells and T cells maintains immune balance in the complex gut. In other parts of the body, T cells travel to lymph nodes and various types of tissue, looking for dangerous particles. They become activated when they find microbes, foreign material, or damage. In the gut, T cells sit just below the base of the lining cell and are tolerant toward food and microbes in one situation and hostile in another.

Conversations among gut lining cells and various immune cells educate the local T cells about issues only occurring in the gut. In parts of the human body where microbes are not expected, receptors trigger a strong response. But in the gut, the master lining cells influence immune cells to produce various modified responses, including no response at all or even offering to help specially chosen microbe species.

Most T cells throughout the body are educated in the thymus. Gut environments are so complex that training for gut T cells must occur on-site. Modulation of gut lymph tissues below the lining also creates a class of T cells that travel to the thymus and throughout the entire body, bringing knowledge of the compromises that are made with friendly bacteria in the gut.

The training of the special gut T cells occurs via conversations among all types of gut lining cells, capillary cells, neurons, and friendly microbes. Interactions with lining cells and friendly microbes allow these T cells to learn how to build unique receptors and signals needed to deal with food and digestion. T cells engage in constant inhibition of unwanted responses to food particles. T cells also have a say in the amounts of mucus needed to protect friendly bacteria.

In chapter three, it was noted that without constant inhibitory activity from specially trained T cells and gut lining cells, allergic reactions to food would occur frequently. These T cells must also control reactions from all other immune cells through continuous signaling. For this inhibition, T cells require reinforcing signals from lining cells, blood cells, and even microbes. These messages instruct T cells to control their army of dependent immune cells ready to attack any unusual particle. Many well-known vitamins and food molecules have vital roles in stimulating these special T cells needed to avoid food allergies. Without daily conversations reinforcing this inhibition, we would be allergic to every foreign particle of food each day.

COOPERATION ORCHESTRATED THROUGH SIGNALING

Multiple gut cells work together to decide whether to respond to particles by grabbing and analyzing them. Just below the lining, several types of special immune cells have long “arms” that reach into the gut lumen to sample particles floating by. Their arms stick out between junctions of lining cells far into the middle of the flow to grab particles. Samples can also be transported by master lining cells themselves to the bottom of the cell, where they are presented to T cells beneath the lining barrier. An immune scavenger cell, also right below the lining, sends signals that can loosen junctions between lining cells to enable arms to go through to catch particles up in the lumen. This scavenger cell decides whether to let bacteria travel into the tissue or eat it on the spot.

Gut lining cells also transport signals from immune cells below the barrier back up into the lumen. These molecular signals are also designed to fight dangerous microbes. The molecules first attach to receptors at the bottom of the barrier, which triggers transporters to bring them into the bottom of the lining cell. They are then transported to the top of the lining cell and secreted into the gut lumen. All of this cooperative activity is orchestrated with signals, including maintenance of the barrier and alterations when necessary. When disrupted by metabolic problems and infections, a dysfunctional barrier can contribute to inflammation, diabetes, multiple sclerosis, arthritis, and cancer.

Complex communication among all of the cells determines which particular immune cells are needed to form the specialized intestinal lymph tissues just below the lining. Multiple specific immune cells are called to build the growing cluster of immune cells, which takes a form somewhat similar to a lymph node. Signals from lining cells produce adhesion molecules that enable cells to coalesce in order to form these unique gut lymph tissue structures. Densely populated immune centers become a source of rapid production of specific cells when needed for particular problems.




CHAPTER 7

SIGNALING ACROSS THE SKIN LANDSCAPE

FROM A CELL’S point of view, the surface of the skin is a vast, hard, barren landscape spotted with a lattice of proteins and fatty molecules. As the organ most exposed to the external environment, the skin must defend against physical assaults, particularly from toxins and insect bites.

Just beneath the skin’s surface, there are deep follicles that regulate hair growth and harbor glands that secrete various molecules, such as salts, enzymes, and fats, as well as peptide molecules to fight microbes. Peptides are short chains of amino acids (longer chains of amino acids form into proteins). The surface of the skin is acidic, with high salt levels and lots of oxygen. Within the follicles, there is little oxygen but a lot of fat. On such an arid surface (compared to the gut and other internal organs), signals are even more important than in other organs to maintain order and avoid infections.

The landscape across the skin varies considerably—fingers, hair, armpits, face, palms. Like the gut, each local environment has particular cellular conversations to determine which microbes are friendly and which are dangerous. Varied amounts of follicles and glands create niches for specific bacteria. Yet wet, dry, and oily settings on the skin are unlike microbe-laden surfaces in the gut. Healthy skin is less than an ideal place for microbes, providing little nutrition and exposing them to ultraviolet light, which can kill or inactivate them. The skin seems so stable that it is difficult to grasp how dynamic it truly is.

SKIN STRUCTURE

The two main layers of skin are the epidermis, the outermost layer, and the dermis, which is beneath. The dermis is made up of connective tissue, blood and lymph vessels, sweat and oil glands, and hair follicles. There is also a third deeper layer of skin, called the hypodermis, which is made up of connective tissue and fat cells.

The vast majority of the top layer is made up of master lining cells called keratinocytes. These specialized lining cells, analogous to master lining cells in the gut, migrate from deeper layers to the surface while talking with immune cells, neurons, muscles, connective cells, and varied microbes, including bacteria, fungi, and viruses. Keratinocytes produce keratin, the fibrous protein that forms the structural basis of hair, nails, fur, and feathers and also protects the surface of the skin from damage or stress.

The epidermis also contains pigment cells, resident and traveling immune cells, and supportive cells that surround sensory neurons. At the bottom, capillaries provide oxygen for the cells not near the surface. These blood vessels also provide a channel for signals with other regions and a route for traveling blood cells to enter the topmost skin regions.

Cooperation among all the different kinds of cells maintains normal skin and repairs damaged skin from scrapes, cuts, ultraviolet light, and oxidative reactions. Cellular activity uses considerable energy to secrete complex lipid molecules, maintain tight junctions between cells, and avoid water loss by building a lipid protein coat. (There is much more about lipids in chapter twenty-five on membrane production.)
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Anatomical illustration of a section through human skin, showing the epidermis, sweat gland, hair follicle, blood vessels, fat cells, and sebaceous gland. (Science Source/Science Source/Science Source)

The superficial epidermis has multiple layers, with a surface that is hard but flexible. It regulates water release and is the major barrier against external toxins, microbes, and infections. The physical barrier includes tight junctions between cells and multiple large scaffolding proteins. A chemical barrier consists of enzymes to break down toxins, fats, acids, and peptide molecules. Toxic particles secreted against multiple intruders must be eliminated after battle.

The thickness of the epidermis is quite variable—three times thicker on the palms and soles of the feet than on the eyelids. In the epidermis, oxygen diffuses from the air to feed the topmost cells. The dermis structure below consists largely of the proteins collagen, for strength, and elastin, for flexibility. Diverse types of extracellular matrix in the dermis serve as signals to immune cells to stimulate varied activities.

The subterranean dermis houses a wide range of immune cells and a large number of connective cells that secrete matrix between cells. There is also the basement membrane that separates the dermis and epidermis. Very recently, a new layer of fluid channels, called the interstitium, has been found below the skin’s surface, as well as in connective tissue throughout the body. It was not possible to observe this layer until now because previous research techniques for observing tissue always eliminated water. It remains to be seen in future research whether these channels are conduits for signals throughout the body.

The very top hard layer of skin is made of more than twenty layers of specialized keratinocytes that have shed their nuclei and are tightly joined together with sticky molecules. These cells produce fatty material for a strong, waterproof barrier that is resistant to infection and trauma. In this outermost layer, there are also large numbers of traveling T cells with diverse skills that converse with keratinocytes.

DYNAMIC CONVERSATIONS

Only recently has it become clear that skin cell conversations are as dynamic as those of gut cells and capillaries. The skin is the largest organ in the body and has the second-largest number of microbes to deal with after the gut. Skin has the most varied environments and is the most exposed. Individual keratinocytes must organize resources to defend against physical assault and deal with a wide range of microbes of all kinds, including fungi and viruses. Like the gut, skin serves as a barrier that is vital for the entire body. Increasingly, as in the gut, immune activity on the skin has been found to have ramifications in other organs throughout the body.

While gut cells talk with microbes about digestion, skin has other issues. Conversations maintain its strong surface to protect against microbial invasions and injuries. Keratinocytes must engage in various healing projects as well. Even on the barren skin, an army of immune cells can be called to rapidly respond. Keratinocytes must determine which bacteria are allowed to stay on the surface in each location along with particular immune cells. As in the gut, multiple conversations must work to inhibit immune attacks on vital friendly microbes and the skin tissue itself. Much of the communication is with friendly microbes that help protect against other, dangerous invaders.

Conversations among lining and connective cells regulate the various matrixes between cells that provide specific functions. These conversations determine the matrix for the topmost barrier where keratinocytes are fixed. Fat cells converse about matrix that provides some cushion below the surface of the skin. Surprisingly, fat cells also send signals to stop particular bacterial infections and can signal to increase the amount of brown fat, which regulates temperature, among other functions.

Via signals, connective cells produce matrix for different situations using various amounts of molecular fibers, ground substance, and extracellular fluid. Ground substance is a thick liquid, composed of large molecules, that uses variable amounts of amino acids, peptides, proteins, and sugars for different situations. In some situations, ground substance can be so thick that microbes find it hard to navigate through it.

MORE ABOUT KERATINOCYTES

Keratinocytes are born from stem cells deep within the hair follicle, or in between follicles. Like gut lining cells that gradually move up from deep crypts to the top of villi, keratinocytes move through various layers of skin cells to the surface. During this migration, they also undergo gradual maturation with a series of modifications that enable them to build more signals and receptors for complex decision making. Upon arriving at the top, some of the lining cells shed their nuclei to form the tight barrier. Signals from mature keratinocytes direct all activity in all layers and particularly protect nerves, immune cells, friendly microbes, and T cells traveling at the outermost layers of the skin.

Keratinocyte decision making includes responding to harsh conditions such as heat, cold, moisture, toxins, ultraviolet light, bruises, and cuts. Neighboring connective cells stay in close contact with these lining cells via signals. Traveling immune cells live in the skin and communicate constantly with keratinocytes about microbes, infections, and trauma. Neurons provide sensation related to touch and pain and also engage in signaling to the master lining cells about changing conditions.

Talking with Immune Cells and Microbes

Because the skin landscape is relatively desolate, keratinocytes do not build large lymph tissue, as in the gut and other organs. Instead, because of its flat nature, skin must rely on an abundance of individual traveling immune cells on the surface. To organize a large army of individual mobile cells spread over the skin, even more signals are essential than when dealing with the fixed large lymph centers of other tissues.

Keratinocyte signals, in conjunction with neurons and microbes, call for immune cells that produce low levels of chronic inflammation. This serves as protection against more severe infections by keeping active immune cells readily available. Specific immune cells work to repair the minimal damage produced by this low-level inflammation. With stress or injury, more powerful signals are sent that alter the inflammation to cope with greater problems. Keratinocyte signals can also do the opposite and stop recruitment of all traveling immune cells.

The skin also requires many more subtypes of supportive immune cells than anywhere else. Unlike in other organs, multiple subtypes of the immune cells that present material to T cells work in tandem. Some talk to each other, and others signal at different times in sequence while the suspicious particle is evaluated. When producing a particular type of protective inflammation against a fungus, for example, actions from three distinct presentation cells and multiple types of T cells take place for one process.

Microbial conversations among keratinocytes, connective cells, and immune cells have various effects. Some microbes live peacefully on the skin and only become dangerous when there are breaks in the skin, such as with insect bites and traumatic injuries. Microbial signals can gather all the cells to fight particular enemy species. With immune deficiencies, conversations among immune cells and microbes are altered, producing dangerous infections.

Microbial signals have diverse effects. In one situation, a fungus stimulates a neuron that causes pain and itching. Alternatively, fungal signals to neurons can cause painless ulcers. They can signal lining cells to produce various types of inflammation. Microbial signals to T cells can increase or decrease inflammation activity. These signals can directly trigger more T cells that chase specific enemy microbial species. Signals can also inhibit T cells that would otherwise turn against human cells and cause autoimmune disease.

Unlike in the gut, where food attracts particular microbes, there are not a lot of food-attracting microbes on the skin. Still, there are at least a million microbes every square centimeter. Various types of microbes live near glands, neurons, or immune cells. Multiple factors determine which microbes survive—skin pigment, cleaning products, temperature, moisture, and acidity.

The most complex skin region for microbes is deep in hair follicles, somewhat analogous to the crypts in the gut. The follicle is the point of entry for immune cells from the blood. The follicles that dot the skin have the most diverse immune cells and microbes. As in gut crypts, stem cells often live in deep follicles. Multiple layers of keratinocytes protect the follicle and immune cells nearby.

Directors of Communication

Among wide-ranging conversations about health and disease, keratinocytes direct all of the action. Keratinocyte signals to connective cells determine particular matrixes. Keratinocytes monitor conversations among microbes and immune cells. They trigger inflammation and instruct T cell responses. Keratinocytes must constantly temper T cell responses to avoid reactions against friendly microbes and human cells. Even when immune cells support friendly microbes and repel enemies, keratinocyte signals are the controlling factors. In fact, most immune signals to microbes are relayed through keratinocytes.

Recent research is discovering a wide variety of immune cells stimulated by keratinocyte conversations. These immune cells are produced in bone marrow, lymph tissue, or at a particular site on the skin. Like immune memory cells, keratinocytes maintain their own history of events for future reference. They remember the range of immune cells that are available for them to call for help, and even the location of the problem.

Keratinocytes also don’t just sit still when a cancer invasion starts; they behave like local police to repair damage that aberrant cells are creating. When keratinocytes come across abnormal mutated cells that could be cancerous, these master skin lining cells take dynamic action by themselves against these cells. Signals suppress the types of inflammation that can lead to cancer. Keratinocytes have now been observed surrounding invading cancer cells, shepherding them away, and repairing the damage. Because of the extensive use of signals among skin cells, the new science of signaling might have the most rapid impact on skin diseases.

MEMORY T CELLS

Twice the number of T lymphocytes live on the skin as in lymph tissue for other organs. These T cells include multiple varieties, including the largest number of memory cells of any organ in the body and diverse types of active T cells. Active T cells are the first and best defense against microbes. Particular T cells are also called from the thymus to the skin to monitor for cancer and other skin diseases. With a cut, T cells and keratinocytes produce an intense array of signals to avoid immediate severe infections.

After trauma, inflammation, or infection, T cells produce special memory cells that continue to monitor troubled sites. Memories are maintained of all exposures to dangerous microbes, toxins, trauma, and cancer. The same conditions could rapidly flare up at any moment, and these cells are ready. Memory cells retain knowledge of the exact locations on the skin where an infection occurred, the particular microbes involved, and the signals that eliminated them. Skin conditions are constantly changing, and memory cells keep up conversations with microbes that are nearby to determine whether action is needed.

Memory cells have spatial memory that allows them to understand the unique topography and landscape where a battle occurred. For example, fungi are particularly difficult to monitor. Fungus can exist as buds on the surface or as needles deep into tissues. Dangerous subterranean hyphae (the long tubular branching structures of a fungus) track into underlying skin layers and must be followed and attacked by memory cells.

Perhaps the most unusual feature of skin memory T cells is that they don’t need presentation cells that other T cells require to become killer cells. Skin memory cells can rapidly change their mode when necessary by themselves. They can produce molecules to attack microbes directly and can send immune signals to get help. They can rapidly become an army of killer cells. They have the ability to change the entire local environment.

SKIN IMMUNITY AND DISEASE

The field of immunology has recently evolved based on the discovery of these wide-ranging conversations among varied cells. Previously, most research delved into the complexities of bone marrow, lymph node communities, and the thymus. While it is difficult for research to follow small signal molecules on the skin that travel among many cells, the modern focus has changed to study conversations among multiple types of cells, including immune cells, microbes, neurons, connective cells, capillaries, and lining cells. On the skin, almost all of the action is based on these signals, especially back-and-forth communication between microbes and keratinocytes.

To fight various skin diseases, such as psoriasis or dermatitis, keratinocytes invite new types of immune cells among hundreds of possible subtypes of T cells and other white blood cells. Only mature keratinocytes have learned to produce large amounts of unique signals specific to the skin’s needs. Without these signals, the skin would be overrun with allergic responses to its wide-ranging exposure to microbes.

When keratinocytes die, molecular signals are released that activate particular immune cells, which cause inflammation. Sometimes keratinocytes kill themselves by programmed suicide in order to send signals for inflammation. Planned suicides produce vital signals for emergencies in both the gut and skin. In response, viruses and microbes produce molecules to interfere with planned cell suicide, so signals will not trigger inflammation and harm microbial colonies.

Potentially dangerous microbes most often exist on the skin without producing any problems. They can even be helpful while living peacefully. But then they can suddenly change, which often occurs from communication among multiple other species. Peaceful colonies can suddenly change to produce infections in hair follicles, cellulitis, or even severe blood infections that can go to the bone and heart. Bacteria can rapidly become dangerous “flesh-eating” varieties in a wound, mostly in those with impaired immunity from other diseases. Bacteria can also be part of chronic infections and even contribute to autoimmune disease.
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Bacteria on the surface of the skin. Electron micrograph. (David M. Phillips/Science Source)

Recently, signals were identified that incite certain bacteria—often Streptococcus pyogenes, which causes sore throat and often lives peacefully on the skin—to become the dangerous flesh-eating type. A specific toxin was found that triggered a local neuron in two ways based on natural conversations among immune cells and neurons. The first signal caused severe pain out of proportion to any signs of disease.

The second exploited the normal neuron signal for wounds with pain but without infection that inhibits immune activity. Instead of using the neuron signal for infection that calls for immune cells, the neuron was manipulated into using signals that inhibit as if there were no infection. This signal stopped neutrophils both from traveling to the site and from sending attack molecules. The result was that the bacteria had no resistance and therefore became flesh-eating microbes.




CHAPTER 8

CANCER CELLS—THE ULTIMATE MANIPULATORS

THE MOST ACCEPTABLE current theory holds that cancer starts through a set of random mutations, which produce an abnormal cell with unhinged cellular processes, including runaway duplication. Mutations can be genetic, or from environmental factors (including foods), interactions with microbes, and the disarray that ensues with inflammation.

Mutations can occur in the very pathways that proofread DNA duplication, which leads to a vicious cycle in which even more mutations are produced that break the ordinary limits on reproduction. When cancer begins, a cell slowly accumulates multiple mutations—often over years—usually starting as a cancer cell with as many as a dozen mutations. A cancer cell may have a hundred different mutations, and individuals with the same type of cancer can have large, varied sets of diverse mutations. Only a small percentage of abnormal cells become cancerous. But one abnormal cell is enough to start the entire process of building a cancer.

There are several ways that mutations allow cancer cells to overcome the controls that are designed to stop abnormal cell behavior. All cells have a built-in system called the programmed cell suicide pathway, which eliminates both aberrant cells and severely infected cells. But in cancer, suicide is not triggered, and abnormal cells continue to grow and multiply. In another mechanism, cancer cells alter the tips of chromosomes, called telomeres, that are needed for the cell to reproduce. These normally wear down gradually, with successive division, until eventually cell division stops. Cancer cells stimulate an enzyme that rebuilds the telomeres so the cell can continue to reproduce out of control, even producing as many as five cells in division rather than two.
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Cancer cells divide rapidly in a chaotic, uncontrolled manner. Electron micrograph. (Steve Gschmeissner/Science Source)

Cancer mutations alter RNA production as well in complex ways that just now are being discovered. RNAs that normally stimulate repair of cell damage are inhibited, which helps the cancer develop. RNAs can also trigger cancer-producing genes. For example, researchers recently found a large system of RNAs that regulate five hundred genes, which are altered to trigger, inhibit, or otherwise affect cancer growth. These genes have 250,000 distinct interactions, with many of them producing cancer.

Cancer cells create their own unique communities using advanced cellular communication. Similar to microbe behavior, cancer cells can act as individuals at one moment and then join comrades to behave as if they were a multicellular creature. Signals to cancer comrades warn about viral attacks. They can signal for the growth of new blood vessels and reroute existing blood vessels for their own benefit. Via signals, cancer cells trick healthy cells around them to produce protein factors for their benefit. The matrix between the cells is altered by the cancer cell signals. Conversations attract microbes to become helpers and inhibit immune attacks. Cancer cells are able to subvert local immune cells to help them rather than attack.

Cancer signals vary extensively. Cancer cells generate ways to make blood vessels become leakier, enabling aggressive travel into other tissue. Signals recruit neurons to help cancer colonies grow. Messages that normally allow neurons to migrate in a fetus also give directions for cancer cell travel in the fetus. Signals increase production of proteins and energy molecules, enabling cancer cells to survive in altered environments with less food. As T cells rapidly build an army of fighting cells, cancer cells use these same internal signals to alter their own metabolism to rapidly copy themselves as they begin to form a large colony.

CONVERSATIONS WITH LOCAL SUPPORTIVE CELLS

Via signals, cancer cells seduce all sorts of nearby normal cells to join them in their growth agenda. Cancer cells are able to intercept the conversations of local neighboring cells and send their own signals to subvert them to the cancer’s cause. Signals entice connective cells to alter scaffolding, making extracellular matrix more helpful to cancer growth and less helpful to ordinary tissue cells. The new environment provides low oxygen and more fluid to stop immune cells from chasing down the invading cancer.

Signals can provide many benefits for cancer to grow in the local environment. Cancer cells induce tissue damage, which blocks medications from getting to the cancer cells. Local structural lining cells cooperate by producing protective linings for the cancer tissue and new blood vessel linings that prohibit immune cells from tracking cancer cells. Immune cells are stimulated to produce factors for cancer growth that are normally used to heal wounds and enlarge ordinary tissue. Local cells that normally help T cells fight cancer do the opposite by sending signals to inhibit T cell aggressive behavior.

More is being learned about how cancer cells and surrounding tissue cells cooperate via signaling. Cancer cells first use a variety of signals to organize the existing cancer cells into a preliminary structure. Then they recruit surrounding connective tissue cells to build the best internal structural configuration for growth of the cancer. This same organizing principle occurs to form metastases in distant tissue. First, the cancer cell signals to organize other cancer cells, then it signals to local neighbor cells to organize further support for the cancer structure and its growth.

One important way cancer cells manipulate local cells via signals is to stimulate them to become stem cells. These stem cells revert into fetal-like cells with unusual properties that support cancer growth. Cancer cells are able to use these same fetal-like capacities as well. As fetal-like stem cells, both cancer cells and local cells are able to transition from being stable cells to cells that are mobile and aggressive. This allows local cells to help cancers proliferate in a variety of unique ways.

In the fetus, two fundamental types of tissue are connective tissue cells and lining cells. Lining cells are passive and structural, and connective tissue cells are active, mobile, and aggressive. When a cell moves into position in the developing fetus, it transitions from the migrating type to the structural type. It has been found that cancer cells, and their activated neighbors, can use this switch back and forth in both directions to build tissue and metastatic colonies. There is more about this transition later in the section on metastasis.

DISRUPTING THE IMMUNE SYSTEM

Cancer cells are eager for inflammation. Normally, inflammation protects against microbe invasions and helps heal wounds. In the chaos of inflammation, when cells fight microbes and repair damage, there is more opportunity for mutations stimulated by immune attack signals. Maintaining a continual level of inflammation, cancer has been called “a wound that doesn’t heal.” When inflammation becomes the norm, alterations allow cancer cells to confuse immune cells in multiple ways. Immune cells are fooled into considering cancer cells as part of the healing process and even help “repair” them.

Cancer cells develop a close relationship with immune scavenger cells. Scavenger cells become abundant in cancer tissue, providing a third of the total mass of certain types, such as many solid malignant tumors. Responding to cancer cell signals, scavenger cells don’t behave normally and don’t listen to T cells that track abnormalities. These scavenger cells also work with cancer stem cells to stimulate new blood vessels, and they are coaxed by cancer cell signals to help produce new metastatic colonies. The more scavenger immune cells found at a cancer site, the worse the prognosis.

Cancer cells benefit from T cells’ typical behavior because T cells are ill prepared for the slow, drawn-out fight needed against cancer. T cells normally direct fairly short attacks on abnormal cells or microbe invaders. Once the assault is done, regulatory T cells inhibit inflammation to stop tissue damage. This short-lived aggressive confrontation severely limits the ability of immune cells to eradicate cancer cells, which are complex and long-lived.

Although ultimately not properly prepared to fight cancer, early-warning T cells start an attack and stimulate a delayed response with other cells as well. But the complexity of cancer variations makes these attacks problematic. Abnormal material is ordinarily presented to T cells, and they attack these cells. But inside a cancer, a particular stem cell can suddenly develop a new and different mutation. This cell multiplies and becomes a new subset of cells—a variant cancer within a cancer. It is difficult for T cells to adjust to produce multiple varied responses. To remedy this, the latest cancer treatments design new T cell receptors for particular cancer cell types and place them in T cells for very specific attacks on particular subsets of cancer cells.

Fighting cancer takes a long time and needs various sequences of immune signals for each stage of cancer development. After more ordinary short attacks, regulatory T cells are triggered that tamp down aggressive behavior; unfortunately, the killer types needed for continued cancer eradication are not the ones that are triggered. Cancer cells help stimulate more of these regulatory cells, which become the most abundant cells and interfere with further attacks on the cancer. Cancer cells also compete directly with T cells and damage them by eating most of the amino acid arginine that T cells need.

Because of ineffectiveness in long-lasting warfare against cancerous growth, T cells have been called “exhausted.” But, recently, a small number of long-acting cancer-fighting T cells have been discovered. These act more subtly against the cancer. They are not as aggressive and don’t cause tissue damage. New therapies aim to stimulate these rare, longer-acting T cells. But as local cells work to help the cancer by inhibiting T cells, short-term, aggressive T cells are triggered, which interfere with the longer-acting T cells. Effective therapies will have to send signals to avoid triggering new short-acting T cells, while stimulating more of the long-acting variety.

Because of the normal protective pathways in T cells that inhibit aggressive behavior after short attacks, new cancer medications attempt to eliminate the natural brake on T cells’ aggressive behavior. In most situations, normal pathways inside T cells, called “checkpoints,” inhibit extended attacks that are damaging to human tissues. These “checks” on T cell activity stop unnecessary aggressive behavior. New cancer medications attempt to block these checkpoints, thus releasing more aggressive behavior against the cancer. An entire class of new medications are called checkpoint inhibitors.

THE ROLE OF MITOCHONDRIA IN CANCER PROLIFERATION

The important relationship between mitochondria signals and cancer growth is also becoming clearer. As free-floating, oval-shaped organelles inside cells, mitochondria provide energy and other metabolic functions for all cells, but for cancer, they help in many other specific ways. In fact, altered mitochondria have been found to be vital in producing many of cancer’s already mentioned capabilities.

The mutated mitochondria in cancer cells are able to alter their complex metabolism to provide help in various ways. It is in mitochondria that the process of programmed cell death is triggered to eliminate infected or abnormal cells. In cancer cells, mitochondria are altered to avoid this. Cancer cells rely on unusual sources of food for energy, and altered mitochondria produce new pathways to use these new sources of energy. Mitochondria also alter pathways to deal uniquely with chronic cell stress.

In T cells, mitochondrial metabolic signals supply the necessary fuel for their rapid reproduction, attachment to cancer or infected cells, and production of deadly immune synapses to kill targeted cells. Similar altered signals help cancer’s rapid growth and aggressive behavior. Also, mitochondrial signals are involved in the cellular pathways related to the checkpoints on T cells’ aggressive behavior already mentioned above. In the future, understanding mitochondrial signals will enable new medications for “checkpoint” inhibition. There is more about mitochondria in chapter twenty-four.

Surprisingly, cancer cells can share their mutated mitochondria by sending them in transport vesicles, called exosomes, to other cancer cells. Another way that cancer cells transfer mitochondria to other cells is by using tunneling nanotubes between cells. (More on signal transfer vesicles and tunneling nanotubes later in this chapter.) Mitochondria that are altered to benefit the cancer cause are basically sent as signals to help strengthen comrades in the cancer community.

ENLISTING THE HELP OF BRAIN CELLS

Support from neurons is a necessity for cancer growth. Signals from neurons inhibit T cell attacks on cancer cells. Cancer cells invade tissues around neurons and travel along the ready-made highway next to nerves. Without neurons, cancer cells don’t grow and produce distant colonies. Several neurotransmitters can stimulate cancer growth, while others inhibit it. For example, sympathetic neurons stimulate early cancer development, and parasympathetic signals trigger later development. The more neurons that help, the more dangerous the cancer becomes.

Supportive brain cells, described in the next section, can aid cancer cells in many ways, such as helping them cross multiple barriers that ordinarily keep the brain safe from invasion. Also, these supportive brain cells, along with white blood cells, are fooled into helping to build cancer tissue. Cancer cells that grow from supportive brain cells can connect into wiring circuits of neurons by producing synapses with neurons similar to the types normally found in signaling between neurons. The two basic types of synapses that brain cancer cells co-opt include those that transmit sacs filled with neurotransmitters and those that use a flow of electricity between cells. Both of these are discussed in chapter nine about neurons.

Using electrical synapse connections, brain cancer cells hijack the electrical energy of neurons to produce more cancer growth. At least 10 percent of cells in one type of brain cancer receives electrical signals directly from synapses with neurons. Another 40 percent of the cancer cells are not connected to neurons but are connected by electrical synapses among the cancer cells. Through these cancer-cell-to-cancer-cell synapses, electrical energy first taken from neurons is transmitted throughout the brain cancer community. Therefore, half of the brain cancer cells benefit from signals and electricity from neural circuits to help cancer cells grow and organize. It is not yet understood exactly how this neuronal electricity is used by the cancer cells.

Astrocytes, the most abundant supportive brain cell, can also provide significant support to brain cancer proliferation. Growth factors from astrocytes that normally nourish neurons are diverted to help the cancer grow. With damage in the brain from the cancer, astrocytes rapidly multiply to protect all other cells with a unique type of inflammation, but they inadvertently block T cell entry into the cancer colony. Astrocytes additionally help cancer growth by sending signals to immune cells to increase the chaos of inflammation. Astrocyte conversations are further described in chapter ten.

INTERACTING WITH MICROBES

The life of cancer is complicated by the presence of trillions of microbes and their large number of signals. Microbes can benefit cancer cells but can also attack them. Like skin and gut lining cells, cancer cells must determine which microbes are friendly and converse with them. They must also evade attack from antagonistic species.

Twenty percent of the various types of cancer are known to be helped by microbe infections. A recent study showed that 12 percent of worldwide cancer types were initiated by infections related to microbes. Of trillions of microbes, ten types definitely are known to cause particular types of cancer. These microbes infect large numbers of people, but cancer only appears in a small number of them. Several bacteria are known to produce molecules that initiate cancer. Viruses initiate several cancer types by injecting RNA or DNA into human cells, sometimes placing them permanently in genes.

Thousands of other microbes likely help produce cancer in unknown ways—these cancer types include lung, genital, urinary, colon, rectum, gall bladder, and lymph. Recently, bacteria have been found traveling with metastatic cancer cells. Another recent study found two distinct microbe species interacting in the colon to stimulate cancer. With combined signals, these two species work together to break through the mucous barrier, attacking the gut lining cells that can eventually lead to cancerous growth.

Microbial signals can help cancer cells in multiple ways. Signals alter immune responses, increase DNA instability, stop cell suicide, and increase cell multiplication. Signals trigger inflammation and suppress immune cell activity, which increases cancer growth. Microbes alter food particles in the gut into signals that help cause cancer. Microbes join in on conversations to enlist supportive cells to help in cancer growth. Microbes affect how foods and medications are metabolized, which can affect cancer and its treatment.

In diverse bodily regions, microbes engage in distinct actions that can stimulate or repress cancer. Bacteria in the stomach can cause ulcers, but also protect against cancer growth. Biofilms, for example, are structured protective microbe colonies that can stimulate colon tumors. In this case, individual microbes are not sufficient—the full biofilm community is needed.

Microbial signals aid cancer at different stages of growth. The longer an infection persists, such as with tuberculosis, the more it contributes to cancer. A slow, long-standing inflammation helps accumulate DNA damage, which cancer cells use for their abnormal growth. Another bacterium infects a hundred million people each year via sex. A small percentage of them gradually produce toxic oxygen-based molecules that damage DNA repair, to stimulate cancer. Chapter twenty-one describes more about microbe conversations with cancer cells.

METASTASIS—SPREADING AND BUILDING NEW COLONIES OF CELLS

Cancer cells spread and build new colonies in various ways. As described earlier, a prominent technique is copied from fetal cells, in which early migrating aggressive cells transition to become stable structural cells when they arrive at their destinations. Cancer cells use this same transition in both directions, from stable cell types to aggressive and back and then back again. When clusters of cells migrate, the lead cell is aggressive, and its followers are stable types.

Similar to the way cells work in a developing fetus, mobile aggressive cancer cells can behave as stem cells to produce a variety of different local cells, such as those found in bone, cartilage, connective tissue, lining cells, and capillaries. Transitions between migrating and stable types can be stimulated by signals from connective cells, immune cells, lining cells, and capillaries.

An aggressive cancer cell can invade adjacent tissue or travel in blood to distant regions, where a new niche is established. For both routes, cancer cells must learn to talk with new tissue cells. Cancer cell signals induce enzymes from local cells that break up extracellular matrixes in between cells to make cancer migration and invasion easier. Once situated and producing new cells, the cancer cell reverts to the stable structural type to build, maintain, and continue to grow the new cancer colony. Cancer cells invade the delicate niche of tissue stem cells next to capillaries, where signals can be sent to and from the main colony via the blood. These messages can also stop immune attacks.

Another way to establish a distant colony is with signals transmitted in blood to the new tissue, influencing distant tissue cells to become cancerous. Metastatic colonies can even sprout from totally different kinds of cells than those at the original site. Various cancer cells understand signals of specific distant tissues, such as breast and prostate cancer cells signaling to bone. Other cancer cells understand signals to lung, liver, and brain, which are popular metastatic sites.

Metastatic clusters are helped by conversations with platelets, blood cells, and capillaries. Signals to platelets help traveling cancer clusters by producing coatings on cell surfaces that protect them from immune attacks. Platelet signals can also stimulate the shift from mobile aggressive types to stable cell types. Platelet signals help the cancer cell cluster attach to blood vessels and also make vessels leakier for entry into tissues. Capillary lining cells respond by contracting and pulling away from other cells to make a path into cancer tissue. White blood cells help cancer by producing weblike traps made of DNA molecules. These traps, which are normally designed to catch microbes, can turn to protect the cancer from immune cell attacks.

Cancer cells that are in a new tissue location but are unable to build a colony by themselves can become dormant and survive a long time. Local cells can signal for these cancer cells to stay quiet. Precancerous cells create a small niche where they can resist treatment and then later emerge to activate cancer growth.
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Mouth cancer cell. Electron micrograph. (Steve Gschmeissner/Science Source)

OTHER INTRICATE MESSAGING SYSTEMS

Recently it has been found that cancer cells frequently use two cellular communication methods generated through exosomes and tunneling nanotubes. Exosomes, discovered in the early 1980s, are membrane-bound spherical sacs found in most cell types in the body. They are used either in between cells to send and receive information or inside cells to send information to different parts of the cell. Tunneling nanotubes, discovered much more recently, are thin cellular protrusions that enable cells to connect with one another over long distances. These are long, hollow cylinders made of protein with membrane covering.

Signaling Vesicles Called Exosomes

Generated by special compartments inside cells, exosomes are sacs filled with vital molecular materials—proteins, fats, and strands of DNA and RNA. These sacs are discussed more in chapter twenty-five on membranes. After they are produced, they are released to float about in a wide range of bodily fluids.

Cancer cells often use exosomes to send messages and swap subcellular material. Other cells, such as neurons, immune cells, and supportive brain cells, also send information to neighboring cells in exosomes, but not as frequently. Of all cells and organelles, cancer cells utilize exosomes for signaling the most.

Cancer cells send exosomes filled with their mutated material over short or long distances in blood, urine, amniotic fluids, and tissues to subvert local cells into helping the central cancer grow and survive. Exosomes are sent to establish niche sites for metastasis by altering specific supportive tissue cells in the distant target tissue. Measuring these sacs in the blood has become a useful way of diagnosing cancer.

The received exosomes can alter the metabolism of other cells. Their signals include exact genetic codes to encourage cancer growth. One molecule alters scaffolding in the organ where it lands. Signals can cause “enemy cells” to kill themselves or help comrades not to kill themselves and instead start wildly multiplying. Signals to capillaries trigger new blood vessels that are abnormal and don’t allow immune cells to enter to fight the cancer. Instead, they form a protective barrier around the cancer cells.

Information molecules in cancer cell exosomes can help other cancer cells resist treatment, just as microbes transfer antibiotic-resistant genes among their allies. Proteins sent in sacs from melanoma and colorectal cancer cells are placed on the surfaces of receiving cells and protect against medications. Breast cancer cells secrete exosomes specifically to stop particular medications. This can be quite significant, since small numbers of resistant cells are able to rebuild the entire cancer or start a new colony. In a particular type of colon cancer, one cell in a million was found to be resistant after targeted treatments, and these few cells rebuilt the entire cancer all over again.

Cancer cells also specialize in signaling with messages consisting of RNA molecules. Sending these delicate genetic molecules in exosomes protects them from their usual destruction by enzymes in blood. Inside the exosome, micro-RNAs are surrounded with fat membrane molecules to protect against cellular signals that usually destroy random DNA and RNA. RNAs can intercept negative signals, such as those telling cancer cells to commit suicide. They can be resistance factors to anticancer medications. RNAs can help create a niche environment for metastasis and can stimulate bone marrow stem cells to make more cancer cells. They can trigger new blood vessels and make them leaky.

In the future, understanding cancer signals will allow the development of new treatments. For now, treatments have begun using altered viruses and immune cells, and cancer diagnosis is helped by evaluating exosomes in blood tests.

Tunneling Nanotubes

Tunneling nanotubes are stringlike tunnels that link cells to one another, enabling them to share many types of their cellular content, including viruses and entire organelles, without a membrane barrier. Very recently, these protein cylinders between cancer cells have been noted to be widespread and essential for cancer growth. Although nanotubes have been observed between multiple types of cells—HIV uses them to transit between T cells—only recently has research found widespread use of these nanotubes between cancer cells as a major avenue of communication.

Two distinct types of cancer tubular networks have been found to support cancer growth. The smaller tube spreads genetic information and exists for only minutes. Varied larger tubes have been found among specific cancer cells that can last more than a hundred days. Via these long, hollow tubes, cancer cells communicate in complex networks that enable migration, invasion of tissue, survival of stress, and therapeutic resistance.

Even large organelles, such as healthy or altered mitochondria, can be sent through these tubes. It has been shown that some tubule networks increase in size when they sense the presence of cancer medications and these appear to play a crucial role in defending the cancer colony from these medications. Cells detect damage of their comrades by signals in the network and provide repairs with other signals. Cancer cells can also send tubules far from the cell to connect with surrounding tissue in seeking help from these distant normal local cells.




SECTION II

THE BRAIN




CHAPTER 9

THE WORLD OF NEURONS

BILLIONS OF NEURONS, each with thousands of synapses, form the largest and most coordinated cellular conversation in the human body. The number of connections is unfathomable. Eighty billion neurons in adults each have up to a hundred thousand contacts, making the possible total number ten thousand trillion. Even more striking is the fact that contacts are actively changing in multiple ways at the same time. Neurons can be part of one circuit at one moment and then in another moment serve in a completely different circuit.

Neurons engage in multiple types of communication simultaneously. One type is through synapses with other neurons using neurotransmitter signals. Another type is through synapses with other neurons using electrical signals. Another type is through synapses with other types of cells using electrical signals. Finally, neurons can send signals at places other than the synapse.

Other communication avenues include brain waves that are transmitted by groups of neurons between brain regions, as well as sacs filled with information molecules that are delivered to multiple types of cells. Also, there are large, multi-cell synapses related to pain and inflammation that combine conversations among multiple cells at once.

In recent years, multiple types of tunneling nanotubes in various sizes have been discovered that connect to most cells. As explained in chapter eight on cancer cells, these nanotubes are stringlike cellular protrusions that link cells to one another, enabling them to share many types of their cellular content.

In the brain, tunneling nanotubes have been seen inadvertently transporting misfolded proteins that are part of degenerative brain diseases. These tubes might well be a source of ordinary communication among neurons, similar to sacs filled with information molecules, but this has yet to be established.

With so much research on neurons, it is impossible to review all aspects of their signaling in one chapter. Here, we will briefly describe the most well-known form of neuronal communication—electric signals along axons that trigger neurotransmitters—and then each of the other types of signals that neurons use concurrently. Aspects of neuronal signaling are covered in other chapters as well.

Three important topics related to neuronal signaling are covered in this chapter. One is how new neurons are produced via signals and then incorporated into signaling circuits. The second is neuroplasticity—the way communication circuits are altered in neuronal signaling in the process of learning. The third is the type of signaling that is necessary to maintain a neuron’s identity, possibly for a century.

UNDERSTANDING NEURONAL NETWORKS

Despite a tremendous amount of research, there are many challenges in understanding neuronal networks. No one knows yet how a unified subjective mental experience arises from these vast neuronal connections. One view is that it will be impossible to understand how exactly these networks work without including the effects of the signals from the glial support cells: astrocytes, microglia, and oligodendrocytes (which are covered in subsequent chapters).

Most clusters of neurons have long-range connections to multiple other hubs. It was thought that each sensory mode, such as vision or hearing, operates in isolation, and then signals are sent to an area that combines the various senses. Researchers are learning, however, that each sensory region appears to be multisensory and multimodal, meaning they connect with other senses and motor functions at the same time. Signals from these regions are also sent to other areas where a variety of information is integrated. These findings make it much harder to identify a center directing the entire process. Thus far, a center for unified subjective experience has not been found.

The most widely known type of neuronal communication involves an electrical current along the axons, the slender fibers at the end of neurons that transmit information via electrical impulses. At the end of the axon, an elaborate connection—called the terminal synapse—links to another neuron in a circuit. The synapse is formed between the tip of the axon of the first neuron and one of a large number of small limbs, called dendrites, on the second neuron.
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Neurons with dendrites and axons coming from opposite ends of the cell bodies. Electron micrograph. (Dennis Kunkel Microscopy/Science Source)

Synapses require thousands of complex molecules to maintain the structure and to send and receive messages. Also, thousands of dendrites on the second neuron receive messages from multiple other neurons, often at the same time. Then, all of these incoming signals are synthesized before the second neuron sends a signal along its axon to a third neuron in a circuit, and so on.

In the receiving dendrite, there are large complex protein machines, different in each region of the brain. These receiving centers, made up of another set of thousands of interlocking proteins, are also not well understood. The process whereby the receiving neuron makes sense, via internal signals, of thousands of signals coming into the large arbor of dendrites is discussed in chapter twenty-seven, where there is much more about dendrites.

At the synapse, sacs filled with neurotransmitters are ejected from the membrane of the first neuron, somehow without making holes in the membrane. Neurotransmitters that are released from the sacs travel across the synapse to the second neuron, where they trigger a receptor. Many more neurotransmitters are being discovered—currently more than thirty, with ten most prominent. Each signal is used in particular types of neural circuits.

After releasing neurotransmitters, sacs are then picked up and recycled by the first neuron. Neurotransmitters left in the synapse between the two neurons are picked up by astrocytes, which are star-shaped supportive cells that surround every synapse. (The next chapter is devoted fully to astrocytes.) The process whereby sacs are rapidly produced, ejected, picked up, and recycled is not clearly understood. In fact, it has been very difficult to explain how all of this can happen so rapidly, and without making holes in the membrane.

ELECTRICAL SYNAPSES

Electrical synapses don’t use neurotransmitters but rather send information back and forth between two cells through a bidirectional flow of electricity. They are vital throughout the brain and are commonly used by astrocytes, less frequently by neurons. They interact in complex ways with neuronal chemical synapses. Electric synapses exist in all mammals but are particularly prevalent in human brains. They were first discovered in the brain centers of vision and smell. But now they are seen in all regions of the brain.

Electrical synapses consist of multiple channels placed in clusters across the membrane. Channels are made of two six-part proteins, one from each cell, that together form a tube through which the electricity flows. This conduit allows electricity to flow both ways between the coupled cells. Small energy molecules go through as well. Electrical synapses are ten times smaller than chemical synapses. One neuron can have multiple types of electrical synapses at the same time.

Signaling with electrical synapses is fast. Electric synapses are often used in loops, connecting sensory and motor neurons needed for rapid responses, such as single critical movements for escape, like a fishtail flip or a flinch. Multiple neurons can be linked together with electric synapses, where they all receive signals very rapidly. Via fast electrical synapses, clusters of neurons can be triggered at once to produce synchronous brain waves.

Multiple sensory neurons in a region can work together to produce a stronger signal using electrical synapses. In humans, these circuits are fast and reliable. With learning, electrical synapses are remodeled just as chemical synapses are. This remodeling process is called neuroplasticity and is discussed below. By altering subunits and receptors, channels produce more specific circuits and rapid responses.

INTERACTION BETWEEN CHEMICAL AND ELECTRICAL SYNAPSES

Both chemical and electrical synapses are complex, and their signals are dependent on each other. In fact, chemical synapses are unable to survive without electrical synapses. In a developing fetus, electrical synapses are laid down first, creating the circuit architecture. Then, chemical synapses are built on top of them.

The large platform of interlocking proteins at the receiving end of the chemical synapse is different in each brain region and for each type of neuron. Electrical synapses also have an elaborate structure made of multiple large proteins that provide scaffolding for channels. Properties of these supportive assemblies are varied to provide specific types of directional flow, which, for example, can help sensory neurons cooperate in the auditory system.

In a fetus, electrical synapses first enable neurons to rapidly cooperate and coordinate activity, such as migrating into position. Motor neurons start with electrical synapses to coordinate activity in groups of muscles. As movement increases, multiple electric synapses to the muscles transform into a system with a single chemical synapse for each muscle. This same process occurs in the columns of the cortex, where they are first connected with electric signals. Specific neurotransmitters then appear in the appropriate neural circuits.

Electrical and chemical synapses interact in various ways. Chemical synapses need electrical synapses to develop, and the opposite is true as well. Specific neurotransmitters are necessary to form electrical synapses. When chemical synapses are damaged in the adult brain, neurotransmitter signals from the defective neurons stimulate electric channels that keep neurons alive during repair.

Neurons can have combined synapses, with features of both at the same time. In the eye, rods use electrical synapses that are regulated by neurotransmitters. Other circuits in the eye use chemical signals that are altered by electric synapses. In the ear, mixed synapses are used for rapid responses.

COMMUNICATION WITH BRAIN WAVES

The synchronous actions of a large number of individual neurons can produce electrical waves in specific rhythms that we call brain waves. Measurable brain waves involve millions of neurons acting in unison. Synchronous oscillations travel over short or long distances, sending information between brain regions. Sometimes a pulse signal is sent to alert another region, indicating that other information will be sent in a following wave, which may have a different frequency to represent a particular type of information.

An example of brain wave communication occurs in a memory region. One group of neurons sends information about the location where the remembered action took place using frequencies of one to four oscillations per second. Information about the time of the same action in that particular memory is sent with frequencies of seven to ten oscillations per second. Research is just beginning to find the meaning of specific frequencies, such as oscillations in sleep, related to formation of memory.

Oscillations can be produced in multiple ways, but only large ones can be measured currently. Individual neurons can produce rhythmic pulses that create waves. Loops of neuronal signals, such as between sensory input and muscle movement, can create oscillations. Interplay of inhibitory and stimulating neurons produces oscillations. Small local circuits of the cortex produce oscillations, and with precisely aligned rows of neurons, waves can add together and become stronger.

Two different cortex layers can interact to form waves, or a cortex layer can interact with a brain layer below the cortex. Slow and fast waves can interact and travel together, in which the fast waves first focus attention to the receiving region where there will be information arriving in the associated slow waves. Astrocytes connected to large numbers of neurons can contribute to formation of brain waves.

Four frequencies are known best, but it has been difficult to correlate these exactly with mental states. Slow waves appear to be related to memory; slightly faster waves are related to alertness after sleep; and rapid waves are related to attention. Particularly fast waves can connect long-range associations throughout the brain. They may also connect the relevant regions during daydreaming.

Frequency is not the only important factor in understanding brain waves. The shape of the wave is important but not well understood. Shapes of sound waves determine the quality of the sound, such as the difference between the sound of a piano and a saxophone. There are many complex shape variables just being discovered in brain waves—characteristics like delay, attack, decay, sustain, release, and others. For example, there are various types of decay patterns now known to stimulate complex local reactions.

Neurotransmitters diffusing in tissue near a region of neurons—rather than just at the synapse—can affect the rhythmic activity of a group of neurons, which, in turn, affects brain waves. These neurotransmitters can work locally or over larger areas, such as in sleep. They can also tune specific brain regions to receive synchronous oscillation information from another region. Neurotransmitters can also alter rhythms during specific tasks, such as regulating columns of the cortex in vision.

BRAIN ELECTRICITY POTENTIALS

There is less known about other forms of electric signals that might influence neurons, such as local electrical fields in and around neurons. Electrical gradients (the difference in charges across a region) have been found throughout the body and particularly in the brain, which has complex electrical activity related to signals along the axon and electrical synapses. But signaling functions of these fields and potentials in the brain are not yet clear. In other tissue, electrical gradients provide information for platelets and immune cells navigating toward infections. These gradients help build organs of a particular size and shape. They trigger stem cells. They help cancer cell navigation and production of metastases. (The use of chemical gradients as signals for cells was discussed in chapter one.)

The sum of all electricity in a local region near neurons produces an electrical field that is different at every point. It includes input from electrical synapses, astrocyte calcium spikes (discussed in the next chapter), axon electrical signals, and the aftereffects of axon spikes. Shapes of neurons and timing of their pulses affect intensity of the electric charge and its effects.

Different shapes of neurons and their arrangements have large effects on the amount of electricity in that region. For example, asymmetrical neurons in the cortex lie in defined parallel columns and have very large dendrite arbors. This ordering creates a large flow of ions in between cells, which results in addition of all the electric charges for a stronger effect. Alternatively, symmetrical neurons do not add their electric charges together. Inhibitory neurons create another type of gradient between the neuron cell body and the dendrite. Folds in the brain can also create various electrical effects.

Another factor is that longer electrical events can add to smaller events. Small signals that last can increase the field strength. If an electrical event is short, it will not add to the charge of other events nearby. With longer electrical events, they interact in multiple different ways and create a larger electrical charge. This addition of charge occurs with small transcranial stimulation treatments used over a long time. Calcium spikes in astrocytes (discussed in the next chapter, on astrocytes) can be long and strongly affect the level of nearby electricity. Since electrical gradients serve as signals in other parts of the body, it is likely that more will be found about their use in the brain.

PRODUCING NEW NEURONS AND INCORPORATING THEM INTO CIRCUITS

Although there are some conflicting studies, consensus from a decade of research has been that production of neurons occurs into adulthood in humans and in other animals. A recent study looked at brains of human adults of all ages who died suddenly. Researchers found hundreds of new neurons in brain memory centers even in the elderly. They also found that aging blood vessels might make old neurons less effective.

While a huge number of neurons are produced in the fetus, the number produced decreases throughout life, and in adults probably less than a thousand are produced each day, mostly in memory and smell centers. New neurons are vital for memory centers and for altering old memories as they are remembered and brought into awareness in slightly different ways. New neurons are used to remodel old memories or to produce new memories by rewiring neural circuits. New cells respond to new data and make old memories more specific, such as adding discriminating details. For example, someone might remember a car from long ago and then later identify it as a Chevy. Memory cells respond to new details throughout life. Supportive brain cells contribute to this activity as well by maintaining and pruning synapses and supplying factors that nourish new neurons. (Again, more on glial cells over the next three chapters.)

When the newly minted neuron arrives, first it is inhibited via signals from other neurons while it gets adjusted to the new environment. Several days later, existing neurons connect with it. As the new neuron establishes more connections and receives more signals, astrocytes help build synapses. Microglia eat cells that don’t adapt. New neurons take in information before they start sending signals themselves. More signals are gradually sent to new cells over several months. This activity increases with experience and learning. When an animal being studied exercises or engages in other stimulating activities, the likelihood of new cells being taken into neural circuits and surviving increases. The enriched activity increases connections as well.

Synapses become prominent within three weeks of a new neuron’s birth. These new cells then start influencing a circuit of local neurons, which grows into a larger circuit over time. New neurons, in fact, develop a wider range of connections than older neurons do. They become more active with new information and details. In animal experiments, they are especially more sensitive to rewards. They mold the entire sensory system for memory by paying attention to more specific details than the older cells do.

As new cells take over signaling related to the new version of a particular memory, activity of the older neuron, representing the older memory, is decreased. The new memory doesn’t conflict with the old memory, it just gradually replaces it. Over time, almost an entire memory region is gradually rebuilt with new cells.

SIGNALS FOR NEUROPLASTICITY

Perhaps the most difficult process to explain is neuroplasticity, which is defined as the way the brain changes itself to enable new learning. If a normal-sighted person, for example, is blindfolded, within hours the neurons in the visual centers seek other kinds of sensory information, such as sound and touch.

A dramatic example of neuroplasticity was reported from China, where at a routine physical a doctor found that a normally functioning woman was missing part of her brain that is considered essential for movement. Other than a minor gait disturbance and slightly slurred speech, the woman moves and speaks freely and lives a normal life. Somehow, a part of her brain compensated for the normally vital brain region that was missing.

Neuroplasticity uses both altered connections at synapses and new brain cells. Despite popular opinion, older brains can, in fact, be superior to younger brains if the elderly person has been active mentally, because of the effect of learning on dynamic rewiring of neural circuits and alterations of synapses. Circuits in active elderly brains have been found to have increased connections of frontal lobes with other regions and between the right- and left-brain hemispheres. A wide range of different molecular mechanisms alters neuronal networks. Most brain activity involves circuits that span the entire brain, and diverse synapse alterations occur simultaneously in multiple locations throughout the brain. It is not known how all of this is coordinated.

Detailed descriptions of the multiple types of synapse alterations for neuroplasticity are beyond the scope of this book. Some include dendrites rapidly altering their shape with changes in cellular scaffolding. Another type alters the large molecules that stick out from either side of the synapse holding them together. The balance of stimulation and inhibition also can be altered.

Electric channels of sodium and potassium can be altered to produce varied electrical activity along the axon. Subunits of receptors can be changed. Various tiny motors that transport molecules and vesicles can be swapped out. Electrical synapses can be altered, and extracellular matrix supporting the synapse can also be altered for neuroplasticity. In addition, neurons that trigger inflammation pathways (more fully described in chapter fourteen on pain and inflammation) can be altered to produce neuroplasticity.

All three glial cells are vital to neuroplasticity. The role of myelinproducing cells—Schwann cells outside the brain and oligodendrocytes in the brain—is vital in coordinating speeds of transmission for signals to ensure that they arrive on time. Myelin, discussed in more detail in chapter twelve, is the insulating material that enables efficient transmission of electrical impulses. Astrocytes and microglia trigger their own forms of neuroplasticity. In addition, production of new brain cells is stimulated with glia and capillary signals.

SIGNALS TO MAINTAIN NEURONAL IDENTITY

Signaling, both internally between cell compartments and with other cells, determines the characteristics of individual neurons. An increasing number of neuron types are being found—currently more than a thousand. Neuronal varieties are defined by their active genes, shapes, circuitry, functions, receptors, and signals. Once they are produced, most neurons stay as one particular type of cell for life.

However, some can alter their type through a signaling process. This is not as easy as it seems, because signaling is needed on a daily basis to maintain the neuron’s identity. Neuronal identity is based on the operation of particular genes, which produce specific proteins to respond to signals. Maintaining identity involves thousands of signals each day—specific RNAs and proteins and tags placed on DNA and the proteins that protect DNA.

Even while existing as a specific type of neuron, the cell constantly changes shape by growing axons and dendrites and producing new synapses. Neurotransmitters used by a particular neuron are usually stable, but neurons can sometimes alter these as well. Special signals and networks of genes are necessary to continue with their particular neurotransmitters, which are different in a fetus than in an adult. With learning, neural networks change, sometimes in response to signals from the environment. These signals can alter a neuron’s identity and trigger new types. Signals from the environment can trigger new genetic networks that alter the neuron’s function.

It is not yet known how all of these types of communication can work together with signaling among neurons, astrocytes, microglia, oligodendrocytes, T cells, capillary cells, and immune cells. There is a lot to learn in every topic related to neurons. As more is understood, it will be possible to find new treatments for brain diseases and perhaps understand subjective mental activity.




CHAPTER 10

THE SUPPORTIVE ROLE OF ASTROCYTES

ASTROCYTES ARE THE MOST abundant of three supportive brain cells, collectively called glia, from the Greek word for “glue.” All glia tend to be smaller than neurons but make up more than half of the volume of the brain and spinal cord. It is not known exactly how many glia cells there are, but the ratio compared with neurons is different in each region—more glia than neurons in the cortex and fewer than neurons in the cerebellum.

Astrocytes were named as such because their multiple protrusions give them a starlike appearance. They are essential for all brain function. Their arms extend to cover neuronal synapses, while their end-feet enwrap blood vessels, enabling them to easily converse with neurons and multiple other cells using signals in the blood. These connected networks of astrocytes form a tilelike scaffolding, which covers and protects all neurons and blood vessels throughout the entire brain.

To understand mental processes, brain mapping researchers generally describe circuits among neurons. A fuller understanding of these neuronal processes must also take into account all of the circuits and hubs of the astrocyte network. For instance, although fMRI (functional magnetic resonance imaging) is widely assumed to measure activity of neurons in brain research, in fact it measures the blood flow controlled by astrocytes in a brain region, with each dot of light in the image representing blood flow for tens of thousands of neurons.

It is not entirely clear how closely the fMRI brain image derived from blood flow correlates with neuronal activity. New research suggests that blood flow might increase right before neuronal activity takes place or immediately after, but not actually during the height of neuronal activity.
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An astrocyte. Confocal light micrograph. (David Robertson, ICR/Science Source)

THE WIDE-RANGING ROLE OF ASTROCYTES IN NEURONAL FUNCTION

It is hard to exaggerate the importance of astrocytes in their support of neurons. Their signals are critical for the entire life cycle of synapses—formation, normal function, pruning of underutilized synapses, and alterations based on learning. In determining the energy needs of hungry neurons, astrocytes tell the blood vessels to open up to supply oxygen and other nutrients to these particular neurons and then signal them to close once neurons have had their fill.

Astrocyte scaffolds support ever-changing neurons that bud and shed connections each day. Each neuron can have as many as a hundred thousand synapses with other neurons, and each astrocyte protects synapses for a large number of neurons. Astrocytes control every aspect of the synapse environment, including the surrounding extracellular matrix and local chemical gradients. Astrocytes secrete growth factors for neurons to keep them healthy and digest neuron debris produced at the synapse. When neurons or axons migrate to new locations, astrocytes clear a pathway that consists of tunnels in the astrocyte scaffold.

New neurons cannot create synapses by themselves and must first have physical contact with astrocytes to “learn” how to make a synapse; this plays an important role in fetal brain development. Sticky molecules from astrocytes and neurons are then able to build the synapse and hold it together. Astrocyte signals in the fetus are also part of the process of building tight junctions for the blood-brain barrier. In addition, a large type of astrocyte in the fetus spans the entire fetal cortex. It produces stem cells for all brain cells and forms scaffolds for cells to migrate into their positions.

Signals from astrocytes, along with multiple other cells, stimulate stem cells to produce new neurons. Astrocytes maintain electric balance along the neuron’s axon, picking up potassium, which is released through channels in the membrane as part of the electrical signal along the axon. Astrocytes pick up used neurotransmitters at the synapse and recycle them.

These glia cells also send and receive large numbers of neurotransmitters, immune cytokine signals, and other factors. Astrocyte signals are different in each brain region and for each individual astrocyte. In addition, signals can be different in each of the thousands of tiny protrusions on a single astrocyte.

Types and Shapes of Astrocytes

More than a thousand types of neurons, each with a distinctive shape, have been discovered. Now, research is showing that astrocytes may be as varied, with numerous distinct types recently discovered in each brain region, with some differences too fine to be seen without the most advanced technology. A large number of “fingers,” which can be large, intermediate size, or very small, make up 90 percent of the surface area of an astrocyte.

One astrocyte type has a dozen large arms and thousands of small protrusions near synapses—each protrusion with various shapes. In memory centers, one astrocyte can connect with thousands of synapses using different-sized protrusions for each cluster of neurons.

Astrocyte protrusions move and change like amoebas. They rapidly connect with neurons to start new synapses. Protrusions vary in size, location, and the signals that are used. The smallest protrusions are thin, jagged “sheets” containing mostly stored glycogen to produce energy for neurons and ribosomes to manufacture proteins. When neuronal signals fire, these tiny processes move, as if a protrusion from an amoeba, stimulated by calcium signals inside the astrocyte. (Calcium signals are described further on the next page.)

Diverse Astrocyte Signals

Astrocytes use similar types of signals as neurons—secreted molecules, direct cell-to-cell contact, sacs filled with information molecules, and electrical synapses. They utilize all of these messaging modes in conversations among neurons, immune cells, capillaries, and other supportive brain cells.

Like cancer cells, astrocytes use sacs as a favored communication method. Sacs sent to neurons are filled with RNAs, peptides, and proteins. Information in vesicles helps to balance ions, maintain the blood-brain barrier, and alert immune cells. Sacs, created at the synapse membrane or in specialized internal cell compartments, are sent to cells that produce myelin, directing them to add more of the insulating sheath in particular sections along the axon. Messages to microglia—the glia that serve as the resident immune cells in the brain—include information about fighting microbes and pruning synapses. Messages to neurons influence the strength of axon firing and responses to stress in the entire organism. Astrocyte signals also send information in the repairing process of the neuronal network.

CALCIUM SIGNALING

Calcium is ubiquitous in cells and is vital for major cellular function. Virtually all cellular processes depend on calcium ion intracellular signaling, from muscle contraction to fertilization and nerve impulses. Signaling with calcium is widespread among all cells, although because of its complexity, it’s not widely understood. We do know, however, that it is the most adaptable and widespread type of cellular signal.

When intracellular proteins release their stores of calcium ions, signaling takes place. Calcium signaling can also take place by increasing a cell’s calcium ion concentration levels via extracellular fluid. Calcium signaling takes place in muscle cells, especially heart muscle. In addition, calcium signaling can translate the axon’s electrical signal into a molecular signal to stimulate release of neurotransmitter sacs.

The signaling derives from calcium stored in specific organelles, prominently the endoplasmic reticulum (ER), a network of membranes attached to the nucleus of a cell, and the Golgi complex, an organelle composed of layers that serve as thin pouches. The released calcium is buffered and picked up by mitochondria and other lesser-known organelles. (Signaling by these cellular compartments is discussed in section four on organelles.)

Calcium flows from stores via specialized protein tubes, with many ancillary molecules helping in the process. Calcium can also flow into the cell from outside through special channels in the outer cellular membrane. Each type of cell and each cellular compartment has multiple varied complex protein channels for movement of calcium. Also, there are calcium transporter molecules, receptors, and ancillary molecules that stimulate action. Calcium signaling is highly integrated with multiple other signaling cascades. It can control multiple processes simultaneously, which makes it difficult to study.

In the section on organelles, we describe newly discovered contact sites where organelles, such as ER and mitochondria, touch to form a signaling platform. These sites often use specific types of calcium signaling and are vital in immune cell functions.

UNCOVERING CALCIUM SIGNALING IN ASTROCYTES

Although calcium signaling is known to be incredibly important to animal development, researchers are only now starting to uncover astrocyte signaling that uses calcium fluctuations. Intracellular calcium signals have huge variations in different situations but are not yet well understood.

As electric signals travel along the axon, nearby astrocytes signal internally with calcium fluctuations, as if in response. Each arm and foot of the astrocyte has diverse compartments that communicate using calcium oscillations in various ways that are related to events in regions of nearby neurons. In addition, the central astrocyte cell body has its own independent signaling apparatus separate from the others.

Multiple types of astrocyte calcium signals have been discovered, but little is known about the details of these calcium signals. Calcium signals synchronize with neurons for each type of neurotransmitter they use. The signals vary by brain regions and activities—sensory signals, motor signals, and sympathetic and parasympathetic signals. Calcium signals appear to correlate with the triggering of receptors on neurons in the cortex and cerebellum.

Astrocytes also send large calcium spike signals unrelated to neuronal activity, especially during fetal development. These astrocyte spikes are sent in the astrocyte network across the entire brain, just as neurons can send signals in circuits across the entire brain. The functions of these widespread signals are just now being researched and may relate to coordination of structures being built across the whole brain.

In astrocytes, calcium signaling events are diverse, and details are still emerging. The events can be brief and local or extended. Extended calcium events cover large brain regions. Local activity can be related to picking up neurotransmitters in between a neuron and astrocyte. The larger overriding calcium signals can stimulate various local signals at the same time.

Signals from astrocyte central cell bodies are slow and less frequent. These appear to be related to the astrocyte opening and closing blood vessels, measured by fMRI. Specific frequencies of calcium oscillations in astrocytes trigger various responses. Small fluctuations trigger stimulatory, rather than inhibitory, neurons. Strong signals with high frequencies trigger long-lasting learning in memory centers.

NEURON-ASTROCY TE INTERACTIONS

Neuronal signals can alter astrocyte functions, including triggering astrocytes to send more energy particles to the neuron. Conversely, astrocytes can alter neuronal firing and their neurotransmitters. Previously, it was thought that astrocytes only respond to strong neuronal signals. Recent research finds many more subtle reactions to much smaller activity. Various astrocyte compartments respond constantly to multiple events, even very small events at the synapse. It is not clear how astrocytes can integrate neural activity in different places, in different timescales, in varied-size scales, and with multiple types of signals.

Diverse astrocyte signals appear to coordinate specific actions of multiple neurons. Large signals related to groups of neurons in memory regions seem to organize activity. In the cerebellum, a type of intermittent signal correlates with coordinated animal movements. In the thalamus, signals correspond to tranquilizing effects similar to psychiatric medications. In the medulla, neurons measure blood acid, carbon dioxide, and oxygen and relay this to the astrocytes, which respond with direct signals to other brain centers that regulate breathing rates. All along the spinal cord, new responses from neuronal signals that trigger astrocyte responses are being discovered.

Astrocyte signals also coordinate brain waves that consist of synchronous electrical brain activity among large numbers of neurons. This can occur because the astrocyte network is connected with most neurons in a region. These coordinated brain waves with particular frequencies communicate information between locations in the brain.

REGULATION OF BRAIN ENERGY

Perhaps regulation of brain energy is the astrocyte’s most important function. The astrocyte is the only cell in the brain that stores emergency sugar for neurons in the form of the large molecule glycogen, which is broken down to produce lactate. Astrocytes determine how much glucose is coming into the brain and how much blood flow is needed to supply energy. The brain uses 20 percent of all of the body’s energy. Eighty percent of all brain energy is used by neuronal synapses to produce and transmit neurotransmitter-filled vesicles. Astrocytes use much of the rest.

Most energy for neurons is from chemical oxidation of glucose. Recently, it was learned that neurons also use an alternative pathway 10 percent of the time—during stress or exercise. This pathway utilizes lactate, which in the brain is mostly supplied by astrocytes. In particular places, such as the retina, lactate is used exclusively instead of glucose. When neurons need food, signals trigger astrocytes to break down glycogen and produce either more sugar or lactate. Recent studies on learning show that lactate, not glucose, triggers factors for neuroplasticity.

In most cells, mitochondria regulate energy use. Neurons have large numbers of mitochondria, but they also use the alternative supply of energy from astrocytes. Astrocytes also have mitochondria but regulate their energy cycles in a different way to produce lactate. For this alternate process, astrocytes add phosphate energy particles onto molecules in alternative metabolic pathways.

Astrocytes also closely monitor energy production and consumption in other ways. Astrocyte arms surrounding synapses produce protein receptors, transporter molecules, and channels to take up neurotransmitter signals from neurons. This uptake triggers lactate and can alter neuronal behavior. Neuronal signals tell astrocytes when to break down glycogen. Particular neurons with connections to all layers of the cortex measure energy needs and signal to astrocytes for more sugar and lactate for specific layers and columns of the cortex. Another brain center sends signals over most of the brain to trigger more sugar and lactate outside of the cortex.

Astrocytes often use two-way electrical connections with neurons for rapid communication about energy. These electrical synapses stimulate nutrients for neurons even at a great distance. A recent finding is that electrical signals help move lactate to neurons that are even quite far away from the synapse.

ASTROCYTES IN DISEASE

Astrocyte signals affect multiple diseases. With brain damage, astrocytes alter their shape, number, and function to form a special type of inflammation barrier around abnormal brain tissues. This can contribute to further brain damage. The cell arrangement changes from a tiling network to a circle, with arms entangled while signaling with immune cells. Abnormal astrocytes occur in Huntington’s disease models that stimulate abnormal neuronal function. In Alzheimer’s disease, there are abnormal astrocytes near amyloid plaques. With generalized brain damage, distant astrocytes stay in place and continue to function, but they grow larger and produce more signals and products, which can further promote disease progression.

Astrocytes also interact with neurons and other cells in large, multi-cell synapses that occur with pain and inflammation syndromes, described further in chapter fourteen. Conversations in these multifaceted synapses include neurons, T cells, vascular lining cells, immune scavenger cells, and all three glia cells. Hundreds of different signals are sent simultaneously among all these cells in one large synapse. Signals from astrocytes in these synapses related to inflammation have varied time sequences, from milliseconds to seconds.

Pulsed signals affect other cells in the synapse in multiple ways. Astrocytes send energy particles as signals to the other cells in the large synapse. Signals trigger stimulation or inhibition of neural circuits. These multi-cell synapses, further described in the previous chapter and chapter fourteen, are just being researched.




CHAPTER 11

MICROGLIA—MASTER REGULATORS OF THE BRAIN

MICROGLIA ARE THE SMALLEST of the glia cells and are located throughout the brain and spinal cord. Essential to overall brain maintenance, they are related to immune scavenger cells, providing the main source of immune defense throughout the central nervous system.

But this is just the beginning of their amazing abilities. As both unique immune cells and vital brain cells that change shape depending on their environment, microglia have many different functions. Only recently has the complex life of microglia been able to be observed. We now know that they engage in conversations with neurons, astrocytes, myelin-producing cells, choroid lining cells, blood vessels, and immune cells.

A CELLULAR WORKHORSE

Neurons are masters of information transfer. Astrocytes provide nourishment, regulate blood flow, and perform synapse maintenance. Microglia travel throughout a defined brain territory observing, stimulating, inhibiting, cleaning up, fighting microbes, and maintaining all brain cells—while constantly communicating about brain activity.

As T cells are masters of the entire immune system, microglia are master regulators of all brain cells, including all immune responses in the brain. Microglia help determine how many brain cells of each type are needed in their various territories and signal to stem cells to produce more or fewer. In the fetus, microglia help establish neural networks. In adults, they signal for more connections. Signals nourish neurons when needed. Microglia participate in the migration of neurons and axons with directional messages in the fetus and early life.
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Microglia with neurons. (GerryShaw/Wikimedia Commons)

Traveling independently in a small territory, they are not attached to any structure. Constantly surveying their particular region, microglia circle with extended arms that repeatedly touch everything—axons, synapses, astrocytes, myelin-producing cells, and extracellular matrix. Through contact, they determine suboptimal function. In addition, they communicate via complex wireless signaling to neurons and astrocytes, determining how many brains cells are needed and when to eliminate a synapse.

It is not known how microglia can determine the function of other cells by touching them. Recently, microglia were found to rapidly form an entirely new type of synapse when touching other cells. At this synapse, microglia are able to measure the concentration of molecules that are used to provide energy for cellular chemical reactions. This is one way they can determine if metabolism is suboptimal in a cell. Perhaps this new discovery will lead to an understanding as to how microglia utilize this information for their complex work.

Through constant surveillance, microglia find and eat microbe invaders, debris, and cancer and other damaged cells. With signals from other cells, they discover unwanted neuronal synapses and consume them. They find broken patches of myelin and signal for repairs. They participate in wide-ranging brain and immune conversations about stress.

Microglia originate in the yolk sac as scavenger white blood cells on the ninth day of fetal development. After traveling to the brain, they live their entire lives in a single small territory unless called to fight an infection or repair damage elsewhere. They reproduce in their region, creating a ready pool of additional microglia. They usually don’t produce new cells while circling and evaluating. These are generated during fights with invading microbes or while fixing damaged brain tissue. Most of the time, microglia behave as a stable dispersed community, each cell knowing its individual territory while talking with other microglia in different territories.

MANY DIFFERENT SHAPES

Because various microglia look quite different, only recently have scientists realized that multiple differently shaped cells that have been observed in the brain for years are really the same cell in different phases. No one understood that large bloblike scavengers are the same cell type as starlike moving cells that tap synapses. When microbe invaders appear, microglia morph into various shapes to fight them. Microglia start as small starlike mobile cells and rapidly become big round blobs. The blobs behave as activated immune cells that directly attack bacteria and viruses while signaling with other immune cells.

Another variant looks like an amoeba crawling along surfaces to find debris. A stationary type has many long, moving arms. A large granular type is filled with debris. While fighting infections, microglia can also form a uniquely shaped rod. Microglia next to blood vessels have less prominent arms while repairing blood vessels. Another quiet variety sits on the membrane barrier of blood vessels, waiting to help.

The amoeba-like shape was only recently observed, since it is difficult to detect the movement of a single cell in brain tissue. These use many long arms that can penetrate through astrocyte and neuronal networks. Arms that temporarily wrap around synapses and axons are constantly moving and tapping. Arms rapidly grow, shrink, and then regrow again.

In the brain, microglia are the most mobile and individualistic brain cell—functioning alone like a T cell with wireless communication to all other cells. Microglia normally don’t tread on each other’s territory, but when danger occurs, they swing into action and can go anywhere.

RESPONDING TO THREATS

Microglia respond to multiple threats in various ways. Via signals, they are immediately aware of problems in both local and distant brain regions. They can respond to different situations for minutes or for days. They are the only brain cells that are not physically connected to other cells and can rapidly travel and respond to cells signaling for help.

When damage in the brain occurs from infection or trauma, microglia are the first responders. They can present microbe particles to T cells by sending sacs that include the particle or even the microbe. Microglia then follow orders from the T cell. Microglia immediately start cleaning up any debris. They were first discovered crawling to an injury while eating dead microbes and damaged neurons along the way. Clearing rubble can make room for healing to occur. They can also send signals to suppress inflammation reactions in the brain.

Microglia are highly sensitive to signals from other immune cells, lining cells of the cerebrospinal fluid (discussed in chapter thirteen), and other supportive brain cells. They join in to investigate any unusual activity. With the slightest nerve injury, they suddenly become very active and change shape. Microglia are extremely active when there is any brain inflammation, including from HIV and other viruses; syphilis; cancer; neurodegenerative brain diseases, such as Alzheimer’s disease; and autoimmune diseases, such as multiple sclerosis. In multiple sclerosis, myelin is lost by autoimmune responses that include increased numbers of microglia as part of the inflammation. However, when myelin is being rebuilt, microglia can change their shape to help inhibit inflammation and trigger new myelin.

Like other immune cells, microglia respond to depression and emotional stress, such as social isolation. Stress increases microglia activity, and the number of microglia also increases in the brain regions related to stress—in the hypothalamus and pituitary. Microglia respond to pain as part of large multi-cell synapses discussed in chapter nine, about neurons, and chapter fourteen, about pain and inflammation. They send signals to coordinate higher-level emotional responses to pain.

If a large number of microglia are killed fighting microbes, reinforcements are required from subtypes of microglia that arise from bone marrow. These immune scavenger cells stay near the edge of blood vessels, ready to be called when original microglia are depleted. These substitute cells do not understand complex signaling in the brain like microglia that have grown up with other brain cells over a period of decades. These substitute cells gradually, over a period of eight months, accommodate to the brain, but never learn all of the functions of microglia.

MULTIPLE SIGNALS

Microglia use a wide range of signals and receptors while conversing with neurons, astrocytes, and immune cells. Microglia receive neurotransmitters from neurons and return signals altering neuronal activity. Signals to and from microglia include immune cytokines with travel directions for immune cells. Microglia send specific proteins that alter extracellular matrix for various purposes related to these other brain cells.

Neuronal signals affect microglia behavior related to inflammation and synapse pruning. Microglia learn new behaviors and signaling techniques from neurons. After years of brain experience, these signals make them superior to similar scavenger cells sent from bone marrow during immune crises. Microglia are the only cells in the brain with receptors responding to the cascade of molecules regulating blood clotting. They produce unique signals for each disease state, such as autoimmune diseases, trauma, and Alzheimer’s.

Like neurons, astrocytes, and cancer cells, microglia send messages using sacs filled with information molecules. Vesicles can be triggered by energy particles sent from astrocytes. One vesicle contains enzymes to cut proteins into pieces that each signal for inflammation. Others can contain immune signals for lymphocytes and receptors similar to those on T cells. They can include proteins necessary to fold receptors into their active shape. Another vesicle carries an enzyme related to opioid metabolism and pain. Some contain molecules related to Alzheimer’s.

Microglia vesicles can regulate neuronal activity by increasing axon firing and the number of neurotransmitters released at synapses. The previous chapter on astrocytes showed that lactate is sent by astrocytes for special energy use by neurons. Microglia also send vesicles to neurons with lactate for alternative energy.

RELATIONS WITH NEURONS

Microglia pay special attention to neurons. Under normal conditions, microglia send growth factors for neuronal health. They circle about eighty micrometers every few hours, examining every part of their territory, and use various tags to mark defective synapses for later elimination. Other synapses targeted for removal are identified by signals to microglia from neurons and astrocytes. Healthy neurons secrete signals to tell microglia not to eat their synapses. When neurons are desperate because of damage and infection, they trigger programmed suicide and signal microglia to clean up the debris.

Somehow, microglia know how many new neurons are needed in a fetus and later in life. They send messages to stem cells, along with other cells, to either produce or inhibit new neurons. Signals also stimulate new connections between neurons, especially in the hippocampus memory regions, where microglia are very active.

Microglia are critical during fetal brain development, when huge numbers of brain cells are produced. Their signals to stem cells determine cell production, rates of total brain growth, and the size of the fetal cortex. Rates are influenced by microglia eating excess stem cells. Regions producing the largest number of new neurons also have the most microglia. Near the end of pregnancy, the fetal brain produces hundreds of thousands of neurons each minute and then thousands of connections for each of these. Most connections aren’t used, and microglia eliminate them. Pruning molds brain connections, and eventually microglia become spaced into individual territories where they remain for life.

Microglia are critical for learning because they help rewire neuronal connections. Mice kept in the dark lose many synapses in eye centers and have large numbers of microglia there. When placed back in the light, new synapses appear and microglia move away. Microglia also signal for more myelin, which is vital for all learning, especially learning involving physical movements. Myelin is discussed in chapter twelve.

MICROGLIA IN DISEASE AND PAIN

Microglia play a critical role in brain diseases. Most of the time they are helpful, such as attempting to eat clumps of misfolded proteins in Alzheimer’s disease. But they can also prove harmful.

When inflammation is triggered, microglia can change into aggressive and destructive immune cells. They can damage synapses and release excessive neurotransmitters that increase the destruction. HIV-infected microglia release toxic material that damages neurons, contributing to HIV-related dementia. This also occurs in encephalitis from other viruses.

Microglia are fooled into transporting misfolded proteins around the brain. One abnormal protein is called a prion, which has been implicated in a number of neurodegenerative disorders in both humans and animals, including bovine spongiform encephalopathy, or mad cow disease. Prions stimulate increased numbers of microglia, and when microglia try to eat them, the microglia instead transport the prions to other regions.

Microglia also have been implicated in many types of pain. In neuropathic pain, neurons in the dorsal horn of the spinal cord become hyper-excitable. In these painful states, microglia receptors pick up a variety of signals from damaged neurons. In turn, the microglia secrete their own signals, causing neuroplastic increase in excitability and inflammation in pain fibers. Certain immune signals from microglia activate other signals that are toxic to nerve cells, even causing cell death.

There is an increase in microglia in the primary facial nerve during inflammation from dental procedures, and they also tend to increase in the hypothalamus after heart attack, causing pain. Microglia also are part of complex signaling related to morphine tolerance.

There is much more to learn about the conversations of microglia. Research is just now able to identify a single cell moving in a small brain territory. In the future, identifying microglia signals could help develop future treatments for a variety of brain diseases, including pain syndromes.




CHAPTER 12

THE MYELIN-PRODUCING OLIGODENDROCYTES

A THIRD TYPE of glial cell, which produces the axon-coating material myelin, has a name that is awkward and confusing. It was first described as a cell “with a few branches”—hence, the name oligo for “a few,” dendrite for “a branch,” and cyte for “cell”—oligodendrocyte.

Myelin is a white fatty material that is essential for neuronal function. It serves as the insulating material for optimal electrical communications among neurons. Composed of mostly lipids and some proteins, myelin forms into an insulating sheath around axons to protect the nerve endings and increase the speed of electrical communication between neurons. (Schwann cells in the peripheral nervous system outside the spinal cord also produce myelin, but their signaling mechanisms aren’t as well known.)

Manufacturing and placing layers of myelin around axons was once thought to be a simple process. Oligodendrocytes were thought to produce a simple pattern of fatty insulation along particular axons to speed up transmission of the electrical signal and not much else. It was thought that oligodendrocytes did not take part in elaborate conversations with other brain cells.

Now it has been found that myelin is placed in various complex configurations based on conversations among all brain cells, including oligodendrocytes. It has also been found that these varied myelin patterns are necessary to coordinate the speed of a variety of long signals in neural circuits all across the brain. In fact, the process of making layers of myelin has been found to be extremely complex and requires a large number of ongoing conversations among various brain cells. Also, to provide the appropriate patterns, oligodendrocytes migrate across brain tissue, at times looking like crawling amoebas.
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Cross section of multiple axons with surrounding myelin sheaths. Electron micrograph. (Dennis Kunkel Microscopy/Science Source)

In neural circuits, multiple signals are received at a single synapse almost simultaneously so that rapid decisions can be made based on multiple inputs. For signals from various parts of the brain to arrive at the same moment, their velocities must be coordinated along various lengths of the axon, using particular myelin arrangements.

Myelin does not form a continuous coating along the axon. Instead, it is divided into segments that form patterns along the nerve fibers. These myelin patterns, in which the segments are separated by gaps, are constantly altered as the need arises, based on messages from neurons, astrocytes, and other cells. Also, it has been found that placing multiple layers of the precise amount of fatty insulation is one of the most challenging structural brain projects.

THE MYELIN CODE

Until the discovery of variations in myelin patterns, it was impossible to explain how the brain coordinates short, medium, and long circuits. The most recent research shows that oligodendrocyte conversations among astrocytes, stem cells, choroid lining cells (lining cells of the cerebrospinal cord described in detail in the next chapter), and capillary lining cells are critical to the management of these circuits.

There’s no doubt that producing myelin is a big job. Although not totally understood, researchers have identified a large number of elements related to myelin construction that determine varied speeds for different brain functions. These elements include myelin length along the axon, number of myelin layers, thickness of individual layers, and patterns of myelin alternating with gaps, which are the naked portions of the axon where uninsulated electrical transmission occurs.

Special gaps, called nodes, have concentrated ion channels that enable electrical signals to rapidly jump from node to node. It has been found that axon nodes send and receive signals in conversations with other cells as well, such as with astrocytes and oligodendrocytes. Like neuronal synapses, astrocytes make close contact with each axon node to enable conversations. Also, it has been found that there are other, larger regions of naked axons included in these patterns that are not nodes. It is not clear what these naked sections are used for except for sideways communication from the axon to other cells.

Laying down myelin is far more intricate than producing synapses. Producing, remodeling, and maintaining myelin occur all over the brain simultaneously. Among multiple recently discovered myelin patterns, distinct configurations have been found in columns of the cortex. Research has found axons that are deliberately unmyelinated in spots to allow communication between the neurons and local immune and blood cells. Signals from the naked axon sections include secretion of immune messages, neurotransmitters, and sacs filled with RNAs, peptides, and proteins.

The stem cells that make new oligodendrocytes produce the largest number of new cells in the brain. Based on signals, stem cells travel throughout the brain and decide where myelin is needed. These regional stem cells produce oligodendrocytes, which move to the exact spot in the brain where myelin is needed.

Like they do with migrating blood cells, capillaries communicate with traveling oligodendrocyte stem cells about their movements. As described in chapter four, capillaries give instructions to these stem cells, and they do this at three levels. The first signal tells the traveling stem cell to stay as a general type of stem cell. The second directs the stem cell to the precise location in need of new myelin. The third signal stimulates a change to a particular subtype of oligodendrocyte needed in that region. Recently, six regional variants of oligodendrocytes have been identified, and each requires different signals. As with neurons and astrocytes, there are probably more types to be discovered.

Oligodendrocytes and Myelin Signals

There are a large number of different signals between neurons and oligodendrocytes. Some determine the number of wraps of myelin needed, some the thickness, and others the width of layers. Other signals are related to the structure of the nodes. Oligodendrocytes are now known to use a wide range of neurotransmitters and growth factors to communicate with neurons. They also send and receive genetic molecules in sacs.

Some signals slow myelin production, and others stimulate the growth of more stem cells. Oligodendrocytes can send factors to nourish neurons. Ion channels that normally conduct electricity along the axon are used for communication between neurons and oligodendrocytes. Oligodendrocytes do not conduct electricity but learn about a neuron’s electrical events by sensing the channel activity.

Signals between oligodendrocytes and neurons about myelin production are usually sent from locations on the axon where there is no myelin, such as nodes and other naked sections of the axon. In each cortex layer, there are unusual patterns of multiple intermittent stretches without myelin, as well as unique signaling. Regions of the cortex with the most advanced cognitive functions have the greatest number of spotty irregular myelin patterns, and these could provide sideways communication among neurons, without using synapses, for higher-level cortex functions.

Signals to neurons are also sent from myelin itself and can determine where new axons will sprout and where new synapses will form. Recently, ongoing conversations between axons and wrapped myelin have been found at structured synapses that maintain function over time and direct remodeling of the myelin when needed. These synapses respond to neuronal activity and are altered by learning as part of neuroplasticity. At these uncommon synapses, myelin also provides energy for the neuron when needed.

Under normal circumstances, signals from neurons to oligodendrocytes are not sent at synapses where communication occurs with other neurons and with astrocytes. But when neurons are under stress from low oxygen and energy, neurotransmitters released at synapses are rerouted to the oligodendrocytes. At the same time, other stress signals from neurons go to astrocytes and blood vessel cells to send signals that stimulate production of more myelin.

Initial Node

The first unmyelinated section of the axon as it leaves the cell body acts as the master node, regulating an electrical signal that rapidly jumps over sections with myelin from node to node along the entire axon. The initial node’s particular structure determines the type of information that is sent in the signal to other nodes. Initial axon segments can vary in size by a factor of sixteen and are longer in several layers of the cortex. Also, initial segments can alter their own size and position to regulate the type of information sent.

The initial segment determines the intensity and frequency of pulses. It also produces the “shape” of the electrical wave. Shapes of waves are a complex scientific subject. In music, they determine the quality of the sound that we hear, making a piano sound different from a saxophone. It is not yet known what different shapes of axon waves mean exactly, but they are correlated with the amount and type of neurotransmitters released at the synapse.

The initial segment determines not only the type of electrical wave that will occur but also whether a signal will go backward or forward. Backward signals help modify input from other neurons and determine more about the type of signal that is eventually sent along the axon to the next neuron in the neural circuit.

COMPLEX MYELIN WRAPPING PROCESS

Making myelin sheaths starting at the initial node is an elaborate, multistep process directed by signals at every stage. Genetic networks are triggered in timed sequences for the correct placement of the first wrap and then consecutive wraps. Servicing of all wraps continues for the life of the neuron, possibly for decades.

Newly minted oligodendrocytes are instructed to make contact with a particular neuron. A handlike protrusion of the oligodendrocyte touches the axon. Then, a large multiunit factory complex is built from scaffolding proteins. Various receptors are involved in the unfolding process to make the layers of fatty myelin. Signals regulate how much protein and how much membrane are needed. They also determine where proteins are placed in the membrane so that the layers are held in place. One particular protein is stimulated by neuronal signals and is only involved in the placement of the first layer.
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A close-up picture of a myelin sheath segment. Inset is a fold of inner membrane of a mitochondrion for comparison. Electron micrograph. (Omikron/Science Source)

Wrapping can only occur after an oligodendrocyte measures the circumference of the axon via a process in which the glial cell senses curvature. Axons have to be a certain size for myelin to be placed, and this has to be certified first before the layering starts. After the axon size is determined via signals, a spiral sheath in three dimensions is produced. A surprisingly large amount of material is involved. For example, a hundred-micrometer length of myelin with ten spiral layers uses up to 64,000 square micrometers of membrane material.

The wrapping process is not completely understood, with several competing theories about how it works. After the oligodendrocyte hand touches the axon, a leading “tongue” protrudes from the glial cell and crawls around the axon, depositing the first sheath of myelin. Then, additional layers are wrapped on top of the first. As layers are laid down, another process lengthens the existing sheaths. Oligodendrocytes put out more processes that arrange the additional layers at each spot.

Each layer of the myelin sheath attaches permanently at the fixed location where the node is built, and the layer grows from there in the other direction until it reaches the next node location. These attachments form a special region next to the node, with unique chemical and electrical features. The exact number of layers and the placement of nodes are decided in conversations.

When three layers are completed, another process called compaction starts. This squeezes together all of the layers of myelin and gradually eliminates extraneous material, making the layers of membranes smooth and closely attached for good insulation. Before compaction, wraps include two fatty membranes and material from the cell in between. When compaction finishes squeezing, it leaves multiple layers of membranes right next to each other with no cell material in between. The membranes from all layers are joined together with special proteins. These membranes are tightly connected like the sides of lining cells, resulting in multiple layers of connected fatty myelin.

Even with compaction, avenues of communication are preserved through the multiple myelin layers in order to remodel and repair the structure when needed. This communication among layers sometimes occurs for decades. Compaction begins at the outermost layers first and creates communication channels through all layers. These channels allow transport of material into the compacted areas as well as sections that are growing new layers.

Compaction is not fully understood, but it does involve counteracting forces that normally maintain a cell’s shape, such as electrostatic repulsion. Many receptors and signals regulate these wraps, including molecules that are also used to hold neuronal synapses together.

MYELIN AND LEARNING

In response to learning, neurons alter multiple synapses across the brain simultaneously—one major part of the neuroplasticity process. Via signaling, oligodendrocytes have also been found to play a critical role in this learning process by producing new myelin patterns that coordinate with these synapse alterations.

Myelin patterns are vital for movement, learning, and cognition. At birth, there is little myelin in the infant brain, such as along long motor neurons that connect the brain via spinal cord to muscles throughout the body. Without myelin on long axons connected to muscles, babies cannot move. But as myelin gradually grows down the nerves of the spinal cord, starting at the top, it produces stepwise infant milestones—vocal sounds, neck stiffening, arm movement, sitting up, standing, and then walking.

Later, higher cognitive abilities coincide with myelination of cortex centers. It is only in young adults that frontal lobes produce myelin, corresponding with maturity, judgment, and adult decision making. Because of this well-known sequence, it was extremely surprising when a myelinated region in the brain related to language was recently discovered in infants at birth. Clearly, there is more to learn about this.

In adults, myelin continues to be produced in specific parts of the brain based on activity of brain centers related to learning. Memory and learning require exact timing of synapse firing in various parts of the brain. Learning circuits are weakened if one contributing branch arrives late and strengthened if it arrives exactly within a narrow window. Myelin creates various rapid speeds. But it must create the exact velocity needed for the circuit, which is complex, because different configurations of myelin produce transmission rates that vary a thousandfold. In fact, neurons can transmit signals at three inches per second or two hundred yards per second.

It is known that myelin alterations correlate with amount of learning. Alterations of myelin have been observed in individuals as they were reading or playing musical instruments. Increasing skill correlates with increasing alterations in myelin. When mice are placed in environments with more opportunity to learn and exercise, there are great increases in oligodendrocyte stem cells. Exercise increases these stem cells in the cortex of humans as well. Some subtle changes in myelin can be seen in the memory centers within two hours in humans and other animals. Although learning is focused in certain regions, the remodeling of myelin occurs all over the brain.

MYELIN DESTRUCTION

Multiple neurological diseases occur as a result of myelin destruction, such as multiple sclerosis (MS), in which myelin is destroyed through immune hypersensitivity, or an overreaction of the immune system that can be classified as autoimmune or allergic reaction.

Immune hypersensitivity occurs in four basic ways, all of which have many unknown details. Environmental molecules can stimulate general antibody responses from immune cells, which create damaging inflammation in particular organs. Specific antibodies can attach to certain cellular molecules, causing local tissue damage. The antibody reaction can initiate large complexes of proteins that deposit in blood vessels and tissues. T cells can also mobilize attacks on particular tissues with a wide variety of signals.

Various proteins associated with myelin are targeted in a wide range of myelin diseases, but much is not known about the process. In MS, proteins are likely targeted near the myelin nodes triggered by particular signals from T cells. This process damages the myelin, making a person who has MS unable to use specific muscles. In a severe progressive type of MS, neurons are also damaged by excessive inflammation, including via the overstimulation of microglia in the brain. As more is learned about conversations of oligodendrocytes, new treatments for brain disease could be able to regrow damaged myelin.

Other diseases where myelin is attacked in hypersensitivity reactions include Guillain-Barré, a rare syndrome that can cause severe paralysis, and a range of other muscular and sensory diseases in which various neural circuits are attacked. In the future, when specific protein targets are known and specific T cell signals are discovered, treatments could be developed to directly address these and other diseases.




CHAPTER 13

GUARDIAN CELLS OF THE BRAIN

UNTIL RECENTLY, the central nervous system was considered “immune privileged,” sealed off from the rest of the body’s immune system. But recent and emerging evidence has found that the body’s peripheral immune system can cross the various barriers of the brain, with immune cells and signals entering and leaving the brain in various ways.

A surprise discovery found 500,000 T cells in cerebrospinal fluid (CSF) under normal conditions. These T cells communicate with brain cells as described in chapter three. Likewise, lymph drainage of particles from the brain was only recently discovered flowing from several fluid-filled chambers, called ventricles, to lymph nodes in the neck, where T cells can identify abnormal particles from the brain and respond.

Still, immune responses in brain tissue are different from responses in all other organs because of microglia, the resident immune brain cells detailed in chapter eleven, which are found only in the brain and spinal cord. Microglia converse with T cells and other immune cells that are outside brain tissue, providing much of the immune direction in the brain, as the T cells do in the rest of the body.

BRAIN COMPARTMENTS AND BARRIERS

Multiple types of membranes and the topography of the brain determine the various ways immunity works in the central nervous system. Three membrane layers, or meninges, cover the brain to protect the delicate tissue within. The outermost layer, called the dura mater, sits closest to the skull. It is the thickest layer and includes many blood vessels.
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Side view of the brain showing cerebrospinal fluid mostly in black with several white streaks. Electron micrograph. (Living Art Enterprises/Science Source)

The middle layer, called the arachnoid, is a thin, weblike membrane that loosely covers the brain and spinal cord. The most inner layer, the pia, is a thin membrane composed of flattened cells, allowing the transit of molecules and immune cells. The three layers together make an elaborate barrier with varied immune properties.

The arachnoid and pia enclose the subarachnoid space, which contains the arteries, veins, and nerves and is filled with CSF. Because of this link to the blood, it is easier for microbes to get into this compartment; thus, more brain infections, called meningitis, are likely to occur.

Within the brain are also four ventricles, or interconnected cavities, where CSF is produced and stored. This clear fluid, which is also stored in the central canal of the spinal cord, protects the brain and spinal cord from trauma, provides nutrients, and removes waste. Additionally, it carries various communication signals. Multiple barriers ensure that only certain materials, cells, and foods enter brain tissues and that debris is removed. Gateway lining cells for each compartment allow signals to cross but must give permission for immune cells to travel between chambers.

Until recently, it has not been clear how immune activity occurs in the protective ventricles, where there are no microglia. Now, it has been found that these compartments have diverse immune responses based on signaling from their specialized barrier cells. Each compartment has different ways to get microbes and debris out of the brain and immune cells in. Like capillary and gut lining cells, cells inside the brain barriers also call for support during crises, such as infections and injury, using signals in the blood. All of this activity is based on conversations among a wide variety of cells.

IMMUNITY AND TRASH REMOVAL IN THE BRAIN

Traditional immune activity can occur in the CSF, but there is little in brain tissue inside the astrocyte barrier. All ordinary immune activity is normally shut down where microglia live. As in other organs, signals are sent in the blood to call for specific immune cells when trouble occurs. For these traveling cells to enter the brain, distinct conversations must occur in each ventricle.

The ways immune cells enter the brain to fight infections is different for blood vessels and CSF. Capillary lining cells in the brain allow much less material and fewer cells to pass through than in other organs. These capillaries can use active transport with small sacs for some molecules. When there are no infections, T cells don’t cross from blood via capillaries and aren’t allowed past the astrocytes. However, they can sometimes cross via small veins. When T cells are activated to fight an infection, the capillaries give them their permission to enter the brain.

Ordinary lymph drainage has been found in the most outer protective compartment and in CSF, but not in brain tissues. But, recently, an entirely new type of fluid channel in brain tissue—acting in some ways like lymphatics—has been described, with its origin between layers of cells protecting blood vessels. This current starts with a small amount of fluid escaping from pulsating arteries inside brain tissue and picks up debris between neurons and astrocytes. The flow takes the abnormal molecules out via small veins and special astrocyte water channels.

This cleaning channel has been found to be one of several ways misfolded proteins can be cleared, reducing the chance that these dysfunctional proteins will lead to degenerative brain diseases, such as Alzheimer’s. A related finding is that during sleep, neurons shrink and the channel’s flow increases, allowing greater cleanout of misfolded proteins. This phenomenon could explain the correlation between Alzheimer’s and lack of sleep.

Microglia—which play an important role in reorganizing the connections between nerve cells, fighting infections, and repairing damage—are also primarily active while we sleep. In fact, multiple events occur during sleep that affect brain circuits and the debris between them. Brain wave signals appear to trigger synchronous pulses of extracellular fluid that wash the areas between neurons to rid them of debris. As mentioned, neurons shrink, making the space between them larger and more easily accessible to cleaning. Also, neurons reduce their activity, and then the microglia get to work in pruning unnecessary synapses and remodeling the circuits.

HOW FOUR GUARDIAN CELLS WORK WITHIN THE BRAIN BARRIERS

Overall, there are two main types of barriers (with variations) that don’t allow the ordinary flow of material in the blood to enter the brain. One barrier, called the blood-brain barrier, is between blood vessels and brain tissue. The second major barrier separates blood from the CSF.

Four guardian cell types working together inside these protective barriers stay in constant communication, with signals that vary in each brain region and situation. Three of these guardian cells are the capillary lining cells, pericytes (described below), and the astrocytes that wrap their end-feet around the capillaries and pericytes. These three cell types communicate with each other using a wide range of signals. Together, they determine whether to allow cells and particles to cross from blood into brain tissues. Just as important, they decide whether to open or close blood vessels to increase or decrease blood flow to a region of neurons.
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Illustration of the blood-brain barrier. Blood vessel lining cells with surrounding feet of astrocytes. Using these feet, astrocytes control blood flow by squeezing the blood vessel and as a barrier stop harmful chemicals and bacteria from reaching the brain. (Gunilla Elam/Science Source)

The fourth guardian cell, called the choroid lining cell, is integral to providing the barrier to protect CSF. These cells reside in various places lining the four ventricles. They are also situated next to specialized capillaries that filter blood as part of the cerebrospinal fluid production. Via signals among all brain cells, these choroid lining cells generate the amount and type of CSF fluid that is needed.

THE PERICYTE—A CHIEF INFLUENCER

In most organs, capillaries ultimately determine what can travel out of blood into tissue, but in the brain, pericytes take charge. As discussed in chapter four on capillaries, pericytes are the vascular cells that can contract like muscles. They wrap around capillary lining cells and are vital for the tight blood vessel barrier in the brain.

Of all cells, it is the pericyte cell—sitting in between the capillaries and astrocytes—that has the most responsibility for determining what crosses the blood-brain barrier. Pericytes have fingers, similar to astrocytes, that converse by touching nearby cells. They send signals with secreted molecules, vesicles filled with information, and electrical signals. Pericytes form a unique communication unit with capillaries, astrocytes, and neurons for multiple brain functions. They are so interconnected with capillaries that failure of one can lead to death of another.

Pericyte conversations affect blood flow in several ways. In the fetus, pericytes stabilize early brain blood vessels and determine where they will be built. With astrocytes, they talk about blood flow to neurons and regulate blood vessel tone via signals to muscles. Neurotransmitters from neurons independently cause pericytes to contract or relax the vessels.

Surprisingly, pericytes can also behave as stem cells and produce blood vessel cells, connective tissue cells, supportive brain cells, muscles, and even other types of stem cells. Pericytes can travel to new locations and produce new types of cells there as well—such as becoming a capillary lining cell when needed. They can behave like scavenger immune cells and eat debris, too. Capillaries can signal for pericytes to move into new positions and change into muscle cells and structural cells.
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A pericyte, with a large nucleus, surrounds two capillary cells around a blood vessel. Electron micrograph. (Biophoto Associates/Science Source)

With strokes and other brain injury, pericyte signals stabilize blood vessels and help in the repair process. Pericytes travel to kill impaired capillaries and create a tight barrier to wall off damage. They send signals to enable the transport of particular vital molecules for repair, such as omega-3 fatty acids. Like capillary lining cells, pericytes use signals to call for immune cells when needed. Pericytes can also contribute to cancer growth. Defective pericyte signals can enable supportive brain cells to become cancerous. Signals from pericytes that stimulate new blood vessels can also contribute to brain cancer growth. Cancer cells, themselves, can morph into pericytes to make their own new vessels.

THE BROAD ROLE OF CHOROID LINING CELLS

Choroid lining cells (which we will call “choroid cells” subsequently for the sake of simplicity) are an integral part of the choroid plexus, a complex network that also comprises capillaries and is located in the four ventricles of the brain. The choroid plexus forms the blood-CSF barrier.

A single layer of choroid cells can determine the fate of the brain. These cells line, in various ways, each of the brain’s four ventricles and are very tightly joined to each other—eight times tighter than gut lining cells. By filtering blood, choroid cells produce CSF that protects the brain in the ventricles, smaller vessels between chambers, and along the spinal cord.

The rate of CSF production is regulated by signals from neurons to choroid cells and can be quite rapid. CSF’s function was long considered to only be a cushion to temper mechanical forces that push brain tissue into the hard skull. But now CSF is known as a rapid communication medium for signals to travel throughout the brain. Until recently, CSF was considered to be largely empty fluid. In fact, it contains proteins, fats, hormones, microRNAs, cholesterol, many different metabolites, and signals from all regions of the brain. It also contains T cells and other immune cells, as described in chapter one.

Choroid cell structures reflect their complex functions. The top of a choroid cell is in direct contact with CSF. The bottom part of these cells is near a large number of capillary blood vessels and a connective tissue barrier. Capillaries below are structured with abundant pores and a covering diaphragm that allows rapid flow of water when needed to produce CSF.
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The swollen tips of choroid cells secreting cerebrospinal fluid. Electron micrograph. (Steve Gschmeissner/Science Source)

Only specific small molecules and some proteins are allowed to pass through from the blood to the CSF or from the CSF to the blood, many using the unique transport mechanisms that reside inside the choroid cells. Transporters at the top and bottom of the choroid cell actively move ions in and out of CSF—calcium, potassium, sodium, and phosphate. More elaborate transport machinery is necessary for passage of proteins and nutrients.

Like gut and skin lining cells, choroid cells gradually mature, building new skills along the way to properly do their job. The top of the mature cell near CSF develops multiple small invaginations, producing a large surface area for communication. The nucleus moves to the bottom of the cell, making room for elaborate transport machinery near the top. The tops of mature cells are filled with numerous energy-producing mitochondria and centers for the manufacture of proteins.

Choroid cells also have cilia attached to their top surfaces that face the CSF. These hairlike protrusions undulate synchronously and move water in the CSF, just as mucus is moved in the lungs with coordinated cilia on lining cells. Choroid cell cilia also serve as sensors to measure concentrations of chemicals in the CSF. Choroid cells respond to these signals by altering entry and removal of specific molecules.

In a fetus, choroid cells appear first in one of the ventricles, then sequentially in three other brain regions. Each successive choroid lining cell is distinctive and derives from stem cells that are particular for that brain region. These stem cells also produce distinct neurons for that same area. An interesting note is that capillary signals to stem cells in each region determine how many choroid cells versus how many neurons will be produced.

CHOROID CELLS PARTICIPATE IN VITAL BRAIN FUNCTIONS

Choroid cells are the center of conversations between the brain, bodily organs, and immune cells. Neurons and immune cells send signals that are relayed by choroid cells great distances throughout the CSF, brain tissues, and blood. Choroid cells also secrete hundreds of their own diverse signals to brain and immune cells. Signals can be molecules or sacs filled with receptor molecules and RNAs.

The choroid plexus responds to more than microbes and infections. Both immune cells and brain cells react to mental and emotional events, including depression and stress, and these signals also cross the plexus barrier. Such signals can trigger pain, exhaustion, and lack of appetite. Choroid cells also provide other critical brain functions. They produce signals that regulate immune surveillance of the brain, including movements of T cells and microglia.

As mentioned earlier, choroid cells are part of several interconnected systems that clean the brain of debris. Choroid cells clear debris themselves with special transport mechanisms that take molecules from the top of the cell near the CSF to the bottom near the blood vessels. They also clean out molecular garbage by directing cilia to circulate CSF fluid in particular directions. More than half of the random and dysfunctional proteins and other debris in the brain is cleared out by these various mechanisms.

Like capillaries, choroid cells participate with stem cells in producing new neurons for memory centers. These particular stem cells have large appendages sticking way out into CSF to send and receive instructions that result in production of new neurons. Once produced, immature neurons depend on thousands of signals, including those from choroid cells, to migrate to their new locations in brain memory circuits. Signals push and pull the new cells into place.

Choroid cells are important for particular brain capacities to develop. They participate in neuroplasticity processes by helping to eliminate underutilized neuronal synapses as if they are debris. Unnecessary synapses are appropriately pruned through conversations among choroid cells, astrocytes, and microglia.

When problems arise in a particular brain region, molecular signals are sent in CSF to alert other cells. Cerebral cortex cells use long protrusions extending all the way into the CSF to communicate with choroid cells via signals in the fluid. From these circulating signals, choroid cells determine exact locations of problems in distant regions of the brain. They assess the situation and call for particular immune cells. When these traveling cells arrive, choroid cells direct them to the exact part of the brain where they are needed. In a crisis, a choroid cell can open its gates and allow multiple immune cells in.

Impaired choroid cells, unfortunately, cause multiple diseases. Poor flow of CSF from problems in the choroid cell can build up pressure in the CSF, killing adjacent brain tissue. When debris is not cleared, degenerative brain diseases occur. Building or repairing particular regions of the brain, as well as fighting infections, requires constant chatter among a variety of cells, with choroid cells often serving as a master regulator.




CHAPTER 14

PAIN AND INFLAMMATION

CHRONIC PAIN AFFECTS 30 percent of the population, and the percentage is increasing—cancer pain, nerve damage, inflammation, virus infections, trauma, and surgery. At first, pain is useful as an alert for danger. Later, it can become chronic and pathological. Until recently, well-known brain circuits were considered to be the main sources of pain. Now, entirely new pathways are being discovered for chronic syndromes, with circuits consisting not just of neurons but also glial cells, immune cells, skin cells, cancer cells, microbes, and stem cells. Also, conversations between neurons and all of these other cells have bidirectional effects on increasing or decreasing pain.

Pain can last beyond its usefulness for healing a local site. It can continue for days, weeks, and, unfortunately, months and years. A well-known mechanism starts with repeated local firing of a neuron. This can produce a form of “negative neuroplasticity” in the spinal cord. The process, called central sensitization, produces new long-lasting pain circuits. When ordinary neural circuits alter their synapses through the continuous experience of pain, the pain can become greater or its characteristics can be altered. New research has expanded our understanding of how multiple diverse factors can influence this process.

Much is still not understood about the connections and direct causes of pain at the molecular level. Specific circuits for pain resulting from various types of inflammation and injury, as well as receptors that respond to heat and cold, are not yet known. It is not clear why pain can be experienced as various sensory experiences—burning, stabbing, throbbing, aching, and more. There are a number of different types of pain, and most receptors that sit in the membrane of a sensory cell are yet to be discovered. Specific circuits in the brain are just now being distinguished for direct physical pain, social pain, and feeling the pain of others. This search is complicated in that each relevant higher brain region also has other cognitive and emotional functions, with physical pain being only one part of a larger experience.

Brain neural circuits for pain utilize various neurotransmitters, some of which are just being discovered. For example, the action of an old migraine medication was assumed to be based on a particularly well-known neurotransmitter for many years. Recently, a newly discovered neurotransmitter was found to be the actual mechanism triggered by the medication, not the original older one. Finding this new signal has opened possibilities for future treatments.

NEURAL MICROCIRCUITS

The human spine, or vertebral column, generally consists of thirty-three vertebrae, which contain and protect the spinal cord. In between each vertebra is a pair of spinal nerves (thirty-one pairs altogether), one on either side of the column. These nerves serve as the link between the central nervous system (which consists of the brain and spinal cord) and the peripheral nervous system (the rest of the body). At the base of each of these spinal nerves at each level of the spinal cord sits a dorsal root ganglion (DRG), a cluster of neurons that serves as the first entry of the sensory pathway.

As one type of sensory neuron, all pain fibers from the skin and other organs and tissue are organized and integrated in the spinal cord pain hub, which is part of the DRGs. Acute pain signals from local trauma are first picked up by pain receptors in the skin and elsewhere. The DRGs at a particular spinal level then collect these signals in their respective region and transmit them up the spinal cord to the various regions of the cortex, where the total pain experience develops. This can include social and psychological pain. Signals from these higher brain centers go back down the spinal cord to alter upcoming signals in the DRGs. In essence, signals from cortex centers can decrease, increase, or otherwise alter the experience of the pain. It has recently been discovered that more signals are sent down to modulate pain than sensory signals sent up.

Recently, attention has been placed on the newly discovered functions of microcircuits in the DRG that are related to various types of chronic pain. These microcircuits—that is, interconnections between smaller groups of neurons within regions of the spinal cord—are normally inhibited but can stimulate diverse types of pain.
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An illustration of neuronal pain circuits from the finger to the dorsal root ganglion in the spinal cord to the brain. It also shows return signaling from the higher brain centers back to the spinal cord. (Henning Dalhoff/Science Source)

One particularly difficult type of pain is when a region becomes supersensitive and causes pain where none would normally occur, such as in response to a very light touch in regions unrelated to an injury. New research shows that this can be caused by normally inhibited microcircuits in the spinal cord pain hub that suddenly become active. This type of pain can be experienced in new bodily locations, seemingly unrelated to any previous problem. It is common after nerve damage.

The microcircuits related to this particular pain preexist in the spinal cord pain hub. The circuits are normally inhibited by signals, and pain is not transmitted. When a change is triggered, signals within the pain hub stop daily inhibition of the circuit. By stopping inhibition, a new type of pain experience begins. Distinct microcircuits have been found for types of pain related to breaks in neurons and for various types of inflammation. When more is known about these recently discovered microcircuits, new medications could reestablish inhibition and stop chronic pain syndromes.

NEUROINFLAMMATION

Local inflammation is a major cause of pain. Acute pain is one of four classical symptoms of inflammation (pain, fever, redness, and heat). It was not understood until recently that communication among immune cells and neurons at the inflammation site can alter the local pain and produce chronic pain syndromes.

It has been found that neurons in the brain, in addition to talking locally with immune cells involved in the inflammation, can cause all four symptoms of inflammation by themselves. Neuron signals can cause not only pain but also fever, leakiness of blood vessels, and increased blood flow, expressed as redness and heat. This type of inflammation in the nervous system stimulated by the actions of neurons is called neuroinflammation. Neuron signals can initiate inflammation in response to microbe infections, toxins, autoimmune responses, trauma, and degenerative brain diseases.

Chronic Pain and Inflammation: It Takes a Village

With neuroinflammation in the brain, signals from microglia, T cells, astrocytes, and even microbes interact with neurons and contribute to pain in this situation. Signals from these other cells can overstimulate neurons to increase pain and other inflammation symptoms. Microglia signals can produce pain that has no apparent source. Astrocytes and T cells respond to inflammation with more signals to neurons to further increase pain. Even some microbes secrete immune cytokine signals to neurons to produce ongoing pain.

Various large neuroimmune synapses form in the brain based on specific types of injury and produce a variety of chronic pain syndromes. These multi-cell synapses can simultaneously include all three glial cells, capillary cells, blood cells, and many immune cells. Ten different cells in one synapse can send a large number of signals at the same time. All of these cells send signals that are traditional neurotransmitters, as well as a wide variety of immune cytokines.

One recently discovered example of a large synapse related to pain contains two neurons, multiple T cells, microglia, and astrocytes. The first neuron uses eleven different signals; the second neuron uses twenty-five; astrocytes use thirteen; and T cells and microglia use nine. More has to be learned about these complex conversations before treatments can be developed.

Signaling between neurons and astrocytes can spread the inflammation, altering and increasing pain in the process. Astrocytes normally buffer excess neurotransmitters released from neurons. When stressed about keeping up with this buffering, astrocytes can stimulate more pain in expanding regions. This occurs because astrocytes connect with millions of neurons at once over a wide area, not just the neurons involved in the inflammation. Astrocytes then can form new circuits that rewire the sensory cortex, creating more complex pain circuits for spontaneous pain, pain with an unspecified cause or source, and overall chronic pain. Oligodendrocytes also send signals that increase pain sensitivity and chronic pain.

Perhaps most striking about the types of circuits that influence pain is that they converse with one another from multiple locations throughout the body. Learning about many of these newly discovered circuit phenomena has given scientists the ability to identify neuroimmune reflexes in which specific neural circuits trigger particular immune responses. It has also been possible to begin to understand how acupuncture can work to decrease pain and inflammation in bodily regions that are distant from the acupuncture point.

MORE ON THE COMPLEXITY OF NEUROIMMUNE PAIN CIRCUITS

Recent research has discovered other types of pain circuit phenomena. For example, when a neuron is damaged, pain circuits are produced that are different in males and females. In females, T cells are part of the circuit along with neurons. In males, microglia are part of the circuit instead of T cells. These two distinct signaling pathways, incorporating these two different immune cells, have the same end result for both men and women—a specific type of chronic pain, called allodynia. This type of pain, which is caused by stimuli that normally don’t produce pain, is related to inflammation that leads to nerve damage and chronic degenerative disease.

Another type of neural circuit includes scavenger immune cells that send cytokine signals to neurons to increase pain. These scavenger cells behave differently depending on the type of pain. Another circuit includes T cells that enter the spinal cord pain hub and converse with neurons to cause more pain. They also stimulate a type of pain that is experienced without a stimulus. Microglia in the spinal cord also respond to neuronal damage, with signals that alter circuits in the spinal cord to cause chronic pain. Microglia are part of the mechanism when opiates paradoxically increase pain.

And, of course, cells completely outside the brain or immune system are also part of pain-producing circuitry. With sunburn, neurons send signals for enjoyment and then later pain. Once inflammation occurs, skin cells themselves release signals to cause pain. Stem cells in bones send signals to repair tissue damage while sending signals that stop inflammation and decrease pain. Cancer cells can cause pain with signals that trigger various kinds of inflammation and sensitization of neurons associated with pain.

Microbes, too, can be directly part of pain circuit development. Bacteria can cause pain unrelated to immune cells. They can produce toxins that punch holes in neurons to produce pain. Microbes can also send signals that stop pain, such as in the case of painless skin ulcers. Viral infections cause pain, such as a sore throat or shingles, by stimulating receptors on pain neurons.

NEUROIMMUNE REFLEXES AND ACUPUNCTURE

Neural circuits involving signals between neurons and immune cells can become reflexes for immune responses—called neuroimmune reflexes. Examples of ordinary reflexes include neural circuits that stimulate a rapid muscular response, such as a flinch or fishtail flip. The newly described rapid neuroimmune reflexes produce immune responses to fight infections related to microbes and other sources of inflammation.

Similar to the classic conditioning in Pavlov’s dog experiments, neuroimmune circuits can be conditioned to achieve “learned immune responses” to help mediate blood infections, arthritis, and inflammatory bowel disease. For example, blood toxins that would normally damage kidneys instead trigger a signal to the central stress regions in the brain. These signals trigger release of steroids to fight inflammation. Conditioning of the immune system to fight infections can also occur through lifestyle changes, such as meditation.

One particular example of a neuroimmune circuit might help explain how acupuncture works. Recent research describes a type of circuit consisting of immune cells and neurons that are not exactly next to each other. Electrical stimulation to the location of a T cell, not directly near blood vessels or nerves, altered a neural pain circuit in a distant organ. The stimulation triggered an “acupuncture point,” which was actually a T cell near enough to neurons to send molecular signals through the tissue. The T cell signal triggered the nearby neuron to communicate with distant pain circuits to alter them.

Another example is a signal from an immune cell to neurons that triggers an immune response in the spleen to help guard against inflammation. This was triggered by an acupuncture point consisting of the immune cell near the first and second metatarsal bones in the foot, a point that is not exactly near a nerve or a blood vessel. Another acupuncture point near the hip triggered an immune cell signal to a neuron. The neuron’s signal to the brain triggered another message that stopped inflammation and helped prevent a fatal blood infection.

These communication circuits are so new to science that we don’t know how to categorize them. They are not traditional neural circuits. Some circuits use both sympathetic and parasympathetic neurons at the same time, with an immune cell in the middle relaying messages. As future research uncovers the complex communication occurring among all types of brain cells and immune cells, it will enable entirely new types of medical treatments for pain syndromes and inflammation.




SECTION III

THE WORLD OF MICROBE COMMUNICATION




CHAPTER 15

MICROBIAL BEHAVIOR AND CONVERSATIONS

“MICROBES” OFTEN REFER to bacteria, fungi, and viruses, which are the most widely known microorganisms. In this book, we use the term “microbes” generally for all single-celled organisms and viruses.

For instance, some single-celled organisms are eukaryotes, meaning their cells contain nuclei. Examples include protozoa and amoeba, which contain both animal-like (locomotion) and plant-like (uses photosynthesis for energy production) characteristics. Less well-known microbes called archaea were once considered bacteria but are now thought to come from a different lineage of one-celled creatures with somewhat more organized genetic material than bacteria. Archaea have some similarities with human cells and are now thought to be related to the ancient ancestor of human cells.

Defining exact evolutionary lineages and species for microbes may be impossible, however, because of the widespread genetic sharing among all cells, often transferred by viruses. This sharing of DNA and RNA molecules is particularly frequent among single-celled organisms.

Viruses are not cells and defy the current terminology and observation of evolutionary schemes of what living things are and how they behave. There is still gray area among researchers as to whether viruses are actually “alive.” But viruses exhibit elaborate lifestyles consistent with being alive, and they interact with all other cells in particular ways, including diverse responses to signals in addition to producing their own signals. It has also been recently discovered that viruses, like other microbes, send signals to each other to make group decisions. It is possible that several large viruses were once bacteria that gave up DNA and became dependent on other cells. But most were probably not, and some are akin to “jumping genes,” which are strands of DNA that move in and out of regions of our own DNA.

Estimates of the total number of cells in a human are in the range of ten to thirty trillion, with each cell a thousand times larger than most single-celled microbes. By comparison, there are possibly one hundred trillion bacteria in the gut alone, along with one thousand trillion viruses. The worldwide estimate for microbes is the number ten followed by thirty zeroes. While human cells have approximately twenty thousand genes, there are three hundred times as many unique genes in the sum of all bacteria living inside the human gut. Many of these genes produce molecular products that influence human cells and are newly being identified and researched.

Microbes secrete specific chemicals to communicate with other cells. These can be toxins that immobilize or kill enemies. Signals can engage other microbes to join group behaviors. To propel signals and toxins, bacteria build complex secretion devices that look like syringes.

Microbes respond to multiple factors at once—temperature, chemicals, and contact with other cells. They are able to integrate these various signals and make decisions about what to do next and where to go. They can work in groups to find food or protect themselves from danger, or work as individuals when they are not responding to signals from the environment. They respond to internal clocks, performing specific behaviors at various times of day. Acting as individuals, they move without any stimulation from the exterior environment, for example when searching for food.

GROUP ACTIVITY

Bacteria work in groups in myriad ways to solve specific problems, such as finding enough food or protection. For example, when food is scarce, some bacteria use signals to enable members of the group to change into three different subgroups, each with a different cell shape and different function related to the group’s survival.

One part of the group changes shape and hibernates in preparation for travel to a new location in search of food. As these bacteria prepare to hibernate, this group is combined into a single structure that mimics a multicellular creature. Proteins are placed on the structure to protect the group as it moves to a new location. The second subgroup stays as an active group of individuals and attempts to survive locally by eating the third subgroup. The dead microbes are broken up into food by secreted enzymes. It is not known how individuals are selected for the different sections of the group.
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Group behavior of MRSA bacteria (methicillin-resistant Staphylococcus aureus). Electron micrograph. (Science Source/Science Source/Science Source)

There are multiple other ways microbes work as groups. Bacteria can connect to form long chains of branching filaments with a growing tip. Cells are connected together but separated by walls. Another type, when threatened with little food, leaves the soil and changes into cells that can become airborne. They secrete antibiotics to kill those comrades they are leaving behind on the ground and any microbes that might eat their remnants. They save the nutrients from the deceased for their flight to a new location where there is more food. Some bacteria that gather together have tails, called flagella. Each individual microbe first grows a larger tail. Then, they all twist their tails together into a mass of one large tail. They secrete gooey material to slide on, and by moving the large tail, they move together to the new location.

Microbial groups can solve problems together. There are groups of microbes that devise specific feeding routes, which are as efficient as those designed by human engineers. In one study, a map of England was drawn on a large agar plate (a petri dish lined with agar, which is obtained from red algae and used for microbial culturing and as a food thickener). Food for the bacteria was placed on the locations representing the nine largest cities in England. A bacterial community was placed on London. Very quickly, roads were built to the other food supplies by the microbes. These roads were almost exactly the same as the roads that humans had built between the cities. In one case, the microbe route was more efficient than the road built by humans. The same results were found using a map of Mexico and the Tokyo subway system.

When there is little food, single-celled amoebas living as individuals also join together to search for sustenance. They do this in a variety of ways, such as forming what looks like a slug. The sluglike creature behaves as if it were a multicellular animal as it crawls to a new place where there is more food. The group then separates, breaking up into individual cells again.

Even more advanced group behavior has been observed with amoebas. They are particularly cooperative in group activities that include their direct siblings and children. But when “strangers” outnumber relatives, they are less active and take advantage of the work of the strangers. Similarly, amoebas show a primitive form of altruism when there is little food. To escape to a new region with food, individual cells combine into a two-part structure—a stalk that stays and dies and a flowering body that flies to the new region. Individuals will be more likely to sacrifice themselves by joining the stalk if their relatives are in the flowering body that escapes.

BIOFILMS

Remarkable group behaviors in microbes have been observed based on their communication with one another. A major group activity occurs when microbes build elaborate “cities” called biofilms and then purposely and precisely take them apart. Biofilms are semipermanent colonies that are built on solids, in water, in the human gut, and even in air. In biofilms, the bacteria, fungi, or other microbes are embedded in a slimy matrix made from extracellular material.

A biofilm is a masterpiece of microbial communication. Signals among individual cells are vital to every aspect of a biofilm—building, maintaining, and dismantling. In biofilms, cells can withstand environmental stress—exposure to acids, antibiotics, predators, and solvents. Communication in biofilms occurs not just within one microbial community but among multiple types of organisms—bacteria, archaea, fungus, and worms. Microbes can switch between living in biofilms and as individuals, based on circumstances.

In biofilms, microbes take on different tasks to share the workload. They can have complementary metabolisms in which one cell provides energy while another contributes to the structure of the biofilm. One particular cell produces water channels in the biofilm that serve as “blood vessels” to transport food and waste. Some microbes work together to build “fungus farms” to produce food for the community. They work together without “cheaters” or conflicts of interest. They signal and provide food for each other through channels between various cells.

Bacterial colonies work together with great attention to detail in biofilm building, using multiple layers of regulation. Biofilms allow microbes to survive predators and to become more dangerous in causing illness. They help protect a colony from antibiotics, immune cells, viruses, and other organisms.

Biofilm Scaffolding

In people, biofilms are often found in the human gut and teeth, as well as in wounds on the skin and on implanted catheters and pacemakers. Bacteria produce various types of appendages with particular receptors to make first contact with the chosen surface. These bacteria first hover over the surface, moving in several different ways such as circling or zigzagging. After evaluating the site and making contact, microbes secrete molecules that stick. These molecules include DNA, nucleotides, fats, proteins, and sugars. Later, large sugar molecules are used for scaffolding of various shapes. Enzymes are produced to mold the material into shape.

Other bacterial proteins play critical roles as well. One type connects bacterial cells to one other. Others bind particular cells to structures. Another spreads the colony along the surface as more cells are produced and placed within the structure. When a few hundred cells are on the surface, a cluster forms that grows into collections of clusters. Secretion systems (described on page 159) send tagged sacs with large amounts of nutrients in a concentrated form to distant regions, which allows the building process to expand.

Life in a biofilm uses considerable energy and must be regulated to avoid growing beyond what food supplies will support. Regulation of biofilm functions involves signaling cascades and feedback loops among multiple cells. Cells in one area can respond to the needs of the entire biofilm, while in another region cells can respond to particular local projects, such as building transit routes or protection mechanisms. Changes in the amount of available nutrients produce signals and responses among working cells. The presence of specific sugars stimulates the growth of the biofilm. Levels of salt and density of material trigger signals to alter the type of matrix.

Regulation also includes dismantling the biofilm. At any time, individual cells can decide to leave the biofilm and move to other areas that have more food. When group signals are given to disperse the entire community, the structures are taken apart systematically as a group project.

Causing Disease

Biofilms are a major cause of disease. They become a safe haven for microbes to manufacture powerful toxins while protecting themselves from predators and environmental stresses. Biofilms are particularly dangerous, since they are hard to alter from the outside. In biofilms, potentially dangerous microbes can develop from otherwise friendly species.

Multiple factors are at work that enhance survival and increase the danger of particular microbial colonies. Various environments allow particular microbes to survive, such as those with an ability to eat specific foods or resist toxins. More inhospitable environments can help strong species survive, such as those that build plaque on teeth.

These bacterial colonies use diverse methods to attach to both cellular surfaces and nonbiological surfaces. Each colony might need specific adhesion molecules, signals, and receptors. Levels of acid, such as in the stomach, can determine whether the colony will survive. A determinant can be levels of oxygen, which can vary widely in different small niches, such as on the skin.

Although it was assumed for many years that the presence of one particular microbial colony was always the singular cause of an infection, we know now that colonies become stronger via conversations among multiple microbial species. This can occur in gum disease and also in wounds in which more than one species operates at the same time or in sequence. Interspecies exchanges can be the stimulus that turns a microbe from friendly to dangerous. In the protected environment of the biofilm, each species can exhibit new behaviors that they would not be able to do in the open.

Relationships between species start with both cooperation and competition as the biofilm is first built. In wounds, for example, two species in a biofilm can help each other become more dangerous in various ways. One species can operate in open air while another, below, with no oxygen, is protected by the first. In the unique environment of a wound, different species that originate from the earth, water, and skin and would not normally interact can combine their activities. One colony that is resistant to antibiotics can protect another colony that is hidden by the first.

Both cooperation and competition can enhance virulence. Multiple species in biofilms form interdigitated (finger-like interlocking) borders with each other. Then, conversations—including the sharing of genetic material—determine dangerous behaviors.

For example, cooperation occurs in the mouth, with large combined clusters of several bacterial species forming plaques, where each species could not survive alone in saliva. The two colonies interlock together and grow. Competition is different in the biofilm than in the open, because this type of competition allows stability of the biofilm, keeping communities from outgrowing the amount of food. Some species compete by one growing on top of the other to seek oxygen rather than maintaining interdigitations.

Sometimes, the two species fight with each other but still manage to enhance an infection. Species that would normally inhibit each other can enhance growth in the wound. If they met close up, they would kill each other. But in the dense wound, with little travel and various niche environments, they stay separate to increase the overall infection.

Cooperative signals from microbes other than bacteria can alter the biofilm and the levels of danger. These include interactions with viruses, bacteria, archaea, fungus, and worms. They somehow understand each other’s signals and can behave as if they are all one community. Signals from these various species can increase antibiotic resistance for a particular group that has the necessary receptors. Some can enjoy the waste products of the other. Others produce molecules that shield both types of microbes.

BRAINLIKE CHARACTERISTICS OF MICROBES

Many single-celled microbes exhibit elaborate behavior, as if they had a brain. Somehow, they engage in multiple elaborate simultaneous behaviors and conversations. They take in diverse information from the environment and respond appropriately. Via signals, many types of individual microbes work together in colonies to find food and evade predators. As just explained, they collaborate extensively in biofilm environments.

Microbes send specific toxins in battles with other microbes as well as much larger animal and plant cells. They build complex machinery to fire signals and toxins into other cells. Microbes evade “weapons” used against them by the much larger and more complex human cells.

Brainlike characteristics in many microbes include rudimentary sensory organs, consisting of specialized molecules in the cell membrane. Receptors form a honeycomb-shaped hexagonal lattice, with thousands of these molecules picking up signals, chemicals, and mechanical force. Multiple inputs are processed inside the microbe at the same time. Sensory information triggers specific responses. This is analogous to a brain where sensory neurons stimulate action.

Like larger cells, microbes can send electrical signals within the cell. When a microbe, such as a bacterium or amoeba, hits a wall or other barrier, it sends a current to another part of its cell, which alters the rate of beating of the microbe’s external motor, called cilia or flagella. This signal changes the microbe’s direction. The electrical current is similar to a neuron sending information along an axon. Recently, electrical currents based on potassium ions outside bacterial cells have been found to be used for long-distance communication. This communication occurs via tiny nanotubes between microbial cells and can extend up to a thousand times the size of the microbe.

Recently, it was learned that microbes also have a primitive form of memory, which they pass on to their “children.” When forming bio-films, diverse receptors and signals must be chosen from many possibilities to make first contact with a particular surface. Recent research shows that descendants of the microbes that found the correct signals and receptors also knew the exact method used by their ancestors.

MICROBIAL SIGNALING

Microbes are in constant communication among themselves in their own group as well as with other species. They also intercept messages from other microbial species, plants, and animals. These conversations are related to a wide range of activities, and various signals produce distinct behaviors.

One type of bacterial signal alerts the community to a lack of food and directs travel to a new location. Bacteria often send two related signals; the first signifies the presence of each microbe, and the second launches a group activity, such as an attack, when enough bacteria are present. Signals are sent to warn of the imminent threat of antibiotics. Bacteria share genetic material to provide resistance to antibiotics. Already-resistant bacteria waste their own resources by manufacturing molecules to provide for others. This helps the colony while damaging the resistant bacteria.

Launching Signals

To send signals, microbes build sophisticated machinery called secretory systems, which look like syringes or spaceships. There are more than a dozen different types used by various bacteria to propel particular signals and toxins. Secretory systems are built from hundreds of interlocking large proteins. In battles with larger and more complex cells, microbes use these weapons to inject toxins into other cells, even at a distance. They can also shoot building material into biofilms.

All secretory systems launch large and small molecules, including DNA, RNA, and proteins. Signals include both unfolded proteins and extra molecules to fold the protein once they arrive at their destination. Signals sent by secretory devices can be enzymes that attract metals to punch holes in a cellular membrane. Microbial signals can be molecules that are similar to those used in human cell pathways, but different enough to alter the pathway for the microbe’s advantage. Signals can alter tags on DNA and also the proteins that protect DNA. These alterations can disable human cells’ defensive measures, such as allowing microbes into the cell nucleus. Signals can target specific organelles, such as mitochondria.

Pumps in secretory systems shoot particles using high-energy molecules as fuel. Microbes can “grab” antibiotics as they enter the microbial cell and propel them out as a critical method of maintaining antibiotic resistance. Multiple-accessary molecules are necessary for pumps, which are attached to large needles that launch signals. All parts are connected with interlocking proteins—pumps, energy supplies, attachments, and large injection devices. One type of pump has a proton gradient to propel molecules. Such a pump system is used by bacteria and viruses.

Secretory systems are complex. For example, more than a dozen components make up such a system in certain bacteria, such as E. coli. This system is made up of a complex assembly of multiple proteins on the outer microbial membrane, a complex protein assembly on the inner membrane, a hairlike structure, multiple proteins connecting the inner and outer complexes, a platform on the inner membrane, and enzymes for energy. Each part includes multiple interlocking proteins. The system works like a piston to push the signal out.

Another type of bacterial secretory system sends particular proteins that alter organelles such as the nucleus and mitochondria. This system is made from twenty-five interacting proteins across both bacterial membranes. It is a comparatively huge syringe surrounded by rings and attached to a motor and energy source. It has a platform to gather material, which is then launched. The long, narrow needle is inserted into human cells to release unfolded proteins. Molecules follow that are able to fold the proteins. Particular molecules in the needle make holes in the human cell for entry. A different system used by certain bacteria sends DNA and is made of hundreds of molecules. Signals to other comrades include genes for antibiotic resistance. Twelve large proteins make a scaffold and a pump with a large needle that extends out of the bacteria. It is also connected to energy molecules.

Some antibiotics target and destroy secretion systems. But there are so many types of secretory systems that it is hard to develop drugs that will kill them all. Multi-drug-resistant bacteria can use multiple different secretory systems at the same time, with each medication attempting to combat one particular system. Some antibiotic medications attack the tube in the ejection system, and others target the unfolded proteins.

Nanotube Communications

Bacteria can also use electricity as a signal in communicating over great distances. They do this with protein-based nanotubes, which transmit electrons to distant cells. These nanotubes function as wires, spanning distances thousands of times the size of cells. Recently, researchers have found special proteins placed all along the tubes with the ability to transfer electrons along the wire so they can be used as food by the microbes. These proteins are somewhat similar to large molecules in mitochondria that transfer electrons to produce energy for human cells.

Energy to be used as food in the form of electrons is sent along these wires. In all cells, food is utilized by exchanging electrons and releasing energy. At the end of the process, oxygen takes the extra electrons for other reactions. Using oxygen in this way is called respiration. When there is no oxygen, such as deep in the soil or ocean, substances like sulfur or iron can take the place of oxygen. In these cases, as the microbes breathe, they release electrons into rocks and dirt during the exchange.

These small, hairlike nanotubes grow from bacteria looking for electrons and metal to upload. These nanotubes between bacteria can form a grid between the source of electrons and their uploading to rocks and metal. In each square inch of soil, electric grids power billions of microbes. Some of these microbes don’t use food to produce electrons but rather live on the flow of electrons alone. Even more unusual is the fact that multiple species share these wires. One microbe in the chain can make fuel and the next can consume it. Bacteria and archaea both cooperate with each other to survive in this way.

In biofilms, these wires can be even longer, and varied types of electric communication can use hydrogen and potassium. Some have transport molecules to transfer the electrons. In a biofilm, potassium ion signals can entice new bacteria into the biofilm, including different species. Signals can also be sent between two colonies allowing them to take turns eating.

A parallel communication mechanism, discussed in chapter twenty, is used by a long, thin fungus that functions like wires connecting trees in a forest, rather than nanotubes. Recently, it was found that these fungal wires not only provide food and building material to all trees but also exchange signals related to defense.

HOW DO MICROBES MAKE DECISIONS?

Only recently has a plausible mechanism been found for such a small cell’s ability to make decisions. Like T cells and cancer cells, microbes such as bacteria and archaea can use molecules from their own metabolic cycles as internal signals. These signals trigger particular genes to produce new proteins. T cells use this type of signaling to rapidly produce an army of fighting cells. Cancer cells use it to rapidly reproduce and build their outlaw community. Microbes use this mechanism for ordinary decision making.

Molecular pathways used for microbial food consumption have been found to have a double life as internal signals. They can be triggered by the environment and can tell the microbe to travel to a new region to look for better sources of food. Membrane receptors for food particles trigger pathways inside the cell. A favorite food, such as carbon, triggers multiple pathways to bring the carbon into the cell and to produce more enzymes to eat more carbon.

Bacteria also have receptors for thirty other important substances, including nitrogen, glucosamine, sugar, and phosphate. Multiple triggers occur at the same time, so the microbe must prioritize. Preferred sources of food molecules are eaten first, increasing the relevant cycle. When finished, the next cycle is revved up. Microbes are able to keep track of these priorities and inhibit other competing cycles.

Out of hundreds of metabolism cycles in bacteria, researchers have found several examples of information transfer for decision making. One major cycle builds new molecules and breaks down others. Pyruvate, the product of glycolysis, is an important molecule in these energy cycles, but it also does something completely different. It alters the shape of enzymes that help decide if a cell should reproduce. Another example is a cycle that routinely provides most energy molecules for the cell using oxygen. With stress because of lack of food, the energy molecule becomes a signal to switch to other methods that don’t use oxygen.

Another cycle with a double life involves amino acids. With specific signals for each of twenty basic amino acids in the microbe, concentrations of each are measured and genetic production is revved up or inhibited. But one particular amino acid serves as a master regulator, and its cycle stimulates hundreds of other gene networks, providing signals for cellular functions, including decision making about growth, cell division, starvation, and movement to new places, in search of food.

Using molecules from metabolic cycles to alter genes is often slow for complex decisions. Another system is more rapid—tagging molecules. Adding tags to proteins changes their shape and properties. This alteration takes seconds, where triggering genetic pathways takes minutes, a long time in the life of microbes. Tagging can produce more energy molecules quickly. A tagged protein blocks production of glucose and inhibits breakdown of existing sugar, getting the microbe ready to find new sugar in the environment.

In fact, both types of signals are used together. A set of signals regulates when microbes produce more protein. After determining the amount of available material from many sources, signals trigger production, using both the slow genetic signals and the rapid tagging. Bacteria also use multiple different signals to regulate the use of oxygen, carbon, and nitrogen. Signals detect different sources of these molecules in the environment, and the sources are prioritized. Signals, both slow and fast, increase the appropriate transport molecules.




CHAPTER 16

BATTLES BETWEEN MICROBES AND HUMAN CELLS

USING SIGNALS AS WEAPONS, human cells and invading microbes wage war against each other. Immune cells are designed to fight microbes, but even ordinary nonimmune cells in each organ have developed their own unique internal defenses against a wide range of microbes. For this war, human cells rely on multiple tactics.

First, cells produce receptors to pick up microbial molecular patterns as a way to identify invaders. Once the cell has identified them, it produces attack molecules, usually proteins and RNAs. Immune signals are also vital in producing inflammation, which mobilizes diverse immune cells to chase microbes. In addition, special tags are placed on microbes to identify them for the kill. Tags are also used to counter microbial molecules. Once microbes are tagged, vesicles are sent to engulf and destroy them. Microbes return fire at all levels.

The key to fighting microbes is first recognizing their molecular patterns by using special pattern recognition receptors. These are vital for both immune cells and tissue cells in identifying the adversary and producing specially designed attack molecules. When these pattern receptors for particular species are triggered in immune cells, powerful cytokine signals stimulate a variety of different types of inflammation. This elicits calls for diverse types of cells to chase and kill particular invaders. When recognition receptors are triggered inside individual ordinary cells, such as tissue and blood cells, they mobilize various attack molecules for internal battle with the invaders.

To maintain receptors that are effective in recognizing ever-evolving microbial species, a surprising amount of regulation is necessary to make sure the proper receptors are available. With microbes constantly changing, new receptors must be continually updated. Because of this, multiple receptors end up being utilized at the same time, and cells need to prioritize the most effective versions.
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Battle of bacteria and human cell. Electron micrograph. (Science Source/Science Source/Science Source)

One type of regulation eliminates unnecessary receptors, and another moves them to cellular compartments to store for later use. Signals are also needed to increase or decrease production of the appropriate receptors to maintain a balance between too little response or an overreaction that can backfire and hurt human cells.

Once microbes are identified, human cell responses occur at multiple levels. Immune signals first begin with general attacks that are used against all invaders. Then later, attacks are honed to target the particular microbial species with killer T cells and antibodies from B lymphocytes. When microbes enter cells in each organ, diverse responses target specific invaders as they engage in battles with organelles that reside in the cell.

When human cells launch attack molecules, bacteria and other microbes respond to each by producing their own signals to evade assaults. Microbes are able to counteract attack molecules sent from human cells that are thousands of times larger and vastly more complex; microbes produce new molecules tit for tat with human cells in an escalating war.

Even more surprising is that much smaller viruses can respond to attack molecules from human cells with their own molecules. One human attack protein stops viruses from reproducing. The virus is able to counteract this protein. Another human molecule blocks the human immunodeficiency virus (HIV) from entering the nucleus of a cell, but HIV is able to respond to this with its own signal, allowing the virus to enter and insert its DNA. There is more about viral behaviors in chapter nineteen.

TAGGING SYSTEMS

Tagging systems are an important part of the fight with microbes. Tags are signals that latch onto molecules at specific sites. Special enzymes place tags via chemical reactions that require high-energy particles. Tags are placed on microbes to identify them as targets to be chased and destroyed in various ways.

Tags are used by microbes to alter molecular pathways to gain an advantage. They are also used like “postage stamps,” directing the transport of material to exact destinations. Multiple tag molecules can be joined together to form long chains and branching patterns. These large branching molecules produce an almost endless variety of different types of tags to identify the large number of different microbes and different types of cargo transported throughout the human cell. This chapter describes using tags in warfare between microbes and human cells. Chapter twenty-six describes tags for sorting and transporting cargo along the neuron’s axon.

Microbes and human cells engage in back-and-forth attacks with a variety of tags. They both place tags, remove tags, and alter tags by adding more branching molecules. An example of tag warfare is a human tag placed on microbes that triggers vesicles inside the cell to chase and capture the microbe that has been tagged. Microbes counter with their own tags, evading the vesicle.

Even viruses, the tiniest of microbes, are able to alter tags placed on them by human cells in particular ways that block the tags’ actions. Viruses have a tough job—entering a cell, evading immune responses, sometimes sneaking into the well-guarded nucleus, and taking control of the fantastically complex DNA and RNA machinery. The battle between cells and viruses occurs everywhere, but it is most intense in the subregions of the nucleus. Both sides use their own tags for the fight and alter each other’s tags.

Viruses operate through the action of a small number of their own proteins. Human cells attempt to place tags on most viral proteins when they find them inside the cell. Viruses then counter with their own tags to liberate their proteins. Viruses also initiate tags against human molecules. For example, the herpes virus tags a vital immune factor, resulting in inhibition of immune signals that would otherwise attack it.

Tags on bacteria can be identified both inside and outside of human cells. Immune scavenger cells chase tagged microbes that have not entered cells and eat them. Immune cytokine signals are also used to increase types of inflammation that produce more cells to kill tagged microbes. Once inside cells, tagged bacteria are attacked by the interior mechanisms used for cleaning debris. Similar to plant cells (described in chapter twenty), human cells sometimes use the nuclear option of cell suicide. This happens when an infected cell is beyond help, with a large number of tagged microbes inside it.

MULTIPLE BATTLE TACTICS INSIDE HUMAN CELLS

Microbes enter human cells in a variety of ways. Elaborate secretory machines, described in chapter fifteen, can inject proteins into human cells that rearrange scaffolding structures, allowing microbes to enter and maneuver inside. Also, microbial signals can alter human cell membranes so that they block the production of receptors and signal molecules that normally stop microbes from entering.

Once inside human cells, bacteria use a wide range of signals and other attack techniques. Bacteria, for example, can grow a motorized tail to rapidly move about inside the cell, thus spreading havoc. The human cell recognizes the motorized tail and sends an attack. Bacteria repel this attack with signals sent by the secretory system, blocking the human cell’s ability to recognize the tail. Multiple bacteria have developed these two levels of signals—building the tail and evading its recognition.

Microbes inhibit the host cell’s attacks in complex ways. Once microbes are noticed, cytokine signals trigger strong responses. Microbes return fire in two ways, by both blocking the cell’s signaling pathway to trigger genes for these cytokines, and by altering the genes themselves. Another signal alters these same pathways to instead generate toxins against the host cell. Various cell compartments also use unique strategies to kill microbes, and microbes are able to counter each attack. Chapter twenty-three describes microbes that target particular compartments inside cells, such as mitochondria and nuclei.

THE ROLE OF VESICLES

Vesicles sent to capture tagged microbes inside cells are an important attack method. Once a microbe is engulfed by the vesicle, the sac merges with larger vesicles of destruction—called lysosomes—designed to dismantle microbes and recycle their molecules. Lysosomes are described in section four. Multiple types of bacteria are able to manipulate this situation in various ways.

Bacteria can fight vesicle attacks by avoiding engulfment, stopping the merger with recycling vesicles, and damaging the entire process that produces vesicles. First, microbial signals block entrapment by masking the tags on themselves so vesicles can’t find them. If microbes become trapped in the vesicle, they use signals to break open the sac. Sometimes a bacterium is able to cut open the vesicle even after a merger between two vesicles to form a bigger one. This same signal also blocks attempts to reassemble the vesicle. A more complex evasion technique occurs when the bacterium builds a hiding place out of a membrane stolen from another cell compartment. Hiding in this niche protects the bacterium from being captured.

A number of bacteria, including salmonella, chlamydia, and Mycobacterium tuberculosis, the bacterium that causes tuberculosis, are able to take control of the vesicles designed to capture and kill them. These microbes turn the vesicle into a home inside the cell. From inside their vesicle home, bacteria secrete signals that attract materials needed to transform the inside of the vesicle into a kind of fortress. Signals are also sent to trick the host cell into producing special proteins to enable the survival of the microbes inside the vesicles.

Received material is used to reproduce inside the cell and to manipulate the immune system to the microbe’s advantage. Even viruses are able to turn the membranes of a vesicle into a factory for reproduction. The viruses place their enzymes into the vesicle’s double membranes to create a special replication subcompartment.

While living in the vesicle home, microbial signals avoid further attacks by turning them around on the attacker: microbes attack human cells using destructive enzymes from the lysosome, a membrane-bound organelle, designed to dismantle the microbes. Other signals attack the basic production of other vesicles that might merge with the microbes’ new home. A signal interferes with the way small vesicles fuse with the lysosome destruction factory. Another signal attacks the site that manufactures vesicles. Another breaks the molecules that stabilize new budding vesicles.

There is more about vesicles in chapter twenty-six and viruses in chapter nineteen. Chapter twenty-three describes how microbes build and defend their vesicle homes.

MICROBIAL ACTIVITY INSIDE HOST CELLS

Instead of commandeering vesicles inside cells, another bacterium controls a cell by changing it entirely. Living inside human cells, Mycobacterium leprae (M. leprae), the bacterium that causes leprosy, is able to alter genes that change an ordinary cell into stem cells. Although references to leprosy date back to biblical times, there is still much unknown about the disease. The bacteria can’t be cultured in the laboratory, so there is no test for the disease. The bacteria grow very slowly, with the incubation period generally between three to five years, partially due to a thick, complex cell wall. The waxy coating on the cell wall makes leprosy—and its sibling tuberculosis—hard to kill.

Leprosy is an infectious disease that damages the skin, nerves, and eyes by first attacking immune scavenger cells. M. leprae hides inside these immune scavenger cells—the very cells that should kill it. This stimulates a large circle of white blood cells attempting to eat the infected cell. The bacterium takes control over its scavenger cell home and uses it to travel, as if in a car. It is not clear how the bacterium then enters nearby Schwann cells, a type of glial cell that produces myelin for nerves outside the brain and spinal cord.

Recent research findings about leprosy’s activity in glial cells are quite a shock. Despite having only a small amount of DNA, M. leprae sends signals inside the host cell that changes the cell back into a stem cell. With other signals from the bacteria, the stem cell can produce new types of cells, such as bone, muscle, connective tissue, or neurons. After becoming a stem cell, it can then change into a muscle cell and travel into muscle tissue. The bacteria also use this trick to infiltrate nerves.

Until this discovery, it was not clear how neuron damage occurred in leprosy. What has been found is that leprosy signals alter sets of genes in their host Schwann cells in several ways. They decrease the genetic activity that maintains normal cell identity. At the same time, they increase genetic activity related to becoming a new stem cell. When the Schwann cells are fully reprogrammed, they stop making myelin, causing neurological damage in leprosy patients. This is still hard to study, and more needs to be learned about how the process unfolds.

Making ordinary human cells into stem cells is the holy grail of modern stem cell research. It is quite surprising that bacteria can do this, and scientists are attempting to learn more about it. M. leprae signals don’t produce the most powerful, original type of stem cell that is the ancestor of all cells in the fetus. Leprosy produces stem cells that can produce a particular line of cells—the connective tissue variety. But learning the signals that M. leprae uses could lead to advances in stem cell therapies.




CHAPTER 17

MICROBE POLITICS IN THE GUT

WITH A HUNDRED TRILLION MICROBES in the gut, and another thousand trillion viruses hovering over them, the sum of gut microbes has been called an additional human organ. For the single layer of gut lining cells facing all of these microbes, the stakes are high. These cells must choose the best species of microbes to befriend and then work with them in multiple ways.

Collectively, microbes (mostly bacteria) in the gut have three million genes compared to twenty-four thousand in human cells. With these genes, microbes produce diverse molecules and signals, many of which are needed by humans for survival. Some microbe products become part of normal human metabolism. In many ways, humans have become completely dependent on the effects of friendly microbes in the gut. Molecules produced by gut microbe DNA affect digestion, blood vessels, weight, stress, immune functions, and bone health.

Recently, scientists identified three hundred new gut microbial products that are released into human blood. It is not yet clear what all of these molecules do, but some have important functions in human cells. Signals produced by these bacteria include well-known neurotransmitters that stimulate brain cells. Several gut microbial products influence the development of the immune system at the start of life and continue to help maintain normal immune functioning. Signals influence the building of gut villi and crypts. They instruct the placement of stem cell niches and density of blood vessels in gut tissue. Recently, it was shown that eating plant fiber attracts particular microbes that produce products to help guard against diabetes. Another study shows that people who have diverse gut microbes are less prone to atherosclerosis.

Microbial products can also contribute to disease. They can contribute to heart disease, obesity, and diabetes. Very recently, gut microbes responding to salt increases in the diet were found to cause changes in blood flow to the brain independent of the other well-known effects of salt on blood pressure. These effects of gut microbe signals included altering vessels in the brain and decreasing cognition. There is more about microbes affecting the brain in the next chapter.

Managing all these diverse microbial species and their products is a huge undertaking. Decisions are based on diverse conversations among the gut lining cells, microbes, and immune cells throughout the long gastrointestinal tract.

ATTRACTING MICROBES

Gut regions encompass hundreds of different environments that attract diverse microbes. In each region, lining cells must decide which are the best, stable, and friendly resident microbes. These varied regional gut settings also require different types of relationships between local immune cells and microbes.

Microbial settlements vary along the stomach, small intestine, appendix, and large intestine. Also, patches of microbes, as well as very large communities, thrive across the gut’s lumen. Various colonies survive in the central moving fecal stream and in layers isolated from this flow—the layer of mucus, the space between mucus and lining cells, and the deep crypts between villi. These protected regions tend to have more permanent microbe colonies.

In the small intestine, bile is released, which produces an acidic environment. Several microbe communities in this region compete for sugars but are limited by acid levels. Microbes that can survive grow rapidly. Unique genes in acid-loving microbes metabolize human food to produce a variety of molecular products, some of which can have positive and negative effects related to obesity, asthma, and the development of cancer.

The largest number of antibiotic attack molecules produced by the gut lining cells are found in the first segment of the small intestine. These antibiotics form a gradient throughout the small intestine. With fewer attack molecules at the end of the intestine, more microbial species survive, and the density of colonies increases to saturation. The large concentration of microbes continues into the large intestine.
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Salmonella bacteria in the gut. Electron micrograph. (USDA/Jean Guard-Petter/Science Source)

The large intestine—with more mucus, little fecal flow, and multiple creases and folds—also has multiple environments. It has the largest number of distinct microbe colonies, and the gut lining cells there produce the least amount of antibiotic molecules to kill them. The large intestine is considered to have the highest density of bacteria of any habitat on earth. Microbes in the large intestine break down plant fibers into products that are important for protection against multiple diseases, including diabetes.

Multiple factors determine stable microbe communities in each region. Survival is based on adaptation to acid and base (or alkaline, which is the opposite of acid), diet, medications, immune responses, and, most importantly, communication with master gut lining cells. Immune cells secrete molecules that help some colonies and not others. A delicate balance among various microbe communities is maintained via signaling among all gut cells. If two microbe communities are overly cooperative, they grow too large and cease to benefit each other. To be stable for a long time, nearby communities must balance cooperation with a certain amount of competition.

RESPONDING TO FOOD

Various diets encourage particular microbe species and regional gut lining cells to use diverse signals and approaches in their response to food. Patches of food lead to clusters of specific microbe colonies. When there is a lot of food, microbes grow rapidly and form large biofilms. These communities in biofilms can be more active near the lining and can become more dangerous. With less food, species separate into smaller colonies and are less dangerous.

Microbial species in the gut shift rapidly when humans eat new types of food. Diet trends can even affect long-lasting colonies that are hidden in mucus and crypts. Meat and plant foods attract distinct microbes. For example, red meat causes cardiac vessel disease based in part on the attraction of specific meat-friendly microbes.

These particular microbes eat the molecule carnitine from meat and metabolize it into a substance that enters the bloodstream from the gut. Carnitine is a family of compounds that play an essential role in energy production. The product produced by microbes that eat the meat’s carnitine then travels in the blood to the liver. There, it is altered by liver cells into a second molecule that is also released into the blood. It is the second molecule that causes plaque in blood vessels, which can lead to heart disease. This effect on heart disease has nothing to do with meat per se but is the result of behavior of specific meat-loving bacteria.

Another example is in babies, where particular microbes prefer certain sugars and milk. When solid food is introduced, other microbes form thousands of permanent communities. Dominant species start growing at the beginning of the small intestine and gradually travel downward. Eventually in adults, approximately fifty prominent species become stable for years. Following treatment with antibiotics, these stable communities reemerge after hiding in protected niches.

CONVERSATIONS AMONG MICROBES AND IMMUNE CELLS

Immune cells in the gut are educated about microbes by wide-ranging conversations with gut lining cells, capillary lining cells, neurons, and friendly microbes. Interactions with these microbes allow human cells to learn how to build unique receptors and signals for conversations with both friendly and enemy microbes. Friendly microbes collaborate with immune and lining cells on the details of digestion, as well as protection of the lining.

Microbial signals can stimulate immune signals that loosen tight junctions between lining cells to allow material into tissue below. Also, immune proteins can form a barrier on the surface of lining cells to block sugar molecules on microbe membranes that are typically used by the microbes to attach to the lining. One microbe covers its surface with human antibody molecules and uses them to attach to the lining.

Conversations among immune cells and microbes are quite varied. Signals from T cells protect specific microbial colonies. Microbes protect themselves with signals to immune cells to decrease inflammation. In the appendix environment, lymphocytes are specially educated to modulate their reactions and protect friendly bacteria. The appendix becomes a lasting reservoir of the best friendly species to replenish the intestines when necessary.

Immune signals can regulate microbe conversations, including altering competition among microbe communities. Too many cooperating microbe species cause perpetual positive feedback. This destroys important competing microbe colonies needed for stability. With signals, immune cells break up excessive feedback loops and separate the cooperating species.

Multiple diseases have strong associations with particular microbes and immune cells. One example is inflammatory bowel disease, in which there are fewer diverse microbial species. Another occurs with damage to the liver, where microbes produce toxins that cause mental confusion. Another example is particular microbes that alter bile acids to stop a threatening infection.

Conversations among microbes to avoid infections can be complex and are just now being discovered. In one finding, six different bacteria must communicate simultaneously to inhibit other dangerous bacteria in various ways at the same time.

Another example in hospital settings is preexisting friendly bacteria, chosen by the gut cells, that are able to fight off dangerous infections in some people. Other people with the same microbes are not so lucky and succumb to serious hospital-based infections. The reason for this difference is not yet understood.

LIFE IN MUCUS AND BIOFILMS

With permissive messages from lining cells, specific bacteria and viruses thrive in and around the mucous layer near lining cells. Signals from friendly bacteria stimulate more mucus for protection. In the mucous niche, viruses become friends and protectors of human cells and fight off invaders. New genes shared by viruses or bacteria secretion systems help in the adjustment of the mucous niche by generating subspecies specially adapted to the unique environment.

Mucus, with a special mix of substances that protect lining cells, is also good for friendly microbes. Enzymes in mucus kill unfriendly and competitive species. Mucus includes special nutrients, immune factors, salts, and metals that all contribute in helping friendly microbes thrive. Healthy mucus is produced by back-and-forth communication among microbes, lining cells, and immune cells.

Microbes use various techniques when dealing with mucus. Some species are able to break it down. Several can swim through the mucous gel, eating molecules as they go. However, eating mucus can backfire, stimulating excess amounts of the protein mucin, which hurts friendly bacteria. Microbe communities can swim all the way through mucus and attach to the lining-forming biofilms in deep protected crypts. For this, strong flagella motors are needed. Lining cells stay in constant communication with microbes in the mucus, and some microbes are able to use oxygen from lining cells. Nearby colonies can be protected or ignored by immune cells based on signals from lining cells and microbes.

Protective biofilms can take the place of mucus. Biofilms are much larger and thicker than mucous layers and have multiple forms. In bio-films, communication between multiple species is key in understanding whether an infection will take hold. Biofilms are engineered to allow interactions between colonies, as fully discussed in chapter fifteen.

Multiple species sharing the biofilm can allow each other to grow more dangerous. Competition among species is different in biofilms than it is in other regions. For free-floating colonies, too much cooperation is negative for both. In gut biofilms, dangerous species are more structured into specific locations and therefore can cooperate without hurting each other.

Both cooperative and competitive biofilms can produce infections in multiple ways. Several species need another colony to grow first. The second colony then becomes dangerous and kills the first. In another situation, microbe signals manipulate the immune system to alter the structural matrix that supports the biofilms, so that the two communities become separate rather than interdigitating. This can occur, for example, when one colony moves on top of the other to get more oxygen. Some colonies produce waste that kills a nearby colony. Several species like each other’s waste, and both are stimulated to grow and produce infections. Some produce molecules that protect both colonies.

Biofilm communities can cooperate in other ways. A community can grow around the other to avoid antibiotics, since one may have resistance while the other does not. In an abscess, both layers can grow bigger, but one stays distant to avoid damaging peroxide formed as waste from the other community. Also, one colony in the abscess can produce an enzyme for protection, and the other colony can inhibit the enzyme by maintaining its layers. As these signals are understood, research points to a future of more accurate probiotic treatments.

VIRAL COLLABORATIONS

It is surprising how significant viruses are for the gut environment. Some viruses form close relationships with friendly bacteria that live in mucus close to lining cells. These viruses protect the bacteria, as well as the lining cells, from the attacks of enemy bacteria.

To reach human cells in the gut lining, viruses must travel through intense acid, dangerous enzymes, dense mucus, and enemy bacteria. When they enter the gut through food and water, a complex environment bombards them—acids and bases, enzymes, molecules that kill microbes, and a vast array of bacterial communities. If viruses can penetrate mucus, often with the help of bacteria, they can reach the gut lining cells and invade tissue. Even a small number of viruses that reach human cells can stimulate an infection.

Viruses can also be involved in producing bacteria that are more dangerous to humans. Previously, it was thought that bacteria cause dangerous infections by changing from a friendly state because of immune weakness. However, pathological transformations of bacteria are often caused by conversations among human cells, bacteria, fungus, viruses, and even parasitic worms. One such signal from viruses is the transfer of antibiotic resistance molecules to microbe colonies, making them more infectious.

Bacteria can also be critical for viral survival. Multiple viruses need bacteria for their transmission to human cells. If these viruses are injected by researchers directly into the gut, they don’t survive. The virus must travel through the communities of bacteria in the mouth and gut to gain strength. One method the virus uses is attaching to bacterial surface sugars, which increases their ability to jump to human cells. Both the polio virus and norovirus (which causes vomiting and diarrhea) attach to sugars on bacteria that allow them to survive acid and heat. Then they slip into immune cells.

Immune conversations can help gut viruses either attack or protect gut lining cells. Viruses can be brought into human tissue by immune cells gathering samples of infectious microbial molecules. Messages can inhibit T cells from attacking viruses, such as herpes, which then multiply. Viruses can also be helpful to gut lining cells by stimulating immune messages to heal a break in the lining. Some viruses stimulate immune-cell responses that fight against dangerous bacteria.

A wide range of infection-producing interactions among viruses, bacteria, lining cells, and immune cells are just being discovered. One infection requires a viral mutation and, at the same time, an alteration in the gut lining cell. Another infection requires both the virus and a mutated immune cytokine signal to produce virulence. Both examples require particular bacteria as well. Another example is an infection of the large intestine that requires bacteria to be altered by viruses, as well as interactions between several other bacteria and viruses.

As the complex signals among gut cells, immune cells, and microbes are deciphered, new treatments for diseases throughout the body will be able to be developed.




CHAPTER 18

MICROBE INFLUENCES ON THE BRAIN

MICROBES CAN AFFECT the brain by directly entering it or with signals from distant regions—most often from the gut. Signals, mostly from bacteria and viruses, can trigger neurons in the gut nervous system to send messages into brain circuits. Alternatively, signals can travel through the blood directly to the brain. Microbes from the gut can reach the brain by traveling in blood and crossing multiple barriers. Also, microbes can be transported along axons inside peripheral neurons to the brain.

Signals from a variety of sources in the gut—microbes, immune cells, lining cells, and food particles—can alter lining cells to allow entrance of microbes into the blood and then later facilitate entrance into brain tissue. While details are not yet clear, research has found potential associations between gut microbe signals and multiple brain problems—stress, depression, autism, schizophrenia, and degenerative brain diseases. For example, as already mentioned, microbes attracted by increased salt levels send signals that alter cognition. Cognition is affected by changes to blood flow and leakiness of vessels, independent of the well-known effect of salt on blood pressure.

Secreted gut microbe products—including neurotransmitters—are particularly influential in the fetus. They affect fetal brain development and, later, mental functions. Neurotransmitters sent from gut microbiota may or may not enter the brain. But microbes produce precursors of neurotransmitters that do enter the brain, affecting emotion circuitry. Without these precursors from gut microbes, major brain neurotransmitter levels are much lower.

Products from gut microbiota affect the brain in other ways. Molecules can alter hormones that affect behavior. Signals can be influential in determining the development of particular immune centers that affect behavior. Microbes can also boost immune functions and decrease the effects of stress. Probiotics, for instance, are becoming more well known as a way to enhance health and general well-being.

Recently, a large number of new types of gut microbe products have been found that could affect chemical compounds in the brain, including peptides, short fatty acids, and fats with attached sugars. This latter group of molecules made up of fats and sugars has an almost infinite number of possible combinations and forms. Bacteria can modify molecules from bile or amino acids in food to produce these new products. Various microbes produce multiple versions of similar new products, so people who eat the same foods can have different results.

MICROBE INFLUENCE ON BEHAVIOR AND BRAIN DEVELOPMENT

Microbe effects on animal brains are studied in laboratories and in the wild. Although more difficult than laboratory studies, observations in the wild show that specific microbe species cause diverse behavioral changes in animals. Laboratory research, mostly in mice, shows the influence that microbe products can have on behavior.

Many microbe species are able to modify behavior of their host animals to their own benefit. Aggressive behavior, for instance, is caused by the rabies virus, which enables viral transmission when an infected animal attacks another. Single-celled parasites in mice can stimulate the animals to become friendly with cats, enabling parasitical transmission to the cats that killed the mice. Research into the same chronic parasitic infection in humans (caused by the parasite Toxoplasma gondii) shows the possibility of correlations with psychiatric illness, such as suicidal ideas and delusions.

Various other effects in the wild have been observed. When one type of fungus infects an insect brain, it makes the insect climb to the top of the plant, where predators eat the insect, thereby spreading the illness. Another fungus influences grasshoppers to go to bodies of water, where the parasite can more easily produce eggs. Other infections make stickleback fish move to cold water, where infection increases and spreads. A virus stimulates crickets to mate as a way to transfer itself into other crickets.

These behaviors in animals are altered by microbes because of specific brain regions the microbes have entered. They can cause aggression, cognitive problems, pain, depression, and suicide. One causes paralysis and seizures. Another causes insomnia. Research with mice in laboratories does not yet show exactly what signals cause such brain effects, but the evidence for this influence is becoming increasingly clear.

When mice are raised without gut microbes, their behavior changes in multiple ways. Without particular microbes, stress hormones are much greater, and when the microbes are reintroduced, mice become normal. Raised without microbes, mice are anxious, not as sociable, and avoid others. If microbes are introduced in adulthood, the mice don’t remember childhood comrades but are sociable with new friends. Normal mice raised with microbes remember these childhood mates.

Distinct bacterial species produce variable amounts of anxiety in mice. On the other hand, particular probiotics were found to decrease anxiety, depression-like behavior, and repetitive behavior. The presence of these microbe colonies increases social function, memory, and cognition. These effects are dependent on the vagus nerve—the longest of the cranial nerves—which stretches from the brain to the gut and appears to be a conduit for these brain changes.

Microbe products also trigger anatomical brain changes. Mice raised without microbes (mostly bacteria) have more holes in the blood-brain barrier throughout life. Specific bacteria restore blood-brain barrier function even when given later in life. Microbe signals to the lining cells of the choroid plexus tighten the barrier to restrict entrance of random particles into the brain. As described in chapter eleven, these choroid cells line the ventricles of the brain. Without these microbe products, the barrier is more open. This implies that ongoing signals from microbes maintain the blood-brain barrier during normal function.

Also, sterilized mice without any microbiota have altered neuronal function. Without these microbes the levels of neurotransmitters decrease, and some neurotransmitters are missing altogether. By adding particular bacteria, neurotransmitters become normalized. Without microbes, blood flow to neurons is altered. Longtime use of antibiotics in mice produces fewer neurons in memory centers, but with probiotics and exercise, neurons increase. Also, with the overuse of antibiotics there is less myelin in some brain regions.

Evidence points to bacterial signals as necessary for brain development, along with signals from host animals’ cells and particular food particles. Excessive fat in diets produces socially isolated children with repetitive behavior. With probiotics, children’s behavior improves, research has shown. Microbes, and bacteria in particular, have various effects at different stages of brain development. Bacterial signals are needed for the early overgrowth of neurons in the fetus before they are pruned. Microbe signals also help with the massive pruning of neurons during the final stages of fetal development. These signals help direct neuron migration and myelin production. Also, without microbes, specific brain regions have the wrong amount of neurons, either too many or too few.

Microbial signals also influence supportive brain cells. They regulate the critical migration of new glial cells in the part of the autonomic nervous system that controls the function of the gastrointestinal tract. Without microbe signals, microglia develop abnormally.

TACTICS FOR ENTERING THE BRAIN

Against great odds, many microbes, including bacteria, viruses, protozoa, and tapeworms, can traverse multiple barriers and enter the nervous system. Each needs dozens of different tricks for the trip. Some attack neurons and others attack glial cells, such as myelin-producing oligodendrocytes. The bacterium that causes leprosy attacks peripheral glial cells, as described in chapter sixteen.

Many microbes trek from the gut into the bloodstream to the brain. Some travel in immune cells that enter the brain. Others are inside neurons and move from the periphery up along axons into the brain. When traveling in the blood, microbes must first cross capillaries, then they still have to invade a continuous layer of pericytes and then a layer of astrocytes to make it across the blood-brain barrier. Only a small fraction of bacteria and viruses can breach this many obstacles.

Microbes use many tactics for their travel into the brain and take advantage of signals created by choroid cells, capillaries, pericytes, and astrocytes. Bacterial appendages allow strong attachment to blood vessels, by reaching through a hole in the outer protective capsule that surrounds a particular bacterium. Appendages grab onto receptors on human cells in multiple places at once, stabilizing against the force of rapidly flowing blood. Some have a dozen varied attachment molecules. Also, signals can alter scaffolding molecules in the human cell, enabling better attachment. Signals can even stimulate choroid cells to help bacteria by altering molecules in the tight junctions of the blood-CSF barrier, thus widening the barrier for entry.

Moreover, choroid cells are tricked by signals to actively transport sacs filled with bacteria into the brain fluid. Signals from T cells, scavenger cells, and microglia mistakenly encourage choroid cells to take up vesicles with microbes inside as if they were general messages. Immune signals can also disrupt the choroid plexus lining with inflammation, which makes it easier for bacteria to cross the barrier. Some bacteria stay inside choroid cells and are able to influence the brain from there, sending inflammatory signals into spinal fluid.

Some microbes can do their work to sabotage the brain without direct entry. For example, the parasite that causes mosquito-borne malaria doesn’t enter the brain but rather lives in red blood cells. From inside the red blood cell, it sends signals that make its host stick to the capillaries near the brain. It then stimulates its red blood cell to send signals that join with messages from other cells, which can cause brain inflammation.

For the trip into the brain, microbes must be able to defend themselves from immune-cell attacks all along the way. They must be able to gather enough food, especially iron in the blood. Inside spinal fluid or brain tissues, microbes experience more attacks. To protect themselves in spinal fluid, bacteria produce proteins that counteract multiple immune confrontations. They also have special resistant capsules and systematic ways to gather iron in cerebrospinal fluid rather than in blood.

VIRUSES CROSSING BRAIN BARRIERS

Multiple viruses can attack the brain—rabies, measles, polio, herpes, and HIV, to name a few. Remarkably, with only a handful of genes, viruses can manipulate the multiple barriers guarding the brain.

Some viruses with only seven genes and ten proteins outmaneuver vastly more complex human cells and enter the brain. Although the first definitive signals used by a viral community have only recently been identified, the complex, evasive approach of viruses responding to human cell attack signals implies elaborate communication. Also, it is known that cells use viruses to deliver their own signals to comrades.

Viruses can attach to lining cells and inject a piece of their genetic material into the cell. HIV and other viruses, like measles, travel inside T cells—the very cells designed to kill them. These infected T cells send signal molecules that cause capillary cells to open the junctions between them, enabling the virus to enter the brain.

Viruses such as HIV and the virus that causes measles are able to stimulate astrocytes to make more cytokines that bring various immune cells and viruses into the brain. Some of these viruses then infect brain cells, such as microglia and neurons. West Nile virus triggers immune cells to stop blood cells from entering the brain. But, paradoxically, a few of the microbes enter the brain during this process, which causes brain infection.

Some viruses live inside neurons and other brain cells. One stays in peripheral nerves and can’t get to the brain. Another enters the brain by traveling along axons and then hibernates in the brain for years. Several viruses are secreted in vesicles from neurons, then microglia eat them. These viruses are broken up into pieces that are presented to T cells, which stops their reproduction. On the other hand, signals from the rabies virus inhibits this immune process.

Some viruses enter neurons in unprotected regions next to muscles. The rabies virus first lives in muscles and meets the axon at the neuromuscular junction. It then travels in a vesicle from the tip of the axon up to the neuron’s nucleus in the brain. Rabies and herpes viruses are surrounded by their own membranes. Because of this envelope, neurons are fooled into considering them as normal transportation sacs and take them in. Viruses without an envelope also fool neurons by hijacking a neuron’s own transport sacs. These sacs can be transported along the axon all the way from the peripheral nervous system to the brain.
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HIV virus on T lymphocytes. Electron micrograph. (Science Source/Science Source/Science Source)

There are other ways, too, that viruses commandeer neurons to help them spread disease. The polio virus is carried by particular motors inside the neuron. One of the most unique techniques is used by the herpes virus, with transport motors that carry cargo along microtubule highways of the spindly axon. Herpes alters the energy mechanism of the transport motor to speed it up. In this way, the virus can move rapidly from nerves near the skin to the neuron’s nucleus. After living in the nucleus for years, when activated, it goes back down the axon the same way to the skin region. Even more surprisingly, herpes travels as a whole virus, or it can be broken into parts for transport and then put back together once at its destination.

Viruses use yet other routes to enter the brain. Some come into contact with neurons near the nose and travel along axons into the brain, where they can affect multiple other circuits. Viruses can start in sensory nerves. They can also live in saliva and be transmitted among humans in this way. Entering neurons in a salivary gland, they travel to the brain. We will continue our discussion on viruses in the next chapter, which is devoted entirely to these incredibly evasive creatures.




CHAPTER 19

THE COMPLEX WORLD OF VIRUSES

VIRUSES ARE SO MUCH SMALLER than bacteria that observing their complex behavior has only recently become possible. The first bacteria signal for making group decisions was discovered decades ago. The first signal among a community of viruses was just discovered in 2017.

The signal was discovered in a type of bacteriophage. Also simply called a phage, it is a virus that infects, replicates in, or travels with bacteria and archaea. They are the largest class of viruses on earth. The signal, derived from a peptide, is called arbitrium, which is Latin for “arbitration,” named so because it determines whether to kill the host bacterium or keep it alive to serve its needs.

In the few years since the signal’s discovery, an increasing number of signals from a wide variety of viruses have been discovered, prompting a new field of sociovirology to emerge. Signaling has been found among the viruses that cause hepatitis, polio, measles, and flu. It has been found, too, that multiple types of viruses can understand one another’s signaling, much like different bacterial species communicate together in the gut or in a biofilm. Also, it appears that viruses sometimes cooperate and sometimes go it alone.

Researchers have found that viral communication is based on signals that somehow trigger receptors on the receiving viruses. For example, a phage viral signal, consisting of a molecule with six amino acids, is expressed when the virus first enters a bacterium. As more viruses enter, there are more of these signals. With a large number of viral signals, the community of viruses is alerted to slow down in order not to kill the bacterium that is supplying the machinery for multiplication.

Some researchers now think that certain viral signals can change the DNA of bacteria, thereby altering bacterial function. Very recently, it’s been discovered that fifteen types of phage viruses produce certain signals that are only used among their own colonies to alter bacterial behavior.
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After signaling amongst themselves that this bacterium is no longer necessary, phage viruses destroy it. Electron micrograph. (Lee D. Simon/Science Source)

These viruses read the signals of the bacterial communities they surround to determine when to attack and when to reproduce. The signals also seem to affect when a bacterium will hibernate or remain active. In their efforts to adapt these signals to fight infections, scientists have now been able to engineer phage viruses to attack particular bacteria.

Bacteria are also known to use viruses as signals or use them as the purveyor of signals, although finding exact viral signals for the most part has been elusive. Viruses can transport signals among bacteria, such as genetic material for antibiotic resistance. Or, bacteria can produce their own viruses that contain messages and transmit them with secretion systems. Transfer of genetic material among bacteria is so widespread that it is hard to perfectly define species and trace their evolution.

EVADING CRISPR

In researching how bacteria defend against viruses, it was discovered that each species of bacteria has evolved elaborate “immune” systems to identify and destroy viruses. One of these systems, originally found in bacteria, was modified to become the important research tool called CRISPR-Cas9, whereby strands of cellular DNA can be accurately cut, edited, and inserted by scientists. CRISPR (which stands for “clustered regularly interspaced short palindromic repeats” in the DNA code) is part of a natural system that enables bacteria to identify viruses by their genes and attack them. Scientists have adapted CRISPR-Cas9 as an accurate gene-editing tool, which they are now beginning to use in the fight against cancer and other diseases.

There are currently more than thirty varied CRISPR-Cas-like systems identified in bacteria, so there is variation in how they work. Some cut DNA from viruses that have DNA. Others attack RNA viruses by first using reverse transcription and changing the viral RNA into DNA. The enzyme for this step is stored with the CRISPR-Cas system in bacterial genes.

CRISPR-Cas9 works basically in the following way: Bacterial DNA has patterns of multiple, simple, short, repetitive codes that use palindromes—a code that is the same read backward and forward. Bacteria use these repeated patterns as placeholders for storing pieces of viral genetic material in between the repeats, as if in a file cabinet, so they can find them later on. Stored cuts are either from viral DNA or viral RNA transcribed to DNA. The particular technique works because a protein (Cas9) is able to use this system to help identify a specific point in the viral genes and accurately cut it, thereby disabling the virus.

When a virus enters a bacterium, the bacterium cuts a piece of the virus’s DNA (or DNA reverse transcribed from viral RNA) and places it in the repeats. This enables the bacterium to remember the virus and later identify it. If the virus invades again, the bacterium cuts pieces of the invading virus genetic material and uses the stored cuts to identify the new invader. The bacterium then uses an enzyme to find the identical spot of genetic material on the invading virus and cut it, disabling the virus.

From the multiple varied, natural bacterial systems now being discovered, other editing tools are being developed by scientists. All of them appear to use a way to identify pieces of DNA that are placed in repeated patterns. They also use an enzyme to accurately cut DNA by using the DNA already enmeshed in the pattern.

Very recently, in research pursuing signals in viruses, it has been found that viruses have developed ways to fight back against the bacterial CRISPR defense systems. Researchers are now in the process of deciphering a complex communication system in which viruses work together against the central bacterial CRISPR defense system.

A form of altruism appears to occur in the viral community related to CRISPR. Several viruses must first attack the bacterial CRISPR defense system. They are killed in the process, but their attack produces a molecule that is then used by other members of the viral community against the bacterial CRISPR system. One group of viruses, therefore, depends on another group to die for overall viral survival.

Other viruses cooperate in different ways. With the virus that causes polio, viral members collaborate to increase their offenses on human cells by sticking together and exchanging molecules with one another for a more effective raid against their host cells. In an infection caused by a virus in a mouse, the viral members share molecules in sacs sent between cells while evading immune cells. In these sacs, the virus is more effective in causing infection. In fact, many different viruses use sacs to send signals and to travel while inside the human body. These viruses include Zika, hepatitis, norovirus, and the varicella-zoster virus (the virus that causes chicken pox).

When scientists are able to better understand these viral signals, treatments could be developed to use viruses in different ways to kill infectious bacteria. Some strategies might include using multiple cooperating viruses to protect human cells and helpful bacteria while eliminating dangerous bacteria and perhaps even cancer. Finding the signals to start and stop hibernation will help in the treatment for many diseases.

COMPLICATED AND INTRIGUING

No one really knows how viruses fit into evolution’s tree of life. Viruses are not cells, and, therefore, some scientists do not consider them to be “alive”—a term that can be difficult to define. Regardless, the makeup of viruses is complex and intriguing. In the past several years, large viruses have been discovered that are closer to the size of small bacteria, which further complicates such research.

Even more recently, larger viruses that exceed the size of small bacteria have been discovered. These have enough DNA to produce fourteen hundred proteins. Such discoveries are consistent with the theory that some viruses were once bacteria that gave up genes for a lifestyle that’s now dependent on other cells. Large viruses are also surrounded by their own sets of viruses, just as bacteria have particular viral species that are focused on them.

Viruses consist of strands of DNA or RNA, proteins, and a protective capsule. It is remarkable how much they can accomplish with as few as seven genes and a handful of proteins. Even viruses with this small number of molecules are able to enter cells and hijack genetic machinery to make copies of themselves while evading multiple attacks from the immune system. HIV, with nine genes, and Ebola, with only seven genes, respond in elaborate ways, as bacteria do, to defend against human cell attacks.

The herpes virus is a much larger virus, with more than seventy genes. With this larger number, it is able to enter and manipulate human skin cells and neurons. It commandeers motors for axon transport systems and travels up and down the axon from the skin all the way into the brain. Herpes tricks the heavily guarded nucleus of the neuron. There, the virus alters its own behavior and hibernates for years. When it reactivates, it travels back down the axon, jumps to the skin, and waits for skin-to-skin contact to infect someone else.

Viruses are able to avoid the extensive human cellular machinery designed to find and destroy them. Multiple types of receptors pick up molecules from viruses in the human cell nucleus and outside it. These receptors trigger aggressive immune attacks. But viruses can latch onto these receptors and modify them. Viruses can also interfere with the production of receptors with tags of their own. They are able to alter the very pathways designed to destroy them. Once inside the nucleus, viruses then trigger actions in the rest of the cell.

Viruses also use other techniques to fight receptors, enabling viruses to hide in their host cells. They mask their DNA and RNA by adding phosphate molecular tags. They take receptor molecules and move them to compartments where they don’t work. They are somehow able to trigger the growth of distinct new compartments surrounded by membranes to hide receptors. This is, in some ways, similar to bacteria that take over cell compartments to live in. Receptors are also moved to other larger organelles, such as mitochondria and protein factories. Another tactic is using enzymes to modify the shape of the receptors or to simply destroy them.
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Two herpes viruses interacting with human cell. Electron micrograph. (Energy.gov/Wikimedia Commons)

PARTICIPANTS IN PEACEFUL AND DESTRUCTIVE RELATIONSHIPS

Viruses have both peaceful and destructive relationships with bacteria and human cells. Like bacteria, viruses alter their relationships in various situations. When bacteria travel to new spaces, their companion viruses travel with them, repelling both bacterial and viral enemies. To allow their bacterial comrades to fight off enemies, friendly viruses provide them with toxins to use as weapons.

But with stress, such as little food, friendly viruses can turn on their own bacterial comrades. Some viruses only attack individual bacteria that weren’t the conduit for their own personal birth. If there are no other viruses nearby, viruses can choose to kill a cell slowly so they can use the cell to make as many new viruses as possible. But if competing viruses are present, they kill the cell faster so it can’t be utilized by others.

When bacteria are attacked by antibiotics, viruses provide them with genes taken from other microbes to produce bacterial resistance. What is surprising is that viruses don’t only transfer these genes; they also steal other genes that work against antibiotics but aren’t being used at that moment, to be employed in future warfare. This process produces multidrug-resistant bacteria that are so dangerous to humans.

On the other hand, it’s been shown that some viruses bolster bacteria that are beneficial to the gut. Viruses that surround bacteria have been observed defending those microbes chosen by human gut lining cells as friends. When dangerous bacteria approach, these friendly viruses attack and kill the intruders, reducing their numbers by up to ten thousand times. Also, in studies in which bacteria are completely eliminated from a site in the gut, viruses remember the particular enemies when the bacteria are replenished.

Entirely new viral behavior, not yet understood, has been observed near mucus. It has been thought that the class of viruses hovering over bacteria does not directly interact with human cells. This variety of viruses is the most abundant on earth. Now, billions of these viruses have been observed being transported into the gut lining cells under mucus. They all appear to be traveling in the direction from the gut lumen toward gut tissue. It is not known if this produces another positive virus effect in humans.

VITAL VIRAL GENES

Viral genes have been vital for humans in multiple ways. Eight percent of all human DNA comes from viruses that have placed their DNA into human genomes. This DNA has been placed over millions of years into human ancestors and passed along. Most are fragments, not full viral genes. But some are actively producing RNAs and proteins that are used by human cells.

Embryonic stem cells have more products related to these viral genes than any other types of cells—2 percent of all RNA produced in stem cells. One of these viral-based RNAs is vital for stem-cell function and correlates with the power of stem cells to produce multiple types of cells.

Another vital gene from viruses that sits in human DNA provides a protein produced only by placental cells that connect to the uterus. This single layer of cells allows the fetus to receive nutrients from the mother via the placenta. Without this viral protein, fetuses would die.

Originally, the protein allowed viruses to fuse with membranes for entry into cells. When the viral gene first appeared in primate ancestors, this function was altered in evolution to become the connection to the placenta membrane. Multiple versions of this protein have appeared in various animal species from diverse viruses—at least six distinct times in evolution. For example, pigs and horses don’t have the type of viral DNA in humans and, therefore, don’t have the same type of placenta.

HIV WITH NINE GENES

With only nine genes and nineteen proteins, HIV is able to invade and disable human T-helper cells—the very immune cells that activate an army of other immune cells to kill such viral foreigners. HIV’s proteins help the virus evade multiple immune cells, enabling it to enter the T-helper cell unharmed.

These proteins also hide viral RNA by masking RNA activity and tricking sensors that protect the cell nucleus. With its proteins, the virus then produces double-stranded DNA from the codes on viral RNA—opposite to the way human cells make RNA from DNA. This new viral DNA then needs to be transported into the nucleus and placed into human genes.
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An HIV virus budding from a lymphocyte. Electron micrograph. (NIAID/Science Source)

Once HIV DNA is in human genes, there are various outcomes. Viral DNA can be quiet and hide for considerable periods of time, later repopulating HIV in the cell if needed. It can produce more viruses to leave the cell. These viruses can transfer to nearby cells via nanotubes or in communication sacs. Also, HIV can kill the cell or even kill nearby cells without entering them. To kill the nearby cell, first HIV stimulates the two cells to fuse together. Then signals from the host T cell trigger suicide in the second connecting cell. With this direct contact between the two cells, HIV can also enter the second cell without killing it.

Entering and Reproduction

Nothing in HIV’s behavior is simple. To enter the human cell, special proteins on the surface of the virus interact with receptors on an immune cell. The viral protein alters its own shape twice and then folds in half, forming coils that twist together. Coils join the virus and the cell membrane together. Sugar-coated proteins, called glycoproteins, on the viral surface fuse with the cell membrane, which then releases the viral protein cover into the cell with the virus inside. This same mechanism can be used later to leave the cell and travel elsewhere. When the virus contents are injected into the cell, four enzymes are included. Viruses then travel on transport microtubule highways in the cell to the nucleus.

To reproduce in the cell, HIV produces its own messenger RNA from the strand of DNA that the virus had placed in human genes. Ordinarily, human messenger RNA is edited with multiple pieces spliced together before proteins are made. HIV stops the splicing process by actions of its own proteins. This allows the entire HIV RNA genome to be made as one continuous messenger RNA strand. This full RNA copy is used to assemble new viruses in the cell’s membrane.

Assembly and release of new viruses are also complex. HIV proteins travel to the T-helper cell organelle that makes proteins. There, one protein produced from the HIV DNA is cut in half by the host enzyme to produce two glycoproteins for the viral cover. These two proteins are then transported to the membrane site where the virus is being assembled. To bud from the cell, two other viral proteins are used.

HIV produces a protease, an enzyme that breaks down proteins and peptides, and uses it to cut the other HIV protein into pieces at the membrane where the virus is being assembled. The pieces form a matrix to hold the cover in place. (Medications that inhibit these particular protease enzymes are a major form of HIV treatment.) HIV then stimulates the cell membrane to produce a sac that bulges out from the cell, which HIV uses as its cover as it leaves.

Cloaking Techniques

Perhaps HIV’s most remarkable behavior is evasion. HIV’s ability to avoid triggering special sensors in the T cell makes it successful. Ordinarily, cells find any DNA or RNA that is not in the right place. When the RNA of the virus first produces DNA outside the nucleus, cell sensors are alerted about unusual DNA in the wrong place in the cell. HIV uses several molecules to cloak the operation and to transport the hidden DNA into the nucleus.

A multistep mechanism takes the virus coat off in stages, while hiding the newly produced DNA from sensors. A human enzyme that would normally cut up HIV DNA is manipulated instead to help the virus evade sensors. Other molecules in communication with the nucleus protect the HIV DNA in a hiding place. Then the HIV DNA is sent from this safe location into the nucleus. Because the nucleus is where DNA is supposed to be, this DNA no longer triggers sensors.

Other cloaking techniques use two cofactors provided by the T-helper cell that are attracted to the virus as soon as the HIV cover enters the cell. The first is an enzyme that alters pieces of the cover. The second is a human nuclear protein that helps HIV enter the nucleus by hijacking a motor that normally transports cargo in the other direction.

This second factor also tears off molecules that protect the route into the nucleus—enlarging the nuclear pore and enabling HIV entry. Surprisingly, at the same time, these two factors also work with HIV to stop immune signals directed at them. During this activity, another attack is launched by the cell in which it reduces the amount of nucleotides available for HIV to make more DNA. HIV responds to this by altering its own enzymes to function with the reduced amount.

HIV becomes invisible to the cells’ attacks by using tags in multiple ways. The virus can alter its own tags to evade immune signals. Enzymes in the cell that stop production of viral DNA can be tagged and, thus, inhibited. In addition, a molecule in a cell’s membrane can be tagged to alert other cells about the HIV infection inside this cell. This molecule is also supposed to grab HIV, stopping its exit through the membrane. HIV is able to counter this operation by tagging the molecule with its own tag, making it useless.

EBOLA WITH ONLY SEVEN GENES

The deadly Ebola virus is equally clever with only seven genes. The virus is composed of a layer of proteins attached to RNA and a protective matrix. It surrounds itself with a cellular membrane stolen from an infected cell. The virus uses other proteins near the surface membrane that are sugarcoated to enable them to stick out of the membrane and attach to various molecules on the exterior of multiple types of human cells.

The virus also uses varied cofactors for each type of human cell in which they are able to gain entry. One cofactor in the cell membrane removes virus caps protecting the sugar-coated proteins, which alters these proteins to enhance attachment to the cell. Another cofactor molecule helps take vesicles carrying the virus into the cell. These cofactors also alter pH in the unusual membrane-covered cellular compartment to enable entry. The cell then cooperates further by altering Ebola’s glycoproteins to make loops with hairpin turns, which provide a strong attachment to the cell.

Just like HIV, Ebola uses various methods to escape detection. It builds a decoy to fool the immune system, for instance. Ebola makes two different versions of its glycoproteins. One covers the virus, while the other serves as a decoy that the immune system attacks. Ebola also has a special mechanism in which the enzyme-manufacturing proteins sway back and forth—first making one version of the sugar-coated proteins and then the other. Most of the proteins produced are decoy versions that provide safety for those actually used by the virus as it escapes from the cell.
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Ebola virus. Electron micrograph. (CDC/Science Source)

To reproduce new viruses, Ebola builds a distinctive raft structure that floats in the cell’s membrane. When Ebola enters the body, it first attacks immune scavenger cells and cells that present material to T cells. Both of these cells ordinarily pick up microbes or their products to trigger defenses, but Ebola is able to damage these immune cells early in the process. As the cells die, release of immune signals further weakens all other immune cells, as well as cells in various tissue. Ebola then uses a diverse range of methods to begin attacking various organs. Unlike HIV, which only invades T-helper cells, Ebola enters most human cells except for lymphocytes and somehow is able to use multiple techniques with varied cofactors for each type of human cell.

Cooperation from the Enemy Cell

For cell entry, Ebola and human cell membranes fuse with a unique process. Ebola’s traveling vehicle is so large that a cell cannot use the ordinary process of taking in sacs. To accommodate this viral vehicle, the cell produces an unusually extra-large sac by using its outer-cell membrane, which takes in the entire virus at once.

This type of large vesicle is normally only triggered by a cellular pathway for cell suicide. But Ebola triggers an alternate cellular pathway that keeps the cell alive as it produces the large sacs. The large vesicle with Ebola inside is then brought to the lysosome, the organelle that ordinarily would kill the virus and recycle its molecules. With specially lowered pH produced by Ebola’s actions, the lysosome instead assists Ebola by removing the virus’s coat without injuring it. The organelle also opens the vesicle to release Ebola into the cell.

Without ever entering the nucleus, Ebola makes its own copy of RNA and then produces its proteins by hijacking the ribosomes, the host cell’s protein-producing organelles. Later, the virus uses three of its proteins in a complex arrangement to produce copies of the original RNA molecule that will travel with newly minted Ebola viruses.

Ebola RNAs produce eight distinct proteins with the help of the human cell’s genetic machinery. Each of these Ebola proteins provides multiple functions. They protect copies of RNA. They also build a reproduction complex in the cell membrane that assembles new viruses via a newly manufactured protective matrix.

When building new viruses, human cells cooperate with Ebola’s proteins in a variety of ways. To produce the final coat for a new virus, human enzymes cut the Ebola proteins into two pieces, which then self-assemble into a pattern on the cell’s outer membrane. Using Ebola’s proteins, the virus builds special fatty rafts to float in a cell’s membrane. The rafts also help rebuild the viruses as they leave the cell. Ebola proteins are assembled nearby, and using human proteins, they connect to a viral matrix layer. Then the entire structure attaches to the raft in the cell’s membrane. The raft produces the large bulge of membrane necessary to cover Ebola as it escapes from the cell. The entire virus and membrane covering it are then launched.

Evasion

While inside the cell, Ebola uses various evasion techniques. One viral protein that covers Ebola RNA helps evasion in multiple ways. Cell sensors recognize viral RNA and trigger attacks. Ebola’s protein places phosphate tags to alter production of the cell’s attack molecules. The same protein disrupts the cell’s attempt to place tags on the virus. At the same time, the protein also prevents viral RNA attachment to cell recognition receptors. It is hard to understand how one protein can do all of this.

Another Ebola protein fights immune signals. It blocks messages to the nucleus triggering genes that produce immune signals. It stops cell responses that are triggered by these signals. It binds to and alters the particular transport complex that moves these signals into place without hurting other cellular transport. Somehow, this single Ebola protein is able to use three techniques to block three different processes related to the same human immune signals.

When cells notice Ebola RNA, they shut down production of all protein in the cell to stop the virus from reproducing. An Ebola protein blocks this pathway and instead stimulates increased protein production for new viruses. Normally, small RNAs are produced by the cell to interfere with foreign RNAs. This cellular defensive measure cuts small pieces of the Ebola RNA and uses particular molecular patterns to kill the virus. Yet another Ebola protein interferes with the machinery for this entire process.

THE NOVEL CORONAVIRUS—VERY CAPABLE WITH FIFTEEN GENES

The novel coronavirus (technically called SARS-CoV-2), the virus that causes the illness COVID-19, has great capabilities, with fifteen genes that produce at least twenty-nine proteins. One very large protein is actually sixteen different ones that are cut and released by other proteins. Several of these proteins produce a bubble filled with fluid where the virus builds a factory to produce more viruses. Inside the bubble, two proteins produce new RNA, and another brings material to build the RNA; a medicine for SARS can attack this step. Three other proteins unwind the RNA to make it useful, correct errors, and cut up leftover RNA to keep the host cell from reacting to it.

Other proteins alter the human cell’s environment to help the virus survive in the cell and escape. Still others block immune signals to other cells, influence the flow of molecules in and out of the cell nucleus, and turn human genes on and off. Others poke holes in the cell’s membrane, making escape easier, and disable a protein on the surface of human cells trying to grab the escaping virus. One stimulates inflammation and another induces human cells to commit suicide.
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The novel coronavirus—technical name SARS-CoV-2. Electron micrograph. (NIAID/NIH/Science Source)

Four of SARS-CoV-2’s proteins build the structure that has been seen so frequently in the media. All four help with assembly and release from the host cell. One protects the RNA deep inside. Another produces the famous spikes that make it appear as a crown, also known as a corona. These spikes attach to the human cell receptor ACE2 molecule in the airways and other places. This molecule is also an important enzyme blocked by a class of blood pressure medications (ACE inhibitors), likely causing an association of increased risk of COVID-19 symptoms in those who have high blood pressure. Attaching to this receptor allows the virus to enter into cells and creates a strong attachment that causes the symptoms to linger. Of all the proteins, this one might be the one that causes the COVID-19 virus to be so dangerous to humans, since it attaches so firmly to human cells.




CHAPTER 20

MICROBE-PLANT INTERACTIONS

SO FAR IN THIS SECTION, we’ve explored the amazing behavior and communication strategies of microbes and how they influence human cells in both friendly and hostile ways. In this chapter, we will briefly explore microbial influence on plants, which have an amazing inner world all their own.

While microbes help and hurt humans in an enormous number of ways, scientists are just now discovering the elaborate back-and-forth conversations among human cells. It is difficult to decipher small signals in the midst of complex human tissues and large blood vessels. With the simpler structure of plant cells and the more obvious ways they communicate with microbes, some startling conversations have been discovered that involve hundreds of back-and-forth signals.

These interactions are sequential and designed for the microbe and plant to accomplish amazing feats, such as inviting in an entire colony of microbes to help set up lifesaving factories where vital nitrogen is supplied. Another sequential outcome is multilevel, escalating attacks on each other in all-out warfare.

Many of us don’t realize how extensively plants interact with their surroundings. Plants gather information from the soil and the air. They signal to other plants with airborne chemicals and along fungal filaments. Plants sense signals from contact, light, smell, and possibly sound and magnetism. Internally, plant cells communicate with each other using water pressure, chemical signals, and electrical signals.

Plants engage in a wide range of communication that triggers defensive behaviors. They signal to other plants about predators. Responses to danger can include secreting poisons against insect eggs. They produce chemicals that attract predators of the insects that have laid eggs on their leaves. Plants can grow tumors to physically push eggs off leaves. They can time the arrival of toxins they produce to exact moments of the day, such as generating a toxin for mold just before morning dew.

NITROGEN FIXATION

Perhaps plants’ most elaborate communication is used to build nitrogen factories with microbes. Plants need nitrogen but can’t take it from the atmosphere. Nitrogen is essential for amino acids, proteins, and nucleotides in DNA and RNA. But for plants to use nitrogen, it first has to be altered to its usable form—a process called “fixing,” the conversion of nitrogen in the air into related nitrogenous compounds in soil.

Fixing can occur naturally by the action of lightning and volcanoes. Humans can provide nitrogen-rich fertilizer. And plants can build their own nitrogen factories using microbes that are able to fix nitrogen.

Multiple steps are needed to build nitrogen factories, which are accomplished with elaborate back-and-forth signaling among bacteria, fungi, and plant roots. Plants have to first determine which microbes are friends by sending signals and observing responses. When plants identify the correct microbes, they invite them in to create factories inside the plant. If enemies are found, they send attack molecules instead.
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A fungus nitrogen factory in a corn plant cell. Electron micrograph. (USDA/Science Source)

Many plants form lifelong relationships with microbes to fix nitrogen. These plants most notably include legumes, such as peanuts, peas, soybeans, clover, and alfalfa. With the help of plant signals, bacteria form an elaborate visible structure, called a nodule, inside the plant. Fungi form smaller factories inside individual plant cells. Communication to build these factories occurs in a narrow region of soil directly near the root. Forming a factory is a business relationship between microbes and plants. Microbes receive carbon from plants to eat and plants receive the nitrogen in their roots that they need to survive.

BACTERIAL FACTORIES

First, plants send signals from the root or seed, and bacteria recognize the signal. Genes in bacteria, triggered by the plant’s signal, produce proteins, peptides, and amino acids. Plant receptors pick up the factors, even in extremely small amounts, with thin tubular protrusions called root hair. With the two signals recognizing each other, the root hair curls and forms a pocket for bacteria to enter into the plant through a special pathway. Together, they signal back and forth and create a path for microbes to grow into root hair and then deep into the plant.

At this point, the plant triggers new cells to build up an area inside the plant that will become the nitrogen factory. The bacteria multiply in the space created by the cells. The plant then builds a membrane around the entire region of plant cells and microbes. Plant cells near the edges of this membrane receive nitrogen as it is produced by the bacteria and pass it along to the rest of the cells. Microbes are given a huge supply of carbon in return and grow into a large colony, where they live for years.

Many different signals and “handshakes” are used in this process. Only a few are mentioned here. In fact, the plant can cancel the operation at hundreds of different points in the process. In this collaborative process, the plant uses calcium molecules to generate oscillations, which signal the bacteria that it’s time to enter the plant, and then where the bacteria should go once they’ve entered.

In those cells that are providing directions, calcium is pumped in channels from the plant’s outer cell membrane to the cell’s nucleus and back, causing rising and falling calcium levels. These oscillations produce a “yellow brick road” to help the microbes identify the path to the factory. As the microbes move toward the factory location, calcium oscillations appear in adjacent cells, from the root hairs all the way to the site of new cells built for the factory. Signals occur along the entire route.

FUNGAL SIGNALS

Many plants have a symbiotic relationship with fungi as well. Fungi are classified as both single-celled (e.g., yeast) and multicellular microbes. In the evolutionary process, fungi that had already been well established in soil helped plants transition from water onto land. They were able to help plants in multiple ways because the long, thin fungus filaments formed “wires” between most plants, and these provided conduits for sending nourishment and signals.

The process fungi use to form nitrogen factories in plants is slightly different from that used by bacteria, but it has the same general outline. As well as fixing nitrogen, fungal factories can bring phosphorus and other nutrients for the plants. Fungus can establish these factories in 80 percent of all plants, including those that make up a large amount of our food supply, such as cereals, fruits, and vegetables.

Fungi are invited into plants with similar signaling. They then set up nodules that serve as factories to fix nitrogen inside individual root cells. These factories can be microscopic, as opposed to the large observable nodules produced by bacteria. After back-and-forth signaling, thin fungal filaments, called hyphae, contact the root and enter through the top layer of cells. Once inside the plant, fungi grow more filaments, which serve as the small factories to start manufacturing nutrients. As they do for bacteria, plants make major renovations to accommodate the fungal factories. Signals and nutrients go back and forth between plants and fungi.

The filament branches form elaborate networks. They stretch for miles, connecting even unrelated plants to one another, across a forest, for example. These signaling channels share nutrients and warn of danger. Plants are active in signaling along these fungal filaments and can cut off fungi in some situations, while depending on them for nutrients at other times. Varieties of fungi mostly live peacefully in plants, with one large old tree found to have 2,500 different fungal species. Each root system can have more than a hundred different species of nitrogen-fixing fungi. Fungi recycle the plants they live in by eating them after they die, providing rich nutrients for a new generation of plant life.

WARFARE BETWEEN PLANTS AND MICROBES

Communication between microbes and plants can be pleasant and helpful, or very destructive.

Plant cells are larger and more complex than most microbes, but microbes are mobile and can easily mobilize into an army of many to effectively attack their hosts. Both bacteria and plants produce new, precise proteins to attack each other’s specific cellular processes.

Just as B lymphocytes were described as editing their own DNA to produce antibodies when fighting microbe invaders, plants use a similar self-editing method to produce proteins to kill particular microbes. These proteins become prominent weapons against enemy bacteria, viruses, and fungi.

Plants also use small RNA molecules in several different ways for warfare. Plant RNAs can silence particular genes that would ordinarily produce proteins used by microbes as weapons. Such RNA molecules can alter messenger RNA in microbes to interrupt the production of attack proteins. These plant RNAs can also directly interfere with ribosomes that manufacture proteins. Plants use RNA to target very specific pieces of genetic material in microbes. Microbes fight back by suppressing the plant RNA molecules. Both plants and microbes use these small silencing RNAs to fight each other, as well as enemy viruses.

Plants also have receptors that recognize particular shapes of microbial molecules used in warfare. These patterned receptors trigger particular proteins to fight the microbes. Bacteria and viruses both counter with their own molecules that stop plant proteins. Plants then use an even more specific process of producing antibody-like attack molecules that are designed for a particular microbial species.

A plant must defend against thousands of different microbes and new unknown types as the microbes continue to evolve. Plants can also use long-range communication along their fungal filament branches to help defend themselves against local microbes. As microbes evade and counter the attacks, plants up the ante and use even stronger methods.

For example, plants utilize pieces of bacteria and viruses to target and kill precise microbial species. The pieces of the microbe are placed in these plant attack molecules, which then match the piece they are carrying with molecular patterns on the microbe they are chasing. When they find the precise matching molecule on the microbe, they cut it, killing the microbe. This is somewhat similar to the way human cells present small pieces of microbes to T cells to enable the T cells to track precise microbes and kill them.

Still, the battle isn’t always over, even with such precise mechanisms. When these cutting machines chase viruses, for example, the viruses can hide in tiny pouches in the plant cell’s outer membrane. Plants then respond by making special machinery resembling arms that can reach into these pouches with cutting devices to kill the virus. As a last resort, plants retain a nuclear option. They can kill their own cells that are losing, thereby killing all the microbes inside the cell.




CHAPTER 21

MICROBES’ LOVE-HATE RELATIONSHIP WITH CANCER

CLINICAL RESULTS FROM TREATMENT with a new medication for metastatic skin cancer illustrate the importance of microbial conversations. Gut bacteria altered how various types of cancer responded to a medicine that released a brake on immune cell activity. The medication alters “checkpoints” in signal pathways inside immune cells. Checkpoints normally inhibit killer T cells from excessive damaging activity after eliminating microbial infections. These cancer medications block the checkpoints, which release killer T cells to increase the attack on cancer.

But only a quarter of the patients were helped by this medication. Only patients with a particular microbial species in their gut survived, and the others did not. With specific microbes, the medication was able to stimulate more killer T cells, which worked to chase out the cancer. With these specific microbial species, the entire immune system worked better. Without them, T cells didn’t attack the cancer cells because there were more regulatory T cells, not the killer variety. Based on this finding and studies with other medications, future projected treatments will need to include both medications and probiotics that contain particular microbial species.

Chapter eight of the first section described environmental factors that allow cancer to develop, often through damaging DNA. Microbes contribute to these factors in various ways. The more DNA that is damaged, the more cancer can survive. To accomplish this, microbes provide signals that alter cell pathways for DNA repair and cell reproduction. Microbes also stimulate inflammation, which promotes disorder and thus more mutations. Microbe conversations also help cancer cells subvert neighboring cells into helping the cancer spread.

CANCER-CAUSING MICROBES

Cancer-causing microbes can live in humans for many years, but only some people develop cancer from them. This is because multiple concurrent factors are needed. The longer an infection lasts, the more likely new elements will appear to join with microbe signals in producing cancer cells. Developing influences are also affected by evolving conversations among microbes, capillaries, connective cells, lining cells, and immune cells, as well as signaling among comrades in the cancer community.

Twenty percent of cancer types are influenced by microbes, with ten microbial species out of trillions definitely known to cause cancer. But exact mechanisms are only known for three viruses and one bacterium. Among other types of cancer, 10 percent are inherited. The rest are caused by responses to signals from the environment, including some food types, that join microbes in damaging DNA and producing errors in pathways that copy and repair DNA.
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Papilloma virus stimulates cervical cancers, as well as many other types. Electron micrograph. (Laboratory of Tumor Virus Biology/Wikimedia Commons)

Very recently, a hidden cause for colon cancer was found in the collaborative efforts of several microbes. Colon cancer is the third most common cancer in the United States. New research showed two separate types of bacteria in the gut are needed to work together to stimulate the growth of this cancer by influencing immune responses. Either species alone is not sufficient to grow the cancer. More research is needed to decipher exact mechanisms.

Microbes living inside or nearby tumors can help or hurt cancer cells. Microbes can live right next to a tumor and contribute to its expansion, while other microbes will interfere with its growth. A recent clinical observation showed microbes embedded in a cancer colony that was traveling to a metastatic site. There, the microbes helped develop a new, friendly environment to enable the cancer’s further invasion.

INFLAMMATION, MICROBIAL SIGNALS, AND CANCER

Inflammation can lead to cancer, especially if it lasts a long time. Chronic inflammation is a breeding ground for cancer because, along with more microbial signals, it increases DNA breaks while decreasing repair mechanisms. Both microbes and inflammation stimulate reproduction of abnormal cells. During inflammation, microbial signals alter immune cell activity and also manufacture products from food that can lead to cancer. Inflammation in one area can also lead to cancer in another area. For example, gut inflammation can lead to cancer in the liver and prostate.

Altered environments can turn friendly microbes into damaging ones that produce inflammation, which can influence the growth of cancer. In one experiment with mice, researchers introduced two toxins, one that damages DNA and another that breaks gut lining cell barriers. Inflammation and cancer ensued. The toxins changed local microbial behavior, producing new types of waste products that altered the environment and increased inflammation. Bacteria that were previously friendly then latched onto broken surfaces. These bacteria also produced new signals and invaded tissue, which helped the cancer grow.

Surprisingly, a decrease of inflammation can also help produce cancer. Microbes often inhibit immune cells to benefit their own survival. HIV is particularly talented in this way and helps stimulate various types of cancer. Also, bacteria can target receptors on T cells to inhibit their immune attacks against cancer. Multiple new treatments attempt to release this inhibition and restimulate immune activity against cancer.

Altered digestion of food by microbes is integrally related to inflammation and microbial effects on cancer. Several products of metabolism can interact to increase or decrease inflammation. Ordinarily, microbes digest fiber in the gut and produce a molecule that behaves as an immune signal that decreases inflammation. As mentioned already, these microbial molecules from fiber can also help protect against diabetes. With mutations in nearby cells, similar products can do the opposite and increase inflammation as well as stimulate new cancer cells. With different mutations in the cancer, microbes near a cancer colony alter their own metabolism to produce the same molecules, but this time it kills the cancer.

ALTERING CELLULAR PATHWAYS THAT ENABLE CANCER GROWTH

Microbial signals can help cancer cells grow by influencing their internal metabolic pathways. These signals can allow cancer to grow without oxygen in new environments. Microbial signals alter cancer pathways related to cell division so that abnormal cell reproduction is not suppressed. These signals alter DNA repair pathways, increasing mutations that cause stomach and rectal cancer. Another cycle altered by microbial signals stops normal cellular aging and makes cells eternal, an essential element in out-of-control cancer cell reproduction.

Various microbial signals amplify each other’s effects in helping the cancer cause. One microbial signal damages a large multiprotein machine designed to notice and fix DNA breaks. At the same time, microbial proteins directly target DNA and break both strands, increasing mutations. Other signals increase the rate of reproduction of these abnormal cells. Signals also influence neighboring cells to send signals that are helpful to cancer growth. Together, these multiple concurrent actions are a powerful impetus for cancer development.
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Helicobacter pylori bacteria are cofactors for stomach cancers. Electron micrograph. (A. Dowsett, Public Health England/Science Source)

One particular bacterial toxin has three separate actions; each action amplifies the others’ effects in encouraging cancer growth. The first action triggers a human cell to pick up the microbe. The second moves it to the internal cell compartment where proteins are manufactured. Bacteria are then altered and sent into the cell nucleus, where the third action breaks DNA and modifies checkpoints of excessive genetic activity. Other concurrent immune signals increase inflammation. Together, these signals allow abnormal cancer cells to rapidly reproduce.

One bacterial species can collaborate to produce stomach cancer by affecting multiple cell pathways at the same time for cell migration and rapid reproduction. One targeted pathway determines when stem cells will make cells that produce stomach cancer. At the same time, a molecule on the bacterial surface stimulates immune signals and more inflammation.

MICROBIAL INTERACTIONS RELATED TO FOOD

Various interactions of microbes with foods can increase the risk of cancer. Mutations of microbes that alter digestion can influence the growth of cancer. Specific microbes can influence the risk of cancer by responding to particular diets and metabolic disturbances, such as obesity. Among diets, high saturated fats especially increase the risk of cancer through interactions with microbes and inflammation. Bile acids and their products also enter into the equation, producing different levels of inflammation.

Microbes can influence cancer by eating and metabolizing food particles—fiber, saturated fats, ethanol, and estrogens in plant materials. Products of metabolism can break lining barriers in the gut, encouraging inflammation and cancer. These molecules can affect lining cell reproduction and can trigger lining cell suicide. Microbial products from fibers produce fatty acids that are signals, some to the brain. Three of these fatty acid signals are noted to produce inflammation. They can also increase gut lining cell reproduction that could potentially lead to cancer. An example of the opposite effect is when they decrease cancerous blood cells in leukemia.

Obesity is an altered metabolic state with increased inflammation in which microbes engage in complex interactions. In general, a good recipe for cancer includes microbes plus inflammation plus obesity. But even without obesity, cancer can be stimulated by a high-fat diet of the wrong kind, along with specific microbes and inflammation. This occurs in duodenal cancer, in which there are also simultaneous mutations of lining cells. Microbes are altered by the high fat and transmit signals to stimulate cancer growth.

CANCER TREATMENTS AND MICROBES

Microbes have multiple interactions with cancer treatments. They can increase the level of medications, causing either toxicity or increased effectiveness. For example, bacteria eat the medication given to pancreatic cancer patients, thus making treatment much less effective. Most cancer drugs have a narrow window of effect versus risk—just enough to kill the cancer cells, but not enough to kill other human cells. Various microbes produce enzymes that alter these risk levels. New research is attempting to calculate microbial effects before treatment.

Medication effects occur with interactions of microbes and immune cells. Cancer therapies now include immune signals, antibodies, and vaccines. They attempt to target pathways that trigger immune responses against cancer. Various microbes affect these treatments by altering local environments. Some antibiotics decrease effectiveness of cancer treatments by altering microbes that are essential to the treatment. Treatment responses are particularly difficult to predict when the environment includes vast amounts of varied microbes.

Microbes can be used as medications themselves. Although a small number of microbes have been used to fight cancer for years, results can vary based on multiple factors that are just now being discovered. Recently, the polio virus was modified to fight a deadly brain cancer. This therapy utilizes the natural ability of the virus to invade cells. Viral genes are altered in a lab so that the virus only attacks cancer cells, not other human cells that are the usual target, such as neurons.

Treatments now try to take advantage of the ways that both immune cells and microbes can work together to destroy cancer cells. Immune cells and microbes can together fight cancer cells, but they also can benefit cancer growth. Examples include transplants of white blood cells that interact with microbes in multiple ways. These interactions are based on the inflammation environment, particular medications, and radiation effects. When lining barriers are disrupted, all bets are off and microbes change their behavior, often unpredictably. Various antibiotics can also drastically alter the situation.

There are just too many factors that are not yet known. Both cancer cells and microbes are much more variable and dynamic than previously thought. They engage in very active conversations in their community that affect their survival. In the future, as details of cancer’s communication with immune cells, tissue cells, and microbes are better understood, new treatments could be developed for each cancer subtype and situation.




CHAPTER 22

MICROBIAL CONVERSATIONS WITH ORGANELLES

ORGANISMS HAVE ORGANS—structures that perform specific functions in the body. In the same way, cells have organelles: mitochondria, nucleus, protein factories, membrane factories, and multiple large vesicles with diverse roles to play.

When microbes invade a cell, physical and chemical barriers keep them near particular organelles as the cell tries to kill them. But microbes are able to manipulate these organelles with their own signals. Several species of bacteria and protozoa are able to live their entire lives inside certain cellular organelles that are large sacs whose purpose is to corral and destroy the microbes. Other microbes are able to briefly travel inside these sacs and then attack the cell in various ways.

Microbes produce a wide range of assaults directed at particular organelles. They send “molecular missiles” via secretion systems to the cell nucleus or mitochondria from either inside or outside the cell. Microbes can also manipulate tags normally placed by human cells for transporting material to particular organelles. The microbes alter these tags to enable the transport of microbial toxins.

Microbes are able to target organelles by altering genes in the cell’s nucleus. These DNA alterations can interfere with an organelle’s metabolic pathways. Targeting a gene often means placing or removing tags on human DNA or the protective proteins around DNA. Tags either stimulate genes that help microbes or block those that don’t. Microbes can accomplish this by altering enzymes handling tags. Another genetic technique of targeting organelles is to alter editing of messenger RNAs as proteins are produced. These new edits instead manufacture abnormal proteins for a specific organelle.

CONTROLLING CELLULAR VESICLES

Chapter sixteen mentioned how microbes can create a home in large sacs, even those filled with enzymes designed to kill them. These large sacs are part of a cell-wide system that provides multiple important functions, such as storing water and fat and removing misfolded proteins. Vesicles can serve as destruction factories that take apart molecules and recycle them.

Microbial signals manipulate the sac, but also inadvertently alert the host cell of the microbe’s whereabouts. The bacteria that cause tuberculosis is one species that hides in large sacs. When even a small amount of their DNA leaks out, it triggers immune signals from the cell. To further identify the microbe, cellular-attack molecules produce holes in the vesicle, releasing particles that trigger more specific cellular attacks. The microbe returns the volley with defense signals, sometimes by hijacking the vesicle’s innate secretion system.

Microbes use signals to help strengthen their vesicle home against assaults. Signals trigger scaffolding around the vesicle for protection. They attract food into the vesicle by modifying the membrane to allow small molecules to enter. Microbes are able to produce channel proteins in the membrane to receive larger molecules. In essence, microbial signals control the basic supply chain of the cell. They place tags on sacs filled with food and reroute them to their vesicle home. Microbial signals are also able to alter the outer membrane of the vesicle home to make it less visible to the host cell’s sensors. Another technique alters the vesicle membranes so it cannot fuse with the vesicles of destruction.

Protozoa parasites that cause such diseases as malaria and toxoplasma are particularly adept at building permanent homes in vesicles. They control the pH nearby to avoid acid attacks from the cell. These microbes can even build their own vesicle homes by grabbing a cell membrane with special appendages as they enter the cell. New materials are stimulated to create a uniquely shaped home. Parasites commandeer the cell’s scaffolding to build a double membrane around the vesicle for better protection.

To inhibit immune activity, protozoa decorate the outside of the vesicle with their own proteins. They send signals to the nucleus to alter genetic networks. This action stops receptors from tracking the vesicle home. With multiple human cell attacks, these protozoa counter each one and maintain their lifestyle inside the vesicle.

TARGETING THE CELLULAR NUCLEUS

The nucleus houses a cell’s genetic machinery and is protected from microbes and their signals by multiple barriers. The outer membrane has pores with elaborate protection to only allow transit of specific molecules in and out. Only molecules with vital importance are permitted to transit the pore, such as signals coming into the nucleus and messenger RNAs going out to protein factories near the pore.

Placing tags on DNA and the proteins that protect DNA, microbes wage war for control of the nucleus. Tags alter what genes can be used and, therefore, what proteins are able to be produced. More than fifty different types of tags are currently known that either allow a particular strand of DNA to be used or inhibited. Also, each tag can be placed on multiple different sites to produce even more effects. Somehow, microbial signals manipulate enzymes that work with tags, allowing placement and removal at specific locations. Microbes are particularly adept at hijacking a cell’s tagging systems related to production of sensors that detect microbes in the cell. By denying the cell its sensors, the cell is unaware of the presence of the microbes.

One way bacteria alter the normal tagging process in the nucleus is by producing two competing versions of the enzyme handling tags. This maneuver decreases operation of genes that are critical for cellular defenses. For example, a microbial signal sent by a secretion system changes the enzyme-placing tags, causing severe diarrhea. Another signal injected by a secretory system inhibits immune signals for inflammation.

A wide range of other microbial signals produces various results in the nucleus. One such signal opens the highly defended nuclear pore to allow the entry of other molecules. Microbial signals can affect the three-dimensional shape of the large DNA molecule. By altering the scaffolding that holds the DNA strand in a particular shape, genes interact in new ways. Bacterial signals can also alter proteins that protect the DNA by replacing them with the microbes’ own proteins. Another microbial signal alters protein production machinery, allowing the microbe to multiply more rapidly.

ORGANELLE FACTORIES THAT PRODUCE PROTEINS AND MEMBRANES

Microbes are able to influence two vital cell compartments, one where proteins are manufactured and the other where membranes are assembled. These two organelles have hard-to-remember names—endoplasmic reticulum, or ER, for proteins, and the Golgi apparatus for membrane assembly. A transit system between these two compartments also transports material to all other organelles and is called the secretory pathway.

The protein factory (the ER) is a maze of membranes physically connected to the outside of the nucleus. It sits near the nuclear pore, where messenger RNAs are sent from the nucleus to the ER to produce proteins. The other side of the ER is open to the rest of the cell. This arrangement allows a flow of material and signals between the nucleus and the rest of the cell through the cavernous membranes of the ER. It also allows the ER to filter what goes into the nucleus.

The protein factory is constantly building and rebuilding various membrane shapes, with particular sequences of molecules embedded in the membranes. These form subcompartments that serve as individual factories for particular molecules. Large molecules embedded in membranes include ribosomes that manufacture proteins, enzymes that modify proteins, and chaperone molecules that fold proteins. When proteins are completed, they are sent to the outer section of the ER, where sugars and fats are added as coatings for the protein, altering the molecule’s properties. Microbes influence the ER in a variety of ways to produce their own molecules.

[image: ]

MERs viruses using the endoplasmic reticulum to produce their proteins. Electron micrograph. (NIAID/Wikimedia Commons)

The other associated organelle—the Golgi apparatus—is also a maze of membranes that organizes and transports lipids for use throughout the cell. It produces and transports all membranes for cell components, such as for mitochondria, ER, vesicles, and the outer-cell membrane. Lipid molecules are placed in sacs, tagged for exact destinations, and sent along transit pathways. Microbes target the Golgi when they need lipids and membranes.

INVADING PROTEIN FACTORIES

Protein factories are a logical place for invading viruses to produce their offspring. Upon entering the cell, viruses are transported to the ER, where they spend much of their lives. The ER’s vast channels covered by multiple membranes also serve as safe places to avoid detection. When a virus first arrives at the ER, human enzymes disassemble the virus. Viral proteins that are carried along with the disassembled virus are then placed on specific membranes of the ER.

Viruses are able to build their own special subcompartments of the ER for reproduction by using their own key proteins embedded in ER membranes. Several viruses stimulate unique membrane shapes for this purpose by altering scaffolding molecules. In these subcompartments, viruses utilize both human and viral proteins at the same time, when, for example, a human protein is used to cut the microbial protein into several pieces, which are then used for different purposes.

Viruses can produce a large protein that is broken into as many as ten smaller functional proteins by human enzymes. Also, specific microbial proteins can attract fatty molecules from the Golgi to the compartment, to build exactly shaped membranes covering the virus. They can also help build the sugar-coated proteins that stick out of the viral surface. In addition, shapes of viral proteins can be altered, enabling them to hide as they enter the nucleus.

Microbes can influence transport vesicles that travel in the secretory pathway between the two factories and all other cell components. This can allow a vesicle home to avoid being merged with the cell’s destruction factories. Multiple microbial signals can alter switches in the secretory pathway to reroute materials. Also, viruses can use the secretory pathway to travel throughout the cell. Bacterial signals to the Golgi can release fatty molecules that are then sent in the pathway directly to a vesicle home. Another vesicle in the pathway carries particular proteins from the ER to the vesicle home to help microbes reproduce.

MANIPULATING MITOCHONDRIA

Mitochondria were once independent microbes that, perhaps a billion years ago, set up shop in larger cells with a nucleus. A deal was set for mitochondria to live a protected life inside the larger cell in exchange for producing energy for the cell. Mitochondria travel throughout the cell, providing energy wherever it is needed, in conjunction with frequent communication with the ER. Conversations determine fulfillment of specific energy needs in precise locations. They also regulate other cell functions such as planned cell suicide. Signaling between mitochondria and the ER, as well as other organelles, is discussed in chapter twenty-four.

Manipulating mitochondria, which also participate in protein folding, is a vital part of the lifestyle of both bacteria and viruses. Bacteria can send their own unfolded proteins to mitochondria, where they are taken in and folded by mitochondrial enzymes. These folded microbial proteins then alter mitochondrial function. Other mitochondrial enzymes then cut their newly folded protein molecules into pieces and send each fragment to various subregions in the labyrinth of mitochondrial membranes. Situated in particular subcompartment factories in the mitochondria, the pieces are then able to alter cellular functions to benefit the microbe.

Microbial signals can change the ability of mitochondria to produce energy and carry out other vital cellular functions. Bacterial and viral signals can cut holes in mitochondria membranes, killing them. Other bacterial signals alter calcium metabolism to blunt the cell’s responses to viruses. Microbial signals to mitochondria can trigger the cell’s programmed death pathway. The suicide pathway is normally used when there isn’t enough energy for the cell to survive or the cell is severely infected with microbes. Microbial toxins can initiate cellular suicide when there is enough energy. Or microbes can stop cell suicide when it should be triggered to keep a sick cell alive, allowing microbes to continue using the cell’s machinery for as long as possible.

VESICLES THAT CARRY INFORMATION MOLECULES

Vesicles filled with information molecules are a major way that tissue cells, capillaries, and cancer cells send signals to other cells. Organelles also produce various vesicles to carry signals and regulate these vesicles with energy particles. Such sacs can be formed inside the cell or by using material from the cell’s outer membrane. Vesicles from organelles have a wide range of sizes and carry diverse molecules.

There are increasing examples of microbes using information sacs as signals. For instance, a strain of deadly fungus is able to attack ordinarily healthy humans because of communication with their own information sacs. A common strain of this fungus only infects those with poor immunity. This new strain is able to attack otherwise healthy people using increased coordination of fungal activity throughout the body with signals in these information sacs.

Vesicles that house particular molecules are in some ways similar to viruses with covering membranes. Because both are produced with the same cellular mechanisms related to varied production of membranes for the cell, viruses can co-opt pathways that produce sacs for travel inside and outside the cell. Viruses are not only able to escape from the cell in vesicles; they can also alter messages sent in vesicles or even send their own messages. Vesicles with proteins, RNAs, or even an entire virus are sent to nearby cells, altering the receiving cell’s behavior, including immune responses. Viruses causing long-term infections are able to alter the content of vesicles to promote the infection.

Vesicles can carry viral information, or the virus itself, during active infection or even when the virus is quietly living in the cell. Vesicles allow transfer of the infection from cell to cell, without using direct cell contact or nanotubes between cells. Vesicles containing viruses traveling in the blood and lymph are mostly received by lining cells in distant regions and organs. The vesicles’ role for viruses is similar to that of exosome sacs used for cancer metastasis, in that they alter distant regions to prepare for a spread of infection. This information primes the immune system in the new region to accept the virus. Messages also promote leaks in lining cells and particular matrixes in the new site.

TARGETING SCAFFOLDING PROTEIN MOLECULES

A typical cell produces and organizes constantly, changing LEGO-like scaffolding molecules. With a network of regulation, scaffolding molecules are able to build and rebuild all cellular structures powered by energy particles. Three basic types of scaffolding molecules and their regulation are discussed in chapter twenty-six. The largest scaffold molecules—called microtubules—provide transportation highways throughout cells. Microbial manipulation of this transport process was already mentioned in relation to the herpes virus commandeering a motor for rapid transit along the axon into the brain. The smallest and most widely used scaffold molecule that is commonly manipulated by microbial signals, especially viruses, is a protein called actin.

Actin contributes to multiple cellular functions, including muscle contraction, vesicle and organelle movement, and cell signaling. In addition, actin scaffolds provide not only the shape of all cell compartments but also the structures within organelles, such as placement of DNA in the nucleus. Using attached energy particles, actin works with protein motors to move muscles. Actin forms a protective mesh just under the outer cellular membrane, which helps bring in specific molecules and avoid others. It links receptor molecules on the outer membrane surface to signaling pathways inside the cell. Actin provides multiple shape changes in special appendages used for cell movement. The cell’s ability to gobble up bacteria and debris is also based on changing actin structures.

Viruses manipulate actin to spread infections. Newly discovered nanotubes between cells are made from parallel actin filaments surrounded by a membrane. Viruses travel in these nanotubes, which can be as long as ten cell lengths, spreading infection to other cells. Wider tubes between cells for transport of larger molecules can be built with actin plus microtubules.

Viruses stimulate a wide range of actin manipulations. To alter construction, the microbes place tags, such as phosphates, on the enzymes that produce scaffolds. For example, viruses stimulate actin-based changes in cell shapes to enable virus entry. Cells become more rounded or produce more invaginations, protrusions, or spikes on the cell surface. Motor proteins working with actin can be inhibited by other viral tags. Stimulated by HIV, actin alterations can increase cell division and movement. Viral signals can alter the mesh under cell membranes, making it more rigid, for example, or allowing more contact with other cells. These alterations can lead to cancer. In addition, viruses are able to use their own proteins to manipulate actin within a cell even when the virus is still outside the cell.

A viral sugar-coated protein from outside the cell reaches through the membrane and attaches to scaffold below the membrane. This stimulates proteins beneath the membrane to remodel the actin matrix, allowing entry of the virus. The cell’s motors then pull the virus into the cell along actin filaments. Grabbing the virus, actin filaments can even pull the virus sideways on the outside of the membrane to find a better entry point with altered actin mesh below.

After entry, actin filaments and motors help the virus in multiple ways. They facilitate travel to the ER. Actin helps several viruses enter the nucleus through the nuclear pore. When exiting the cell, viruses manipulate actin to hold the virus while the membrane is wrapped around it for travel outside the cell, without disrupting the outer cellular membrane. Another interaction occurs when actin alterations allow vesicles with viruses inside to fuse with the cell membrane. Cell proteins direct the virus to locations in the membrane that are normally hidden, allowing easier fusion of the vesicle and membrane.

The next section continues the discussion about organelles and shows how these major cellular compartments signal to each other, just like cells do.




SECTION IV

CONVERSATIONS INSIDE CELLS




CHAPTER 23

COMMUNICATION AMONG ORGANELLES

ACCORDING TO SOME of the latest research, there are at least thirty types of distinct organelles in each cell, and each type of cell can have individualized versions of the same organelles. More than that, there can be large numbers of a specific organelle inside each cell, such as the thousands of mitochondria inside a neuron. Because of the small size of many of these cell compartments, it has been difficult to observe signals sent between them. New organelles also are being discovered, as details emerge with the latest laboratory technology.

This chapter provides a short overview of what is now known as cell-wide signaling among organelles. The chapters in the rest of this section will delve into what is currently understood about signaling between particular organelles.

The most extensive research about conversations between organelles has been on mitochondria and endoplasmic reticulum (ER). Interactions are now also being observed among mitochondria, ER protein factories, nuclei, lysosomes (organelles responsible for waste removal), and Golgi membrane factories. In addition, multiple large vesicles with diverse functions have been found communicating with one another.

Somehow, the cell coordinates all organelles, but the location of central direction is not clear. In some ways, the cell operates like a brain, with short-range local signals, long-range signals, general responses to the environment, interaction loops, and apportionment of energy production among organelles. Also, the cell is prepared for current situations based on past influences. It is not currently known if there is an unidentified type of “wiring” for this system and whether metabolic signals alter this wiring.
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Communication among large nucleus, adjacent endoplasmic reticulum, mitochondrion, and Golgi body. Electron micrograph. (Joseph F. Gennaro, Jr./Science Source)

PROTEIN QUALITY CONTROL

Proteins are essential to the human body, providing cellular structure, function, and regulation. A variety of organelles interact to regulate protein manufacturing and to maintain protein quality.

For instance, either mitochondria or ER provide chaperone molecules that fold new proteins for all other organelles. A third organelle (Golgi) tags proteins for accurate transport using signals from the ER. Another organelle, the lysosome, houses a complex machine that dismantles proteins (and other large molecules) when they are to be recycled. The lysosome then provides the amino acids from this process to the ER to build new proteins. This recycling is then regulated by yet another complex of molecules masquerading as an organelle, called mTOR, which is discussed in chapter twenty-nine.

Recently, studies of conversations related to protein quality control have been in the vanguard of research about simultaneous cell-wide conversations among multiple organelles. Each organelle has routine signals related to protein function, but in times of stress, new signals are sent to coordinate efforts among all organelles. When one organelle falters, another can pick up the slack based on these signals.

Responding to Abnormal Proteins

Hundreds or thousands of amino acids are connected in a row to produce complex proteins. With so many molecular links, small errors that can affect the shape, and thus the function, of a protein are common. Even one altered amino acid can have a dramatic effect on how the molecule ultimately folds and this alters the precise shape needed for its function.

Multiple pathways in various organelles respond when there are abnormal or misfolded proteins. Under normal circumstances, each organelle has its own quality-control program related to these potentially toxic molecules. But many problems can arise, such as abnormal molecules altering vesicle transport and fusion with membranes. Each organelle sends signals to others about quality measures related to their abnormal proteins. Without this combined effort, these proteins form large clumps that become a major problem for the entire cell and produce multiple diseases, such as degenerative brain diseases.

Misfolded proteins are often first identified in conversations between the ER and mitochondria, which triggers attempts to sequester them to avoid cell damage. The cell builds new types of membrane-bound structures to house the clumps of abnormal proteins, which can be placed in mitochondria, in large vesicles or other organelles specially formed for various types of misfolded proteins. These small compartments that sequester misfolded proteins can be merged together into larger organelles near the nucleus or inside it. The various vesicles that house the clumps can be gathered together in a single location. The cell can also respond by releasing these vesicles from the cell via another procedure. Signals from multiple organelles are needed for these complex processes.

Processing Dysfunctional Proteins

Proteins, cofactors (nonprotein compounds essential for enzyme function), and signals in various pathways are needed to transport misfolded proteins to the special protein clump storage and elimination compartments. The lysosome is an important organelle for this purpose. The secretory transport pathways, described in chapter twenty-six, transport membranes, fats, and proteins first between the ER and Golgi, and then to every other location in the cell. This pathway is brought into service to transport protein clumps to the compartments, where they are sequestered, and also to build the membranes for the compartments that hide the abnormal proteins.

Multiple other protein regulatory pathways interact to deal with clumps. One recycles molecules into smaller pieces in a series of large vesicles. This pathway works closely with the ER and mitochondria to provide new materials for production of cell structures. Another helps transport molecules out of the cell by allowing vesicles to fuse with the outer cell membrane. Multiple factors and signals are needed for this, such as signals that allow vesicles to fuse without disrupting membranes and lipid-based signals that remove particular proteins from membranes that would interfere with the process.

Various problems can occur when combining so many moving parts. Properly functioning signals make the difference between protein clumps that are properly contained and clumps that remain toxic to the cell. A major problem occurs with one type of toxic proteins, called prions. Prions are misfolded proteins with the additional ability of interacting with other proteins in a way that misfolds them as well. By multiple slow interactions over years, producing large numbers of toxic proteins, prions slowly destroy a cell and then the brain.

Prions can be inadvertently transported in these pathways, as well as between cells, with the adverse effect of disseminating diseases throughout the brain, such as bovine spongiform encephalopathy, otherwise known as mad cow disease. There is reason to believe that this process of transmitting toxic clumps through brain circuits is part of the reason that neuronal destruction is spread through the brain in certain patterns in both Alzheimer’s disease and Parkinson’s disease.

ACTIVITY COORDINATION

For coordination of activity among multiple organelles, signaling can occur by direct contact between nearby organelles or by secretion of signals that diffuse to all compartments. For communication of organelles by direct contact, signaling platforms are often built in the membranes near the contact point. Communication sites for contact are constructed in various ways based on the types of signals used—fats, ions, proteins, peptides, and other molecules. This type of communication among organelles is just now being discovered.

Specific contact sites are vital for specific functions related to particular organelles, but the sites can also be part of global activity among all organelles. Some sites can determine various immune functions and others can regulate planned cell suicide. One version of these platforms is described in chapter twenty-four, about conversations between mitochondria and ER. This contact regulates provision of energy in locations throughout the cell.

Other contact platforms between the ER and vesicles are significant for conversations related to processing protein clumps. Recently, contact sites for organelle communication have been discovered connecting lysosomes with mitochondria and connecting lysosomes with the ER and nucleus. Further research is needed to describe these conversations.

Conversations among organelles don’t only take place at contact sites. Signals are also secreted between organelles without contact. Secretion of ions, for example, can locally affect a particular organelle or produce global changes affecting multiple organelles. Secreted ions can change pH environments near organelles. These pH alterations particularly affect large vesicles for recycling material that rely on acidic substances, such as enzymes to break down large molecules. Protein production and activity are also altered by various pH levels, such as increasing misfolded proteins in specific organelles. Changes in pH can also alter the entire protein quality-control mechanism across all organelles.

ORGANELLE COOPERATION FOR CELL REPRODUCTION

Organelle cooperation and communication are also critical during cell reproduction. While it is known that all organelles work together during mitosis, researchers are still discovering the details of this vastly complex process. One part of this process is moving all of the organelles and placing them into new cells.

Considerable movement of organelles occurs with changes of actin and microtubule scaffolding, which is just beginning to be understood as well. (Actin and microtubule scaffolding are described extensively in chapter twenty-six.) The direction and signaling needed for this are not yet known. Chromosomes are moved by motors that operate in conjunction with transport scaffolding. Damaged mitochondria must also be moved. Cables are set up with tracks to transport organelles from the mother cell to the daughter cell.

Somehow, the best mitochondria are able to travel faster, resulting in better mitochondria for the daughter cell. Motors along tracks must bring all of the major organelles into the daughter cell, such as the nucleus and vesicles. Each requires unique factors, signals, and adaptor molecules for transport.




CHAPTER 24

MITOCHONDRIAL CONVERSATIONS

THE ENERGY-PRODUCING MITOCHONDRION was once a bacterium that learned to live inside a larger cell with a nucleus. This effort eventually led to the development of our human cells. A similar energy-producing microbe joined plant cells even earlier in evolution to harvest light energy by photosynthesis. Both visitors gradually relied more and more on their host cells and gave up most of their own DNA. In return, they retained the ability to produce the energy for their host cells.

Mitochondria have their own DNA and vary in number according to cell type. (For instance, neurons can have many thousands of mitochondria because they have more extreme energy demands due to their long axons and active synapses.) Mitochondria generate energy with four large proteins, which are produced by a combination of subunits from the mitochondrial and cellular DNA, embedded in a labyrinthine matrix, where proton gradients transfer electrons to oxygen molecules. The end result is high-energy particles that serve all of the cell’s energy needs.

Mitochondrial DNA is circular and is duplicated when mitochondria are not reproducing, unlike linear human DNA, which is copied during cell division. Mitochondrial DNA produces thirteen proteins that, along with cellular proteins, are vital for metabolic energy cycles. They use the cell’s proteins for their own reproduction as well as triggering proteins for global cell function during conversations with the ER and the nucleus.

MITOCHONDRIAL FUSION AND FISSION

Much like microbes, mitochondria have an elaborate, independent lifestyle inside human cells, with decision-making and extensive travel capability. Mitochondrial activity mostly involves changing shapes for different energy purposes and traveling to sites where energy is needed. Mitochondria multiply by dividing in half like bacteria—a process called fission. Unlike bacteria, however, mitochondria can also fuse together to become larger. Fusion provides special energy needs. Through fusion, healthy mitochondria can merge with ill comrades to provide functions for both.

Mitochondria assume various shapes based on opposing forces for fusion and fission, as well as to engage in conversations about specific local energy needs. If mitochondria are long, there is more fission. If they are mobile and small, there is more fusion. Fission produces small mitochondria that can be used for discrete energy production in particular places. However, very small mitochondria can have less DNA than what is needed and, therefore, deteriorate. In some circumstances, there is no fission and mitochondria form large, branching networks that have increased communication with the ER related to the cell’s overall energy needs.

Stimulated by signals, protein motors remodel mitochondrial membranes to produce these varied shapes. One motor directed by ER signals forms a helix ring that wraps around a mitochondrion at the site of division. This ring pinches the mitochondrion, breaking it into two halves. For fusion, protein motors connect the membranes of two mitochondria as they come together.

MORE EXTREME ENERGY DEMANDS FROM NEURONS

While mitochondrial behavior is essentially the same in all cells, neurons have more extreme energy demands because of long axons and active synapses. A neuron can have many thousands of mitochondria. Because of this, most research about mitochondria has been done with neurons. Born near the neuron’s cell body, mitochondria travel throughout the neuron to provide energy where it is needed; this can even include a trek along axons that extend three feet from the spinal cord to the foot. Most energy is needed near synapses, where neurotransmitter signals are sent between neurons. Whereas the human brain uses 20 percent of the body’s energy, synapses use 80 percent of all brain energy.

Directed by signals from the ER, mitochondria provide energy exactly where it is needed and in the precise quantity. To accomplish this, mitochondria are always moving inside the huge neuron, such as to existing synapses and locations for new budding axons or dendrites. Mitochondria are carried by motors along microtubule highways, back and forth, starting and stopping, speeding up and slowing down.

At any given moment, about one-third of the mitochondria in axons are moving and two-thirds are not moving, anchored off the tracks at particular locations to provide energy. Molecular motors carry mitochondria toward the cell body, and others move them away from the cell body along the axon. These motors also need signals and various adaptor molecules for various sizes of cargo (as described in chapter twenty-six).

Mitochondria must satisfy changing neuronal energy requirements. Energy is needed all along the axon for movement of sodium and potassium ions in and out of channels in the membrane, which produces the neuron’s electrical signal. Substantial energy is needed for the poorly understood process in which sacs filled with neurotransmitters are released at the synapse membrane and recycled without making holes in the membranes. Energy requirements change when scaffolding is altered for neuroplasticity from learning, such as when axons and dendrites grow. Rapid changes of cell shapes use considerable energy, such as when neurons migrate like amoebas.

CRITICAL COMMUNICATIONS WITH ENDOPLASMIC RETICULUM AND NUCLEUS

Mitochondria rely on the ER for lipid and protein biosynthesis for energy production. As such, much of mitochondrial communication occurs next to ER protein factories, near the nuclear pore at the center of the cell. This is where mitochondria dock for detailed conversations through direct contact with the ER and nucleus. Having the ER, mitochondria, and the route into the nucleus via the pore all close by allows easy and immediate communication among these three vital organelles. Communication about the mitochondrias’ large protein complexes that produce cellular energy is very important, since these complexes consist of subunits produced in both the cell nucleus and the mitochondria. But these messages are just now being discovered.

There are many complex interactions between mitochondria and the nucleus, including special contact platforms between them that are just now being described. These are especially important to immune function and cancer. In immune cells, a mitochondrion’s outer membrane has a special platform designed to produce immune signals sent to the nucleus to determine which subtypes of immune cells will be produced—T cells, immune scavenger cells, or cells that present material to T cells. Particular subtypes can inhibit or stimulate inflammation, based on the mitochondrial signals.

Mitochondrial metabolic signals to the nucleus trigger multiple subtypes of T cells—killer, regulatory, helper, and memory. The same metabolic signals trigger two subtypes of scavenger cells. One type secretes large amounts of immune signals to increase inflammation and kill microbes. The other sends signals to decrease inflammation and help with cleanup.

The most is known about communication between the ER and mitochondria. When studied in neurons, ER membranes have recently been found extending far away from the nucleus along the axon. These extended membranes can also have docking sites for communications with mitochondria that are traveling in the axon. In addition, both mitochondria and the ER converse with secreted signals at a distance.
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A large mitochondrion docking for conversations with endoplasmic reticulum. Electron micrograph. (Keith R. Porter/Science Source)

Conversations About Mitochondrial Health

Conversations with the ER about quality control of mitochondria traveling throughout a cell is a high priority. As a result of these conversations about the health of individual mitochondria, half of the mitochondria are replaced using quality-control procedures every month. When problems occur in a mitochondrion, such as energy that’s been used up, signals trigger several actions. One uses enzymes to degrade damaged proteins in mitochondria. Healthy mitochondria can also try to resuscitate defective comrades by fusing with them and taking over functions for both. A third method destroys sections of damaged mitochondria. A more drastic technique produces reactive oxygen molecules, triggering mitochondrial death with recycling of all of the organelle’s material.

Precise transport of mitochondria on microtubule tracks to particular locations is a vital part of quality control. See chapter twenty-six for more information about these tracks. Signals also determine when mitochondrial division and fusion occur and where mitochondria should be sent. Mitochondria can multiply by dividing even while being transported by motors on tracks. Signals with the ER are needed to direct specific adaptor molecules for motors moving mitochondria with varied shapes. To focus energy on a particular region, a molecule is triggered that holds a mitochondrion in place by braking its motors. This molecule also helps to build a temporary local scaffold that binds to the mitochondrion. When the job is completed, the system rearranges and the mitochondrion moves on.

For these quality-control conversations, both ER and mitochondria have (already mentioned) large protein platforms that enable direct contact between the two organelles. Signals from the docking sites control production of new mitochondria, mitochondrial shape changes, and the flow of molecules between the two organelles. Recently, docking sites have been found on extensions of ER membranes far along the axon, providing more sites for direct signaling. Longer-range signals are also secreted that determine where mitochondria will travel and when mitochondria will fuse and divide during their distant travels.

Placement of Mitochondrial DNA

The ER is essential for placement of mitochondrial DNA in specific locations inside mitochondria for a variety of energy needs. Mitochondrial DNA is inserted tightly into small packets, and these packets are arranged in unique patterns in each animal species. In human cells, packets are often solitary. During human reproduction, mitochondrial DNA from males is destroyed and only female DNA packets are passed on to the new generations of mitochondria. At times, multiple mitochondria join together to become one large organelle with thousands of DNA packets scattered throughout.

ER signals, crucial for mitochondrial division, place the DNA packets in particular locations. ER signals direct DNA packet insertion into the two opposite halves of the mitochondrion that break apart to form the two smaller daughters. Without these ER signals, DNA stays in clusters, resulting in the production of ineffective small mitochondria. The ER also produces tubules that wrap around mitochondria, marking the site of the future division. Complex actin scaffolding needs to be directed for these molecular rings to squeeze and then pinch the mitochondrion into two parts.

Signals About Stress

When either mitochondria or ER are stressed, they dramatically affect the activity of the other. Stress pathways interact with the triggering of fission and fusion. Both mitochondria and ER respond to the need for energy and for building materials. Decisions about programmed cell suicide are also shared by both organelles. ER and mitochondrial signaling pathways evaluate levels of stress.

One mitochondrial stress signal identifies unfolded proteins that need help from chaperone molecules sent by the ER to fold them. When particular mitochondria lack the energy to maintain electric gradients, signals trigger two mitochondria to fuse, allowing the stronger one to restore energy. Decreased electrical potentials during stress produce small, fragmented mitochondria without energy, and they often die. ER signals can also stimulate the destruction of these defective mitochondria.

Extreme crises trigger a state with large, highly organized branching networks of mitochondria. These outsized branching mitochondria buffer stress and allow cell survival even during starvation and ultraviolet light damage. This precarious state can be triggered when sections of the electron transfer machinery are not working. ER signals also alter metabolism pathways to conserve respiration energy. Once the problem is fixed, signals for fission resumes producing normal-sized mitochondria.

MITOCHONDRIAL DISEASES

Malfunctioning mitochondria are implicated in a wide range of clinical syndromes and diseases, some from mutations in mitochondrial DNA. Much of this research, however, is not yet fully understood. Problems related to mitochondria may be significant in diabetes, as well as muscular and neurological diseases.

Parkinson’s disease has several correlations with abnormal mitochondria. One is a rare mutation in mitochondrial enzymes. This mutation eliminates a particular molecule, causing increased mitochondrial fission and fragmentation. Other examples are two pesticides that appear to promote both fragmented mitochondria and Parkinson’s.

There are also possible correlations between psychiatric illness and abnormal mitochondria. Several psychiatric medications appear to alter mitochondrial movement. Mood stabilizer medications might promote larger numbers of mitochondria in synapses. Antipsychotic medications might promote large mitochondria near the synapse. More research needs to be done to understand these factors.

Given the vital roles that mitochondrial signals play in health and disease, our understanding of them will undoubtedly lead to new medical treatments. There is much to be learned about mitochondria. Very recently, extracellular mitochondria have been found floating in the blood. Because mitochondria have adapted to life inside humans, they are not attacked as other microbes are. This new finding of large numbers of extracellular mitochondria in blood needs to be replicated. While it is not clear what the function of these free-floating mitochondria might be, it is possible that it is related to mitochondrias’ ability to communicate information for immune responses, described in chapter eight on cancer cells.




CHAPTER 25

MEMBRANE PRODUCTION

WHEN INVESTIGATING the origin of life, scientists have looked for inorganic matter that could have spontaneously assembled into a spherical membrane, thereby jump-starting cell development. However, recent research shows that molecules that make up cellular membranes are, in fact, not spontaneous and simple. Membranes are built out of multiple types of molecules for precise shapes and purposes. These molecules are produced and then transported with destination tags to exact locations, and this involves multiple signals between several organelles.

Our cells contain many membranes, which protect the cell against outside influences and organize all its internal parts (including organelles). Membranes are made up of lipids (which include fat molecules) and proteins. To build various membranes required for cell functions, molecules have to hold specific shapes in water. They cannot be water soluble, or the membrane will dissolve.

The shapes formed by lipid molecules allow complex labyrinthine mazes in mitochondria, endoplasmic reticulum (ER), and Golgi. Other shapes produce vesicles of various sizes. A double membrane that protects the nucleus provides uniquely shaped pores to transport molecules in and out—between the nucleus and the rest of the cell. Signals between the ER and Golgi regulate all lipids for membrane production and the proteins that alter these lipids, and place both of these molecules in precise membrane locations throughout the cell.

LIPIDS

Lipid molecules are used to produce all membranes and are also used as signals for conversations among organelles and cells. Lipids are valuable for chemical reactions because they are rich in energy, with multiple high-energy bonds between atoms. Thousands of varied lipid molecules have properties that are used for structures and processes throughout the cell. Although most biological research has focused on proteins, both lipids and complex sugars are increasingly being recognized as vital elements for cell function, with large branching molecules providing an almost infinite array of different features. Signals from ER and Golgi direct production, transport, and utilization of all these complex molecules.
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A Golgi body near the nucleus of a cell. Electron micrograph. (Biophoto Associates/Science Source)

There are basically three types of lipids. One is the family of fatty acids. A fatty acid has two sides—a long tail that repels water (hydrophobic) and a head that is attracted to water (hydrophilic). Two layers of fatty acids produce one membrane with both tails facing inside the membrane, where there is no water allowed. The two heads of the fatty molecules face outside the membrane into the aqueous environment on both sides of the membrane—such as separating the fluid inside of a vesicle from the fluid outside of the vesicle. Not allowing water into the middle of the lipid bilayer maintains the structure of the membrane and allows all sorts of proteins to be placed inside the membrane for various purposes.

The other two families of lipids have multiple roles. Lipids with attached sugars are used as signals in the brain and as structural molecules to stabilize membranes. Sugar molecules attached to lipids can stick out from the membrane as receptors. These molecules can also be attached to proteins and are an important way that microbes connect with membranes to enter the cell. The third type of lipid is cholesterol, which is utilized in multiple structures that each have particular chemical properties for diverse functions. Cholesterol, which can mix with both fats and water, is vital for producing exact membrane shapes, sometimes filling holes in a structure that maintains a sharp curve.

BUILDING MEMBRANES

Each organelle and vesicle type requires membranes with diverse shapes and characteristics built with various lipid and protein molecules. Variations include size, thickness, density, flexibility, and electrical charge. Sensors in the membrane send signals to the ER and Golgi, calling for specific types of lipids to align with these shape characteristics. Proteins that help mold the lipid’s shape, such as proteins inserted to stabilize a membrane that is extremely curved, also sit in the membrane.
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The Golgi body produces and transports all of the membrane for this endoplasmic reticulum. Electron micrograph. (Don W. Fawcett/Science Source)

Variations of curvature are produced in multiple ways. They can be based on how long lipid molecule branches are or whether bonds between carbon and hydrogen are saturated. Saturation refers to using up all double bonds between two carbon atoms in the molecule, leaving only single bonds. This is important because double bonds allow for further reactions with that molecule.

Saturation of lipid molecule bonds is significant for diverse membrane functions and is a source of intense research related to general health. Polyunsaturated fats make the sharpest of all curves for vesicles. Various double bonds between carbons in saturated molecules can cause kinks. Cone-shaped lipids affect curves and can help vesicles fuse to membranes. Specific lipids promote positive curves (cones) or negative curves (pits); for example, large heads of fatty molecules produce positive curves, and long chains cause negative curves.

There are other factors for thickness and flexibility. The necessary thickness can be produced by various lengths of the molecule or by attachment with other types of lipids. One type of lipid decreases density and increases flexibility. Another lipid attaches to sugars to form a gel that is impenetrable. In this situation, if cholesterol is added, the membrane becomes more flexible. A different type of lipid molecule stops movement across the membrane but, at the same time, increases flexibility. Short unsaturated fatty acids make for a flexible membrane.

The Role of Cholesterol in Membrane Building

Cholesterol plays a significant role in filling spaces between other lipids in very curved membranes. One well-known protein that sticks out of membranes is the precursor of amyloid plaques in Alzheimer’s disease. Cholesterol modulates its position in the membrane so that enzymes can make various types of cuts of this protein to create different-sized protein fragments. One type of cut of this precursor amyloid molecule is the version that produces deadly brain plaques. When cholesterol fills the space in a particular way, an enzyme cuts the precursor molecule in a deeper position that produces a version that is two amino acids longer than the usual type. This longer molecule is prone to clump, and these clumps form plaques—a hallmark of Alzheimer’s disease. With other fatty acids in the membrane, nontoxic cuts are made.

Cholesterol’s relation to toxic amyloid molecules might be part of the reason why mutations of cholesterol transport molecules are genetically related to Alzheimer’s. Recently, another possible factor was discovered correlating cholesterol with clumping of amyloid particles. Toxic amyloid protein fragments are found to stick preferentially to a membrane with cholesterol present. With multiple particles sticking in close proximity to each other, amyloid molecules are more likely to combine into clumps. Further research is needed to understand both of these possibilities.

Building the Complex Outer Cell Membrane

Of all membranes, the outer cell membrane is the most complex. To protect the entire cell and provide a wide range of functions, the outer cell membrane needs to be dense, rigid, and thick. Thin membranes are thickened by adding two types of lipids. The Golgi uses considerable energy for this process, because the thickening process goes against a chemical gradient and adds electrical charge.

Various structures in this outer membrane provide important cellular functions, which are all directed by the Golgi. Multiple signaling platforms in the membrane send and receive cellular messages. Membrane lipid structures and imbedded proteins determine how molecules such as water, proteins, nutrients, and ions move in and out of the cell. Molecules that love water and hate fat travel through protein channels or are actively transported across the membrane with transporter molecules. Large proteins span the membrane in multiple places with loops—one well-known receptor molecule has seven loops.

Another function of the outer membrane is to provide pieces of membrane to cover molecules that are brought into the cell or released from it. Somehow, pieces of the membrane are stolen without making a hole in the membrane and these are used to form vesicles to transport materials and signals in and out of the cell. Viruses also steal portions of membranes to cross in both directions, again without making a hole. This same technique allows viral entry into organelles.

Signals related to the movement of lipids and membranes throughout the cell have implications for many different diseases, including diabetes, liver disease, cancer, and neurological and psychiatric diseases. Research into these transport pathways is relatively new. But understanding these cellular conversations has great promise for promoting preventive measures and for new medical treatments.

MATERIAL TRANSPORT

Production of all membranes is highly regulated by signals from the Golgi lipid transportation hub and the ER protein and lipid factories. Like the ER and mitochondria described in chapter twenty-four, the Golgi is a large maze of membranes with protein machinery embedded in various subcompartments.

The Golgi and ER work together to synthesize lipids and proteins. Directed by ER and Golgi signals, lipids and proteins are then sent to all other parts of the cell using several transport highways. Transport routes are collectively called the secretory pathway. Signals in the secretory pathway focus on quality control for the production and transport of all materials used in membranes, similar to quality-control signaling for mitochondria and the ER.

To transport material for membranes, the secretory pathway has two primary branches—one that relies on vesicles to carry molecules and another that uses transport proteins with lipid molecules attached. For vesicle transport, sacs are gathered and filled with specific kinds of lipids and proteins. Transport without vesicles depends on proteins that travel to organelles, which don’t usually receive vesicles, such as mitochondria. Large amounts of lipids are also sent in non-vesicular pathways to the outer cellular membrane.

Lipids are not water soluble, which makes it difficult for them to move through aqueous cell environments. To circumvent this issue, lipids bind to sites on water-soluble transport proteins, which change shape to hide the lipid from water during transport. Later, the protein reverses its shape to release the lipid at its destination.

Quality-control conversations are vital for the entire process of building and maintaining membranes. Sensors in cell membranes send signals to the ER and Golgi about the amount of various molecules that are needed. Sensors also identify misfolded proteins in the membrane and signal for help when needed.

Signals monitor physical characteristics of the membrane and alter the production and transport of materials, such as calling for particular lipids that produce distinct curves. Precise membrane shapes are maintained by molecules with various patterns of chemical-bond saturations among their carbon atoms, as well as diverse fatty acid side chains. When points of strain in the membrane are found, lipids are altered to alleviate stress. When materials are too abundant, signals to the ER block production.

MORE ON THE CRITICAL ROLE OF THE GOLGI AND ER

The Golgi, which receives proteins and lipids from the nearby ER, directs the actions of all types of lipid molecules, including modified proteins with attached fats and sugars. As noted earlier, ER regions close to the nucleus manufacture proteins. ER regions farther from the nucleus produce lipids, alter them, and send them to the Golgi. The Golgi sorts these molecules and places tags for transport to other particular locations. The Golgi produces a wide range of different types of vesicles, as well as membranes for all organelles. The Golgi also regulates the placement and recycling of all receptors and signals in membranes both in organelles and the outer cell membrane.

Proteins and lipids in membranes interact with each other in multiple ways, based on signals from the ER and Golgi. Protein enzymes are needed to cut lipids into shape for placement at specific membrane locations. Meanwhile, lipids shield membrane protein machinery from interacting with irrelevant proteins. Particular lipids attract unique proteins to stress points in the membrane, which can be part of the process to release vesicles. As mentioned previously in the chapter, for diverse roles in the membrane, proteins can first be soluble in water, then change shape and become insoluble.

In membranes, lipids coordinate shapes and attachments of large proteins that can have varied functions. Proteins can stick through the entire membrane and interact as receptors outside the cell and as part of internal signaling cascades inside the cell. Similarly, lipids stabilize large protein molecules that form channels in the membrane, allowing ions to travel in and out of the cell.

Production of various types of spherical vesicles is one of the Golgi’s most important functions. With signals from the Golgi, the large family of various-sized sacs performs molecular functions throughout the cell. One type of vesicle accumulates misfolded proteins to avoid damage to the cell. Another type hides important enzymes during times of stress to save them for later use.

A system of vesicles gathers debris and microbes, then merges into larger vesicles that recycle their molecules. Chapter twenty-nine, about the molecule mTOR, describes signals from around the cell that provide information as to how much of each type of molecule is needed for building and maintenance of organelles and other structures. Recycling of molecules in this system of vesicles produces the exact amounts of the basic molecules needed throughout the cell, based on these signals coming from all parts of the cell. Vesicles can also bring molecules and microbes into the cell or secrete them out of the cell. As noted earlier, information molecules are also placed in vesicles, which are sent as signals by many cells, but especially by cancer cells.

Although plentiful in a cell, lipid vesicles are hard to build and require elaborate signaling in the manufacturing process. Building a small sphere is the most difficult structure to stabilize, as it needs particular molecules for sharp curves. Vesicles are built in precise sizes, and to hold shape, they have elaborate lattices of up to six hundred proteins spanning the lipid membrane.

To build a vesicle, specialized scaffolding proteins start assembly at the membrane lipid layers. Molecules pinch the membrane, which bends more and more as the membrane bulges out. The protein structure grows into a spherical matrix. When the amount of proteins in the matrix is not exact, a sorting process rectifies this and produces the precise number. When the vesicle is completely formed inside the matrix, scaffolding breaks apart and the vesicle travels on to the delivery point. During travel, incorporated lipid and protein molecules must hold the spherical shape. At the destination, complementary processes fuse the vesicle into the targeted membrane.

MYSTERIOUS VESICLE ACTION AT SYNAPSES

It is still not understood how large numbers of vesicles at neuron synapses can be released and recycled so rapidly. It is also not clear how the Golgi can keep up with the demands of this process. The vesicles inside the cell that contain neurotransmitters fuse with the membrane and release their contents to the outside. Then the vesicle reverses itself and breaks apart from the cell membrane back inside the cell. This recycling somehow occurs without causing holes or damage to the cell membrane barrier.

Active Zones

For this intricate process, neurons use complex protein platforms called active zones, which dock large numbers of vesicles needed for rapid signaling. On the receiving neuron, another huge platform—with more than a thousand interlocking proteins—sits near receptors and is triggered by the signal. For both sending and receiving mechanisms, certain lipids bring all the structural proteins together. At the same time, particular enzymes are necessary to produce the exact kind of lipids needed.

Active zones are dense protein complexes that gather, load, dock, release, and recycle neurotransmitter-filled vesicles using diverse lipids and a large number of interacting proteins. Enzymes cut lipids, changing them to negatively charged versions that are needed for this process. By having the correct charge, lipids are able to organize tethering of multiple vesicles at the active zone, each ready to be released. Other specific lipids are necessary to trigger release. Both polyunsaturated fatty acids and cholesterol are known to be vital constituents in these mechanisms.

Rapid Vesicle Release

Exceptionally fast neurotransmitter activity has been difficult to explain, and most current theories don’t fully describe rapid vesicle release. A slower process of producing vesicles from a membrane was described above, in which spherical protein scaffolding structures are built to produce vesicles, which are then disassembled as they merge with membranes. For vesicle release at the synapse, this is too slow. It’s not fully clear how neurotransmitter-filled vesicles can fuse in a millisecond and repeat this a hundred times in a second. Also, it is not clear how holes in the membrane can be so rapidly repaired.

One theory holds that a more rapidly constructed scaffold requires multiple ancillary molecules. Another theory suggests quick temporary fusion and recycling with a pore in the membrane. A third theory is based on membrane recycling from a different spot than the release point. Scaffolding is necessary for this theory to mark a new spot for intake of the recycled vesicle. Another view assumes that the vesicle remains intact with a rapid in-and-out event. A more recent theory involves the combining of multiple vesicles to bring them back in a much larger sac. In fact, all of these might be used in different situations, and somehow the Golgi must keep up.




CHAPTER 26

TRANSPORTING MATERIALS ON SCAFFOLDING HIGHWAYS

ALTHOUGH SCAFFOLDING MOLECULES are mostly studied in neurons because of their visibility in long, thin axons, these molecules provide structure and transport tracks, or “scaffolding highways,” for all cells. Scaffolds maintain the unique shapes of cells and the positioning of all organelles in the cell. Scaffolds reconfigure themselves as cells change shape during migration. For various shape changes, massive support structures are rapidly built, broken down, and rebuilt. Dynamic neuronal skeletons are also constantly altered whenever neurons grow new connections.

Cellular scaffolding is somewhat similar to a LEGO set, but its regulation is not well understood. It was once thought that the largest scaffolding molecules, called microtubules, all originated from one central protein machine called the centriole (described later in this chapter). But recently, microtubules have been seen emanating from the Golgi and other locations as well.

THREE DISTINCT PROTEIN SCAFFOLDING MOLECULES

As far as we know, three distinct protein scaffolding molecules work together to build all human cellular structures. Each scaffolding molecule has large numbers of ancillary molecules to hold assemblies together. From smallest to largest, the scaffolding molecules are actin, intermediate microfilaments, and microtubules. Actin and microtubules operate with motors and adaptor molecules for transporting various materials, vesicles, organelles, and microbes. Regulation for each of the three systems is being gradually unearthed, but how they are directed to work together is still a mystery.
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An illustration of vesicles being transported along microtubules by protein motors called kinesins that walk along the highway dragging the load. (Keith Chambers/Science Source)

Actin

Actin is the backbone for most cellular structures. It stabilizes membranes when vesicles merge and forms the skeleton for organelle and cell shapes. Actin filaments are vital for cell division, cell movement, and adhesion to other structures, as well as support for signaling to other cells from membrane platforms.

Energy is required as actin builds cellular structures at a rapidly growing end while the other end is anchored in place. When dendrites and axons bend, actin provides support. As cells move forward like amoebas, actin fibers grow at the leading edge of the cell. Motors working with the actin fibers carry the nucleus along. Then the lattice at the back of the cell is broken down and rebuilt. For all these complex structures, actin requires various systems of adaptor molecules to hold structures in place and then release them.

Intermediate Microfilaments

The second scaffolding system consists of intermediate, or middle-sized, microfilaments. These have been harder to visualize, and their complementary roles with the other fibers are just now being discovered. They appear to be primarily involved in strengthening the long axon structure by filling in areas in between parallel microtubules. As an axon grows, for example, new subunits of middle microfilaments are added in a dynamic process. They don’t appear to work with special motors like actin and microtubules do.

Microtubules

The largest scaffolding molecule is the microtubule. Being most visible, these protein strands have been intensely studied for many years, mostly in neurons. Microtubules were thought to produce the primary scaffold throughout neurons, but smaller actin fibers have been found to be equally important. Still, the importance of microtubules cannot be underestimated. They provide a cagelike structure around the cell nucleus, holding it in place. Directed by an elaborate spindle control molecule and powered by motors, microtubules pull chromosomes apart during cell division. Microtubules form the structures of cilia, appendages sticking out from the cell, described in chapter twenty-eight. They provide essential transport highways all along the axon, as well as in all parts of other cells.

Parallel transport tracks are held in place with various bridging and attachment molecules. In addition to producing structures and transporting materials, microtubules help regulate neuroplasticity at synapses in other ways, such as determining where new dendrites will appear.

WORKING TOGETHER FOR AXON FUNCTION

All three scaffolding protein systems work together to promote axon activity. When an axon is formed, multiple buds first appear on the cell body based on actin scaffolding, and these buds become spike-like in appearance. One of the spikes is chosen to become the axon by internal and external cell signals. Molecules and vesicles are routed through the cell body to initiate axon construction. The wide first axon segment is formed primarily with an actin skeleton. Actin structures then break up, and microtubules build stronger scaffolding for long forward growth of the axon. Actin structures then grow backward, toward the cell body, and microtubules grow in the other direction all the way down the axon to the terminal synapse at the tip of the axon.

Scaffolding Lattices in Axons

Scaffolding lattices in axons have been visible with light microscopes for a century, but only recently has advanced imaging revealed their complexity. Around the circumference of axons, rings of actin are placed at regular intervals, giving the appearance of a ladder. Rings provide support for the axon shape just beneath the membrane and maintain the axon’s long, tubular shape—one single axon can be three feet long from the spinal cord to the foot. Rings inhibit molecules that might enlarge the diameter. Also, the actin matrix along the axon provides locations for the placement of potassium channels and new axon branches.

Actin scaffolds set up a diffusion barrier to separate the initial axon segment from the long axon shaft. The barrier allows only certain molecules to be transported into the axon, with other material routed backward. As the axon grows, the intermediate microfilaments strengthen the shaft in between microtubule highways. Near the end of the axon, several branches bud with cooperation of actin and microtubules, and these form synapses with the next neurons in the circuit.

COMPLEX MICROTUBULE STRUCTURES IN NEURONS

Microtubules provide numerous functions. They are critical in helping actin when neurons change shape for migration. They help maintain the wide range of neuronal identities with unusual shapes—some having a huge arbor of ten thousand dendrite buds each, with connections with other neurons. When specific neuronal identities are formed, microtubules take on distinct shapes and maintain them with diverse stabilizing molecules. They provide transport highways for most material used by the cell.

Stable microtubule structures support neurons with long axons for decades. Stability is provided with protein tags placed directly on microtubules that hold their shape, as well as special bridge molecules between them for particular structures. Dynamic growth of new axons and dendrites is how neuroplasticity operates when triggered by learning. Structures are constantly built and taken apart. Microtubule skeletons grow into new regions and then pull back.

Building microtubules is not simple. Seven different versions of tubulin, the basic protein-based building block, are used in different ways. One initiates the process, and two others sit head to tail as units are added to a growing spiral cylinder of exact size. Other versions anchor motors or actin scaffolds at the microtubule’s growing tip. Multiple interlocking enzymes are necessary, as well as motors and motor attachment molecules.

Five other large families of molecules assist in the construction process. Origination is regulated by one type. Another binds and regulates two ends—a growing tip with positive electrical charge and an anchored end with negative charge. Others build the cross-links for stabilization. Various motors work with the fourth type to produce movement and mechanical force for scaffold assembly. A fifth type helps modify scaffold shapes and creates unique structures. Similar mechanisms are used to build transport highways to hold the nucleus and other organelles in place, and to orchestrate cell division. These microtubule scaffolds start from, and are then directed by, cylindrical centrioles, which are made of microtubules themselves.

Centrioles

Centrioles assist in producing the spindle fibers in the complex cellular mechanism responsible for mitosis. They are also critical for axon development. Near the nucleus, two centrioles at right angles to each other with a surrounding protein mass form a molecular complex that directs building the cage around the nucleus and other organelles. This same structure then initiates the first microtubules for the axon transport system. For cells that divide, it directs the elaborate spinning microtubule tracks that move chromosomes and organelles to produce a new cell.

The two centrioles in the cell center have broad organizing functions for constantly changing microtubule structures at the center of the cell. They determine where the nucleus sits in the cell and produce a matrix to stabilize it. They work with actin motors to move the nucleus and its cage forward when the cell is moving. The cage also organizes placement of the endoplasmic reticulum (ER) and Golgi adjacent to the nucleus. In addition, microtubule structures position a cell appendage, also constructed of microtubules. This appendage, a primary cilium, is the center of all cell signaling and is described in chapter twenty-eight.

Transport highways along the axon are first initiated at these primary centrioles near the nucleus, and when stable for years, the connection to the centrioles disappears. However, most microtubules along the axon are not initially anchored to these two centrioles, and it is not yet clear how they operate. Various other mechanisms have recently been found to initiate microtubule structures for transport highways. These include starting from the Golgi organelle, the outer cell membrane, and other isolated microtubule clusters.

Surprisingly, enzymes have been observed breaking microtubules along the axon, with new tracks sprouting from the pieces. It is not clear how these diverse microtubule structures distributed throughout the cell are coordinated. But, despite these various initiation processes, microtubules are highly regulated in terms of their density, lengths, exact positioning, and functions.

As microtubules first grow from the central centriole into the axon toward the synapse, they combine with actin scaffolding structures and ancillary molecules for stabilization. Protein tags steady microtubule structures and alter interactions with motors and coordinating molecules. In more than a thousand different kinds of neurons, unique structures are built with diverse genetic subtypes of the basic microtubule molecules, as well as varied tags and bridging proteins.

Because of these differences, there is wide variation in the flexibility and stability of lattices in these distinct neurons.

The tau protein is among the wide range of ancillary molecules that stabilize particular microtubule transport tracks. This protein is well known through the media because of its association with Alzheimer’s disease. When tau is mutated in various ways, it enables the breakdown of microtubules and is part of brain destruction in Alzheimer’s disease.

MICROTUBULE ROLES IN THREE DISTINCT AXON REGIONS

The axon has three fundamentally different subcompartments with varied scaffolding structures—the first segment, the long mid-region shaft, and the terminal end branching to form multiple synapses.

First Segment

The first segment of the axon has special anchoring molecules that connect scaffolding to the cell membrane. This segment also has machinery to initiate electrical signals that carry messages along the axon to the terminal synapse. Unlike the axon shaft with long parallel microtubule tracks, in the initial segment, microtubules form small bunches with bridges between them. Multiple interlocking proteins, including actin and microtubules, create a barrier between the cellular body and the axon to regulate what is transported into the axon. Uniformly spaced microtubules then grow from this initial region into the long midsection of the axon.

The initial segment has a dense skeleton, like a busy train station that is actively routing motors and cargo. Both actin and microtubules work together with a variety of motors and attachment molecules. The matrix in this region organizes the flow of material traveling into the axon. It doesn’t allow diffusion of proteins that must remain in the cell body. Only certain types of motorized transport proceed into the axon. Movement toward the midsection of the axon is restricted, but movement backward is fairly free. When materials are found in the initial axon segment that are actually targeted for the dendrite, they are stopped and rerouted back from the initial segment with special tags for delivery in the dendrites. This process is further described in the next chapter about dendrites.

Shaft Midsection

The long midsection of the axon shaft is the most studied part of the axon because it is the most visible with imaging devices. An axon cross section can have a hundred bundles of microtubules. This midpart of the axon shaft is more stable than other sections, with highly organized scaffolding. Microtubules have multiple stabilizing tags and a wide range of bridging molecules. Most transport of materials occurs in the mid axon, described below. Actin rings at precise intervals define the exact diameter of the axon shaft. These rings are held in place by anchoring molecules between rings and around the rings.

Terminal End

The terminal end of the axon near the synapse is the most active region. The diameter of the terminal end grows dramatically wider to provide branches for multiple synapses. Microtubules become increasingly sparse in the terminal region of rapid growth and neurotransmitter release. Microtubules overlap less, with greater distance between them. Activity is powered by rapidly changing dense actin scaffolds. These actin tracks provide all local transport, with actin-based motors between scattered microtubules. In this terminal region near the synapse, actin motors take over delivery and release of neurotransmitter vesicles from the microtubules. Actin structures also stabilize release of the sacs filled with neurotransmitters.

Without many microtubules, somehow the terminal region is the most efficient at initiating transport of signals and cargo that must be sent rapidly, with high priority, back to the nucleus. To return important molecules, multiple helper proteins and motors are produced. One particular transport mechanism from the terminal end back to the cell nucleus carries an important nutrient for neurons. This vital molecule (called brain-derived neurotrophic factor, or BDNF) is sent backward at the terminal synapse from the second neuron to the first—in the opposite direction of most neurotransmitters. It is picked up at the synapse by the neuron and then raced to the nucleus along the axon.

Once the molecule is received at the terminal end of the axon, special local transport is triggered with actin-based motors that bring the factor to the microtubule highways. With special elite motors, the vital molecule is then sent on rapid transit along the microtubule highway to the nucleus. At the same time, multiple signals inhibit competitive transport that would otherwise slow it down.

TRANSPORTING CARGO ALONG THE AXON

It’s truly difficult to fathom the complexity of the transport systems utilized by the axon. Transporting molecules along axons that can be three feet long is equivalent in scale to a person walking thousands of miles along the Great Wall of China.

Cellular conversations related to axon transport systems are complex and are just being discovered. Various diseases, including Alzheimer’s, Parkinson’s, ALS (amyotrophic lateral sclerosis), and at least ten different diseases from abnormal tau proteins (called tauopathies) have been tied to faulty axon transportation mechanisms. But before treatments can be developed, more signals for these elaborate mechanisms will need to be deciphered.

The neuron is like a large city with rapid transit on highways and local traffic to particular addresses. Local transport with actin-associated motors brings cargo from one microtubule track to another, as well as delivery to precise locations. These microtubule and actin-based systems are highly regulated. Recently, a variety of molecular tags have been found that stimulate diverse actions.

Transport on microtubule highways varies for a wide range of cargo, with each needing its own motors, adaptor molecules, and energy attachments. Types of cargo include large organelles like mitochondria and vesicles of all sizes—small sacs carrying molecules and large vesicles that recycle molecules for the entire cell. Microbes are also transported. Large organelles are able to travel rapidly in both directions, using multiple types of motors and adaptor molecules. These multiple engines and connecting devices are often carried along by the organelle and used simultaneously.

Customized Transport Systems

Molecules of all types—including messenger RNAs, microRNAs, ribosomes, proteins, and fats—are transported along the tracks. Each type of molecule has its own unique transport machinery. Special lipids, proteins, and other materials are carried from the cell body for the synapse, while transport back to the cell body is vital for signals related to damaged axons.

Every cargo is tagged for delivery to exact destinations, which can be anywhere along the axon. A precise location might be a node related to myelin, a branching point, or the terminal synapse. Destination tags function in a similar way to those for transport of membranes and proteins throughout cells from the Golgi and ER (described in chapter twenty-five). But axon transport is more complex because of the need for various motors and ancillary molecules with multiple different types of cargo.

The motors carrying cargo along microtubule tracks are unusual in that they have two legs and walk like humans along the track, with each step using up energy particles. One type of motor has twenty subtypes. Motors specialize in traveling away from the cell body to the synapse or backward in the other direction. Some motors can step sideways when they run into another motor coming in the opposite direction that is stronger. One type can travel much more rapidly, carrying vesicles and other material needed urgently for the synapse.

Different types of regulation systems are needed for each cargo, motor, and adapter molecule. When multiple motors are required for large, heavy cargo, special attachments are necessary for them to work together. Various motors often push in opposite directions and compete. Signals to determine which motor wins is not yet clear, but one study shows regulation of the outcomes of such competition is based on particular proteins that connect local scaffolding to motors. Another mechanism to clear traffic jams between two opposing motors involves a third motor. This additional motor determines which one proceeds and which is switched to another track.

Energy for Motor Transport

Energy particles that drive motors also require unique attachment complexes for each cargo load. Motors can use an energy particle for each step in a long journey along the track. Large vesicles or organelles require multiple motors, each using energy particles—as many as twelve motors at one time competing with each other to move in various directions. A single transit can use millions of energy molecules. One particular motor uses more energy than others because its steps are larger and it can go backward and sideways as well as forward.

Most energy particles come from mitochondria that are carried on the highways to produce force wherever it is needed. But mitochondria can’t be everywhere. To help with this situation, enzymes only found in axons generate energy particles locally. The enzymes are transported in vesicles on the microtubule tracks to particular locations.

Fast and Slow Transport

Higher-priority molecules are typically transported faster, which sometimes calls for emergency vehicles. An important neuronal nutrient (BDNF) sent from the terminal end backward to the cell body was already mentioned earlier in this chapter. To transport these elite molecules, specially commissioned vesicles are summoned for onetime use only. They don’t return, so new ones have to be custom-made each time. The precursor molecule for amyloid plaques, which are found in the brains of people with Alzheimer’s disease, is carried rapidly in one of these special vehicles.

Transporting structural materials is often much slower than the transport of organelles. Hundreds of important structural molecules are sent at very slow speeds to build intermediate microfilaments and microtubules along the axon. A faster rate is used for one type of vesicle carrying multiple small molecules, but mostly the speed is much slower than that for mitochondria, lysosomes, and other organelles. Slow transport is just now being discovered, since it is extremely hard for researchers to observe transport in living organisms over a long period of time.

With the generally slow transport of proteins, axons developed another solution for rapid local production when necessary. Most proteins are produced in the ER near the nucleus and transported to their distant destinations. Recently, it was found that axons also manufacture proteins all along the shaft to save time when providing building material. For this, ribosomes—the protein manufacturing complexes—are transported from the ER to these distant sites along the axon. In addition, messenger RNAs with codes to manufacture proteins are produced in the nucleus and then transported in vesicles to these locally placed ribosomes.

To manufacture proteins at the correct locations, transported messenger RNAs must be inhibited from stopping at the wrong place as they travel down the axon. Tags are placed to prevent other ribosomes along the way from grabbing them before they arrive at their proper destination. These messenger RNAs are also placed in specially built rapid transit vesicles for elite molecules. These have been observed by researchers going back and forth in different regions, searching for where they are needed.

When a nerve is injured, signals, such as calcium signaling radiating from the injury back to the cell body, alter transport. To rebuild the broken axon, movement of material is greatly increased. New proteins are manufactured to make motors move faster. Signals from enzymes and tags stimulate more material and increase transport from the cell body. And chemical signals increase the number of messenger RNA vesicles.




CHAPTER 27

DENDRITIC HIGHWAYS

DENDRITES ARE BRANCHED EXTENSIONS in neurons that receive signals from other neurons at synapses. They bud on the neuronal cell body in the opposite direction from the axon. Dendrites synthesize multiple incoming messages. Signals from dendrites determine an axon signal, which, in turn, triggers neurotransmitters at the terminal synapse. The resulting message is received by dendrites in the next cell of the neural circuit.

Dendrites also respond to the changing needs of neuronal networks by rapidly growing new branches. These branching arbors consist of many small subcompartments with diverse chemical and electrical properties. It is the elaborate back-and-forth communication among these varied compartments that produces the dendritic signal to the axon.

Until recently, dendrites have been considered passive calculators of multiple inputs. But now it’s been shown that thousands of dendritic compartments talk with each other to determine what signal will be sent along the axon to trigger the next neuron in a circuit. Conversations have even been found inside individual dendrites, among spines and other subcompartments, where each compartment produces its own electrical signals that interact and influence the final decision for the entire dendritic complex. Spines are described in detail below; they are protrusions from the dendrite that most of the time receive the signals from other neurons. Computation of inputs can occur with one spine, multiple nearby spines, several distant spines, or across the entire dendritic arbor. Research has only scratched the surface as to how decisions are made among these many dendrite subcompartments.
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An elaborate dendrite arbor on a neuron in the cerebellum. Confocal light micrograph. (Dana Simmons/Science Source)

THE THREE REGIONS OF THE DENDRITE

On their large branches, dendrites generate a great number of small protrusions. Some protrusions become mushroom-shaped structures—called spines—that attract axons from other neurons to establish contact. One neuron can have up to a hundred thousand spinal connections with other neurons. Spines have a narrow neck, which is a channel extending at right angles from the dendrite shaft. The neck leads to the bulbous head, which has multiple receptors in its membranes. Heads also have elaborate signal-receiving complexes.

These three different regions of the dendrite—large dendrite shafts, thin spine necks sprouting from the shaft, and spine heads on top of necks—can have different molecular and electrical compositions. Also, multiple spines can combine to form compartments, each with diverse ion channels and electrical properties.

Variations of size and shape for spine necks and heads enable diverse chemical and electrical environments in dendrite subcompartments. The neck is quite tiny—a tenth the size of a small bacterium. Neck shapes have been called “tall,” “short,” “thick,” or “thin.” Spine heads have been called “thin,” “stubby,” “mushroom-like,” and “branched.” But there is a continuum of shapes for both. Shapes are altered by environment, seasonal change, age, estrogen, and stress. The mushroom-shaped head appears to be the most stable. Particular shapes of these isolated compartments allow segregation and storage of different types of signals in spine heads.

Types of cargo, such as various proteins and other molecules, brought into large dendrite shafts on microtubule tracks are sorted for various destinations, as they are in axons. Even though the cell nucleus is thousands of times larger than a spine, signals from a single spine can rapidly stimulate production of special proteins in the cell nucleus.

These proteins are transported to the particular spine from the cell body on microtubule tracks with destination tags. As the proteins travel along the dendrite shaft, they are grabbed by the appropriate spine. These specially recruited proteins with particular properties can sometimes benefit nearby spines as well.

Even more rapid production of proteins used in spines can occur from locally placed ribosomes in the shaft. These proteins are then actively transported into spines. Various electrical properties of individual spines affect how easily they will receive such molecules. For example, short, wide necks are optimal for accepting protein transported from the shaft.

NEUROPLASTIC INFLUENCES

Alterations of neuronal connections based on learning—collectively called neuroplasticity—influence dendritic spines in multiple ways. This includes alterations of spinal shapes and spatial arrangements of multiple nearby spines. Various types of neuroplasticity trigger particular motors and material transport to change microtubule and actin scaffolding in these spines.

Neuroplasticity can alter one spine, multiple spines, the entire dendrite, the entire neuron, or multiple neurons in wide circuits across the brain. Most often, spinal changes occur rapidly, with alterations of actin structures, which are then later built more permanently using specially manufactured proteins for a lasting neuroplasticity effect.

Enriched environments provided for animals in experiments, such as increased opportunity for a mouse to exercise, have shown how neuroplasticity works. In these cases, the number of spines rapidly increases. These increases can be stimulated by manufacturing more receptors. As these receptors are transported along the dendrite shaft, new spines sprout and grow actin scaffolds to enable the receptors to enter.

Actin scaffolds also recycle these receptor molecules after use. Some of these spines can become quite large and also incorporate microtubule structures. Neuroplasticity can alter the spine neck so that increased electrical resistance affords protection of specific information in the spine head from interacting with signals in nearby spines. Particular proteins are also produced that maintain these spine modifications as long-lasting neuroplasticity effects.

There are other complex effects of neuroplasticity that are not well understood. Spine necks can shelter heads with diverse shapes that restrict flow of electric current in and out. The longer and wider the neck, the greater the electrical separation from other spines. In some cases, neuroplasticity can alter the neck, making it forty times larger. In addition, it can also amplify the strength of the signal by fortyfold. When a signal becomes stronger, the neck’s resistance to electrical changes becomes greater. Neuroplasticity can also decrease the resistance, producing other changes in the spine head.

The elaborate protein complexes that receive signals in each spine are also altered during the neuroplastic process. Receiving complexes take up to 10 percent of a spine’s total area and are varied in each brain region and each type of neuron. Receiving complexes are built with a thousand interlocking proteins surrounded by a dense matrix, which connects to the membrane and holds everything in place. To build these protein complexes, proteins must be transported into the spine—first on microtubule tracks and then via actin scaffolds.

Recent research shows that spines might also manufacture some of their own proteins for these elaborate structures. Advanced high-powered imaging devices have enabled researchers to discover small ribosomes in the spines, giving them the possibility of manufacturing their own proteins. Alterations of these receiving platforms by neuroplasticity are just now being deciphered, but several involve substituting alternate proteins in and out of these protein complexes.

PRODUCING THE SIGNAL THAT FINALLY LEAVES THE AXON

To produce the signal that finally leaves the neuron, at least two major interacting factors are at play, each with many variations—dendrites sending their own electrical signals toward the axon, and the axon initial segment sending electrical current backward to interact with dendritic signals. Only recently have these retrograde signals backward from the initial segment been shown to be important for the outcome.

In addition to constantly sprouting multiple tiny spines in all regions, dendrites rapidly alter their shape by producing new large branches. Signals from the dendrite to the axon arise from various combinations of spines and larger dendrite branches, each with multiple shapes and geometrical formations that change rapidly. Spines can grow suddenly or vanish, with 20 percent appearing or disappearing in hours. A strong signal to one spine can immediately cause others to sprout around it, with each connecting to a different incoming axon.

Large shafts and small spines are built in different ways. To build new large dendritic branches, microtubules grow into dendritic shafts, bringing motors and cargo. Microtubules produce the primary structure of the large shafts, but in much smaller spines, it’s mostly actin scaffolding. Actin-associated motors regulate all action in the spines. Actin is very active in spines—building and rebuilding structures, including rings that hold the neck’s shape, similar to rings in the axon. An anchor at the base of the spine neck attaches to the shaft to keep out random molecules.

COMPONENTS THAT INFLUENCE DENDRITIC COMPUTATION

Somehow, dendrites trigger specific messages after receiving thousands of simultaneous signals. Many variables have been found that affect this computation process—spine shapes, geometrical arrangements of spine groups, and active and passive electrical properties. Recently, a wide range of electrical signals circulated among dendrites has been found to be important for the outcome. Also, retrograde signals from the initial axon segment mingle with various dendritic signals to alter the final output.

To further complicate the process, synapses on spines can be twenty-six different sizes—the largest sixty times the size of the smallest—and each one can affect the outcome in different ways. Also, each of the thousand different types of neurons can have variable dendritic characteristics.

The most recent research shows that computations can include a single spine, multiple spines, particular local geometrical configurations of spines, or even widely separated spines. One type of computation is the simple addition of multiple signals that all strike a particular dendrite region, but these have to be well synchronized. Two signals can also add to each other in a simple way by hitting different regions at the same moment, including on multiple large branches. Addition of the effects of various signals can also occur, with signals striking thousands of locations on the tree at the same time.

Computations by addition can take into account where signals hit. For instance, strikes closer to the cell body can magnify others. Another factor determining the computation is that strong signals can alter the entire dendrite arbor at once. But at the same time, even one small dendritic signal can have a dramatic effect on the final axon spike.

As well as addition, competition can occur among incoming signals. Several spines can be struck in one region of the dendrite and compete with another large signal in a different region. Particular signals can block others. More complex interactions can include addition of several inputs and inhibition of others—early signals from a distant branch and a large hit near the cell body.

Ion Channels

In dendrites, ion channels produce various electrical currents that also affect the outcome. Ion channels are large proteins sitting across membranes, where molecules with particular electrical properties are allowed to pass. Each type of channel has multiple subtypes with diverse spatial arrangements that respond in various ways to reverse axon signals. For example, more than a hundred unique potassium channels have been identified in neurons, each with varied functions.

Dendrites in memory centers can have multiple potassium channel types at the same time, each based on how distant they are from the cell body. Sodium and calcium channels also have multiple variations, with particular sodium channels present in some brain regions and not others. Moreover, particular neurotransmitters associated with learning can alter ion channels and the computations based on them.

Dendritic Spikes

Historically, without detailed knowledge of spines, scientists assumed the computation process to be a passive linear summation of inputs. Later, varied signals from spines, called dendrite spikes, were found, with research appearing to be contradictory. It was eventually demonstrated that the findings were not inconsistent. Rather, a wide range of dendrite spike signals occur in different circumstances, based on communication among individual spines, groups of spines, regions of branches, and the entire dendrite system. These spikes interact and produce different computations.

Studies of neuroplasticity in animals are still contradictory. Some conclusions emphasize the prominence of dendrite spikes. Others emphasize interactions of backward axon signals, but only if they are timed pulses. Particular temporal patterns of spikes appear to be necessary for some learning and not others. Some computations require dozens of hits at the same millisecond in small geometrical regions. These inputs must be in sync in exact locations. Also, other cellular modulating pathways can alter this situation, requiring fewer strikes.

Details about the influence of backward signals from the initial axon segment on the final result were also slow to emerge. Various brain regions, such as those for different types of memory, have distinct interactions among dendrite spikes and retrograde axon electrical signals. Some dendritic signals add to the axon signal and others subtract. When axon signals are strong, dendritic signals might have greater influence on the axon signal. Also, signals can start from one dendrite and then be altered by other spines when mingling with the axon signal.

Various types of signal integration can operate in specific brain regions. Linear addition of dendrite spikes often occurs with vision, sound, and touch neurons. But touch related to social behavior is more complex when neuroplasticity alterations from learning are occurring. With motor learning of tasks, such as bicycling, inputs from far apart on the dendrite arbor join to produce combined dendrite spikes. Another variation is in memory regions, where the columnar architecture allows one strong dendritic signal to have a strong effect on others.

Considerable research will be needed to figure out exactly how output is determined in dendrites and how they correlate with mental events. This is complicated in that most mental events involve activity in multiple brain circuits across the entire brain, simultaneously. Each region has large numbers of dendrites operating independently and in sync. One moment a particular spine is triggered, and a millisecond later, it’s a totally different one on the same dendrite. Much of the brain’s mystery resides in this process. It is surprising that we understand as much as we do!




CHAPTER 28

THE SIGNIFICANCE OF CILIA

ALMOST ALL CELLS have hairlike appendages called cilia. Human cells have both mobile and immobile cilia. Mobile cilia move fluid, such as mucus in lung cells, with large numbers of cilia in rows engaging in synchronized beating to move the fluid through.

Cilia move eggs along the fallopian tube to the uterus, where they meet sperm. Sperm themselves move with beating cilia. In the early embryo, where cilia beat clockwise, they cause the movement of water to the left, creating a left-right symmetry as the fetus develops. In cerebrospinal fluid, highly organized cilia movements, directed by choroid lining cells, produce currents that wash out waste products, including misfolded proteins and toxins.

All stationary cilia consist of a cylinder made of nine units of two microtubules each in a circle with a surrounding membrane. Mobile cilia have a somewhat similar structure. As well as the nine doublets of microtubules forming the cylinder’s outer edge, mobile cilia have two additional single microtubules in the middle of the cylinder to generate movement.

Microbes have multiple versions of mobile cilia, including long, thin tails that undulate for swimming. Microbes also have larger and stronger such appendages for swimming, called flagella, which rotate like propellers. Swimming algae synchronize two large flagella in a breaststroke movement. While appearing simple, in fact this movement involves thousands of complex molecular machines working together. Besides being used for movement, microbe cilia also send and receive signals and inject toxins into their host cells and enemies.
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Cilium. (LadyofHats/Wikimedia Commons)

PRIMARY CILIA AS A CENTRAL CONTROL CENTER

One type of dynamic immobile cilium, called the primary cilium, sticks out of all human cells. Research now shows that this cilium serves as a central control center antenna for signals both inside and outside a cell. Primary cilia can be quite specialized, such as in sensory neurons that pick up light in the eye and smells in the nose. In the ear, multiple primary cilia in rows of hair cells pick up variations of pressure and frequencies of sound. In kidney cells, cilia gauge liquid flow.

Recently, primary cilia in T cells were found to help regulate other immune cells. When material is presented to the T cell by another immune cell, immune synapses are formed between the two cells using their primary cilia (immune synapses are described in chapter three). With this joining of cilia, T cells receive molecular particles for evaluation before they attack microbes and abnormal cells. Transport systems in the cilia of a T cell carry vesicles filled with molecules that are used to kill microbes and abnormal cells. Receptors in these cilia can also trigger the T cell to morph into an army of killer cells.

The Centriole Spindle and Primary Cilia Link

Although first observed in 1887, primary cilia have been difficult to study because they are ten thousand times smaller than a human cell. As with biological nanotubes, only recent research techniques have enabled closer observation of their functions.

The cylindrical structure of cilia is similar to that of centrioles, which produce and direct microtubules in a cell. In cilia, nine units of two microtubules form the cylinder. In centrioles, nine triplets of microtubules form the cylinder. As well as the central centriole near the nucleus, another centriole sits right next to each primary cilium, producing microtubules to build the cilium structure and to transport material from the cell into the cilium’s long cylinder.

As we know, centrioles are involved in producing the spindle that directs cell division. The spindle is part of a vast structure stabilized by two centrioles. The spindle, sometimes called the most complex machine in nature, consists of microtubule scaffolding with motors that orchestrate cell division by moving chromosomes and organelles. Four thousand microtubules participate in synchronized movements, along with multiple varied motors and pumps, to isolate and separate human chromosomes during cell division.

Recently, a close link was found between the spindle and primary cilia. Protein material was observed being placed in a vesicle at the primary cilium and sent to the spindle during cell division. This vesicle is passed on to one of the two daughter cells during division. It gives to that particular daughter cell’s primary cilium the exact signaling information and material from the mother cell. This connection bolsters the notion that primary cilia are more than antennae for intercellular communications; rather, they serve as a control center, or “brain,” for the entire cell.

Complex Environment and Function

The cylinder of the primary cilium is a long, thin tube that is anchored deep inside a cell and emerges far outward. This provides a unique environment for promoting conversations inside and outside the cell. Because cilia interiors are sheltered from the rest of the cell, they can accumulate a much higher concentration of diverse proteins than other parts of the cell, making signaling more efficient. Transport systems bring molecules into the cilium, then lift them up and down the cylinder like an elevator, with motors in particular locations along with imbedded receptors and signaling apparatus.

Multiple receptors that line the cilium tube have various physiological functions. Primary cilia sense chemicals, concentrations of ions, light, temperature, mechanical forces, and gravity. In the nose, primary cilia become olfactory receptors. In the eye, light-sensing receptors are an outgrowth of the tip of a primary cilium. Cilia sense pressure in cartilage and blood flow in heart cells. Recently, the locations of multiple previously well-known cellular signaling pathways were found to reside in the cilium.

Historically, the first major discovery of a vital function for the primary cilium was in polycystic kidney disease, in which two abnormal cilia proteins were found. In kidney cells, cilia respond to liquid flowing through tubules and send signals related to water pressure and calcium levels vital to kidney regulation.

Various brain functions are tied to primary and moving cilia. A recent study in mice showed that blocking receptors in primary cilia causes memory loss. Both mobile and stationary cilia are critical for brain development in the fetus via conversations among neurons, glia, and choroid lining cells. In developing brains, signals from primary cilia to stem cells are necessary for production of new neurons in the hippo-campus memory centers. Stationary primary cilia are vital for communication in the developing brain during neuronal migrations. Moving cilia help cells such as neurons and glial cells travel in the fetus. Brain disease can result if cilia are unable to send certain molecules through their transport mechanisms.

CILIA TRANSPORT SYSTEMS

Primary cilia use elaborate transport systems. Early observations showed that construction of a cilium starts at the base and then moves up the cylinder, with microtubule scaffolding and other proteins placed in order as it is built. Vesicles were observed transporting material for cilia construction, including pieces of proteins, which are released near the base.

Recently, the complexity of the cilium’s structure and transport system has begun to be unraveled. First, tagged material is brought from other parts of the cell to the base of the cilium with microtubule-based motors. Proteins attach to these molecules and drag them to the membrane near the base of the cilium. Motors then pull the transported material into the cylinder.
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Cross section of a cilium showing the nine doublets of microtubule columns. Unlike primary cilia, moving cilia also have one doublet in the middle. Electron micrograph. (Biophoto Associates/Science Source)

Particular motors are built at the base of the cilium to lift molecules up the long, thin cylinder. Motors pull up molecules to produce various receptors and scaffolding along the way. Upon reaching the top, motors are modified to bring other material down. This trip down to the base includes carrying signals that have been received from other cells, which are then transported to the nucleus for response. At the base of the cylinder, the motor again rearranges itself to bring the next cargo up.

Motors for cilia transport are not simple. The train that pulls material to the top consists of at least four motors. Each motor works in sequence, serving not just as a motor but also interacting with the membrane, helping to regulate receptor and signaling functions, such as making decisions about building the fetal brain. Motor molecules are also able to reach through the membrane to the external environment and receive signals or attach to objects. When the motor attaches externally, it can anchor mobile adult cells, as well as help migration during brain development.

CILIA-RELATED DISEASE

Abnormal cilia cause multiple diseases. One type of mobile cilia disease alters synchronized activity in the lungs, where rows of cilia normally beat twenty times per second to sweep out mucus and debris. This disease can affect cilia in the nose and middle ear as well. With smoking, cilia are damaged, causing mucus accumulation.

Multiple diseases have been traced to defects in primary cilia, such as disorders of the retina and kidneys; defects in primary cilia transport motors can even cause blindness. Eye cells have a large bulb at the tip of the cilium with multiple light receptors. Signals from these receptors travel through the narrow cilium cylinder to the body of the cell, where they are sent for responses. With motor problems, signals don’t arrive and receptors aren’t restocked, causing the disease known as retinitis pigmentosa.




CHAPTER 29

TALKING MOLECULES? THE CASE FOR mTOR

IS IT POSSIBLE that a molecule can converse like cells and organelles? It is not clear, but there is at least one candidate worth considering. A nutrient-sensing enzyme, called mTOR, has wide-ranging effects on cell processes related to growth. This molecule forms two large multiprotein complexes that receive messages about varied cellular activities and respond to all of them, simultaneously. These signals have wide-ranging repercussions for multiple illnesses, such as diabetes, cancer, seizures, and degenerative brain disease. Signals from the complexes also affect the global operation of the human brain related to sleep, appetite, circadian rhythms, and the clearing of misfolded proteins.
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mTOR molecule. (Astrojan/Wikimedia Commons)

The history of research about this molecule began when a naturally derived antibiotic was discovered in the 1970s on Easter Island in the Pacific Ocean. The antibiotic was called rapamycin, from the island’s indigenous name, Rapa Nui. Rapamycin was produced by bacteria to stop fungal reproduction, but it also had multiple other effects. It was found to increase life span in animals, similar to the way calorie restriction does. As it did in fungi, rapamycin stopped particular human cells from growing, including B lymphocytes and some cancer cells. It inhibited the actions of T cells. Later, even more functions were discovered for rapamycin. Currently, it is used to suppress the immune system after transplants.

In trying to figure out how rapamycin works, researchers discovered a similar molecule that operates in somewhat the same way, but in competition with rapamycin. When a third molecule was found to be the target of both of these molecules, it was called the target of rapamycin, or TOR. Rapamycin, it appeared, turned a TOR switch on and off. Later, TOR was found in multiple species, and the version in mammals was named mTOR, for the mammalian target of rapamycin.

The mTOR molecule and its large complexes were found to consist of multiple sections, each related to important cellular pathways for cell growth, inflammation, cancer inhibition, and reproduction. Complexes contain receptors triggered by hormones, immune signals, growth factors, and nutrients. They sense levels of all sorts of molecules that are needed in the cell, including amino acids, lipids, oxygen, and high-energy phosphate molecules, such as adenosine triphosphate (ATP). Signals are then sent to regulate cell pathways for each type of molecule so that enough of these necessary cellular building blocks are available for every organelle.

mTOR PROTEIN COMPLEXES

mTOR is an enzyme that catalyzes multiple chemical reactions. It removes high-energy phosphate particles from one molecule and places them on another, causing changes in activity—one part of the molecule binds to the energy particle and another to mTOR protein complexes that are part of signaling cascades. In this way, mTOR triggers messages in pathways involving the altered molecules. What is surprising is how many different signals can be sent this way to influence cycles throughout the cell at the same time.

mTOR’s major focus is directing the two large multiprotein complexes that sense when there are enough nutrients for the cell to grow and divide. To regulate these global functions, mTOR stays in touch with the condition of multiple organelles. Both protein complexes are involved in multiple pathways and use various signals, often active at the same time in separate organelles with different, but interrelated, functions. With mTOR as the center, the two complexes work together to monitor information from inside and outside the cell. Together, they respond to the needs of the cell by altering basic metabolic cycles and triggering more energy and supplies when needed.

There are multiple ways the two complexes provide interrelated functions. For example, when receptors on the first complex pick up information about available proteins and RNA to produce proteins, mTOR is activated and sends back signals that regulate protein manufacturing, including stimulating and inhibiting actions of ribosomes and messenger RNAs.

Meanwhile, the second complex regulates the actions of the important protein actin, which forms scaffolds. With the amount of actin production directed by the first complex, signals from the second complex cause actin filaments to start constructing scaffolding in axons and dendrites, such as in response to neuroplasticity from learning. This occurs in many other cells as well but is easier to observe in neurons.

Working together, mTOR and the two complexes provide support for cell division, responses to low-oxygen conditions, and repair of damaged tissues. During cell division, activation of mTOR triggers production of key cellular ingredients, such as membranes, DNA, proteins, and organelles. Cancer cell signals try to keep this mTOR stimulation going nonstop, which can produce uncontrolled cell division. Unfortunately, mTOR-focused medications for cancer have been disappointing, because mTOR complexes affect so many pathways at once. Therefore, it is not yet possible to stop cancer’s uncontrolled reproduction without other unwanted consequences.

In situations of low oxygen and damaged tissues, mTOR signals stimulate alternative metabolic cycles to mitigate the need for oxygen, and they trigger stem cells to produce more blood vessel cells. They also trigger more tissue cells for rapid repair. However, overstimulation of stem cells by mTOR can cause them to lose the power to differentiate. This occurs during drawn-out infections and trauma in which gradual loss of stem cells increases signs of aging.

mTOR AND LYSOSOMES

mTOR works closely with lysosomes, vesicles that remove debris and recycle material for use throughout the cell. Both mTOR and lysosomes identify levels of material needed for the cell, and they both respond with signals to increase or decrease production via recycling. mTOR complexes often sit right on the lysosome’s outer membrane for this close cooperation. Lysosomes also engage in communication with multiple organelles related to responses to infection and production of energy particles. Mitochondria have recently been observed docking with lysosomes for conversations about energy, via special communication platforms in both organelles.

Collaboration between lysosomes and mTOR removes debris, including misfolded proteins, damaged organelles, and microbes. For this trash-disposal process, a series of large and small vesicles is built, with central coordination lodged in the largest lysosome vesicles, which have the ability to disassemble most types of molecules. Remarkably, lysosome vesicles are able to maintain an exact pH between 4.5 and 5 in their minuscule space, like the stomach is able to do. This highly acidic level of pH allows easier breakdown of large molecules by the lysosomes’ fifty unique enzymes.

mTOR signals are vital for the three distinct mechanisms that lysosomes use to gather damaged material. One mechanism for collecting debris involves surrounding impaired molecules with vesicles, which fuse with lysosomes. Lysosomes and mTOR send signals to the Golgi to produce membranes for debris-gathering vesicles. They can also stimulate vesicles that eject debris out of a cell. A second mechanism involves lysosomes that pick up debris directly through invaginations in their membranes. A third involves proteins in the endoplasmic reticulum that place tags on debris and then send the debris to the lysosomes, where multiple transporters are produced to bring these waste molecules inside.

Lysosomes and mTOR regulate each other’s activities with signals that stimulate and inhibit. When there is a problem getting the proper amount of nutrients for organelles, more recycling is triggered by mTOR signals. Signals cause increased breakdown of large molecules into constituent parts such as amino acids, nucleic acids, and simple fats and sugars. Signals also stimulate diverse lysosome sizes, which can vary as much as ten times, based on the types of materials they are working with—large proteins, nucleic acids, carbohydrates, and fats.
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Lysosomes near a Golgi body. mTOR works closely with lysosomes, breaking down molecules to supply the amount of molecules needed for the cell. Electron micrograph. (Science Source/Science Source/Science Source)

AMINO ACID SENSING AND PROTEIN PRODUCTION

One important function of the combined efforts of lysosomes and mTOR is responding to a lack of amino acids in protein production. A particular amino acid, leucine, was found to produce a stimulant effect on mTOR. Recently, a similar response has been found for another amino acid called glutamine. What is striking is that these two mechanisms are completely independent, occurring in entirely separate cell compartments. Yet both interact with mTOR signals to regulate cellular growth.

It is not known if amino acid regulation is based on sensing just these two amino acids alone or whether other pathways haven’t been discovered yet. It is quite difficult to observe this type of signaling inside a cell. In any case, levels of these two amino acids are sensed by mTOR, and this triggers not just more recycling in lysosomes but also metabolic alterations to extract more amino acids from nutrients.

As well as regulating the use of amino acids in producing proteins, mTOR directs the genetic processes related to the protein manufacturing process in at least three distinct ways. Signals from mTOR influence proteins that increase or decrease production of particular messenger RNAs from DNA. They also influence enzymes that send messenger RNA to ribosomes. Also, at the ribosome, one end of the messenger RNA molecule needs to be stimulated by mTOR to start the process.

Research about regeneration after nerve injury has found more evidence about the ways mTOR stimulates the production of necessary proteins. When nerve damage occurs along the axon, signals first call for the production of mTOR molecules at the site of injury. Once multiple mTOR molecules are present, proteins needed for the repair are rapidly stimulated by these mTOR particles, using locally placed ribosomes and messenger RNAs.

ENERGY AND FOOD REGULATION

Somehow, mTOR monitors energy both at the cellular level and for the entire organism. Signaling with various organelles in the cell, mTOR picks up the amounts of energy-related nutrients available, such as lipids, then triggers their use to produce energy. At the same time, mTOR is at the center of the brain’s monitoring of energy for the entire organism.

Although regulation of eating to supply energy is not well understood, it appears to utilize multiple overlapping pathways. While there are many complex brain circuits involved, two opposing circuits are primary. mTOR signals are vital to both of these—increased appetite and obesity on the one hand and decreased eating and starvation on the other. One signal for having eaten enough causes mTOR to inhibit further intake. Another set of mTOR signals is involved in the effects of restricting calories to prevent aging.

OTHER mTOR EFFECTS ON THE BRAIN

Even more complex mTOR activity occurs in the brain. Circadian rhythms are a complex subject, since clocks have recently been found in all individual cells, in all organs, and in central brain regions. It is not yet clear how all these clocks interact with each other (described in chapter one). But it is known that various rhythms stimulate protein production through mTOR signals. It appears that mTOR signals are involved in brain synapses related to sleep, and that learning processes during sleep also have roots in mTOR signals.

Signals from mTOR complexes also affect the number of brain cells in the fetus and the creation of neural circuits. Abnormal mTOR levels in fetal growth produce brains with insufficient neurons, too many axons, distorted dendrite spines, and missing brain regions. In experiments, animals with altered mTOR show decreased learning ability and increased fearfulness. Misfolded proteins in brains can also trigger mTOR to inadvertently help cause degenerative brain disease.

mTOR signals are necessary for neuroplasticity, which rapidly builds and eliminates dendrites. Both mTOR complexes work together in this process. The first mTOR complex sends messenger RNAs and ribosomes by microtubule transport to the exact locations at a synapse to produce necessary proteins. Multiple proteins that hold the synapse together either strengthen or weaken the connection between the two neurons for the neuroplasticity effect. The second complex then stimulates the actin cytoskeleton to implement these alterations in axons and dendrites using the new proteins. Faulty signaling in any of these pathways leads to degenerative brain diseases.

An important aspect of brain development is directing migrating neurons and axons. mTOR signals are vital for setting up directional signals. Traveling axons search for distant destinations in the hugely complex brain architecture. Cues are provided by guidance molecules placed at particular locations along the way. Signals from mTOR stimulate local ribosomes to manufacture these proteins at the exact locations. In animal experiments, a lack of these mTOR signals and support molecules disrupts development of visual circuits.

mTOR’s WIDE-RANGING INFLUENCE

With its wide-ranging influences on cellular processes, mTOR is implicated in multiple diseases. Some of these are produced by reactive oxygen molecules that trigger mTOR to stop protein and energy production. Signals involving mTOR have been associated with an increase of abnormal misfolded proteins, such as amyloid and tau in Alzheimer’s disease and synuclein in Parkinson’s disease. Seizures have been treated by antagonizing mTOR with rapamycin. A new experimental treatment for depression with the anesthetic ketamine produces rapid results by stimulating mTOR pathways. However, rapamycin blocks the effect of this new treatment for depression.

It is surprising that one molecule can be involved in so many cellular processes. This raises questions about whether particular molecules have conversations in the same way that cells and organelles do. Previous chapters show conversations among all types of human cells and their organelles and even unicellular microbes that don’t have a nucleus. Even viruses, which defy the conventional definition of life, engage in complex communication processes. We are now learning more about communication that directly comes from such molecules as mTOR, which is somehow also at the center of multiple simultaneous signaling pathways.




CONCLUDING OUR TOUR OF CELLULAR CONVERSATIONS

WHAT CONCLUSIONS CAN BE DRAWN from this tour of cellular conversations? Although cells are considered the most basic characteristic that defines life, it is actually the conversations among cells, and also the conversations that take place inside them, that determine biological activity and produce the essence of life. The science of cell communication allows new ways to understand health and disease. It also has implications for understanding evolution as well as consciousness.

While elaborate signals among neurons have been observed for years, why hasn’t signaling among all other cells been obvious before now? It has been hidden from general view because of impenetrable jargon in scientific journals. Arcane terminologies of signals, receptors, genes, and cell subtypes aren’t generally known, even across various research areas. Professional articles and books on molecular signaling are complex and don’t provide this overarching synthesis. They are hard to understand, even for clinicians and scientists who don’t actively work in a particular field. Also, most of this information has been discovered in the past several years, and biology dogmas die hard.

The synthesis of scientific data in this book makes it easy to see why communication among cells has wide-ranging significance. Descriptions of cellular conversations help demystify the latest research on immunity, digestion, cancer, neuroscience, pain, and other topics. This overview—not available anywhere else in one place—is particularly important for those who are ill and trying to follow advanced treatments.

UNDERSTANDING NATURAL CONVERSATIONS

Perhaps most surprising is that all types of cells from completely different evolutionary lineages—bacteria, archaea, fungus, worms, plants, and human cells—naturally talk with each other using similar signals. This simple fact allows readers to see how biology works. For example, everyone has heard that microbes have great influence in human lives. But it’s not clear how this occurs without understanding that microbes speak with all human cells in the same language that human cells use to converse with each other. The influence of microbes on human cells is the result of these natural conversations between them, in which one clearly understands the language of the other.

There are multiple other examples. Understanding the natural conversations that occur among cancer cells, microbes, and immune cells generates the latest medical treatments in which microbes and T cells can be used to attack cancer. Other examples include the multiple ways that brain and immune systems talk with each other, related to chronic pain syndromes and stress. It is also the daily natural conversations of gut lining cells with immune cells that allow us to gain a better understanding of food allergies. Also, natural conversations of gut lining cells and microbes determine what microbes become dangerous, enabling us to provide avenues for exploring new treatments for infections.

SURPRISING NEW PHYSIOLOGY

New science shows that physiological functions, dependent on multiple various simultaneous conversations, can be more complex than previously thought. No one suspected until now that events in one organ could be based on wide-ranging conversations with tissue cells, blood vessel cells, neurons, microbes, immune cells, and even cells in distant organs.

Signaling in the Brain

Signals among neurons are considered the gold standard for understanding brain function. But, in fact, we are learning from new research that neurons cannot function without elaborate signaling among glia cells, blood vessel cells, immune cells, and lining cells. Also, neurons commonly use multiple simultaneous types of communication, such as neurotransmitters, immune signals, electrical synapses, brain waves, and sacs filled with information molecules. Conversations related to pain use entirely different types of large complex synapses that incorporate signals from multiple types of cells at the same time.

New types of conversations have also been found in the brain. No one knew, for example, that myelin patterns are so complex; myelin had always been considered to be just simple insulation. Now, research shows myelin-producing cells are part of wide-ranging conversations that determine changing patterns to accommodate various travel speeds required for circuits throughout the brain. Researchers discovered that these conversations are enabled by a newly found type of synapse between the neuron’s axon and the nearby myelin sheath.

Researchers were also surprised to find elaborate conversations between multiple guardian cells that are now known to determine what is allowed to enter the brain. Via signals circulating in cerebrospinal fluid, lining cells are able to call for precise types of immune cells to provide help at exact locations in the brain. Also, it was never clear before why there were so few ordinary immune cells in the brain. Now, newly discovered conversations between resident brain immune cells and immune cells outside the brain are found to be vital for preventing adverse mental states, autoimmune diseases, and degenerative brain diseases.

Signals to Fight Infection

Discovering signals related to infections has also been surprising. No one expected that capillaries provide travel directions for blood cells and instructions for stem cells about organ repair. Or that blood cells receive instructions from a variety of cells, including immune cells, tissue cells, neurons, and even platelets. Recent observations show that these signals direct traveling white blood cells as to where they should exit blood vessels at exact locations and where they should squeeze through difficult spaces in tissue. Signals give instructions for travel in difficult terrain, using such techniques as moving against blood flow and altering shapes and metabolism.

Researchers were also surprised to learn how platelets converse with immune cells, blood cells, and capillary cells as first responders for infections. With no nucleus to direct them, they still are able to communicate with signals built in before their birth from mother cells. Platelets direct actions against microbe infections and trauma until T cells can arrive. Based on signals, platelets change shapes for multiple activities, including organizing blood flow and helping to rebuild tissue while diminishing scar tissue growth.

Cancer Cell Behavior

Behavior of cancer cells is particularly fascinating. Cancer cells communicate among their own comrades for all group activities, as well as with microbes, immune cells, and neighboring local tissue cells. Cancer colonies entice local tissue cells and blood vessels to help them grow. Cancer cells intercept and manipulate signals to evade attacks from immune cells and microbes. Even more surprising is that these cells communicate with distant regions to create pleasant environments for metastatic colonies. Because sacs are cancer’s favorite communication vehicle, blood tests now monitor sacs in the blood to determine whether cancer is present.

Microbe Extensive Communication Ability

Microbes have the ability to communicate with all types of creatures. New findings show that virulence in human illness is not just based on the characteristics or amount of specific microbes but rather on the conversations among multiple species, even in highly structured bio-films. Researchers are learning more about how conversations among microbes and immune cells influence outcomes of infection. Also, signals from microbes in the gut affect digestion, metabolism, anxiety, and obesity. In addition, microbe signals can help or hurt cancer cells.

In the plant world, trees and other plants communicate with each other through microscopic wires made of long, thin fungal cells, and this can take place through an entire forest. Signals provide mutual protection, with warnings about specific dangers, as well as a way to share nutrients.

Organelle Conversations

The new science of signaling has also shed light on the surprising ways organelles participate in cell function. Wide-ranging conversations among various organelles respond to cell stress and provide quality control for mitochondria, membranes, and production of proteins. Elaborate signaling inside neurons provides precise transport of materials along the axon and allows complex decision making to take place among multiple compartments in dendrites. We are also learning about how the primary cilium might function as a cell’s central control center, as sort of the “brain” of a cell, with its tubular structure used as an antenna for signaling.

SEARCHING FOR ANSWERS IN MODERN MEDICINE

When looking for new treatments, a paradigm shift needs to take place to explore completely new avenues never considered before. Now, instead of reducing proposed mechanisms to one cell or one organ, research must investigate widespread collaboration and competition among multiple cells throughout the body. Examples include conversations among immune cells and brain cells for various functions never thought to involve both. Who would have suspected that mental states can be directly altered by signals from T cells that are not even in brain tissue?

As medical science becomes increasingly complex, most people find it more challenging than ever to comprehend what maintains health and what causes disease. It is difficult to follow advanced medical treatments for cancer, infectious diseases, immune diseases, chronic pain, food allergies, and brain disease. Cellular conversations allow understanding of how immunology, neuroscience, microbiology, and cancer research fit together. They allow understanding of what future treatments might be, such as finding new microbial products in the gut that affect obesity, bowel disease, or anxiety. Since conversations between immune cells and brain cells are implicated in stress, depression, pain syndromes, cancer, and brain trauma, cell signaling in all aspects and all places of the body is where research must be pursued in the search for more effective treatments.

ORIGINS OF EVOLUTION AND INTELLIGENCE

Cell conversations are also important when considering mechanisms of evolution and the origins of intelligence in nature. Are cells intelligent? Could cellular language of signaling be related to intelligence in creatures? Unfortunately, it is not possible to answer these questions because there is no confirmed definition of intelligence. Nor are there serviceable definitions of awareness or consciousness; we say that cells are alive, but our definition of life is inadequate. For example, many researchers don’t consider viruses to be living entities, yet viruses have very elaborate lifestyles, with the ability to specifically counter actions of large complex cells through signaling and other processes.

What can be said is that biology is based on information transfer. Ubiquitous transfer of information among cells somehow leads to actions of much larger and more complex organs and a multitude of organisms, which include animals and plants. In current biology, information transfer begins with chemical reactions, DNA codes, RNA codes, and the exact shapes of proteins, lipids, and sugars. Cellular communication uses these information codes as signals.

Information codes also exist at every level of biology across six orders of magnitude—from molecules to humans. At the molecular scale, information is in the form of chemical signals; at the scale of human societies, information is encoded in mathematics and language. It is not known how this flow of information is directed and organized at either of these levels.

A CENTRAL CONTROL CENTER FOR INFORMATION DISTRIBUTION—DOES ONE EXIST?

Efforts to understand how human brains use information have not yet been successful: no clear source of direction for the widespread information flow in brain circuits, for instance, has been found. Attempts have failed to detect a central control module in the brain, such as a seat of consciousness and subjective experience. Instead, brain activity seems to be distributed widely among diverse cell clusters using signals that change frequently in milliseconds. During neuroplasticity from learning, multiple circuits throughout the brain alter themselves in different ways simultaneously, without an obvious central commanding post to direct these processes.

Comparing various animal brains with diverse and unusual capacities, the same types of questions remain. Information flow in nonhuman animal brains uses similar cellular molecular signals, but in different ways. The very capable octopus brain distributes its neurons between the center and its arms, somewhat the same way that the human brain distributes some of its power to the large semiautonomous gut nervous system.

Small brains of lizards and birds show surprisingly advanced abilities. As brains get even smaller, various types of signals produce remarkable abilities, such as in insects. An example is bees, which have tiny brain structures quite different from humans’ but are able to utilize symbolic language, abstract concepts, advanced learning, mathematical abilities, and kaleidoscopic visual memory.

One issue facing scientists is the fact that we don’t know if all the types of signals have been discovered yet. As well as chemical and electrical signals, there could be other types, such as electromagnetic fields, photons, and quantum states, which might be directing information flow. While cells are powered by DNA and RNA information codes, it is mysterious how regulation of genes also includes three-dimensional shapes of DNA and tags placed on both DNA and its protective molecules.

Three-dimensional shapes of proteins, known to produce their precise actions, are so complex that modern supercomputers cannot yet compute how proteins fold into these shapes based on sequences of amino acids. But at the same time, individual cells are able to manufacture new sequences of codes to build new precisely shaped attack proteins.

We don’t understand how human cells by themselves can show such surprisingly advanced levels of activity based on information transfer, without a clear source of direction. Cells self-edit their own DNA in elaborate multistep methods—fixing DNA errors and producing unique antibodies and T cell receptors.

Another example of advanced information transfer without obvious direction is the way cells are able to edit messenger RNAs. This complex editing can produce up to five hundred different proteins by cutting up and sewing together RNA pieces produced from a strand of DNA that used to be considered one gene. It is also not clear how immune cells can stay in close communication with the stable wires of the nervous system while traveling without obvious direction.

LIFE AND INFORMATION TRANSFER

While we don’t know what life is, we do know it involves information transfer based on signaling of viruses and bacteria, signaling among human cells, signaling in complex circuits of brain cells, and signaling among human beings in society using language and mathematics. But we also don’t know exactly what information is or how it is directed in nature at these various levels.

While information exists in each human brain, how does it exist outside individual brains in the annals of collected memories of individuals that form scientific knowledge and culture? The same question can be asked about how information exists in individuals and among groups at all other levels. Where does the direction come from when cells are able to talk with each other in surprising ways that influence the entire organism? How can ants and bees demonstrate elaborate individual behavior, but the superorganism performance is greater than each individual’s capacity?

As matter and energy interact at all scales of the universe, could information transfer be another fundamental aspect of physical nature? Are particular types of information transfer the definition of life?

Thus far, physics postulates three divergent laws for very different sizes—quantum laws at the infinitesimal subatomic scale, Newtonian laws at the scale of humans, and general relativity at the great size of the universe.

Are the rules of information and life different at these three scales? Humans lie somewhere near the middle of this vast number of orders of magnitude, with information transfers at each level. As more is discovered about cellular conversations, perhaps we’ll be able to begin to answer some of these questions.




APPENDIX

THIS SECTION LISTS ARTICLES for further study related to each chapter. Many of these fields are rapidly evolving, and new articles are appearing almost daily. Several subjects are more obscure, with review articles that are much older. The articles chosen attempt to give a starting point from a much larger pool of research. Also, each review article has a long list of references.

These articles from the best journals do contain a significant amount of jargon that can be difficult. For example, describing a cellular conversation might include names and acronyms for signal molecules, molecular pathways, receptors, genes, and promoters and inhibitors of genes. A signal might be identified by multiple complex names at the same time. Because of this, I recommend review articles first, but these be may less current than single research articles.

There is a vast literature for many of the chapter subjects, but particularly for T cells, neurons, cancer, pain, and microbes. Also, there is considerable overlap with each of the areas of research. Several of the chapters describe concepts that are relatively recent, and there is less material.

While the book chapters just scratched the surface of cellular signaling activity for each cell described, giving complete bibliographies for all of the details mentioned is beyond the scope of these notes.

Chapter 1: Cells—They Talk About Everything!

This chapter combined four unrelated areas of research that are all proceeding at different rates. The most research has been on cellular clocks, with new findings almost daily in this arena. Several review articles are listed as an introduction. Questions about how cells maintain their appropriate size and their awareness of their own aging are relatively new, and there is limited research available.

How cells communicate about the shape of organs and limbs and where they are located in developing tissue is a new area of research that is quite complex. This chapter introduced chemical gradients, and a review article is listed. Very exciting research on electrical gradients is too complex for this book. For those interested in this new and developing field, I have listed a review article by Michael Levin, one of the pioneers in this research.
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Chapter 2: Signals for Migrating White Blood Cells

There is extensive research on newly discovered functions of white blood cells, including their ability to travel in all types of terrain and the signaling that enables their transit. Individual research articles describe how cells move with rapidly changing scaffolds. Details are emerging about how organelles are carried during movement. Multiple studies describe the recently discovered signals for white blood cells to get to infections. Also, an exciting area of research involves white blood cell signals as they die at the site of infections.
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Chapter 3: T Cells—Masters of Immunity

It is impossible to represent the extensive research into T cells in a small number of review articles. Articles here were chosen out of a sample of more than fifty. The most important findings are occurring now and are presented not in review articles but as single-study research in a broad range of fields spanning infections, cancer, neuroscience, pain, and psychiatric disorders, among others.
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Chapter 4: Capillaries—the “Brain Centers” of Tissue Development

The complexity of capillary functions is just now emerging. Slowly, the wide range of unique capillaries in each organ is being unearthed. Unlike the literature on T cells, the literature on capillaries is not vast, but studies are unraveling the unique ways that capillaries are linked with nearby organs. A search of recent research should include the unique capillary niches in specific organs and the unusual behavior of pericytes.
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Chapter 5: Platelets—Much More Than a Plug

It was a big surprise to find that platelets also engage in elaborate signaling as first responders to trauma and infections, and continue to communicate with white blood cells and capillary and tissue cells about fighting microbes. Recent research shows platelet signaling in cancer. This is a slowly evolving literature.
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Chapter 9: The World of Neurons

Like cancer, T cells, and microbes, research into neurons is massive. Here there is a smattering of articles related to the limited subjects covered in the chapter. These describe types of signaling that occur beyond neuronal circuits. Review articles describe maintenance of neuronal identity, electrical synapses, and communication with immune cells and cancer cells. Individual research articles include brain waste removal, neurogenesis, and rapid vesicle turnover at synapses. Several articles describe advances in signaling with brain waves in memory regions and the new research into electrical patterns that are not brain waves or axon electrical activity.
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Chapter 10: The Supportive Role of Astrocytes

An increasing amount of research shows how vital astrocytes are to every aspect of neuronal circuits. Five reviews cover the multiple astrocyte functions related to control of synapses and circuits. Research articles include influence on brain clocks, calcium signaling, regulation of myelin structures related to axon velocity, subtypes of astrocytes regulating specific neuronal circuits, and neurons regulating their specific astrocyte types.
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Chapter 11: Microglia—Master Regulators of the Brain

Microglia research is rapidly expanding in the fields of neurodegeneration, infections, cancers, and all immune activity. Here are some recent reviews and specific articles on “don’t eat me” signals, an effect on cognition, inclusion in a pain circuit, and recent research showing a mechanism for evaluation of cell function by touching neurons.
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Chapter 12: The Myelin-Producing Oligodendrocytes

The new science of myelin is extremely complex, and myelin is difficult to study. Reviews include the newly discovered signaling between axons and myelin and factors involved in remodeling myelin related to neuroplasticity. Specific articles describe newly discovered subgroups of oligodendrocytes and new research connecting myelin damage in multiple sclerosis with microglia and T cell signaling.
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Chapter 13: Guardian Cells of the Brain

The emerging anatomy of the CSF, blood-brain barrier, and meninges is complex and demonstrates multiple new ways immune cells interact with the brain. There is, also, expanded research into functions of choroid cells and pericytes. A large literature is emerging about the unique ways that the brain is “privileged” but also accessible by immune cells and microbes. Several articles describe new avenues for immune cells’ travel into the brain. Other articles describe microbe interactions with brain and immune cells. Research articles describe waste removal and coordinated cilia producing flow in the ventricles. Several articles are about choroid cells and pericytes.
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Chapter 18: Microbe Influences on the Brain

There is increasing evidence that microbes influence the brain and behavior, and this is reflected in four articles. Other articles describe microbe travels into the brain. Two articles reflect the increasing evidence that gut microbe signals in particular affect the brain.
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Chapter 19: The Complex World of Viruses

Articles reflect the increasing evidence that viruses, like other microbes, use signals as a community to coordinate their actions. Two articles highlight this communication against bacteria, including the discoveries of actual virus signals. Other articles represent the ways bacteria and viruses fight and cooperate. Several describe the abilities of viruses to evade attacks while inside the human cell. Specific articles highlight the remarkable lifestyles of four viruses discussed in the chapter—Ebola, HIV, varicella, and bacteriophage. Several articles reflect the unusual abilities of viruses to rewire human cell activity and manipulate cell scaffolding and information vesicles.
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