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Introduction
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This book is an introduction to representation theory. Representation the-
ory is complementary to structure theory, these being the two main goals
within the study of abstract algebra. When we define a class of algebraic
structures—such as groups, rings or fields—we can ask about their prop-
erties and constituent parts, then attempt to classify interesting subclasses.
This is what we would call “structure theory”.

In contrast, representation theory initially concentrates on one particu-
lar member of a class—a particular group, ring or field, say—and asks in
what ways it occurs as the symmetries of other objects. The first example
one usually meets is that of a group acting on sets. Many groups arise as
the symmetries of a geometric shape, such as triangles, squares, tetrahedra,
cubes or more complicated shapes.

If we concentrate on the symmetry group of a triangle, a group usually
called S3, we can ask “what other shapes (or more generally sets) also have
S3-symmetry?” An example would be a hexagon, as we can see by inscrib-
ing a triangle inside it. Then another way to phrase our question is “what is
the representation theory of S3?”

This book is intended for those who have learned linear algebra and
some structure theory of groups or rings1 and who would like to find out
about representation theory.2 Where needed, for example to establish nota-
tion, we will recall definitions and relevant results and signpost to other
sources for more details.

We will also take a categorical approach. That is, we will start by intro-
ducing the notion of a category and related ideas, to give us the language
we need to state and prove results in a way that aligns with current research
in representation theory. We will use only a little category theory per se but
will make frequent use of notions such as categories of modules, morph-
isms in those categories, functors and so on. This will give our presentation
of some classical results a different flavour, complementing other (excellent)
texts covering similar material, such as [EH], [ASS], [JL] or [Sch].

Inevitably, it is not possible to cover every topic in one book. We have
chosen not to address the non-associative theory, that is, Lie algebras and
their associated Lie groups. Part of the reason for this is that the flavour
of the representation theory of Lie algebras is somewhat different. Another
reason is that there are a number of very good extant books on this topic,
such as [FH] and [Car]. Similarly, one has to stop somewhere with the top-

1In the UK higher education context, this would usually be in the first or second year of an
undergraduate degree in mathematics.

2The advanced topics in Chapter 6 aim to take the reader to the point of being ready to read
recent research papers in relevant areas of representation theory.
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ics one has and so this volume does not cover character theory for finite
groups; we recommend [JL] to those wishing to explore the representation
theory of groups further.

Any text of this type inevitably draws on the work of many previous
authors and is influenced by one’s colleagues. I would like to offer general
thanks to all of them, some ofwhomare citedwithin the text. A specialmen-
tion goes to Michael Wemyss, however: we taught our first lecture courses
in Oxford in 2008, mine on group theory and his on algebras and repres-
entation theory. This book reflects more than fifteen years of conversation
between us on approaches to the pedagogy of abstract algebra, not least its
attempt to say things in the most general way possible that the audience can
appreciate.

I would particularly like to thank the reviewers of the drafts of this text,
whose suggestions were extremely helpful and whose comments have im-
measurably improved the whole book.

JEG, April 2025

Note to students
Some sections are marked with the symbol ~, indicating that they are more
advanced topics. Generally they can be omitted until such time as you are
ready for them. In them, there will often be fewer details, including un-
defined terminology. When this happens, it is expected that you will use
explicit references together with helpful on- or off-line sources to fill in the
gaps.

Note to fellow educators
This text emerged from the author’s desire to give a synthesized approach
to teaching advanced algebra, resisting the common (often pragmatically
motivated) separation of the representation theories of finite groups and al-
gebras respectively. However, one might wish or need to teach these topics
separately, as indeed the author had need to. I therefore offer the follow-
ing recommendation of how to construct lecture courses of approximately
twenty hours of lectures:

Representation Theory of Finite Groups: 1.1–1.5, 2, 3.1, 4, (optionally, 5.1),
5.2 (plus three to four hours on characters, if desired)

Representation Theory of Algebras: 1, 2, 3.2, 3.3, 4, (optionally, 5.1), 5.3

Judgement based on students’ prior knowledgewill determine the speed
at which 1.2–1.4 need to be covered.
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Chapter 1

Algebra

©2025 Jan E. Grabowski, CC BY-NC 4.0 https://doi.org/10.11647/OBP.0492.01

The aim of this first chapter is to gather the definitions and some fun-
damental properties of the main protagonists in our story: groups, rings,
fields, vector spaces, algebras and quivers. We start with those you aremore
likely to be familiarwith and you shouldmove through these at the pace that
suits you.

Some details will be omitted and we will not venture into areas that are
not closely related to our main goal in this book. For example, we will not
discuss factorization properties in rings, which you might otherwise find in
a book covering ring theory. If you would like to explore abstract algebra
further, the bibliography (p. 211) contains several good starting points at
different levels, of which the most wide-ranging is [Alu].

1.1 Algebraic structures
Thewaywe usually characterize algebraic structures is as setswith some data,
most often operations or distinguished elements. We usually ask that the op-
erations or distinguished elements have certain properties or that different
operations or elements interact in a particular way. In principle there are
many different types of algebraic structure but in practice some have much
richer theories than others and more (interesting) examples “in nature”.

An algebraic structure consisting of a set S and n pieces of data will
be denoted by recording the information as tuples, e.g. (S, d1, d2, . . . , dn).
Sometimes we will use different letters for the set S, to help us remember
which type of algebraic structure we are thinking about, and we might use
established ormore suggestive notation for the operations or elements, such
as +, ×, 0 or 1.

Some important properties an operation might have include being as-
sociative, meaning that a ∗ (b ∗ c) = (a ∗ b) ∗ c for all a, b, c ∈ S, or being
commutative, meaning that a∗ b = b∗a for all a, b ∈ S. We will also regularly
encounter the notion of an identity element for an operation ∗, which is an
element e such that e ∗ a = a = a ∗ e for all a ∈ S. When we have an iden-
tity element, it is also possible to define inverse elements: we say that b is a
(two-sided) inverse for a with respect to ∗ if a ∗ b = e = b ∗ a. It is a helpful
exercise to show that identity elements and inverses are unique if they exist.

https://doi.org/10.11647/OBP.0492.01
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Here are some examples of algebraic structures youwill encounter through-
out this book.
Definition 1.1.1. A group is an algebraic structure (G, ∗) with ∗ an asso-
ciative binary operation, having an identity element e and such that every
element of G has an inverse with respect to ∗.
Definition 1.1.2. A group (G, ∗) is called Abelian if ∗ is commutative.

The order of a group (G, ∗) is the cardinality of G, denoted |G| and we
say that (G, ∗) is finite if the set G is.
Definition 1.1.3. A ring is an algebraic structure (R,+,×) such that (R,+)
is an Abelian group, × is associative and we have the distributive laws

a× (b+ c) = (a× b) + (a× c)

and

(a+ b)× c = (a× c) + (b× c)

for all a, b, c ∈ R. The identity element for the group (R,+)will be denoted
0R.

The two equations given here are called the first and second (or left and
right) distributive laws. We could bemore general and say that×distributes
over + from the left if a × (b + c) = (a × b) + (a × c), and correspondingly
for the right-handed version. Notice that these are not symmetric in + and
×.

Looking carefully, you may notice that this definition of a ring does not
necessarily match with that that you have seen before. This is because we
have not included in the definition the requirement for a ring to have amulti-
plicative identity (i.e. an identity element with respect to ×), also sometimes
called a unit. Wewill call a ringwith an identifiedmultiplicative identity for
× a unital ring. To emphasize that we might not have a multiplicative iden-
tity, we will sometimes say that (R,+,×) satisfying only Definition 1.1.3 is
a (not necessarily unital) ring. If one can prove that the ring cannot have a
multiplicative identity, we say that it is non-unital.
Definition 1.1.4. Afield is an algebraic structure (F,+,×) such that (F,+,×)
is a ring, × is commutative and has an identity 1F ̸= 0F and every element
of F \ {0F } has an inverse with respect to ×.

Notice that the definition of a field (F,+,×) could also be written equi-
valently as saying that (F,+) is an Abelian group with identity 0F ,
(F \ {0F },×) is an Abelian group and that + and × satisfy the distributive
laws.
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From now on, we will prefer the symbol K for a field; this will avoid
clashes of notation as we have another concept for which we will prefer F .1

We see from these definitions that rings are groups with extra data, and
fields are rings with further extra data. So every field is in particular a ring,
and every ring is a group.

Groups, rings and fields appear in various different contexts and the fol-
lowing list of examples is not in any way comprehensive. Rather, they are
examples that should be somewhat familiar to you following a first course
in abstract algebra.

Number systems

• The rational numbersQ, the real numbersR and the complex numbers
C are fields.

• The set of integers Zwith the usual operations is a unital ring (but not
a field); in many ways, Z is the prototypical (unital) ring and many
ring-theoretic questions are inspired by the behaviour of Z.

• The set of even integers 2Z with the operations inherited from Z is a
non-unital ring.

• Note that N = {0, 1, 2, . . . } is not a group or a ring with respect to the
usual addition andmultiplication operations. Note too that we choose
the convention that 0 ∈ N.

• For each n, the set of integers modulo n, Zn (with addition and mul-
tiplication modulo n) is a unital ring and is a field if and only if n is
prime.

• The set of polynomials in n variables with coefficients from a ring R,
R[x1, . . . , xn], is again a ring, with respect to the usual addition and
multiplication of polynomials. This includes examples such as R[x],
C[x, y] and so on.

• Since Q, R and C are fields, as we said in the remarks after the defini-
tion of a field, we have associated groups Q× = Q \ {0}, R× = R \ {0}
and C× = C \ {0} with respect to multiplication.
More generally, the set of invertible elements in a ringR forms a group
under multiplication (called the group of units,R×). For a fieldK, we
have K× = K \ {0K}, because every non-zero element is invertible.

1The use of a form of the letter K here is common among representation theorists, deriving
from the German terminology “Körper” (“body”) due originally to Dedekind.
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Symmetry groups

• Natural examples of symmetry groups are the set of rotations and re-
flections of a square, an n-gon, a circle or other 2-dimensional figures,
as well as rotations and reflections of a cube, tetrahedron, etc.
A particularly important example that occurs often is the dihedral group
D2n (of order 2n), defined to be the group of isometries of R2 pre-
serving a regular n-gon. The dihedral group D2n is generated by two
elements a and b and has the following presentation:

D2n =
〈
a, b | an = e, b2 = e, aib = ba−i ∀ i ∈ Z

〉
It follows that D2n = {aibj | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ 1} and hence that
D2n has 2n elements. Here, the elements ai are the n rotations of the
n-gon and the elements aib are the n reflections.

• The “symmetries of a set” S are given by the set of bijections
Bij(S)

def
= {f : S → S | f is a bijection}. This set satisfies all the condi-

tions to be a group with respect to composition of functions.
Permutations are exactly bijections from the set {1, . . . , n} to itself.
These groups are called the symmetric groups and we denote them
by Sn.
They (and the symmetry groups of geometric objects) are usually not
Abelian, in contrast to all the previous examples.

Matrices

• We can add m × n matrices and multiply n × n matrices, we think
we know what the zero and identity matrices are and we know that
sometimes we can invert matrices. So it should not be a surprise that
sets of matrices can have either group or ring structures, though they
are almost never fields.
More precisely,Mn(Z),Mn(Q),Mn(R) andMn(C) are all rings; in fact
Mn(R) is one for any ring R. We call these matrix rings. (In linear
algebra, we usually work over a field, because we want to be able to
divide by scalars as well as multiply by them.)

• Inside any matrix ring over a field K, the subset of invertible matrices
(those with non-zero determinant) forms a group, the group of units,
as defined above. We have a special name and notation for the group
of units of matrix rings: we call them general linear groups and write
GLn(K). The group operation is matrix multiplication.
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Sets of functions

• The set of functions from R to R, denoted F(R,R), is a ring with re-
spect to pointwise addition and multiplication, that is, for functions
f, g and x ∈ R, (f + g)(x) = f(x) + g(x) and (fg)(x) = f(x)g(x).

• We can generalize this to functions fromany setY toR (denotedF(Y,R))
or from any set Y to C (denoted F(Y,C)) or indeed from any set Y to
any ring R (denoted F(Y,R)). Each of these is a ring, essentially be-
cause the codomain (R, C or R) is.

This list might give the impression that there are a lot more rings than
groups. This is both misleading and complicated. Every ring is an Abelian
groupunder addition and not every group isAbelian, but on the other hand,
a given Abelian group might support multiple ring structures. It just so
happens that the examples you are familiar with are mostly rings or fields,
but there are certainly plenty of groups too.

One important observation about the above list is that lots of these ex-
amples, notably the symmetric groups, the matrix rings and general linear
groups, are naturally symmetries of something. The description of symmetry
groups we gave says this explicitly. One of the main results in linear algebra
is thatmatrices are the same thing as linear transformations of vector spaces,
and hence GLn(K) is the symmetry group of Kn, the n-dimensional vector
space over K. This idea is what leads us to study representation theory.

In the next two sections, we include foundational definitions and prop-
erties of groups, rings and fields that will be used (often tacitly) in the main
body of this book. Wewill give less commentary than elsewhere in the book
and also omit proofs: if you have not seen them before, we recommend at
least trying to prove them yourself. Depending on your background, you
maywish to review thismaterial inmore or less detail. However, you should
resume no later than Section 1.4, since there we cover important prerequis-
ites for our later work.

Throughout this text, boxes such as these will appear occasionally. They
will encourage you to use computer algebra systems to help you with
computing examples of the theory being discussed. Themainmotivation
for this is to give you a tool to explore larger examples than are feasible
by hand, so that you get a better sense of the general case than you might
from very small examples.

In themain, this will focus on doing the heavy lifting of linear algebra,
e.g. computing eigenvalues and eigenvectors, applying elementary mat-
rix transformations etc. Butmany computer algebra systems can domuch
more, so we are only dipping our toes in the water andwe encourage you
to explore the wealth of material in the online tutorials and manuals to



Chapter 1. Algebra 6

find out more.
We have also chosen to concentrate on the system SageMath ([Sag]).

SageMath integrates a number of free open-source packages, is based on
Python andhas a handybrowser-based interface available called SageMath-
Cell (https://sagecell.sagemath.org/). Each of these comes with a
number of advantages for us, hence our choice.

However, you may have access to a different computer algebra sys-
tem and prefer to use this. You will find that your system can probably
do everything we will ask SageMath to do, once you have translated the
syntax appropriately. Generally speaking we will be using in-built func-
tions, so this will largely be a matter of finding the corresponding func-
tion name in the manual. Be aware, however, that different systems do
sometimes have different conventions and so the outputs may not exactly
matchwhat is included here from SageMath. This is what is known in the
business as a “Learning Opportunity”; understanding why the answers
look different will probably help you understand the mathematics better.

In this section, we will introduce SageMath and its syntax. Our ap-
proach will be to give code snippets to get you started, not to write a
textbook on using SageMath. You will almost certainly find it helpful to
use the Sage Tutorial (https://doc.sagemath.org/html/en/tutorial/
index.html) alongside this book, to find more in depth guidance and
information. Note that we have tested code given here via SageMath-
Cell, which is using version 10.6 at the time of writing. It is possible that
changes have happened in between then and your reading this book, in
which case some further investigation may be neededa to identify appro-
priate changes to the syntax.

The first basic operation is assigning names and values. Typing
1 n = 10

into a SageMathCell and pressing “Evaluate” returns nothing. This is
because what we have done is asked SageMath to assign the value 10 to
the variable n, which (hopefully) it did. If wewant to see output, we have
to ask for it: entering

2 n

on a new line and pressing “Evaluate” prints 10, as we wanted. Setting
another value, saym = 5, we can ask true/false questions as follows:

3 m = 5

4 m == n

evaluates to False and we can ask multiple further questions at once by
adding

5 (m <= n, 7 > m)

https://sagecell.sagemath.org/
https://doc.sagemath.org/html/en/tutorial/index.html
https://doc.sagemath.org/html/en/tutorial/index.html
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to obtain (True,True). Note that we can do multiple calculations on one
line, separated by semicolons ; but Evaluate just returns the value of the
last of these. So

6 m <= n; 7 > m

is valid syntax but just returns True. If we had asked
6 m >= n; 7 > m

we would have been told True, even through the first expression evalu-
ates to False.

To summarize, = assigns values, == compares for equality and <, <=, >
and >= have their expected meanings as “less than”, “less than or equal
to” and so on. Be aware that SageMath objects have (dynamic) types and
comparisons like this may fail due to incomparability of type rather than
value.

aThe author would welcome all feedback but especially that on non-functioning code,
so that this can be corrected for the online edition and future print editions.

1.2 Groups
We begin by recording some very basic propositions about groups.
Proposition 1.2.1. Let (G, ∗) be a group.

(i) The identity element of G, e, is unique.

(ii) Every element of G has a unique inverse with respect to ∗.

(iii) (Cancellation) For a, b, c ∈ G, if either a ∗ b = a ∗ c or b ∗ a = c ∗ a then
b = c.

(iv) For a, b ∈ G, the equation a ∗ x = b has the unique solution x = a−1 ∗ b.

(v) For a, b ∈ G, the equation x ∗ a = b has the unique solution x = b ∗ a−1.

(vi) If a ∗ b = e then b = a−1 and a = b−1.

(vii) For a, b ∈ G, (a ∗ b)−1 = b−1 ∗ a−1.

The following is adapted from the “Group Theory and Sage” tutorial, to
illustrate (vii).

1 G = SymmetricGroup (4)

2 a = G([(1 ,2 ,3)])

3 b = G([(2 ,3 ,4)])

https://doc.sagemath.org/html/en/thematic_tutorials/group_theory.html
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4 a * b

5 (a * b)^(-1)

6 (b^( -1)) * (a^( -1))

7 (a^( -1)) * (b^( -1))

Evaluating
• after line 4 tells us that a * b is equal to (1 3)(2 4),
• after line 5 that this is also (a * b)^(-1),
• after line 6, that this is also equal to (b^(-1)) * (a^(-1)) and
• after line 7, that this is not equal to (a^(-1)) * (b^(-1)), which is

(1 2)(3 4).
Unexplainedmathematical notationwill be covered inmore detail shortly,
but hopefully you see what is happening in SageMath.

Note that SageMath computes in specific examples, rather than proving
things in general from axioms. Other types of computer system, such as
the proof assistant Lean, do the latter.

Corollary 1.2.2. Let (G, ∗) be a group and let a ∈ G. The functions La : G→ G
defined by La(g) = a ∗ g and Ra : G→ G defined by Ra(g) = g ∗ a are bijections.

Proposition 1.2.3. Let (G, ∗) and (H, ◦) be groups. Then the Cartesian product
G×H is a group with respect to the binary operation • defined by

(g1, h1) • (g2, h2) = (g1 ∗ g2, h1 ◦ h2)

for all g1, g2 ∈ G, h1, h2 ∈ H .

1.2.1 Subgroups
In examining some class of algebraic objects, typically the first question one
asks is “how do I make more of these?”. Gluing them together, as in the
Cartesian product construction above, is one way but the other is to look
inside and find subobjects. This not only gives us more objects from our class
but also a close and important relationship between them: ifA is a subset of
B, there is a natural injective function from A to B encoding the inclusion.

Subobjects are typically defined by saying that they are given by finding
a subset such that the operations restrict to the elements of the subset and
retain the same properties.
Definition 1.2.4. Let (G, ∗) be a group. A subset H of G is said to be a
subgroup if (H, ∗) is a group. If this is the case, we writeH ≤ G.

From the definition, we see that “H is a subgroup of G” means not just
that “H is a group with respect to some operation”, but it means that H is a
group with respect to the same operation as G.
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Remarks 1.2.5.
(a) It is immediate from this definition that every subgroup of an Abelian

group is Abelian: if a∗b = b∗a for all a, b ∈ G, then certainly a∗b = b∗a
for all a, b ∈ H ⊆ G.

(b) Remember that ∗ : G×G→ G is a function sendingpairs of elements of
G to an element inG. In order for (H, ∗) to be a group, whenwe restrict
this function toH×H , to obtain ∗|H×H : H×H → G, we have to have
Im ∗|H×H ⊆ H so that there is a well-defined function ∗|HH×H : H ×
H → H , restricting the domain toH ×H and the codomain toH , and
(H, ∗|HH×H) is a group. Unsurprisingly, we tend to brush this under
the carpet a bit and just write (H, ∗).

Examples 1.2.6.
(a) (Z,+) is a subgroup of (Q,+), and both are subgroups of (R,+).
(b) (Q∗,×) is a subgroup of (R∗,×).
(c) (Q∗,×) is not a subgroup of (Q,+), since the two binary operations

are different.
(d) For n ∈ N let ζ = e2πi/n ∈ C. The set Cn = {ζk | k ∈ Z} is a subgroup

of (C∗,×). Notice that |Cn| = n (since e2πi = 1), so that Cn is a finite
group, while C∗ is certainly not.

(e) In the group GLn(R) (where the operation is matrix multiplication),
the set of matrices with determinant 1 is a subgroup; this follows from
properties of determinants. This subgroup has a special name: it is
known as the special linear group, SLn(R). (As before, one may re-
place R by any field K and obtain SLn(K).)

(f) We can consider Sn−1 as a subgroup of Sn: if σ ∈ Sn−1 then we think
of σ as a permutation of {1, 2, . . . , n}, by setting σ(n) = n. More gen-
erally, the set of permutations fixing every element of some subset of
{1, 2, . . . , n} is a subgroup: if two permutations fix some i so does their
product, and if a permutation fixes i, so does its inverse.

(g) In any group (G, ∗)with identity element e, the subsets {e} (the trivial
subgroup) and G are subgroups. If H is a subgroup of G, then when
H ̸= {e}we say H is non-trivial and if H ̸= Gwe say H is proper.

In principle, to show that a subsetH of a group (G, ∗) is itself a group—
that is, to check the definition of a subgroup above—one should show that
H has a well-defined binary operation that is associative, has an identity
element and where every element has an inverse. However this is a lot to
check and in fact one can get away with doing rather less.
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Proposition 1.2.7 (Subgroup test). Let H be a subset of a group (G, ∗) and
denote the identity element of G by eG. Then H is a subgroup of G if and only if
the following three conditions are satisfied:

(SG1) eG ∈ H ;

(SG2) for all h1, h2 ∈ H , we have h1 ∗ h2 ∈ H ;

(SG3) for all h ∈ H , we have h−1 ∈ H .

Let (G, ∗) be a group and consider the set

Z(G) = {z ∈ G | z ∗ g = g ∗ z for all g ∈ G}.

Then Z(G) is a subgroup of G and Z(G) is Abelian. This subgroup is im-
portant enough to be given a name, the centre of G.
Problem 1. Using the subgroup test, show that Z(G) is a subgroup of G.

If I is a set, we say that a collection of sets A is an I-indexed family of
sets if there is a one-to-one correspondence (i.e. a bijection) between the
sets in the collection A and I . Then, fixing such a bijection, we may write
A = {Ai | i ∈ I}, i.e. denoting by Ai the member of A corresponding to I .

The intersection of the sets in A is ⋂i∈I Ai = {x | (∀ i ∈ I)(x ∈ Ai)}. If
H = {Hi | i ∈ I} is an I-indexed family of subgroups of a fixed group G,
then⋂i∈I Hi is also a subgroup ofG. Indeed, we do not even need to index
the subgroups.
Proposition 1.2.8. For any collection H of subgroups of G, we may define⋂
H = {x | (∀H ∈ H)(x ∈ H)}. Then

⋂
H is a subgroup of G.

Remark 1.2.9. The union of subgroups need not be a subgroup: letH1 = 2Z,
H2 = 3Z be subgroups of (Z,+). Then 2, 3 ∈ H1∪H2 but 2+3 = 5 /∈ H1∪H2.
Example 1.2.10. In (Z,+), the intersection of 2Z and 3Z is the set of integers
that are divisible by 2 and divisible by 3, and these are precisely the integers
divisible by 6. So 2Z ∩ 3Z = 6Z.

More generally,mZ ∩ nZ = lcm(m,n)Z and

m1Z ∩m2Z ∩ · · · ∩mrZ = lcm(m1,m2, . . . ,mr)Z.

The collection H = {mZ | m ∈ N} is a N-indexed family of subgroups
of Z. The intersection ⋂m∈NmZ consists of all integers that are divisible by
every m ∈ N. Only 0 has this property, so⋂m∈NmZ = {0} is trivial.
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Here are some elementary commands for constructing Z and its sub-
groups; since Z is an infinite group, SageMath is limited in what it can
compute. Note too that SageMath constructs amultiplicativeAbelian group,
i.e. Z = ⟨f⟩, which is isomorphic to (Z,+) but we have to write expres-
sions like f2.

1 Z = AbelianGroup (1)

2 Z.order ()

3 f = Z.gen()

4 mZ = Z.subgroup ([f^2])

5 nZ = Z.subgroup ([f^3])

6 mZ == nZ

7 mZ.is_isomorphic(nZ)

Again, we suggest evaluating after each line to see the different outputs.

Sometimes we have a subset S of a group G that is not a subgroup, but
where we would like to find a subgroup ofG that contains S. Obviously we
could take all of G but this won’t tell us much: we really want the smallest
subgroup of G containing S.

“Smallest” here might mean “smallest size”, but for infinite sets it is bet-
ter to think of smallest as “smallest under inclusions of sets”. But we know
how to find the smallest set: it is the intersection. (The intersection is a
subset of every set in the collection and is the unique smallest such under
inclusion.) This leads us to make the following definition.
Definition 1.2.11. Let G be a group and let S ⊆ G be a subset of G. Let
S = {H ≤ G | S ⊆ H} be the family of subgroups of G that contain S. The
intersection ⋂S is a subgroup of G containing S, called the subgroup of G
generated by S. We write ⟨S⟩ = ⋂S.

Notice that by Proposition 1.2.8, ⟨S⟩ is a subgroup of G. It is also the
smallest subgroup having the desired property, namely that it contains S.
If S is actually a subgroup already, then ⟨S⟩ = S.
Example 1.2.12. In (Z,+), we have ⟨m⟩ = mZ (and in particular ⟨1⟩ = Z)
and ⟨{m,n}⟩ = hcf(m,n)Z, where hcf denotes the highest common factor
(also known as the greatest common divisor).

This key example leads us to the following definition.
Definition 1.2.13. We say a group G is cyclic if there exists g ∈ G such that
⟨g⟩ = G.

That is, cyclic groups are 1-generator, i.e. can be generated by a single
element. With a little work, one can show that a finite cyclic group is neces-
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sarily isomorphic to the group of integers modulo n, Zn, for some n and any
infinite cyclic group is isomorphic to Z.

We will often use a “generic” cyclic group Cn, given by

Cn = ⟨g | gn = e⟩

Here we create C5 in SageMath, find out that its order is 5, multiply some
elements, get a list of all its elements and ask howmany subgroups it has.

1 C5 = AbelianGroup ([5])

2 C5.order ()

3 f = C5.gen()

4 e = C5.identity ()

5 f*e*f

6 C5.list()

7 C5.number_of_subgroups ()

To simplify notation, if S = {g1, . . . , gr}, we will write ⟨g1, . . . , gr⟩ rather
than ⟨{g1, . . . , gr}⟩ for the subgroup generated by S. So for example, we
would write ⟨m,n⟩ = hcf(m,n)Z.

The above description of the subgroup generated by S as an intersection
is good from the point of view of proving that it is actually a subgroup, but
bad from the point of view of knowing what ⟨S⟩ looks like as a subset of G.

So we are now going to try to tie down a more precise description of
the subgroup generated by S, as the set of elements of G which can be “ex-
pressed in terms of” the elements of S. For example, if x, y ∈ S (and hence
in ⟨S⟩ since S ⊆ ⟨S⟩) then xy2x−1y2x3y−1x is expressed in terms of x and y
and is in ⟨S⟩, by repeated application of the subgroup test.

The following proposition expresses this idea in more formal language.
Proposition 1.2.14. Let S be a subset of G. Let H be the set of all elements of G
of the form sa1

1 s
a2
2 · · · sar

r , where r is a non-negative integer, s1, . . . , sr ∈ S and
a1, . . . , ar ∈ Z. (When r = 0, this is the identity element of G.)

Then H is a subgroup of G and H = ⟨S⟩.

1.2.2 Permutations
Recall that permutations ofn elements are bijections from the set {1, 2, . . . , n}
to itself and that we write Sn for the set of all such bijections. However, it
is not very convenient to use this definition for calculations, so in examples,
we will use disjoint cycle notation for permutations.
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Definition 1.2.15. Let r ≤ n and let a1, a2, . . . , ar be a list of distinct elements
of {1, 2, . . . , n}. Let π ∈ Sn be the permutation defined by

π(ai) = ai+1 for 1 ≤ i ≤ r − 1

π(ar) = a1

π(a) = a for a /∈ {a1, a2, . . . , ar}

Wewill callπ a cycle of length r, or an r-cycle, andwewillwrite (a1 a2 · · · ar).
For example, the permutation that in two-line notation is ( 1 2 3

2 3 1 ) is a 3-cycle,
namely (2 3 1). Similarly, the permutation ( 1 2 3 4 5

1 4 5 3 2 ) is a 4-cycle, namely
(2 4 3 5); notice that the numbers in a cycle do not have to come in increasing
order and that 1 is fixed so does not appear in this cycle.
Remark 1.2.16. We note the following properties of cycles:
(a) An r-cycle can be written in r different ways, since

(a1 a2 · · · ar) = (a2 a3 · · · ar a1) = · · · = (ar a1 · · · ar−1).

We usually write cycles with the smallest element of {a1, a2, . . . , ar}
first.

(b) The identity permutation ι is represented by any 1-cycle; this looks a
bit odd but the seeming ambiguitywill be resolved shortly (by disjoint
cycle notation).

(c) We can compose two cycles by ‘feeding in’ elements from the right
in turn; for example, if π = (1 2 5) and σ = (2 3 4) then π ◦ σ =
(1 2 5)(2 3 4)maps

1 7→ 1 7→ 2, 2 7→ 3 7→ 3, 3 7→ 4 7→ 4, 4 7→ 2 7→ 5, 5 7→ 5 7→ 1.

We often say this as “1 goes to 1, 1 goes to 2; 2 goes to 3, 3 goes to
3” and so on. That is, we start with 1 and write “(1 ”. Then we see
where the first and then the second permutation send it, and write the
partial permutation “(1 2 ”; next it would be “(1 2 3 ” and so on, until
we reach an element that is sent to 1, at which point we close the cycle.
So π ◦ σ = (1 2 3 4 5).

(d) The inverse of a cycle is obtained by simply writing its elements in
reverse order; for example if π is as above then π−1 = (5 2 1) = (1 5 2).
This makes sense because if π sends 2 to 5, then π−1 should send 5 to
2, and so on. (We can also check this by computing (1 2 5)(5 2 1).)

(e) If we compose an r-cycle with itself r times, the result will be the iden-
tity permutation.
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(f) If π = (a1 a2 · · · ar) and σ = (b1 b2 · · · bs) are cycles such that the
sets {ai | 1 ≤ i ≤ r} and {bj | 1 ≤ j ≤ s} are disjoint, then π◦σ = σ◦π.
We can see this because the elements moved by π and σ are different,
so it does not matter whether π or σ is performed first.
As an example, π = (1 2 3) and σ = (4 5 6 7) are permutations in S8,
are disjoint cycles and

π ◦ σ = (1 2 3)(4 5 6 7)

= ( 1 2 3 4 5 6 7 8
2 3 1 5 6 7 4 8 )

= (4 5 6 7)(1 2 3) = σ ◦ π.

Now not all permutations are cycles. The permutation ( 1 2 3 4 5 6 7 8
2 3 1 5 6 7 4 8 )

above is not a cycle, for example. However, it is a product of two cycles
which move disjoint sets of points; this suggests how we may extend the
idea of cycles to cover all permutations.
Definition 1.2.17. Let π = (a1 a2 · · · ar) and σ = (b1 b2 · · · bs) be cycles in
Sn. If the sets {a1, a2, . . . , ar} and {b1, b2, . . . , bs} are disjoint, we say that π
and σ are disjoint cycles. This terminology is extended in the obvious way
to sets of more than two cycles.

For the permutation α = ( 1 2 3 4 5 6 7 8
2 3 1 5 6 7 4 8 ) above, it is easy to recover the

cycles (1 2 3) and (4 5 6 7) that it is a product of. Based on the above remark,
we can write it equally well as any of the following:

α = ( 1 2 3 4 5 6 7 8
2 3 1 5 6 7 4 8 )

= (1 2 3)(4 5 6 7)

= (4 5 6 7)(1 2 3)

= (1 2 3)(4 5 6 7)(8)

= (2 3 1)(4 5 6 7)(8)

or indeed in various other equivalent ways. The following theorem shows
that the behaviour observed in this example is typical.
Theorem 1.2.18. Every permutation in Sn can be written as a product of disjoint
cycles; moreover this expression is unique up to

(i) the order in which the cycles occur,

(ii) the different ways of writing each cycle (rotating the cycle), and

(iii) the presence or absence of 1-cycles.

Definition 1.2.19. A permutation which is written as a product of disjoint
cycles is said to be in disjoint cycle notation; if all 1-cycles are included, it is
said to be in full cycle notation.
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In disjoint cycle notation, we often leave out the 1-cycles. Then the iden-
tity permutation ι in disjoint cycle notation has no cycles at all; this is why
we give it a notation, ι, of its own.
Example 1.2.20. Let π = ( 1 2 3 4 5 6 7 8 9

3 8 6 1 7 4 9 2 5 ) and σ = ( 1 2 3 4 5 6 7 8 9
1 5 6 9 7 2 3 8 4 ); then the

expressions for π, σ, πσ and π−1 in full cycle notation are as follows:

π = (1 3 6 4)(2 8)(5 7 9),

σ = (2 5 7 3 6)(4 9) = (2 5 7 3 6)(4 9)(1)(8),

πσ = (1 3 6 4)(2 8)(5 7 9)(2 5 7 3 6)(4 9)

= (1 3 4 5 9)(2 7 6 8),

π−1 = (4 6 3 1)(8 2)(9 7 5) = (1 4 6 3)(2 8)(5 9 7).

Let us do these calculations in SageMath:
1 G = SymmetricGroup (9)

2 pi = G("(1,3,6,4) (2,8) (5,7,9)")

3 sigma = G("(2,5,7,3,6) (4,9)")

4 sigma * pi

5 pi^-1

Warning: SageMath composes permutations in the opposite way to our
notation. That is, by πσ we mean do σ then π, but SageMath writes this
as sigma * pi, with the permutation to be applied first on the left.

Recall that composing an r-cycle with itself r times gives the identity
permutation ι.
Definition 1.2.21. Let π ∈ Sn. The order o(π) of π is the minimal r ∈ N such
that πr = ι.

Then one particular advantage of disjoint cycle notation is that it is easy
to calculate the order of a permutation written this way.
Proposition 1.2.22. If π = γ1γ2 · · · γk, where the γi are disjoint cycles, then the
order of π is the lowest common multiple of the lengths of the cycles γi.

The smallest non-trivial cycles have a special name.
Definition 1.2.23. A 2-cycle is called a transposition.
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Theorem 1.2.24. If n > 1, every permutation in Sn can be written as a product
of transpositions.

We next briefly recap the notion of the sign of a permutation.
Let π ∈ Sn and suppose that π = γ1γ2 . . . γk with the γi disjoint cycles.

Set
ν(π) =

k∑
i=1

(|γi| − 1),

where |γi| denotes the length of the cycle γi. Note that ν(π) is well-defined,
although this requires some care (in particular, cycles of length 1 contribute
0 to the sum, and so may be ignored). Note that π−1 has the same cycle
lengths as π, so we have ν(π−1) = ν(π).

Clearly ν(π) = 1 if and only if π is a transposition. In fact we may inter-
pret ν(π) as follows: if all possible 1-cycles are included in the expression
π = γ1γ2 . . . γk, then

∑k
i=1|γi| = n; thus ν(π) = n− k, i.e. ν(π) is the differ-

ence between n and the number of cycles in the full cycle notation.
Definition 1.2.25. Given π ∈ Sn, the sign of π is defined by

sign(π) = (−1)ν(π).

Thus sign(π) = ±1; if sign(π) = 1 we call π an even permutation, while if
sign(π) = −1we call π an odd permutation.

Note that because ν(π−1) = ν(π), we have sign(π−1) = sign(π).
We now consider how the sign of a permutation is affected by multiplic-

ation by a transposition.
Lemma 1.2.26. Let π ∈ Sn and let τ ∈ Sn be a transposition. Then

sign(πτ) = (−1) · sign(π) = − sign(π).

Corollary 1.2.27. If τ1, . . . , τr ∈ Sn are transpositions, then

sign(τ1 · · · τr) = (−1)r.

Theorem 1.2.28. Let π, σ ∈ Sn. Then sign(π) sign(σ) = sign(πσ).

This result shows that if we define a functionΣ: Sn → {1,−1} by setting
Σ(π) = sign(π) for all π ∈ Sn, then Σ is a group homomorphism, as defined
below.
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Continuing the above,
6 pi.sign()

7 sigma.sign()

8 rho = sigma * pi

9 rho.sign() == sigma.sign() * pi.sign()

returns True, as expected.

Notice too that if we take the product of two even permutations, we ob-
tain another even permutation (1 × 1 = 1), so the subset of Sn consisting
of all the even permutations is closed with respect to the group operation.
This particular subgroup of Sn is important enough to have its own name.
Definition 1.2.29. The subgroup of Sn consisting of the even permutations
is called the alternating group of degree n and is denoted An.

In SageMath, the construction is
1 A7 = AlternatingGroup (7)

2 A7.order ()

It can be shown that any element of An can be written as a product of
3-cycles (the ‘smallest’ elements of An, since every transposition is odd).
Remark 1.2.30. Another way to describe the sign of a permutation is via cer-
tain linear maps, or equivalently their matrices. For a given permutation
σ ∈ Sn, let fσ be the linear map defined by acting on the standard basis
{ei | 1 ≤ i ≤ n} of Rn as fσ(ei) = eσ(i); that is, fσ permutes the basis
of Rn using the permutation σ. In the language we will adopt later, this
is the linearization of the action of σ (see Section 3.1.3, Definition 5.2.3 and
Example 5.2.10).

Then the matrix of fσ is Aσ , the n× nmatrix with 1 in the (σ(i), i) entry
(1 ≤ i ≤ n) and 0 everywhere else. Alternatively, Aσ =

∑n
i=1 eσ(i),i, where

eji is the n× nmatrix with 1 in the (j, i) position and 0 everywhere else.
We have AσAτei = Aσeτ(i) = eστ(i) = Aστei, for all i, so AσAτ = Aστ .
What this shows is that σ 7→ Aσ defines a function Sn → GLn(R) that

respects multiplication. In this setting, the sign of a permutation σ is just
detAσ . ThematricesAσ are called permutationmatrices ormonomialmatrices.

As an explicit example, let σ = (1 2 3 4) and τ = (1 3 2) be permutations
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in S4. We have

Aσ =


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

 , Aτ =


0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

 ,

Aστ = A(1 4) =


0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

 and

AσAτ =


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0



0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

 =


0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

 = Aστ .

1.2.3 Cosets
Throughout this section, we will consider a group G and a subgroup H of
G. Now we will mostly write the group operation in G by concatenation: if
g, h ∈ G, gh will denote the element obtained from g and h (in that order)
under the binary operation of the group. The main exception will be in
groups where the binary operation is addition (such as (Z,+)), where we
will write g + h.
Definition 1.2.31. For any g ∈ G, the set gH = {gh | h ∈ H} will be called
the left coset of H in G determined by g.
Example 1.2.32. In S3, let

H = ⟨(1 2 3)⟩ = {ι, (1 2 3), (1 3 2)}.

The coset (1 2)H in S3 is

{ (1 2)ι = (1 2),

(1 2)(1 2 3) = (1)(2 3) = (2 3),

(1 2)(1 3 2) = (1 3)(2) = (1 3) }.
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SageMath can compute cosets, but because it composes permutations the
other way round to us, our left cosets are its right cosets:

1 S3 = SymmetricGroup (3)

2 h = S3("(1,2,3)")

3 H = S3.subgroup ([h])

4 S3.cosets(H,side="right")

The output is of two lists, each containing three elements, and one of
which is [(2,3), (1,2), (1,3)], matching the above example. The other
coset, [(), (1,2,3), (1,3,2)] is H .

First of all, we see that gH ⊆ G. Since e def
= eG ∈ H , we have g = ge ∈ gH .

Indeed, every element of gH is, by definition, a “multiple” of g by an element
of H ; the left coset gH is precisely all the elements of G that can be written
as gh for some h ∈ H .

IfH = {e, h1, h2, . . . , hr} is finite, this is clear: gH = {g, gh1, gh2, . . . , ghr}
and by Proposition 1.2.1(iii) (the cancellation property for groups) ghi =
ghj would imply hi = hj , so the elements g, gh1, . . . , ghr are distinct. In
particular, |gH| = |H|. It is natural to think of gH as the “translations by g”
of the elements of H .

In fact, the claims of the above paragraph still hold if H is infinite, if we
work a little more abstractly.
Lemma 1.2.33. Let H be a subgroup of G. For any g ∈ G, there is a bijection
Lg : H → gH given by Lg(h) = gh.

So any two cosets ofH have the same size. Notice too that eH = H soH
is a coset of itself (the “translation” ofH that does nothing).

However it is very much not true that if g1 ̸= g2 then g1H ̸= g2H ; shortly
we will see the correct condition for when two cosets are equal. This condi-
tion will also tell us when a coset can be a subgroup (sneak preview: only
the “trivial” coset eH = H is).

First, let us look at a very important example.
Example 1.2.34. We consider (Z,+) and its (cyclic) subgroup 4Z. Since we
are working in an additive group, we write the group operation in our coset
notation, so the cosets of 4Z are r+4Z = {r+m | m ∈ 4Z} = {r+4n | n ∈ Z}.

We see that the left cosets of 4Z are precisely the congruence classes of in-
tegers modulo 4. The congruence class modulo 4 containing 3, for example,
is the set of integers {. . . ,−9,−5,−1, 3, 7, 11, . . . }, which is exactly the set of
integers of the form 3 + 4n, namely {3 + 4n | n ∈ Z} = 3 + 4Z. So cosets in
particular describe congruence classes of integers.

Notice that every integer belongs to some left coset and that no integer
belongs to more than one left coset. This is because the congruence classes
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modulo n for some fixed n partition Z, since congruence modulo n is an
equivalence relation. The following theorem is a vast generalisation of this
result, which corresponds to the specific group (Z,+).
Theorem 1.2.35. Let G be a group and let H be a subgroup of G.

(i) The relationRH on G defined by

g RH k ⇐⇒ g−1k ∈ H

is an equivalence relation.

(ii) The equivalence classes forRH are precisely the left cosets gH , g ∈ G.

Corollary 1.2.36. For H a subgroup of G, the set of left cosets
LH = {gH | g ∈ G} is a partition of G.

That is, for g1, g2 ∈ G, g1H ∩ g2H is either empty or g1H = g2H (and the
latter happens if and only if g−1

1 g2 ∈ H), and furthermore⋃g∈G gH = G.

Corollary 1.2.37. For a subgroup H of G, gH = kH if and only if g−1k ∈ H .

The number of cosets of a given subgroupH of a groupG then provides
some measure of the relative size of H in G.
Definition 1.2.38. LetG be a group and letH be a subgroup ofG. The index
of H in G is defined to be the cardinality of the set of left cosets of H in G.
We denote the index of H in G by |G : H|.

For the example above,
5 libgap.Index(S3 , H)

returns 2 as expected. Note the use of “libgap.”, to tell SageMath to
use functionality provided by GAP (one of several systems SageMath can
outsource its calculations to).

Example 1.2.39. For n ≥ 2, the set of even permutations An in Sn has index
|Sn : An| = 2. By Theorem 1.2.28, if π /∈ An and τ = (1 2) then

sign(τπ) = sign(τ) sign(π) = (−1)(−1) = 1

so τπ ∈ An and π = τ(τπ) ∈ τAn. That is, for any π ∈ Sn, either π ∈ An or
π ∈ τAn and the two cosets An and τAn of An in Sn partition Sn. Therefore
the index ofAn in Sn is at most 2. But transpositions are odd, so τ /∈ An and
so there are at least two cosets of An and the index is exactly 2.

For n = 1, A1 = S1 = {ι} so the index is 1.

http://www.gap-system.org/
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When we think about the set of left cosets of a subgroup, it is very nat-
ural to want a complete list of the cosets, without repetitions. But we have
already seen that a coset ofH inG has |H| representatives, so clearly such a
list will not be unique in general. Still, we can simply make some choice.
Definition 1.2.40. LetH be a subgroup of a groupG. A transversal forH in
G is a set TH ⊆ G such that for every coset gH , there exists a unique element
tg ∈ TH such that gH = tgH .

That is, a transversal is a complete set of representatives of the left cosets
of H in G, such that any two distinct cosets have distinct representatives.

If we are looking at a specific group and subgroup, there might be one
or more “natural” choices of transversal. This happens in particular for the
integers under addition and the subgroup nZ. As we saw for 4Z above, the
cosets correspond to the different integersmodulon, so a natural transversal
for nZ in (Z,+) is

TnZ = {r | 0 ≤ r ≤ n− 1}.

Explicitly, for n = 4, we can choose T4Z = {0, 1, 2, 3} as the set of left cosets
is L4Z = {0 + 4Z, 1 + 4Z, 2 + 4Z, 3 + 4Z}.

Other choices are also perfectly valid: the sets {1, 2, 3, 4}, {0, 5, 18, 1003}
and {−3,−2,−1, 0} are all transversals for 4Z. However, it is natural to
choose {0, 1, 2, 3} as these are the minimal positive representatives, and we
will usually make this choice and take TnZ as above.

Note however that {−2,−1, 0, 1, 2} is another natural choice for a trans-
versal of 5Z, and a similar choice can be made for (2m + 1)Z (i.e. odd n).
Since this works less well for even n, it is less commonly used, until one
wants to consider pZ for p prime, when in all but one case p is odd.

You will probably have noticed that we have been saying “left cosets”
and that the definition of gH is asymmetric. Unsurprisingly, one can make
the corresponding definition of a right coset.
Definition 1.2.41. For any g ∈ G, the set Hg = {hg | h ∈ H} will be called
the right coset of H in G determined by g.

Analogously to Definition 1.2.38, define the right index of H in G to be
the number of right cosets of H in G and denote it by |H : G|.

In general the left cosets of a subgroup are not the same as the right
cosets; certain special conditions have to hold for this to be the case.
Example 1.2.42. In S4, let

K = ⟨(1 2 3 4)⟩ = {ι, (1 2 3 4), (1 3)(2 4), (1 4 3 2)}.
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The right cosetK(1 2) in S4 is
{ ι(1 2) = (1 2),

(1 2 3 4)(1 2) = (1 3 4),

(1 3)(2 4)(1 2) = (1 4 2 3)

(1 4 3 2)(1 2) = (2 4 3) }

and the left coset (1 2)K is {(1 2), (2 3 4), (1 3 2 4), (1 4 3)} which we see is
not equal toK(1 2).

SageMath can do this for us too:
1 S4 = SymmetricGroup (4)

2 k = S4("(1,2,3,4)")

3 K = S4.subgroup ([k])

4 S4.cosets(K,side="left")

5 S4.cosets(K,side="right")

6 S4.cosets(K,side="left") == S4.cosets(K,side="

right")

Here, evaluating after line 4 and then after line 5, we can find the left and
right cosets containing (1 2) and compare them with the above (remem-
bering that we have to interchange left and right). Line 6 confirms that
the set of left cosets is not the same as the set of right cosets.

So we must be careful to specify whether we mean left cosets or right
cosets. While we need to make a choice, some key properties are independ-
ent of which choice we make. In particular, the size of a left or a right coset
is the same: every coset, whether left or right, has the same size asH (there
is a natural right-handed version of Lemma 1.2.33).

A little more work also shows that the number of left cosets ofH in G is
equal to the number of right cosets of H in G; that is, |G : H| = |H : G|. In
fact, this is why we just say “index” and not “left index” or “right index”.
This is justified by the following exercise.
Problem 2. Let H be a subgroup of G. Let LH = {gH | g ∈ G} and RH =
{Hg | g ∈ G} be the sets of left and right cosets ofG respectively. Prove that
the function ψ : LH → RH , ψ(gH) = Hg−1 is a bijection.

This functionψ is a function between two sets: in general, the set of cosets
of a subgroup has no algebraic structure.
Remark 1.2.43. Subgroups such that gH = Hg for all g ∈ G are very im-
portant, so much so that they have a special name. They are called normal
subgroups and we will examine them and their importance in detail in the
following sections.
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But, as a glimpse of what is to come, we will see that the set of (left)
cosets of a normal subgroup can be given an algebraic structure. Specifically,
the group operation descends to a group operation on the set of cosets: if
gH = Hg for all g ∈ G, we can define a binary operation on cosets by

(gH)(kH) = g(Hk)H = g(kH)H = gkH2 = gkH.

Continuing from above,
7 K.is_normal ()

returns False.

The fundamental theorem involving cosets is the following.
Theorem 1.2.44 (Lagrange’s theorem). Let G be a finite group and H a sub-
group of G. Then |G| = |G : H||H|.

Corollary 1.2.45. For any subgroup H of G, both |H| and |G : H| divide |G|.

Conversely, ifm does not divide |G|, G cannot have a subgroup of orderm.
Remark 1.2.46. Aswritten above and in its usual presentation in a first course,
Lagrange’s theorem applies to finite groups. However a version of the result
is also true for infinite groups, as follows:
Problem 3. Let LH denote the set of left cosets ofH inG. Choose TH a trans-
versal forH , that is, TH ⊆ G such that for all gH ∈ LH , there exists a unique
tg ∈ TH such that gH = tgH (this was Definition 1.2.40). Then for all g ∈ G,
there exists a unique hg ∈ H such that g = tghg .

Prove that the functionφ : G→ LH×H , φ(g) = (tgH,hg) is well-defined
and a bijection.

1.2.4 Homomorphisms
When we have two groups G andH and we want to relate the group struc-
ture onG to that onH , to compare properties between them, the rightmath-
ematical thing to do is to start with a function φ : G → H . This gives us a
relationship between the underlying sets but this need not relate the group
structures: we need φ to be compatible with the binary operations onG and
H .

A function with this extra property will be called a (group) homomorph-
ism, where “homo-” means “same” (in the sense of “consistent”) and the
suffix “morphism” indicates that the overall meaning is “the same struc-
ture”, or perhaps more mathematically accurately, “compatible structure”.
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This is one of the fundamental concepts behind the use of category theory
in advanced algebra in general and representation theory in particular.

This leads us to the following definition.
Definition 1.2.47. Let (G, ∗) and (H, ◦) be groups. A function φ : G→ H is
called a group homomorphism if

φ(g1 ∗ g2) = φ(g1) ◦ φ(g2)

for all g1, g2 ∈ G.
Notice in particular that the operation inG, ∗, is being used on the left-hand
side of this equation (on g1, g2 ∈ G), and that the operation inH , ◦ is being
used on the right-hand side (on φ(g1), φ(g2) ∈ H). This is an instance when
it is helpful to write the group operations explicitly.

Note that the identity function idG : G → G, idG(g) = g is a group ho-
momorphism.

First, let us deal with some elementary properties of homomorphisms.
Proposition 1.2.48. Let φ : G→ H be a group homomorphism. Then

(i) φ(eG) = eH ;

(ii) φ(g−1) = φ(g)−1 for all g ∈ G;

(iii) φ(gn) = φ(g)n for all g ∈ G, n ∈ Z and

(iv) o(φ(g)) | o(g) for all g ∈ G.

The composition of two functions is again a function and we would ex-
pect that if two composable functions preserved group structure, their com-
position would too. Indeed this is the case.
Proposition 1.2.49. Let φ : G → H and σ : H → K be group homomorphisms.
Then σ ◦ φ : G→ K is a group homomorphism.
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Examples 1.2.50.
(a) The function φ : Z → Z, φ(n) = 2n for all n ∈ Z is a group homo-

morphism from (Z,+) to itself:
φ(m+ n) = 2(m+ n) = 2m+ 2n = φ(m) + φ(n)

for allm,n ∈ Z. (Note the additive notation.)
(b) The function φ : R∗ → R∗, φ(x) = x2 for all x ∈ R∗ = (R \ {0},×) is a

group homomorphism since
φ(xy) = (xy)2 = x2y2 = φ(x)φ(y)

for all x, y ∈ R∗.
(c) The function φ : R → C∗, φ(x) = e2πix for all x ∈ R is a group homo-

morphism from (R,+) to (C \ {0},×) since
φ(x+ y) = e2πi(x+y) = e2πix+2πiy = e2πixe2πiy = φ(x)φ(y)

for all x, y ∈ R. (Note the two different notations for the group oper-
ations!)

(d) Recall from Remark 1.2.30 that we have a function φ : Sn → GLn(R),
φ(σ) = Aσ where

(Aσ)ij =

{
1 if σ(j) = i

0 otherwise
is the permutation matrix associated to σ.
Then Aστ = AσAτ , where the left-hand side involves the composition
of permutations and the right-hand side is the usual multiplication of
matrices. (The definition of Aσ , with a 1 when σ(j) = i might seem
to be the “wrong way round”; however if we made the more natural-
looking definition with σ(i) = j, we would have an order reversal in
the products.) It follows that φ : Sn → GLn(R), φ(σ) = Aσ is a group
homomorphism. For an explicit example, look back to Remark 1.2.30.

Problem 4. Let (G, ∗) and (H, ◦) be groups with identity elements eG and eH
respectively. Show that the function φ : G→ H defined by φ(g) = eH for all
g ∈ G is a group homomorphism. We call this the trivial group homomorph-
ism.

Recall that certain sorts of functions are special, namely injective, sur-
jective and bijective functions; also, a function is bijective if and only if it is
invertible. If a group homomorphismhas one of these properties, we (some-
times) use a special name for it. So an injective group homomorphism is
also known as a monomorphism and a surjective group homomorphism is
called an epimorphism. This comes from thewider category theory context,
but in the setting of groups, being mono is equivalent to being injective and
being epi is the same as being surjective.
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Examples 1.2.51.

(a) The homomorphism φ : Z → Z, φ(n) = 2n for all n ∈ Z is injective but
not surjective:

φ(m) = φ(n) ⇒ 2m = 2n ⇒ m = n

but 3 /∈ Imφ.

(b) The homomorphism φ : R∗ → R∗, φ(x) = x2 for all x ∈ R∗ is not
injective or surjective: φ(−1) = 1 = φ(1) and −1 /∈ Imφ.

(c) The homomorphism φ : R → C∗, φ(x) = e2πix for all x ∈ R is not
injective and not surjective:

φ(1) = e2πi = 1 = φ(0)

and Imφ = {z ∈ C | ∥z∥ = 1} ⊊ C∗.

(d) The homomorphism φ : Sn → GLn(R), φ(σ) = Aσ is injective but not
surjective: given Aσ , we can easily recover σ (uniquely) but we see
that 2In /∈ Imφ.

(e) The function Σ: Sn → {1,−1}, Σ(π) = sign(π) for all π ∈ Sn is a
homomorphism by Theorem 1.2.28, where {−1, 1} is a group under
multiplication.
Then Σ is not injective if n ≥ 3 (there are typically many different
permutations with sign 1; indeed these are the even permutations be-
longing to An, of which there are n!/2) but Σ is surjective if n ≥ 2,
since then there exist both even and odd permutations.

Definition 1.2.52. A group homomorphism φ : G → H is called a group
isomorphism if there exists a group homomorphism ψ : H → G such that
ψ ◦ φ = idG and φ ◦ ψ = idH .

Here, the part “iso-” indicates equality, i.e. stronger “sameness” than
“homo-” suggests in “homomorphism”. Note that the identity homomorph-
ism idG : G → G, idG(g) = g is its own inverse, so is a group isomorphism.
This is no surprise: every group has exactly the same group structure as
itself.

A group isomorphism is a particular kind of homomorphism—a func-
tion with certain properties. We can use these to talk about how two groups
might be related, as follows.
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Definition 1.2.53. We say that two groups G and H are isomorphic if and
only if there exists a group isomorphism φ : G → H . If G and H are iso-
morphic, we often write G ∼= H , for short.
Lemma 1.2.54. Let G and H be groups. Then the following are are equivalent:

(i) G and H are isomorphic, i.e. there exist group homomorphisms φ : G → H
and ψ : H → G such that ψ ◦ φ = idG and φ ◦ ψ = idH ; and

(ii) there exists a bijective group homomorphism φ : G→ H .

Indeed, we see from a careful examination of the proof that there is an
equivalent condition
(iii) there exist functions φ : G → H and ψ : H → G such that ψ ◦ φ = idG

and φ ◦ ψ = idH and either φ or ψ is a group homomorphism.
That is, if we know that a homomorphism is invertible, it is not necessary to
check separately that the inverse is also a group homomorphism: this holds
automatically. In particular, the inverse of an isomorphism is an isomorph-
ism.

Since a group isomorphism φ : G → H is a bijection, we must have that
|G| = |H|, i.e. isomorphic groups have the same order. The converse is most
definitely false in general but the contrapositive tells us that if two groups
have different orders, they cannot be isomorphic.

This leads us to seek invariants that help us identify when two given
groups are isomorphic or not. If we can prove that a particular property
is preserved under isomorphism, then if one group has the property but
the other does not, they cannot be isomorphic.

Examples of invariants are the order of the group (as above), the set of
natural numbers that are the orders of the elements of the group (see the
next example), being Abelian and being cyclic.
Example 1.2.55. The groups C6 and S3 are not isomorphic. They have the
same order (|C6| = 6 = 3! = |S3|) but C6 is Abelian and S3 is not. Indeed,
C6 is cyclic and S3 is not (by considering cycle types, we see that S3 has no
elements of order 6).

1 S3 = SymmetricGroup (3)

2 C6 = CyclicPermutationGroup (6)

3 [C6.is_abelian (),S3.is_abelian (),S3.is_isomorphic(

C6)]

returns [True,False,False].
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However, sharing some properties is not (usually) enough to prove that
the groups are isomorphic: almost always you will need to find an explicit
isomorphism between them. That said, if two groups share lots of proper-
ties, this might reasonably lead you to conjecture that they are isomorphic;
this would not be a proof, though.

Some combinations of properties are strong enough to conclude isomorph-
ism, though.
Proposition 1.2.56. Let G and H be cyclic groups. Then G is isomorphic to H if
and only if they have the same order, |G| = |H|.

Note that neither the statement nor the proof assume that the cyclic groups
are finite. But by definition, an infinite cyclic group is countable (|G| = |Z| =
|N|), so any two infinite cyclic groups have the same order and are therefore
isomorphic.

Previously we noted that the identitymap provides an isomorphism of a
groupwith itself. In fact, a group can have other self-isomorphisms and it is
often important to knowhowmany. In some sense, these are the symmetries
of the group (which itself may be the symmetries of something!).
Definition 1.2.57. Let G be a group. A group isomorphism φ : G → G is
called an automorphism of G.
Lemma 1.2.58. Let G be a group. The set of automorphisms of G forms a group
under composition.

Wewill see a far-reaching generalization of this lemma later, but for now
just note that it justifies the following definition.
Definition 1.2.59. Let G be a group. The group of automorphisms of G,
AutGrp(G) = {φ : G → G | φ is an isomorphism} is called the automorph-
ism group of G.
Example 1.2.60. One can show thatAutGrp(Cn) ∼= (Z×

n ,×), the group of units
of the ring of integers modulo n. In particular, we have AutGrp(C2) = {e}
and AutGrp(C3) ∼= C2.

We will not justify these claims here: finding the automorphism group
of even a small group usually requires more sophisticated technology than
we currently have to hand. We will simply note that the above has an im-
portant relationship with number theory: n 7→ |AutGrp(Cn)| is called the
Euler totient function.2

Instead, we will move on and look at some important subsets of a group
associated to homomorphisms.

2Also known as Euler’s phi function, since it is often denoted φ(n).
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1.2.5 Kernels and images
We already said that injective and surjective homomorphisms are particu-
larly important; those that are both are very special, being isomorphisms.
However most homomorphisms are neither injective nor surjective, so we
would like a way to measure how far from being injective or surjective a
given homomorphism is.

This is done by means of the kernel and image of the homomorphism.
The image is just the image of the function: recall that being surjective pre-
cisely means that the image is all of the codomain. So the size of the image
measures how close the map is to being surjective—the larger, the better.

The kernel is a subset of the domain whose size measures how close to
being injective the map is: if the kernel is as small as possible, then the map
is injective.
Definition 1.2.61. Let φ : G → H be a group homomorphism. The kernel
of φ is defined to be the subset of G given by

Kerφ = {g ∈ G | φ(g) = eH}.

Definition 1.2.62. Let φ : G→ H be a group homomorphism. The image of
φ is defined to be the subset of H given by

Imφ = {h ∈ H | (∃ g ∈ G)(φ(g) = h)}.

Notice that the definition of the kernel would not be possible without the
identity element eH and that the image is exactly the image of φ as a func-
tion. Be very clear in your mind thatKerφ is a subset of the domain,G, and
Imφ is a subset of the codomain, H .

You might find the following picture helpful:

eG eH

Kerφ Imφ

G H
φ
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Very shortly we will come to examples, but first we will record some
basic facts about kernels and images that will be very helpful in working
out the examples.
Proposition 1.2.63. Let φ : G→ H be a group homomorphism.

(i) The kernel of φ, Kerφ, is a subgroup of G.

(ii) The image of φ, Imφ, is a subgroup of H .

(iii) The homomorphism φ is injective if and only if Kerφ = {eG}.

(iv) The homomorphism φ is surjective if and only if Imφ = H .

(v) The homomorphism φ is an isomorphism if and only if Kerφ = {eG} and
Imφ = H .

Remark 1.2.64. Let φ : G → H be an injective homomorphism. Then we can
consider the function ψ = φ|Imφ : G → Imφ, the codomain restriction to
Imφ of φ. (This is the function that takes the same values as φ but where
we “throw away” any elements of H not in the image of φ, and so just take
Imφ as the codomain.) Since Kerψ = Kerφ = {eG} and Imψ = Imφ, ψ is
both injective and surjective. Hence ψ is an isomorphism of Gwith Imφ.

Since Imφ is a subgroup of H , in this situation we say that G is iso-
morphic to a subgroup of H .

That is, to show that a group G is isomorphic to a subgroup of a group
H , we show that there exists an injective homomorphism from G to H . If
that homomorphism is also surjective, we have that G is isomorphic to H
itself.

Let us revisit Examples 1.2.50 and 1.2.51.
Examples 1.2.65.
(a) The homomorphism φ : Z → Z, φ(n) = 2n for all n ∈ Z is injective, so

Kerφ = {eZ} = {0}.
The image of φ is all integers of the form 2n, so Imφ = 2Z.

(b) The homomorphism φ : R∗ → R∗, φ(x) = x2 for all x ∈ R∗ is not
injective or surjective. Its kernel is all non-zero real numbers whose
square is equal to 1 (which is the identity element inR∗ = (R\{0},×)).
So Kerφ = {1,−1}.
The image of φ is the set of all non-zero real numbers that are squares;
there is no “nicer” description of this, so we simply have

Imφ = {y ∈ R∗ | y = x2 for some x ∈ R∗}.
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(c) The homomorphism φ : R → C∗, φ(x) = e2πix for all x ∈ R has as
kernel all integers, Kerφ = Z.
As we saw before, the image of φ is

Imφ = {z ∈ C | ∥z∥ = 1} ⊊ C∗.

(d) The homomorphism φ : Sn → GLn(R), φ(σ) = Aσ is injective, so
Kerφ = {eSn

} = {ι}. Again the image of φ has no particularly nice
description: it is just

Imφ = {A ∈ GLn(R) | A = Aσ for some σ ∈ Sn}.

(e) The homomorphism Σ: Sn → {1,−1}, Σ(π) = sign(π) for all π ∈ Sn

is not injective for n ≥ 3. Its kernel is

KerΣ = {σ ∈ Sn | sign(σ) = 1}

since 1 is the identity element in ({1,−1},×). By definition, these are
the even permutations, An, so KerΣ = An. If n ≥ 2, since there exist
both even and odd permutations, Σ is surjective and ImΣ = {1,−1}.

In the picture above, we saw that given a homomorphism φ : G → H ,
we can splitG up into pieces labelled by the element ofH that the elements
of that piece map to under φ. The next result tells us that this partition ofG,
coming from the equivalence relationRφ defined by g1 Rφ g2 if and only if
φ(g1) = φ(g2), is a particularly nice partition: it is the same one as we obtain
fromRKerφ as described in Theorem 1.2.35.
Proposition 1.2.66. Let φ : G → H be a group homomorphism and let K =
Kerφ. Then for all g ∈ G,

gK = {l ∈ G | g Rφ l} = {l ∈ G | φ(g) = φ(l)}.

Hence the function ψ : LK → Imφ, ψ(gK) = φ(g) is a bijection, where LK =
{gK | g ∈ G} is the set of left cosets ofK = Kerφ.

Since the index |G : Kerφ| is defined to be the cardinality of the set of
left cosets of Kerφ, as an immediate corollary of this result and Lagrange’s
theorem we have:
Corollary 1.2.67. Let φ : G → H be a group homomorphism. We have that
|G : Kerφ| = |Imφ| and hence |G| = |Kerφ||Imφ|.

This is the analogous result for groups to the Dimension Theorem for vector
spaces, which asserts that for a linear transformation T : V → W we have
dimV = dimKerT + dim ImT .
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In fact, both of these are “numerical shadows” of stronger statements:
we will shortly introduce quotient groups and see the stronger version for
groups.

SinceKerφ ≤ G and Imφ ≤ H , we already knew that |Kerφ| divides |G|
and |Imφ| divides |H|, by Lagrange’s theorem. However this corollary tells
us that |Imφ| also divides |G|, which can be useful to know, in applications
such as the following.
Example 1.2.68. Let G be a group of order 16 and H a group of order 9.
Then the only homomorphismφ : G→ H is the trivial homomorphismwith
φ(g) = eH for all g ∈ G. For if φ : G → H is a homomorphism, |Imφ| must
divide |G| and |H|, but hcf(16, 9) = 1 so |Imφ| = 1 and so Imφ = {eH}.

The kernel of a group homomorphism has a stronger property than just
being a subgroup, namely normality, expressed as follows in terms of cosets.
Definition 1.2.69. Let N be a subgroup of a group G. We say that N is a
normal subgroup if gN = Ng for all g ∈ G. We write N P G, or N ◁ G if
N is a proper normal subgroup.

Note in particular, as it will be relevant for the other algebraic structures
we introduce below, that every subgroup of an Abelian group is normal. As
another example, the centre of a group G,

Z(G) = {z ∈ G | zg = gz for all g ∈ G},

is an Abelian subgroup of G and furthermore Z(G) is a normal subgroup
of G.

Importantly, we have the following.
Proposition 1.2.70. Let φ : G → H be a group homomorphism. Then the kernel
of φ, Kerφ, is a normal subgroup of G.

1.2.6 Cayley’s theorem
Sometimes one needs to calculate in particular explicit examples. Thismight
be done by hand or, more commonly now, by a computer package. But in
order to do so, we need a “nice” way to represent the elements of our group,
to store them and to calculate the result of the binary operation on them. In
this section, we will see two theoretical results that can be used to provide
such representations. The first is called Cayley’s theorem.
Definition 1.2.71. Let X be a set. The symmetric group on X is defined to
be the group SX = (Bij(X), ◦) of bijections between X and itself.
Theorem 1.2.72 (Cayley’s theorem). Let G be a group. There is an injective
homomorphism λ : G→ SG.
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Corollary 1.2.73. Every group G is isomorphic to a subgroup of SG.
In particular, every finite group G of order n is isomorphic to a subgroup of the

symmetric group of degree n, Sn.

Corollary 1.2.74. Let n ∈ N. There are finitely many non-isomorphic groups of
order n.

Theword “non-isomorphic” here is very important: there are infinitelymany
groups with one element, for example, but they are all isomorphic.3

We can also join two previous results together: Cayley’s theorem and the
homomorphism from the symmetric group to the general linear groupgiven
by taking permutation matrices. This gives us, for free, a matrix version of
Cayley’s theorem.
Theorem 1.2.75. Let G be a finite group. There is an injective homomorphism
µ : G→ GL|G|(R).

1.2.7 Quotient groups
Shortly we will see that the above result about kernels of homomorphisms
being normal subgroups is only half of the story: in fact, every normal sub-
group is the kernel of some homomorphism. To explain this will take some
more preparation, however. Firstly, we will, as promised, see that if we have
a normal subgroup N of a group G, we can put an algebraic structure on
the set of cosets of N in G. Specifically, the set of cosets inherits a group
structure from G and this new group is called the quotient group.

Although the construction may seem abstract, we will soon see that a
well-known group is most properly understood as a quotient, namely the
integers modulo n.

The ingredients for the construction are:
• a group (G, ∗) (to try to avoid confusion, we will revert to using an

explicit symbol to denote the binary operation in G);
• a normal subgroup N of G; and
• the set of (left) cosets LN = {gN | g ∈ G} of N in G.

Proposition 1.2.76. Let G be a group and N a normal subgroup of G. Then
• : LN × LN → LN given by gN • hN = (g ∗ h)N defines a binary operation on
LN .

Definition 1.2.77. Let (G, ∗) be a group and let N be a normal subgroup
of G. The quotient group of G by N , denoted G/N , is the group (LN , •)
where LN is the set {gN | g ∈ G} of left cosets ofN in G and • is the binary
operation gN • hN = (g ∗ h)N .

3For each x ∈ R, let Ex = ({x}, ∗) be the group with binary operation x ∗ x = x (note that
∗ is neither + or ×!). Then if x ̸= y, Ex ̸= Ey but Ex

∼= Ey for all x, y ∈ R via x 7→ y.
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Proposition 1.2.78. The binary operation gN • hN = (g ∗ h)N defines a group
structure on LN = {gN | g ∈ G}.

From now on, we will use the notation G/N in preference to (LN , •), so
that when we write G/N it is understood that G/N as a set is the set of left
cosets of a normal subgroup N of G and that the binary operation is •.
Corollary 1.2.79. We have |G/N | = |G|/|N |.

Definition 1.2.80. Let n ∈ Z. The group of integers modulo n is defined
to be the quotient group (Z/nZ,+n). We also often denote this group by
(Zn,+n).

Recall that Zn
∼= Cn is cyclic of order n, with one choice of generator

being 1 + nZ.

1.2.8 Presentations of groups
More than once we have implicitly used the notion of a presentation of a
group, for example when we described the dihedral groups and most re-
cently the cyclic groups. We can now say a little more precisely what this
means, although we will not check all the details.

Giving a presentation for a groupG, written ⟨X | R⟩, is the claim thatG
is isomorphic to a quotient of the free group generated by X , F(X) = ⟨X⟩.

The free group on a set is analogous to forming monomials in a set of
variables: the elements of the free group arewords in the setX , which simply
means finite expressions of the form x±1

1 x±1
2 · · ·x±1

r with xi ∈ X . This be-
comes a group by the operation of concatenation (sticking two such expres-
sions together), where we understand that the expression of length 0 is the
identity e and xix−1

i = e = x−1
i xi.

The particular quotient we take to form ⟨X | R⟩ is the one where we take
R to be a set of elements ofF(X), form the subgroup ⟨R⟩ they generate and
then take the normal closure of this, i.e. we find the smallest normal subgroup
⟨R⟩ of F(X) containing ⟨R⟩. Then ⟨X | R⟩ def

= F(X)/⟨R⟩.
Elements of X are called generators of ⟨X | R⟩ and elements of R are

called relators. In practice, we often give elements of R as relations rather
than relators. Defining by way of an example, if we want a relation such
as b−1ab = a−1 (“imposing a relation” meaning that in the group we want
the two sides to be equal) then formally we should make this into the re-
lator b−1aba and put this element in R. Then in the quotient group b−1aba
will become equal to the identity element of the quotient, so b−1aba = e,
i.e. b−1ab = a−1. (We are being sloppy and using the same letters for the
elements a, b of F(X) and their images a+ ⟨R⟩, b+ ⟨R⟩ in the quotient, but
this is common practice.) So rather than Cn = ⟨g | gn = e⟩ we should write
⟨g | gn⟩, but the former is easier to understand and we do that instead.
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1.2.9 The First Isomorphism Theorem for Groups
First we will record the aforementioned claim that every normal subgroup
is the kernel of a homomorphism. Then in the First Isomorphism Theorem
we will relate kernels, images and quotients.
Lemma 1.2.81. Let G be a group and N a normal subgroup of G. The function
π : G→ G/N defined by π(g) = gN is a group homomorphism.

Definition 1.2.82. Let G be a group and N a normal subgroup of G. The
homomorphism π : G → G/N defined by π(g) = gN is called the quotient
homomorphism associated to G and N .
Proposition 1.2.83. LetG be a group andN a normal subgroup ofG. The quotient
homomorphism π : G→ G/N is surjective and its kernel is Kerπ = N .

Corollary 1.2.84. LetG be a group andN a normal subgroup ofG. ThenN is the
kernel of a group homomorphism with domainG, namely the quotient homomorph-
ism π : G→ G/N .

Theorem 1.2.85 (Universal property of the quotient group). Let G andH be
groups. Let N be a normal subgroup of G and let π : G → G/N be the associated
quotient homomorphism.

Then for every homomorphism φ : G→ H such thatN ⊆ Kerφ, there exists a
unique homomorphism φ̄ : G/N → H such that φ = φ̄ ◦ π.

Furthermore, Ker φ̄ = (Kerφ)/N and Im φ̄ = Imφ.

We can illustrate the maps in this theorem via the following diagram,
known as a “commuting diagram” (the “commuting” refers to the fact that
following along the arrows in either possible way gives the same result).

G H

G/N

φ

π
∃!φ̄

A consequence of this theorem is that there is a one-to-one correspond-
ence between homomorphisms φ : G → H with N ⊆ Kerφ and homo-
morphisms φ̄ : G/N → H , the correspondence being given by composing
with π. Since quotient groups can be complicated to understand, this tells
us that to find homomorphisms whose domain isG/N , we can instead look
for homomorphisms whose domain is G and just check if N is a subgroup
of the kernel of these. (Depending on the situation, the converse direction
can be very helpful too, of course.)

The above theorem has done much of the heavy lifting to enable us to
deduce in a nice, clean fashion the First Isomorphism Theorem.4

4Arguably, it should be called the “First Isomorphism Corollary” since it follows essentially
immediately from the previous theorem, but often theorems are called theorems for their sig-
nificance rather than their outright difficulty.
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Theorem 1.2.86 (First Isomorphism Theorem for Groups). Let G and H be
groups and let φ : G→ H be a group homomorphism. Then

G/Kerφ ∼= Imφ.

Challenge 5. SageMath returns True when evaluating the following code.
Find a homomorphism that explains this.

1 A4 = AlternatingGroup (4)

2 r1 = A4("(1,2) (3,4)")

3 r2 = A4("(1,3) (2,4)")

4 r3 = A4("(1,4) (2,3)")

5 K = A4.subgroup ([r1, r2, r3])

6 I = A4.quotient(K)

7 C3 = CyclicPermutationGroup (3)

8 I.is_isomorphic(C3)

1.3 Rings and fields
Now, we recap the foundational theory of rings, with some extra observa-
tions for (the special case of) fields. We can “bootstrap” much of what we
need from group theory, as above, so wewill still be relatively brief. We first
recall the definition of a ring as we gave it before.
Definition. A ring is an algebraic structure (R,+,×) such that (R,+) is an
Abelian group, × is associative and we have the distributive laws

a× (b+ c) = (a× b) + (a× c) and (a+ b)× c = (a× c) + (b× c)

for all a, b, c ∈ R. The identity element for the group (R,+)will be denoted
0R. The inverse of awith respect to +will be denoted by −a.
Remark 1.3.1. The distributive laws can seem a little like they appear out
of thin air. However, if one stares at them for a while, one sees that in fact
they say that left and rightmultiplication are group homomorphisms. More
precisely, given a ∈ R, the function µL

a : R → R given by µL
a (b) = a × b is a

homomorphism from the Abelian group R = (R,+) to itself, and similarly
for µR

c : R→ R, µR
c (b) = b× c. From this point of view, the conditions above

are not so unnatural.
The following discussion on power series rings and polynomial rings

gives us some important classes of rings to use as examples and in sub-
sequent exercises. Although we will not take any significant steps in this
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direction, we comment that these also play fundamental roles in algebraic
geometry.
Definition 1.3.2. Let R be a ring. The set S(R) of (N-indexed) sequences of
elements of R, with the operations +S(R) and ×S(R) defined by

(a+S(R) b)n = an +R bn

and
(a×S(R) b)n =

∑
i+j=n

ai ×R bj

is a ring, called the ring of formal power series (in one variable) overR. We
denote this ring by R[[x]] and the ring R is called the base ring of R[[x]].
Remark 1.3.3. If R has a multiplicative identity 1R (see Definition 1.3.10)
then the “variable” xmay be identified with the sequence

xn =

{
1R for n = 1

0R otherwise.

This covers most familiar situations but has the perhaps surprising implic-
ation that if R does not have a multiplicative identity, then x = 0R + 1Rx+
0Rx

2 + 0Rx
3 + · · · /∈ R[[x]].

Now that we have the ring of formal power series, it is straightforward to
define the ring of polynomials. Polynomials are just “special” power series,
namely they are the power series that are “eventually zero”, i.e. after some
point, every element of the sequence is 0R. Another way to say this is that
only finitely many elements of the corresponding sequence are non-zero.
We say that a sequence a is finitely supported if it has this property: a is
finitely supported if |{i | ai ̸= 0R}| is finite.
Definition 1.3.4. Let R be a ring. The set Sfs(R) of finitely supported (N-
indexed) sequences of elements ofR, with the operations=Sfs(R) and×Sfs(R)

defined by
(a+Sfs(R) b)n = an +R bn

and
(a×Sfs(R) b)n =

∑
i+j=n

ai ×R bj

is a ring, called the ring of polynomials (in one variable) overR. We denote
this ring by R[x] and the ring R is called the base ring of R[x].

Indeed, Sfs(R) = R[x] is a subring of S(R) = R[[x]] (see Section 1.3.2).
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SageMath can handle polynomial rings over Z (ZZ in SageMath), Q (QQ)
and R (RR), as follows. Note that we have to tell SageMath what we want
our variable to be called. The code

1 R.<x> = PolynomialRing(QQ)

2 S.<y> = PolynomialRing(RR)

3 p = 3*x^2+x+1

4 q = sqrt (3)*x+2

5 r = sqrt (3)*y+2

6 [p in R, r in S, p in S, q in R]

constructs two polynomial rings, R = Q[x] and S = R[y], and three poly-
nomials p, q, r such that p ∈ R and r ∈ S but p /∈ S (since p is a polynomial
in the variable x, not y) and q /∈ R (since

√
3 /∈ Q).

Remark 1.3.5. As in Remark 1.3.3, if R has a multiplicative identity 1R then
the “variable” xmay be identified with the (finitely supported) sequence

xn =

{
1R for n = 1

0R otherwise.

Again this leads to the counter-intuitive observation that if R does not have
a multiplicative identity, then x /∈ R[x], i.e. x is not a polynomial—the point
being that it is not a polynomialwith coefficients inR. For a concrete example,
consider the ring 2Z[x] of polynomials in one variable x with even integer
coefficients: x /∈ 2Z[x].
Definition 1.3.6. LetR be a ring andR[x] the polynomial ring in one variable
over R. Let p = (pn) be a non-zero element of R[x], i.e. there exists i such
that pi ̸= 0R.

The degree of p is defined to be
deg p = max{k | pk ̸= 0R}.

Form = max{k | pk ̸= 0R}we say that pm is the leading coefficient of p and
pmx

m the leading term of p. Ifm = 0, we say that p is a constant polynomial.

Continuing after the above code, entering
7 p.degree ()

returns 2, as expected.
We can also ask SageMath to factor and find roots (with multiplicit-
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ies), if these exist in the base ring:
1 R.<x> = PolynomialRing(RR)

2 p = x^2+3*x+2

3 p.factor ()

4 p.roots ()

5 q = x^2-2*x+1

6 q.factor ()

7 q.roots ()

8 S.<y> = PolynomialRing(CC)

9 r = y^2+1

10 r.factor ()

11 r.roots ()

Here, CCmeans the complex numbers,C, and I (in the output) represents
i.
Proposition 1.3.7. Let R be a ring such that for any two elements a, b ∈ R such
that a, b ̸= 0R, we have ab ̸= 0R. LetR[x] be the ring of polynomials in one variable
over R and let p, q ∈ R[x]. Then
(i) deg(p+ q) ≤ max{deg p,deg q}, and

(ii) if p, q ̸= 0R[x] then pq ̸= 0R[x] and

deg pq = deg p+ deg q.

Proposition 1.3.8 (The division algorithm for polynomials). Let F be a field
and let f, g ∈ F [x], with g ̸= 0. Then there exist unique polynomials q, r ∈ F [x]
such that f = qg + r and either r = 0 or deg r < deg g.

The polynomial q is called the quotient, and r the remainder, of f divided by g.

1.3.1 Basic properties of rings
Proposition 1.3.9. Let (R,+,×) be a ring and 0R the identity element for +.
Recall that we denote the inverse of a with respect to + by −a.
(i) (additive cancellation) For all a, b, c ∈ R, if a+ b = a+ c then b = c.

(ii) For all a ∈ R, 0R × a = 0R = a× 0R.

(iii) For all a, b ∈ R, a× (−b) = (−a)×b = −(a×b) and (−a)× (−b) = a×b.
As above, we take particular care over the existence of a multiplicative

identity.
Definition 1.3.10. Let (R,+,×) be a ring. An element 1R ∈ R is called a
multiplicative identity if 1R is an identity for the binary operation×, that is,
for all a ∈ R,

a× 1R = a = 1R × a.

A ring having a multiplicative identity is said to be unital.
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Notice that a multiplicative identity is unique if it exists: an identity for
a binary operation is always unique.
Examples 1.3.11.
(a) The trivial ring ({e},+,×)with e+ e = e and e× e = e has multiplic-

ative identity e, as we see from the definition of ×. One can show that
the only ring R with a multiplicative identity 1R in which 1R = 0R is
the trivial ring.

(b) The ring (Z,+,×), with the usual addition and multiplication of in-
tegers, has multiplicative identity 1; similarly for Q, R and C, with
their usual operations.

(c) The integers modulo n, Zn, with addition and multiplication modulo
n has a multiplicative identity 1̂ = 1 + nZ. Later we will see why this
should not be a surprise.

(d) The matrix ringsMn(Z),Mn(Q),Mn(R) andMn(C) all have multiplic-
ative identities, namely the n× n identity matrix In,

(In)ij =

{
1 if i = j

0 otherwise.

The matrix ring Mn(R), for R an arbitrary ring, need not have a mul-
tiplicative identity; shortly we will see precisely when it does.

(e) The ring of functions F(Y,R) (respectively F(Y,C)) (where Y is any
set) has a multiplicative identity, the constant function 1 : Y → R (re-
spectively 1 : Y → C) defined by 1(y) = 1 for all y ∈ Y .

(f) The polynomial ringsZ[x],Q[x],R[x] andC[x]havemultiplicative iden-
tities, namely the constant polynomial 1 = 1 + 0x + 0x2 + · · · . The
polynomial ring R[x], for R an arbitrary ring, need not have a multi-
plicative identity; again we shall shortly see precisely when it does.

Just as in the case of groups, ringswith a commutativemultiplication op-
eration are particularly special. Remember that a ring (R,+,×) is by defin-
ition an Abelian group with respect to +, so a + b = b + a for all a, b always.
The issue at hand for rings is whether or not the multiplication operation ×
is commutative.
Definition 1.3.12. Let (R,+,×) be a ring. We say that R is a commutative
ring if the multiplication operation × is commutative. That is, a× b = b× a
for all a, b ∈ R.

Be aware that it is commonpractice to say “non-commutative ring”when
what is actually meant is “ring” (that is, the ring in question might be com-
mutative or it might not be, we don’t know and/or don’t care, but in particu-
lar we won’t assume it is commutative). In this usage, “non-commutative”
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is not the negation of “commutative”: “non-commutative” and “not com-
mutative” are then unfortunately not synonyms.

Note that the negation of (∀a, b ∈ R)(a× b = b× a) is
¬ ((∀a, b ∈ R)(a× b = b× a)) = (∃ a, b ∈ R)(a× b ̸= b× a),

so that to show a ring R is not commutative we must find two specific ele-
ments of R whose products a × b and b × a are not equal. (We must have
a ̸= b, since a× a = a× a, of course.)

We have already seen a number of examples of commutative and non-
commutative rings.
Examples 1.3.13.
(a) Z, Q, R and C are commutative (unital) rings.
(b) The integers modulo n, Zn, are a commutative ring.
(c) Matrix rings are usually non-commutative.
(d) The rings of functions F(Y,R) and F(Y,C) are commutative: multi-

plication is defined pointwise so if f, g ∈ F(Y,R),
(fg)(y) = f(y)g(y) = g(y)f(y) = (gf)(y)

for all y ∈ Y ; similarly for f, g ∈ F(Y,C). A little careful thought
shows that the key issue here for F(Y,R) with R an arbitrary ring is
whether or not R is commutative.

(e) Polynomial rings R[x] can be commutative or not, depending on R.
(f) The ring of even integers 2Z is commutative, because its multiplica-

tion is that of Z, restricted to the even integers, and multiplication of
integers is commutative.

Lemma 1.3.14. Let R be a ring such that there exist r, s ∈ R with rs ̸= 0R. Then
the matrix ringMn(R) is commutative if and only if n = 1 and R is commutative.
That is, Mn(R) is non-commutative if n ≥ 2, and M1(R) is non-commutative if
and only if R is.

Lemma 1.3.15. Let R be a ring. Then the polynomial ring R[x] is commutative if
and only if R is.

1.3.2 Subrings
Just as with groups and subgroups, it is natural to study subsets of rings
that are themselves rings. Indeed, in a few places above it would have been
natural to say “subring”, so it is not before time that we give the definition.
Definition 1.3.16. Let (R,+,×) be a ring. A subset S of R is said to be a
subring if (S,+,×) is a ring. If this is the case, we write S ⩽ R.
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Proposition 1.3.17 (Subring test). Let S be a subset of a ring (R,+,×) and
denote the additive identity element of R by 0R. Then S is a subring of R if and
only if the following two conditions are satisfied:

(SR1) S is a subgroup of (R,+);

(SR2) for all s1, s2 ∈ S, we have s1 × s2 ∈ S.

Lemma 1.3.18. Every subring of a commutative ring is commutative.

Problem 6. Let R and S be rings, and let T denote their Cartesian product,
that is,

T = R× S = {(a, b) | a ∈ R, b ∈ S}.
Equip T with the coordinate-wise defined addition and multiplication op-
erations

(a, b) +T (c, d) = (a+R c, b+S d)

and
(a, b)×T (c, d) = (a×R c, b×S d)

for a, c ∈ R and b, d ∈ S.
(a) Show that T is a ring with respect to these operations.
(b) Show that T is commutative if and only if R and S are commutative.

1.3.3 Homomorphisms
Earlier, in Section 1.2.4, we saw that the correct way to relate two groups
(G, ∗) and (H, ◦) is to define a group homomorphism, this being a function
φ : G → H such that φ(g1 ∗ g2) = φ(g1) ◦ φ(g2) for all g1, g2 ∈ G. A ring
(R,+,×) is by definition an Abelian group (R,+)with a compatible multi-
plication×, so a ring homomorphismmust be a group homomorphism that
also preserves the multiplication operations.
Definition 1.3.19. Let (R,+R,×R) and (S,+S ,×S) be rings. A function
φ : R → S is called a ring homomorphism if φ is a group homomorphism
and preserves the multiplication operations. Explicitly,
(H1) φ(r1 +R r2) = φ(r1) +S φ(r2) and
(H2) φ(r1 ×R r2) = φ(r1)×S φ(r2),
for all r1, r2 ∈ R.

Let us again list some elementary properties of ring homomorphisms,
the first two of which are immediate from a ring homomorphism being in
particular a group homomorphism, so are restatements of parts of Propos-
ition 1.2.48. The third is easily proved by induction.
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Proposition 1.3.20. Let φ : R→ S be a ring homomorphism. Then

(i) φ(0R) = 0S ;

(ii) φ(−r) = −φ(r) for all r ∈ R;

(iii) φ(rn) = φ(r)n for all r ∈ R, n ∈ N.

Proposition 1.3.21. Let φ : R → S and σ : S → T be ring homomorphisms.
Then σ ◦ φ : R→ T is a ring homomorphism.

Example 1.3.22. Next we give the ring analogue of the trivial group homo-
morphism defined in Exercise 4.

LetR and S be rings and let φ : R→ S be the function defined by φ(a) =
0S for all a ∈ R. Then φ is a ring homomorphism because for all a, b ∈ R,
we have
(H1) φ(a+ b) = 0S = 0S + 0S = φ(a) + φ(b) and
(H2) φ(ab) = 0S = 0S · 0S = φ(a)φ(b).

We call φ the zero homomorphism; all other homomorphisms are said to be
non-zero.
Example 1.3.23. Recall that for any set B and any subset A ⊆ B, there is an
(injective) function ι : A → B defined by ι(a) = a for all a ∈ A. This is
called the inclusion map, as it precisely encodes A being “included” in B,
as a subset.

Let S be a subring of a ring R, so that in particular S ⊆ R, and let
ι : S → R be the inclusion map. Then ι is a ring homomorphism, as is easily
checked.
Definition 1.3.24. A ring homomorphism φ : R → S is called a ring iso-
morphism if there exists a ring homomorphism ψ : S → R such that ψ ◦φ =
idR and φ ◦ ψ = idS .

We say that two rings R and S are isomorphic if and only if there exists
a ring isomorphism φ : R → S. If R and S are isomorphic, we often write
R ∼= S.

Again, the identity function idR : R → R, idR(r) = r is a ring homo-
morphism and is invertible, so is a ring isomorphism.

The following lemma follows immediately from Lemma 1.2.54, since we
simply add the property (H2) to the conditions in the corresponding state-
ment for group homomorphisms.
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Lemma 1.3.25. Let R and S be rings. Then the following are are equivalent:

(i) R and S are isomorphic, i.e. there exist ring homomorphisms φ : R→ S and
ψ : S → R such that ψ ◦ φ = idR and φ ◦ ψ = idS ; and

(ii) there exists a bijective ring homomorphism φ : R→ S.

Definition 1.3.26. Let R and S be rings. If S contains a subring T such that
T is isomorphic to R, then we say that S contains a subring isomorphic to
R.

In practice we use the following criterion to decide whether or not a ring
contains a subring isomorphic to some other ring.
Proposition 1.3.27. Let R and S be rings. Then S contains a subring isomorphic
to R if and only if there is an injective ring homomorphism from R to S.

If R and S are unital rings, we may or may not have that a ring homo-
morphism sends 1R to 1S . If we want to be sure of this, we need to ask for
it explicitly:
Definition 1.3.28. Let R and S be unital rings. We say that a ring homo-
morphism φ : R→ S is unital if φ(1R) = 1S .

1.3.4 Kernels and images
We may take the same definitions (as sets) for the kernel and the image
of a ring homomorphism, by simply considering it as a group homomorph-
ism, “forgetting” its extra property of being compatibilewithmultiplication.
However, we use precisely the extra multiplicativity to show that the kernel
and image have more structure than just being subgroups.
Definition 1.3.29. Let φ : R→ S be a ring homomorphism. The kernel of φ
is defined to be the subset of R given by

Kerφ = {r ∈ R | φ(r) = 0S}.

Definition 1.3.30. Let φ : R→ S be a ring homomorphism. The image of φ
is defined to be the subset of S given by

Imφ = {s ∈ S | (∃r ∈ R)(φ(r) = s)}.

Proposition 1.3.31. Let φ : R→ S be a ring homomorphism.

(i) The kernel of φ, Kerφ, is a subring of R.

(ii) The image of φ, Imφ, is a subring of S.

(iii) The homomorphism φ is injective if and only if Kerφ = {0R}.
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(iv) The homomorphism φ is surjective if and only if Imφ = S.

(v) The homomorphism φ is an isomorphism if and only if Kerφ = {0R} and
Imφ = S.

Proposition 1.3.32. Let R be a ring. There is an injective ring homomorphism
φ : R→ R[x] whose image is the set of constant polynomials.

Proposition 1.3.33. Let R and S be rings and let φ : R → S be a non-zero ho-
momorphism. Suppose that R has a multiplicative identity 1R. Then φ(1R) is a
multiplicative identity in Imφ.

1.3.5 Quotient rings
Similarly, we need to enhance our definition of a normal subgroup appropri-
ately in order to obtain something that behaves appropriately in giving us
quotient rings (and not just quotients as groups). In more fancy language,
we must work5 out the necessary and sufficient conditions to define kernels
in a suitable category.
Definition 1.3.34. Let (R,+,×) be a ring. A subset I ⊆ R is said to be an
ideal if
(I1) I is an (additive) subgroup of (R,+); and
(I2) (Closure under multiplication by an arbitrary element of R) for all

a ∈ I and r ∈ R, a× r ∈ I and r × a ∈ I .
If I is an ideal of R, we write I P R; we write I ◁ R if I is a proper ideal,
that is, I P R and I ⊊ R.
Proposition 1.3.35. Let (R,+,×) be a ring and I an ideal of R.

Let LI = {r + I | r ∈ R} denote the set of left cosets of I in R. Then

+I : LI × LI → LI , (r + I) +I (s+ I) = (r + s) + I

and
×I : LI × LI → LI , (r + I)×I (s+ I) = (r × s) + I

define binary operations on LI .

Proposition 1.3.36. Let (R,+,×) be a ring and I an ideal.

(i) The operation+I defines a group structure on LI , the set of left cosets of I in
R (with respect to addition).

(ii) The operation ×I is associative and distributes over +I .

5This is blatantly ahistorical: the correct definition of a kernel in general categories is ab-
stracted from the examples known already, i.e. groups, rings and other algebraic structures.
But we are sowing seeds of a narrative that will play out later on.
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Definition 1.3.37. Let (R,+,×) be a ring and let I be an ideal of R. The
quotient ring of R by I , denoted R/I , is the ring (LI ,+I ,×I) where LI is
the set {r + I | r ∈ R} of left cosets of I in R and +I and ×I are the binary
operations

(r + I) +I (s+ I) = (r + s) + I

and
(r + I)×I (s+ I) = (r × s) + I

The additive identity of the quotient ring R/I is 0R/I = 0R + I .
Definition 1.3.38. Let n ∈ Z. The ring of integers modulo n is defined
to be the quotient ring (Z/nZ,+n,×n). We also often denote this ring by
(Zn,+n,×n). We write m̂ for the cosetm+ nZ, for short.
Proposition 1.3.39. Let I be an ideal in a ring R.
(i) Suppose thatR is commutative. Then the quotient ringR/I is commutative.

(ii) Suppose thatR has amultiplicative identity 1R. Then 1+I is amultiplicative
identity in the quotient ring R/I .

1.3.6 The First Isomorphism Theorem for Rings
Now we have all the pieces to re-run the First Isomorphism Theorem story,
but now for rings.
Proposition 1.3.40. Let φ : R → S be a ring homomorphism. Then the kernel of
φ, Kerφ, is an ideal of R.
Lemma 1.3.41. Let R be a ring and I an ideal of R. The function
π : R→ R/I defined by π(r) = r + I is a ring homomorphism.
Definition 1.3.42. LetR be a ring and I an ideal ofR. The ring homomorph-
ism π : R→ R/I defined by π(r) = r+ I is called the quotient homomorph-
ism associated to R and I .
Proposition 1.3.43. LetR be a ring and I an ideal ofR. The quotient homomorph-
ism π : R→ R/I is surjective and its kernel is Kerπ = I .
Corollary 1.3.44. LetR be a ring and I an ideal ofR. Then I is the kernel of a ring
homomorphism with domainR, namely the quotient homomorphism π : R→ R/I .
Theorem 1.3.45 (Universal property of the quotient ring). Let R and S be
rings. Let I be an ideal of R and let π : R→ R/I be the associated quotient homo-
morphism.

Then for every ring homomorphism φ : R → S such that I ⊆ Kerφ, there
exists a unique ring homomorphism φ̄ : R/I → S such that φ = φ̄ ◦ π.

Furthermore, Ker φ̄ = (Kerφ)/I and Im φ̄ = Imφ.
Theorem 1.3.46 (First IsomorphismTheorem for Rings). LetR andS be rings
and let φ : R→ S be a ring homomorphism. Then

R/Kerφ ∼= Imφ.
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1.3.7 Integral domains
Certain commutative rings are especially well-behaved.
Definition 1.3.47. An integral domain (or a domain for short) is a ringR such
that the following two axioms hold.
(ID1) R is commutative and has a multiplicative identity.
(ID2) Whenever a, b ∈ R are non-zero, the product ab is also non-zero.
Note that, by contraposition, axiom (ID2) is equivalent to the following

statement.
(ID2′) Whenever a, b ∈ R satisfy ab = 0, either a = 0 or b = 0 (or both).
Example 1.3.48.
(a) The ring of integers, Z, is an integral domain, and is regarded as the

prototypical example, hence the term “integral”. This is because the
product of two non-zero integers is non-zero (and because Z is a com-
mutative ring with a multiplicative identity).

(b) The ring Z5 is an integral domain. Certainly, Z5 is commutative and
has a multiplicative identity, so that (ID1) holds.
To see that (ID2′) is satisfied, suppose that m̂, n̂ ∈ Z5 with m̂ n̂ = 0̂.
This means thatmn ≡ 0 mod 5, so that 5 dividesmn. Since 5 is prime,
the only waymn can be a multiple of 5 is if eitherm or n is.
(This follows easily from Euclid’s Lemma.)
Hence 5dividesm or 5dividesn, and thus m̂ = 0̂ or n̂ = 0̂, as required.
More generally, Zp is an integral domain for each prime p ∈ N; the
proof is the same as that above.

(c) Other familiar examples of integral domains areQ, R and C. The con-
sideration of these cases is similar to that of Z above.

Example 1.3.49. The ring Z6 is not an integral domain because 2̂ · 3̂ = 0̂ in Z6

and both 2̂ and 3̂ are non-zero, so that (ID2) does not hold.
More generally, the ring Zn is not an integral domain whenever n ∈ N is

composite.
Definition 1.3.50. A non-zero element a of a commutative ring R is called
a zero-divisor if there exists a non-zero element b ∈ R such that ab = 0.

Thus a commutative ring with a multiplicative identity is an integral do-
main if and only if it has no zero-divisors.
Example 1.3.51. We find the zero-divisors in the ring Z6 (there are three of
them).

We consider each of the six elements of Z6 separately.
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• The zero element 0̂ is not a zero-divisor by definition.

• The element 1̂ satisfies 1̂ m̂ = m̂ for eachm ∈ Z so we see that 1̂ m̂ = 0̂
only for m̂ = 0̂, so that 1̂ is not a zero-divisor.
(In general, a multiplicative identity is never a zero-divisor.)

• The element 2̂ is a zero-divisor because 2̂ ̸= 0̂ and 3̂ ̸= 0̂, and 2̂ · 3̂ = 0̂.
• The element 3̂ is also a zero-divisor by the argument just given.

• The element 4̂ is a zero-divisor because 4̂ ̸= 0̂ and 3̂ ̸= 0̂, and 4̂ · 3̂ = 0̂.
• The element 5̂ is not a zero-divisor. Indeed, suppose that m ∈ Z sat-

isfies 5̂ m̂ = 0̂. Then, as 5̂ m̂ = 5̂m, this means that 6 divides 5m, and
consequently 6 divides m because 5 and 6 are coprime. Thus m̂ = 0̂,
as required.

We could get some help from SageMath to do this, as follows.
1 Z6 = Integers (6)

2 list(Z6)

3 Z6(2)*Z6(3)

4 l = []

5 for i in range (6):

6 l.append(Z6(5)*Z6(i))

7 l

Here we have used a for loop for the first time. Note that since SageMath
follows Python conventions, the indentation (achieved by pressing Tab
once) on line 6 is essential.

The last four lines do the following: define an empty list l, ask SageMath
to range a variable i between 0 and 5 (range(n) goes from 0 to n−1)
and for each i put on the end of the list so far (“append”) the value of
Z6(5)*Z6(i), finally printing the result.

Why does the output of this code confirm that 5̂ is not a zero divisor?

A useful property of integral domains is that they allow multiplicative
cancellation of non-zero elements. Consider for example the equation 2m =
2n, where m and n are integers. Although 2 has no multiplicative inverse
in Z, it is still permissible to cancel the 2 from both sides to obtain m = n.
This property can be generalized to an arbitrary integral domain as follows.
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Proposition 1.3.52. Let R be a commutative ring with a multiplicative identity.
Then R is an integral domain if and only if multiplicative cancellation is always
possible in the following sense.

(MC) Whenever a, b, c ∈ R satisfy ab = ac and a ̸= 0, we have b = c.

Definition 1.3.53. Let R be a commutative ring. A prime ideal in R is a sub-
set I of R such that the following two axioms hold.

(PI1) I is a proper ideal in R (so I ̸= R).
(PI2) Whenever a, b ∈ R satisfy ab ∈ I , either a ∈ I or b ∈ I (or both).

Proposition 1.3.54. Let R be a commutative ring with a multiplicative identity,
and let I be an ideal in R. The quotient ring R/I is an integral domain if and only
if I is a prime ideal.

1.3.8 Fields
Althoughwe have come to them after groups and rings, it is often fields that
we meet first in our mathematical journey. We might not know the name,
or see the justification for the axioms, but we learn early on that the real
numbers have lots of nice properties, like being able to carry out division.
Definition 1.3.55. A field is a ringF such that the following two axioms hold.
(F1) F is commutative and has a multiplicative identity 1.
(F2) Each non-zero element of F has a multiplicative inverse, that is, for

each element a ∈ F \{0}, there is an element b ∈ F such that ab = 1.
Using the language of group theory, we can rephrase the field axioms as

follows.
Proposition 1.3.56. Let F be a non-empty set equipped with two binary opera-
tions + and ×. Then F is a field if and only if the following three conditions hold.

(i) (F,+) is an Abelian group.

(ii) (F \ {0},×) is an Abelian group.

(iii) The distributive laws hold.

Proposition 1.3.57. Let F be a field. Then F is an integral domain.

Proposition 1.3.58. LetR be an integral domain with a finite number of elements.
Then R is a field.

Although we will mostly have infinite fields in mind in the remainder of
the book (indeed, most examples will be over C), the following serves as a
useful orientation and connection of the various definitions we have seen.
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Corollary 1.3.59. For each n ∈ {2, 3, 4, . . .}, the following four assertions are
equivalent.

(i) Zn is a field.

(ii) Zn is an integral domain.

(iii) n is prime.

(iv) nZ is a prime ideal in Z.

In SageMath, the fieldsZp are called GF(p) andwork similarlyb to Integers;
the difference is that SageMath “remembers more is true” about GF(p).

1 Z5 = GF(5)

2 Z5(2)*Z5(4)

bWarning: GF(n) is a valid construction if n is a prime power, giving the finite field of
that order, and will return an error if n is not a prime power. So, use Integers if you want
integers modulo n, not GF, or the results may not be what you expect!

Note that by adding a requirement to be closed under taking multiplic-
ative inverses, we obtain the notion of a subfield, exactly analogously to sub-
groups and subrings.

We say that that a ring R is simple if the two trivial ideals {0} and R
are the only ideals in R. We have that, among all unital commutative rings,
fields are characterized as those which are simple.
Proposition 1.3.60. Let R be a ring. Then R is a field if and only if R is simple
and commutative and has a multiplicative identity.

Corollary 1.3.61. Let R be a field and φ : R → S a ring homomorphism. Then
either φ = 0 or φ is injective.

As an application of Proposition 1.3.60 we can characterize the ideals I
in a commutative unital ringR such that the quotient ringR/I is a field; this
is the analogue for fields of Proposition 1.3.54 for integral domains.
Definition 1.3.62. Let R be a ring. A maximal ideal in R is a subset I of R
such that the following two axioms hold.
(MI1) I is a proper ideal in R.
(MI2) Suppose that J is an ideal in R such that I ⊆ J . Then either J = I

or J = R.
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In other words, a maximal ideal is a proper ideal which is not properly
contained in any other proper ideal. In applications, the following more
compact reformulation of axiom (MI2) is often convenient.
(MI2′) Suppose that J is an ideal inR such that I ⊊ J (meaning that I ⊆ J

and I ̸= J). Then J = R.
Proposition 1.3.63. Let R be a commutative ring with a multiplicative identity,
and let I be an ideal in R. The quotient ring R/I is a field if and only if I is a
maximal ideal in R.

Corollary 1.3.64. Let R be a commutative ring with a multiplicative identity.
Then every maximal ideal in R is a prime ideal.

1.3.9 Principal ideal domains
Wehave seen that nZ is an ideal inZ for each n ∈ Z. This raises the question:
are there any other ideals in Z? The answer is “no”, as we shall see shortly.
Proposition 1.3.65. Let a be an element of a commutative ring R.

(i) The set aR = {ab : b ∈ R} is an ideal in R.

(ii) Suppose that R has a multiplicative identity 1. Then a ∈ aR, and aR is the
smallest ideal in R containing a.

Definition 1.3.66. An ideal I in a commutative ring R is called principal if
I = aR for some a ∈ R.
Definition 1.3.67. A principal ideal domain (often abbreviatedPID) is a ringR
such that the following two axioms hold.
(PID1) R is an integral domain.
(PID2) Each ideal in R is principal.

In other words, an integral domain R is a principal ideal domain if and
only if, for each ideal I inR, there exists an element a ∈ R such that I = aR.

We begin with an easy (and admittedly rather uninteresting) example
of a principal ideal domain.
Proposition 1.3.68. Let F be a field. Then F is a principal ideal domain.

A much more important example of a principal ideal domain is as fol-
lows.
Theorem 1.3.69. The ring of integers, Z, is a principal ideal domain.

We have the following nice description of the ideal structure of Z.
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Corollary 1.3.70.

(i) Each ideal in Z has the form nZ for some n ∈ Z.

(ii) LetmZ and nZ be two ideals in Z (wherem,n ∈ Z). ThenmZ ⊆ nZ if and
only if n dividesm; in particular,mZ = nZ if and only ifm = ±n.

Proposition 1.3.71. Letm,n ∈ N. Then:

(i) The smallest ideal in Z containing bothmZ and nZ is hcf(m,n)Z.

(ii) The largest ideal in Z contained in both mZ and nZ is lcm(m,n)Z (where
lcm(m,n) denotes the lowest common multiple ofm and n).

The following is an illustration of the lattice of ideals of Z:

Z

2Z 3Z 5Z 7Z 11Z 13Z · · ·

4Z 6Z 9Z 10Z 14Z 15Z 21Z · · ·

8Z 12Z 18Z 20Z 27Z 28Z · · ·

...

Using the definition of the degree of a polynomial and the division al-
gorithm, one may prove the following.
Proposition 1.3.72. Let R be a ring. Then R[x] is an integral domain if and only
if R is an integral domain.

Theorem 1.3.73. The polynomial ring F [x] over a field F is a principal ideal do-
main.

1.4 Linear algebra
The word “linear” has several meanings, but in common usage it derives its
main one from the notion of a line: we say a geographical feature is linear if
it is (perhaps only roughly) in the shape of a (straight) line. Mathematically,
we use linear in this way too, notably in geometry, but in algebra there is an
arguably more important usage that is one level more sophisticated and is
another instance of wanting functions to preserve structure.
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We say that a function is linear if it sends lines (through the origin) to
lines. More concretely, f will satisfy f(αv + βw) = αf(v) + βf(w), where
α, β will be “scalars” and v, w points (or “vectors”) in some suitable set-
ting. Functions that are linear are considerably easier to work with than
non-linear functions, as is seen in applications across mathematics, physics
and engineering. Indeed, many successful techniques for solving problems
are essentially “how can we make things linear?” and this is why linear
algebra is often taught right at the beginning of a course in advanced math-
ematics (and some aspects even earlier).

The “suitable” setting referred to above is, at least from the point of view
of abstract algebra, that of vector spaces. We very briefly mentioned vector
spaces in our introductory remarks in Section 1.1 and now let us say where
they fit in terms of the formal definitions.

Every vector space V over a field K is an Abelian group under addition,
(V,+). Vector spaces are not rings (or fields): we do not multiply vectors by
vectors.

However, vector spaces have more structure than just addition, namely
they have scalar multiplication. Scalar multiplication is a slightly different
type of operation: it is not a binary operation on V . It takes two inputs, a
scalar λ ∈ K and a vector v ∈ V , and produces a new vector λv ∈ V . We
can formalize this as a function · : K × V → V , λ · v = λv, and say that a
vector space is an algebraic structure (V,+, · ) where + and · satisfy some
compatibility conditions, namely those that give linearity.

With full formality, the definition is as follows.
Definition 1.4.1. A vector space over a field K is an algebraic structure
(V,+, · ) such that (V,+) is an Abelian group with identity 0V and the func-
tion · : K× V → V satisfies

λ · (v + w) = λ · v + λ · w,
(λ+ µ) · v = λ · v + µ · v,
λ · (µ · v) = (λµ) · v

and

1K · v = v

for all v, w ∈ V and λ, µ ∈ K.
This definition is a little more complicated than our previous examples,

since for a vector space we should regard K (itself an algebraic structure
with operations, distinguished elements and properties) as part of the data
we pick. As a result, the theory of vector spaces is quite rich and indeed it
gets its own special name, linear algebra.

Since much of representation theory is both built on and inspired by lin-
ear algebra, we take a little time here to discuss the most relevant parts.
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Again, we note that there is much more we could include, e.g. the theory of
bilinear forms (an example of a topic that has applications in many areas),
but which we omit—with a mild sense of regret—in order to stay on our
main track.

To define the usual algebraic constructions for vector spaces, we again
simply “enhance” the group-theoretic concepts to vector spaces by asking
or checking at each stage that the idea in question can be made compatible
with the extra scalar multiplication, as we did with rings.

Specifically, a subspace W of a vector space V is a subgroup of V closed
under scalar multiplication.

A homomorphism of vector spaces or, to give it its more common name,
a linear transformation (or map) T : V → W is a homomorphism of Abelian
groups such that φ(λv) = λφ(w). Let us denote by HomK(V,W ) the collec-
tion of all linear transformations from V toW .

As a nod to how we will think about structures like vector spaces in the
rest of this book, notice that the scalar multiplication formula · could be
re-interpreted as a function ρ· : K → HomK(V, V ), given by ρ·(λ)(v) = λ · v.
Then the axioms for · precisely say that ρ· is a unital ring homomorphism.

We note here that most of the time (but not all) the vector spaces we will
encounter will be finite-dimensional. However, we will take care to say so
specifically, as the theory of infinite-dimensional vector spaces comes with
some subtleties.

Two important quantities associated to a linear endomorphism
T : V → V of a finite-dimensional vector space are the determinant and the
trace. To define both,6 we choose a basis B for V . Then we may write down
the matrix [T ]BB = (tij) whose entries are determined by Tbi =

∑
j tijbj

where bi ∈ B. The trace of T , tr(T ) or tr([T ]BB), is the sum of the diagonal
entries of [T ]BB, i.e.

∑
i tii; one should show that this does not depend on the

choice of basis.
The determinant is a little more complicated:

det(T )
def
=
∑
σ∈Sn

sign(σ)t1σ(1)t2σ(2) · · · tnσ(n)

where [T ]BB = (tij); recall (1.2.2) that the sign of a permutation σ is (−1)r if
σ can be written as a product of r transpositions.

Eigenvectors and eigenvalueswill be important for us, too. An eigenvector
for a linear map T : V → V is a vector v ∈ V such that there exists λ ∈ K
such that Tv = λv. The scalar λ is called the eigenvalue associated to the
eigenvector v.

To find eigenvalues, we may use the following result.
6To introduce all the required definitions and theorems would take more space than we

wish to here: in order to follow this book, we expect that you have seen this type of abstract
linear algebra before. If not, we recommend you find a good textbook to work through first;
there are many available, to suit a variety of backgrounds.
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Theorem 1.4.2. Let T : V → V and setM = [T ]BB for some choice of basis B for
V . Then for any λ ∈ K there exists an eigenvector v for T with eigenvalue λ if and
only if λ is a root of the characteristic polynomial of T , det(M − tI).

Then to find eigenvectors, we solve the simultaneous linear equations
Mv = λv. (Fast computational methods to compute eigenvectors and ei-
genvalues exist but it is also important to know how to do this by hand.)

The subset of eigenvectors for a fixed eigenvalue λ forms a subspace of
V , which we denote Vλ and call the λ-eigenspace.

If a vector space V has a basis consisting of eigenvectors for a linear trans-
formation T : V → V , thenwe say T is diagonalisable, for thenwith respect to
this basis, T is represented by a diagonal matrix with the eigenvalues on the
diagonal. It follows that if T is diagonalisable, its trace is equal to the sum of
its eigenvalues and its determinant is equal to the product of its eigenvalues.

We now show you how to define matrices in SageMath and then to com-
pute their eigenvalues and eigenvectors. In the exercises (1.E) at the end
of this chapter (and indeed, the other chapters too) there are opportun-
ities to practice these computations.

Putting the code
1 R = MatrixSpace(ZZ ,3,3)

2 M = R.matrix ([[1,2,3],[4,5 ,6] ,[7 ,8 ,9]])

3 M

into SageMathCell and pressing “Evaluate” prints

[1 2 3]
[4 5 6]
[7 8 9]

So now we know how to create the matrix ring M3(Z) and how to
defineM to be a matrix in this ring.

We can add matrices:
4 M+M

and multiply matrices:
5 M*M

For what follows, and for going beyond what follows, you might find
the SageMath tutorial on linear algebra (https://doc.sagemath.org/
html/en/tutorial/tour_linalg.html) or the documentation forMatrices
(https://doc.sagemath.org/pdf/en/reference/matrices/matrices.
pdf) helpful, depending on what you want to do. The technical docu-
mentation can be daunting at first, but often the examples help you see
how to achieve what you want.

https://doc.sagemath.org/html/en/tutorial/tour_linalg.html
https://doc.sagemath.org/html/en/tutorial/tour_linalg.html
https://doc.sagemath.org/pdf/en/reference/matrices/matrices.pdf
https://doc.sagemath.org/pdf/en/reference/matrices/matrices.pdf
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It should be said again at this point that computers struggle with in-
finite things. This ought not to come as a surprise but it does matter. It
means, in particular, that in the examples that follow immediately and
later we will pick examples that the system can handle. Also, the out-
puts will look approximate in many cases, although we might be able to
infer expressions for them by knowing that they are (for example) roots
of certain polynomials whose coefficients are manageable for the system
(which for our purposes essentially means “rational”).

Computing eigenvalues is as you might expect:
1 R = MatrixSpace(ZZ ,3 ,3);

2 M = R.matrix ([[1 ,2 ,3] ,[4 ,5 ,6] ,[7 ,8 ,9]]);

3 M.eigenvalues ()

yields as output [0, -1.116843969807043?, 16.11684396980705?]. By
asking for the characteristic polynomial ofM , we canwork outwhat these
numbers might actually be:

4 M.characteristic_polynomial (). factor ()

We see that these are the roots of x(x2−15x−18), i.e. 0 and 1
2 (15±3

√
33).

Moreover, we can compute the eigenvectors:
5 M.eigenvectors_right ()

gives
[(0, [(1, -2, 1)], 1),

(-1.116843969807043?, [(1, 0.11039450377411963?,

-0.7792109924517608?)], 1),

(16.11684396980705?, [(1, 2.264605496225881?,

3.529210992451761?)], 1)]

i.e. a list of lists whose entries are the eigenvalue, an eigenvector and its
algebraic multiplicity.

1.4.1 Advanced linear algebra
Weneed two linear algebra constructions that go beyond a typical first course.
These are quotients for vector spaces and tensor products.

Quotient vector spaces

Since vector spaces are Abelian groups and every subgroup of an Abelian
group is a normal subgroup, wemay take the quotient group and show that
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this inherits a vector space structure.
Let W be a subspace of V . Then the quotient vector space V/W is the

Abelian group V/W = {v + W | v ∈ V } with (v + W ) + (v′ + W ) =
(v + v′) +W and λ · (v +W ) = λv +W . We leave it as an exercise to check
the necessary properties; they all “descend” from those for V . (The well-
definedness of the construction has already been handled by the theory of
quotient groups.)

Note that if V is a finite-dimensional vector space andW a subspace of
V , then dimV/W = dimV − dimW . Indeed this follows from proving the
stronger result that V ∼=W ⊕ V/W .

The point here is that due to the “freeness” of vector spaces (essentially,
this boils down to the existence of bases), in the category of vector spaces
every short exact sequence of vector spaces splits. The correct, sophisticated
way to say this is that K-Mod is a semisimple category.7

Tensor products of vector spaces

Our definition of the tensor product of two vector spaces will be given by
formalizing the following. Given V , W K-vector spaces, their Cartesian
product V ×W is a vector space and it is natural to consider bilinear maps
h : V ×W → Z. However, bilinear maps can be awkward to work with. We
would like to be able to use linear algebra results, but these are framed in
terms of linear maps. A resolution is to construct a new K-vector space, the
tensor product V ⊗W , such that h can always be replaced by a linear map
from V ⊗W to Z.
Definition 1.4.3. Let V and W be K-vector spaces. The pair (X,⊗) is said
to be the tensor product of V andW if
(a) X is a K-vector space;
(b) ⊗ : V ×W → X is a bilinear map; and
(c) (universal property; 2.4) for every vector space Z and bilinear map

h : V ×W → Z, there exists a unique linear map h̃ : X → Z such that
h = h̃ ◦ ⊗.

V ×W X

Z

⊗

h
h̃

That is, every bilinearmap h : V ×W → Z factors through⊗. A significant
advantage of this definition is that the following is immediate.

7Several of the terms in this paragraph are yet to be defined; see Chapters 2 and 4 in partic-
ular.
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Lemma 1.4.4. The vector spaceX is uniquely determined up to unique isomorph-
ism.

Proof. If (X,⊗) and (X ′,⊗′) are pairs satisfying the conditions of the defin-
ition, putting Z = X ′ we have ⊗′ = ⊗̃′ ◦ ⊗ and conversely via the universal
property for ⊗′, ⊗ = ⊗̃ ◦ ⊗′ for unique maps ⊗̃ and ⊗̃′.

We therefore have a commuting diagram (2.2.2):

V ×W X

V ×W X ′

V ×W X

⊗

id
⊗′

⊗̃′

⊗′

id
⊗ ⊗̃

⊗

Examining the outside rectangle, we see that we in fact have a triangle

V ×W X

X

⊗

⊗
⊗̃◦⊗̃′

in which ⊗ = (⊗̃ ◦ ⊗̃′) ◦ ⊗. But idX is also a map making the triangle
commute, so by the universal property, ⊗̃ ◦ ⊗̃′ = idX . By the correspond-
ing argument with X and X ′, and ⊗̃ and ⊗̃′, interchanged, we conclude
that ⊗̃′ ◦ ⊗̃ = idX′ also and hence that ⊗̃′ and ⊗̃ are inverse isomorphisms
between X and X ′.

We can go further and use the universal property to prove the following.
Lemma 1.4.5. LetV andW beK-vector spaces and let (X,⊗) (respectively (Y,⊗′))
be the tensor product of V and W (respectively W and V ). Then X ∼= Y as K-
vector spaces.

Proof. Let τ : V ×W →W × V be the function τ(v, w) = (w, v). Note that τ
is bilinear: for example,

τ(v1 + v2, w) = (w, v1 + v2)

= (w, v1) + (w, v2)

= τ(v1, w) + τ(v2, w).

Furthermore, τ is an isomorphism, with τ−1(w, v) = (v, w).
The remainder of the argument closely parallels that of the proof of the

previous lemma. Let h : V × W → Y be the bilinear map ⊗′ ◦ τ . By the
universal property, there exists a unique linear map h̃ : X → Y such that
h = h̃◦⊗. Similarly, letting k : W×V → X , k = ⊗◦τ−1 we obtain k = k̃◦⊗′.
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Consider k̃ ◦ h̃ : X → X . We have the following diagram, which com-
mutes by the above:

V ×W X

W × V Y

V ×W X

⊗

τ h
h̃

⊗′

τ−1 k
k̃

⊗

Examining the outside rectangle, we see that we in fact have a triangle

V ×W X

X

⊗

⊗
k̃◦h̃

in which⊗ = k̃ ◦ h̃ ◦⊗. But idX is also a map making the triangle commute,
so by the universal property, k̃ ◦ h̃ = idX . By the corresponding argument
withX and Y , and h̃ and k̃, interchanged, we conclude that h̃ ◦ k̃ = idY also
and hence that h̃ and k̃ are inverse isomorphisms between X and Y .

A significant disadvantage of our definition of a tensor product is that it is
not immediate that such a pair (X,⊗) exists. This is frequently the case with
universal property definitions: one also needs to construct a model. (One
model suffices, since all models will be isomorphic, up to unique isomorph-
ism.)

The standard model of the tensor product is given by taking the vector
space spanned by all symbols v ⊗ w with v ∈ V and w ∈ W , and then
imposing on this the relations which give ⊗ the bilinearity properties we
want. More formally let T denote the vector space spanned by the set of
symbols {v⊗w | v ∈ V,w ∈W}. Let I be the subspace of T spanned by the
following elements:

(v1 + v2)⊗ w − v1 ⊗ w − v2 ⊗ w

v ⊗ (w1 + w2)− v ⊗ w1 − v ⊗ w2

(λv)⊗ w − λ(v ⊗ w)

v ⊗ (µw)− µ(v ⊗ w)

where v, v1, v2 ∈ V , w,w1, w2 ∈W and λ, µ ∈ K. Then define V ⊗W = T/I ,
the quotient vector space. We abuse/overload notation by writing v⊗w for
v ⊗ w + I .

Then the above lemma shows that there exists an isomorphism

τ : V ⊗W →W ⊗ V, τ(v ⊗ w) = w ⊗ v
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(this being the isomorphism denoted by h̃ in the proof; with that result in
hand, it is natural to abuse notation and also call this map τ).

It is not hard to show that if BV is a basis for V and BW a basis forW , a
basis for V ⊗W is given by {b⊗ c | b ∈ BV , c ∈ BW }.
Examples 1.4.6. Let V be a vector space over K.
(a) If dimV = 1 and B = {v} is a basis, then V ⊗V = spanK{v⊗v} is also

1-dimensional.
(b) If dimV = 2 and B = {v, w} is a basis, then

V ⊗ V = spanK{v ⊗ v, v ⊗ w,w ⊗ v, w ⊗ w}

is 4-dimensional.
(c) If dimV = 2 and BV = {v, w} is a basis and X is a 1-dimensional

vector space with basis BX = {x}, then

V ⊗X = spanK{v ⊗ x,w ⊗ x}

is 2-dimensional.
Indeed, if V andW are finite-dimensional, dimV ⊗W = dimV · dimW .

(Recall by way of comparison that dimV ⊕W = dimV + dimW .)
There is much more one could say about the tensor product but we will

end by remarking that we have deliberately given a definition that extends,
essentially without modification, from K-modules (i.e. vector spaces) to R-
modules for R a commutative unital ring (see Section 4 for the definition of
an R-module).

We will examine tensor products and related ideas in more detail in Sec-
tion 2.7 and Section 6.3.

1.5 Algebras
Our aim in this section is to introduce the notion of an algebra. We will sim-
plify slightly and consider only algebras over fields at this point. Later, in
Chapter 4, we will extend this to algebras over commutative unital rings.

The two main complementary ways to think about what an algebra is
are “a vector space with an associative multiplication” and “a ring with an
extra scalar multiplication by elements of a field”.

When we first study linear algebra, it is often emphasized that you can’t
multiply vectors, in order to make the point that vector spaces are not rings or
fields. This can lead to confusion: R is a (1-dimensional) vector space and
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we can multiply its vectors! But generally, the warning is the right one—
away from the trivial case of dimension one, vector spaces are not (usually)
rings or fields (in a natural way).8

Now that we have understood (i) that there are different types of al-
gebraic structure, (ii) that some examples fall into more than one class and
(iii) when they do, we should be clear about which we are thinking about,
we can allow ourselves to ask and indeed answer the question, “well, what
happens if we are allowed to multiply vectors?”
Definition 1.5.1. LetK be a field. We say thatA = (A,+, ·,×) is an associative
unital K-algebra if A is a K-vector space via + and ·, A is also a unital ring
with respect to + and × and the two structures are compatible, i.e.

λ · (a× b) = (λ · a)× b = a× (λ · b)

for all λ ∈ K, a, b ∈ A.
Since we will always assume our algebras are associative and unital, we

will just say “K-algebra” for short from now on.
Examples 1.5.2.
(a) C is an R-algebra, since complex multiplication is R-linear. Similarly,

R is a Q-algebra. The ‘base’ of this family of algebras (over fields) is
Q: all of Q, R and C are Q-algebras.9

(b) Every field K is a K-algebra, taking · = × (the multiplication in the
fieldK). That is, in 1-dimensional vector spaces, you can multiply the
vectors (which are just scalars!).

(c) Polynomials naturally have an algebra structure: if K is a field, K[x]
is a K-algebra. The base field acts as the scalars for the polynomials:
λ ▷ p(x) is just multiplication by λ, since we start from λ ▷ xn = λxn

and extend K-linearly. So R[x] is an R-algebra, for example.
(d) Matrices also form an algebra: Mn(K) is aK-algebra, where λ▷M is the

‘usual’ multiplication of a matrix by a scalar, i.e. multiply each entry
by λ (or equivalently, λ ▷ M = λI ·M). So Mn(C) is a C-algebra, for
example.

We also have the natural notion of algebra homomorphisms, i.e. maps
between algebras preserving the algebra structure.

8It is hard for this author to let this discussion pass without saying the words “vector cross
product” or “Lie algebra”, but I promised not to talk about non-associative algebras. This foot-
note will have to suffice as a prompt to those who are interested to go and find out more else-
where.

9The more general definition of an algebra over a commutative unital ring will allow us to
reinstate Z in its natural place at the bottom of this hierarchy.
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Definition 1.5.3. Let (A,+A, ·A,×A) and (B,+B , ·B ,×B) be K-algebras. A
homomorphism of K-algebras (or algebra homomorphism) is a function
f : A→ B such that
(a) (vector space structure preserved) f is a K-linear transformation,
(b) (multiplication preserved) f(a1 ×A a2) = f(a1) ×B f(a2) for all

a1, a2 ∈ A, and
(c) (multiplicative identity preserved) f(1A) = 1B .

Notice that preservation of addition and scalarmultiplication is bundled
up in the first condition and that the second two alongwith the preservation
of addition say that f is a (unital) homomorphism of unital rings.
Definition 1.5.4. Let (A,+A, ·A,×A) and (B,+B , ·B ,×B) be K-algebras. A
homomorphism ofK-algebras f : A→ B is said to be an algebra isomorphism
if there exists an algebra homomorphism g : B → A such that g ◦ f = idA
and f ◦ g = idB .

As before, an algebra homomorphism is an isomorphism if and only if
it is bijective.10

By now, it should hopefully be broadly clear how we should define sub-
algebras: these are subsets of a K-algebra that themselves admit an algebra
structure. There is a small subtlety, though, in that we need to insist that a
subalgebra is an algebra over the same field; we are not allowed to mix and
match. In practice, there areways to handle this, however, via a construction
called “extension of scalars”.

Then one can easily check that a subalgebra needs to be both a vector
subspace and a subring, and that these conditions suffice.

Since an algebraA is in particular a (unital) ring, it has ideals I andwe can
form the quotient algebraA/I . The compatibility of the ring and vector space
structure means that this gives the same underlying set as taking the vector
space quotient of A by I (which is in particular a subspace of A). Both the
ring and vector space structures descend to the quotient, with compatibility
preserved, so that A/I is again an algebra.
Problem 7. LetA = C[x]/I be the algebra given by the quotient of the polyno-
mial algebra in one variable overC,C[x], by the ideal I =

〈
x5 − 1

〉 generated
by x5 − 1. Using the fact that B′ = {1, x, x2, x3, . . . } is a basis for C[x] and
that hence the set {1 + I, x+ I, x2 + I, x3 + I, . . . } spans A, find a basis for
A.

10Although this phenomenon has consistently occurred for group, ring and algebra homo-
morphisms, it is not true that there is such an equivalence of the existence of an inverse morph-
ism in the category and the bijectivity of the underlying function in arbitrary concrete categor-
ies.
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Solution. We have that

(x5 + I)− (1 + I) = (x5 − 1) + I = I = 0 + I

since x5−1 ∈ I . Hence, inA, x5+ I = 1+ I . The other basis elements xi+ I
for 0 ≤ i ≤ 4 remain linearly independent, so a basis is

B′ = {1 + I, x+ I, x2 + I, x3 + I, x4 + I}.

We will see this algebra again in another guise later.

1.6 Quivers
While you should have met groups and rings before reading this book, it is
less likely you will have encountered quivers. Quivers themselves are not
at all complicated, as we will see shortly, but their representation theory is;
indeed, some very small quivers have (in a precise mathematical sense) in-
finitely more complicated representation theory than any finite group. This
might sound scary but is actually a positive: we can explore more advanced
notions of representation theory in small and concrete examples.

A quiver is just a directed graph, but (as so often happens in mathemat-
ics) it comes with some special terminology, some of which does not match
conventional usage in graph theory. The definitions below are mainly those
commonly used in representation theory, with a little bias towards the au-
thor’s own preferences in the context of this book as a whole.
Definition 1.6.1. A quiver Q consists of

• a set of vertices Vert(Q) and
• for each pair of vertices v, w ∈ Vert(Q) a collection of arrows Q(v, w).

Remark 1.6.2 (If you have never seen the definition of a category, this remark is best
left on a first reading and returned to after Chapter 2.).

Comparing with the definition of a category (2.1.1), we will shortly be
able to see that a quiver could be called a “pre-category”. The vertices cor-
respond to the objects and the arrows to morphisms, but in a quiver we do
not ask for any further properties to hold. There is a subtle difference in
that we ask for a quiver to have a set of vertices, rather than a collection, but
mostly this is just to skirt around set-theoretic issues; in practice, our quiver
will be small in the category theory sense, i.e. the arrow collections will also
be sets.

We say that a quiverQ is finite if Vert(Q) is finite andQ(v, w) is finite for
every v, w ∈ Vert(Q). An element of Q(v, v) is called a loop at v; note that
Q(v, v) can be empty (unlike in a category). If α ∈ Q(v, w), the vertex v is
called the tail t(α) of α andw its head h(α). We depict this visually as v α→ w.
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If v ∈ Vert(Q) has the property that for all w ∈ Vert(Q), Q(v, w) = ∅ we
say that v is a sink (as v has no arrows leaving it, only possibly entering).
Conversely if w ∈ Vert(Q) is such that for all v ∈ Vert(Q), Q(v, w) = ∅ then
we say that w is a source (no arrows enter w, they can only possibly leave).
A vertex which is both a source and a sink is called isolated. Note that if v
has a loop, it is neither a source nor a sink and is not isolated, even if there
are no other arrows to or from v.
Examples 1.6.3. In what follows, where we can, we draw quivers in the nat-
ural way, rather than formally specifying Vert(Q) and Q(v, w). If Vert(Q) is
finite of size n, we usually use {1, . . . , n} as the labelling set for the vertices;
we will tend to use Greek letters to name arrows.
(a) the quiver A1 with one vertex and no arrows, 1

(b) the quiver L1 with one vertex and one loop, 1

(c) the quiver A2 with two vertices and one arrow, 1 2

(d) the Kronecker quiver K2, 1 2

(e) the 3-subspace quiver, Sub3,

1

2 4 3

(f) the oriented cycle with 4 vertices C4,

1 2

4 3

(g) a quiver chosen to have all of the above features,

1 2 5

7 4 3 6

in which 5 is isolated, 6 is a source and 7 is a sink.
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SageMath can display and manipulate quivers, under the name DiGraph,
for “directed graph”. For example, the following code displays Sub3 from
(e) above:

1 Q = DiGraph ([[1,2,3 ,4] ,[(1,4) ,(2,4) ,(3,4)]],format

=’vertices_and_edges ’)

2 Q

This approach first gives SageMath a list of vertices, [1,2,3,4], then a
list of directed edges (so (1,4) says put a directed edge from 1 to 4) and
a format= key to tell SageMath this is the format we’re using. There are
several different permitted formats for digraphs (quivers) in SageMath
and the system tries to work out which you meant: adding the key skips
this interpretation.

An alternative syntax for the same graph is
1 Q = DiGraph ({1:[4] ,2:[4] ,3:[4]})

2 Q

Here, for each vertexwe saywhich are the arrows out of that vertex and la-
bel the arrow. Sometimes it is necessary for the arrows to be given names,
which we can do via a tweak to the latter format (note the changes in use
of braces { } versus parentheses ( ) or square brackets [ ]).

1 Q = DiGraph ({1:{4: ’e14’} ,2:{4:’e24’} ,3:{4:’e34’}})

2 Q

We have a notion of subobject for quivers:
Definition 1.6.4. Let Q be a quiver. We say that a quiver Q′ is a subquiver
of Q if Vert(Q′) ⊆ Vert(Q) and Q′(v, w) ⊆ Q(v, w) for all v, w ∈ Vert(Q′).

That is, a subquiver ofQ consists of some of the vertices and some of the
arrows of Q.
Remark 1.6.5. Note that as we do not have a notion of homomorphism of
quivers, we have to ask that the set of vertices and collections of arrows de-
finingQ′ are actually subsets and sub-collections of those ofQ. It would, of
course, be better to have a notion of morphism so that we could talk more
generally about Q′ being isomorphic to a subquiver of Q. We leave it as an
exercise to think about how such a set of definitions would be constructed.

When we have a graph, especially a directed graph, it is natural to con-
sider paths.
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Definition 1.6.6. Let Q be a quiver. A finite path in Q is a sequence

(v0, α0, v1, α1, . . . , vn−1, αn−1, vn)

of vertices vi and arrows αi ofQ such that αi ∈ Q(vi, vi+1) for 0 ≤ i ≤ n− 1
(i.e. t(αi) = vi and h(αi) = vi+1). We say that such a sequence is a path of
length n from v0 to vn.

For any vertex v ∈ Vert(Q), we have the trivial path ev def
= (v, v) of length

0.
For v, w ∈ Vert(Q), let P(v, w) denote the collection of finite paths from

v to w.
Our definition does not allow for infinite paths, as handling these (when

they exist) requires significant extra technical complication and formalism,
so from this point, we will use “path” to mean “finite path” (unless oth-
erwise stated). Also, we impose no restrictions on the vertices and arrows
beyond those stated, so paths may visit the same vertex or use the same
arrow multiple times.

We can now formalize the phrase “oriented cycle” used above.
Definition 1.6.7. Let Q be a quiver. An oriented cycle in Q is a finite path
(v0, α0, v1, α1, . . . , vn−1, αn−1, vn) of length n ≥ 1 such that v0 = vn.

Note that paths of length 0 are not considered to be oriented cycles but
we do allow oriented cycles of length 1 (when they are loops).
Definition 1.6.8. We say a quiver Q is acyclic if it has no oriented cycles.

For example, the Kronecker quiver is acyclic but the quiver C4 and that
in Examples 1.6.3(g) are not.

Continuing the above example,
3 Q.is_directed_acyclic ()

returns True.

We also have a notion of how many ‘pieces’ a quiver has.
Definition 1.6.9. Let Q be a quiver. We say that Q is connected if for every
pair of vertices v, w ∈ Vert(Q), there exists a sequence

(v = v0, p0, v1, p1, . . . , vn−1, pn−1, vn = w)

of vertices vi and paths pi inQ such that either pi is a path from vi to vi+1 or
pi is a path from vi+1 to vi.
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It is not hard to see that every quiver can be regarded as a disjoint union
of connected subquivers. With a little thought, one also sees that this defin-
ition is equivalent to saying that the underlying undirected graph of the quiver
is connected in the usual graph-theoretic sense, where the underlying un-
directed graph is obtained by replacing each arrow by an (unoriented) edge
between the corresponding vertices.

Also,
4 Q.is_connected ()

returns True.

1.E Exercises
Remark 1.E.1. In the Exercises sections, we will provide more questions for
you to investigate, to support your learning. This is in addition to the Prob-
lems already included in the text (which we sometimes repeat in these sec-
tions, if we are particularly keen to recommend them to you). By compar-
isonwith theChallenges, they should be accessible to youwith a bit of think-
ing, although some will be more difficult and may be marked “Hard” if ap-
propriate.

We encourage you to use SageMath or another computer algebra system
if you find that helpful. Youmay need (orwant) to use functionality beyond
what is described in the main text (although it is an interesting challenge to
see what you can do yourself, versus always reaching for inbuilt functions)
and there is often more than one solution that works.

We have chosen not to give a large number of questions on groups or
rings in this chapter, because that is not the focus of this book. Rather, here
we have concentrated on things youwill particularly need for representation
theory and/or that are likely to be new to you.
Exercise 1.1. By hand(!), find the eigenvectors and eigenvalues of the follow-
ing (complex) matrices. Say whether or not they are diagonalisable and if
they are, diagonalize them.

(a)
(
3 −2
2 −2

)

(b)
2 1 0
0 2 0
0 0 0


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(c)
3 −2 1
2 −2 2
1 2 −3


Check your answers using your preferred computer algebra system.
Exercise 1.2. Are the following pairs of complex matrices similar? Briefly
say why or why not.

(a)
(
3 −2
2 −2

)
,
(
2 0
0 −1

)

(b)
(
3 −2
2 −2

)
,
(
3 0
2 −1

)

(c)
2 0 5
0 0 0
0 0 2

,
2 1 0
0 2 0
0 0 0


Exercise 1.3. Check that the construction of the quotient vector space V/W
in Section 1.4.1 does indeed yield a vector space.
Exercise 1.4. Let V be a 2-dimensional vector space over K with basis BV =
{v1, v2} and letW be a 3-dimensional vector space over K with basis BW =
{w1, w2, w3}. Write down bases for V ⊗W andW ⊗ V and hence find their
dimensions.
Exercise 1.5. Let V be a vector space over K and V ⊗ V its tensor product
with itself. Show that there is a subspace 1K ⊗ V of V ⊗ V spanned by all
elements of the form 1K ⊗ v for v ∈ V . Furthermore, show that the quotient
V ⊗ V/1K ⊗ V is isomorphic to V .

[You may wish to assume V is finite-dimensional first, so that you can choose a
finite basis and see what is happening using this, before trying to write a proof that
works in general.]
Exercise 1.6. Let K be a field. Find an algebra homomorphism from K to
Mn(K).

[You might prefer to start with the special case K = R and n = 2.]
Exercise 1.7 (Similar to Problem 7). Let A = C[x]/I be the algebra given by
the quotient of the polynomial algebra in one variable over C, C[x], by the
ideal I =

〈
x6 − 1

〉 generated by x6 − 1. Find a basis for A and write down
the addition and multiplication tables for A with respect to this basis. That
is, for each b, c ∈ B in your basis for A, give the addition table having b + c
in its (b, c)-entry and the multiplication table with bc in its (b, c)-entry.
Exercise 1.8. Write down some examples of quivers with and without
(a) loops,
(b) sources,
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(c) sinks,
(d) isolated vertices or
(e) oriented cycles.

Try to think of examples that are different from those in Examples 1.6.3. Are
any of your examples subquivers of any of the others? Are your examples
connected or disconnected?
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In this chapter, we will introduce some new language that will help us
talk about representation theory. Categories are, as I hope you will see, a
very natural way to express relationships among collections of algebraic ob-
jects with a particular structure, in a way that respects the natural functions
between them. Wewill not need verymuch actual category theory but using
the terminology will allow us to make better, more precise statements.

2.1 Categories
We start with the definition.
Definition 2.1.1. A category C consists of

• a collection1 of objects Obj(C) and
• for each pair of objects x, y ∈ Obj(C) a collection of morphisms C(x, y)

such that
(a) for each pair of morphisms f ∈ C(x, y) and g ∈ C(y, z), there exists a

composite morphism g ◦ f ∈ C(x, z) such that composition is associative:

h ◦ (g ◦ f) = (h ◦ g) ◦ f

for all f ∈ C(w, x), g ∈ C(x, y) and h ∈ C(y, z); and
(b) for each x ∈ Obj(C), there exists an identity morphism idx ∈ C(x, x) such

that the left and right unit laws hold:

idy ◦ f = f = f ◦ idx

for all x, y and f ∈ C(x, y).

As you might expect, there are lots of examples.
1Here and elsewhere, wewill say “collection” due towhatmathematicians call “size issues”.

These occur because the collection of all things we might be interested in might not form a set,
depending on our logical foundations. You might recall that issues such as Russell’s paradox
can occur if care is not taken. We will not dwell on this but will signal that care is needed, by
using “collection” instead of “set”.

https://doi.org/10.11647/OBP.0492.02
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Examples 2.1.2.
(a) There is a category with one object ∗ and one morphism id∗.

(b) Let v a→ w be the directed graph Q with two vertices v, w and one
edge a. Then there is a category P(Q) with two objects, v and w, and
P(v, v) = {idv}, P(v, w) = {a} and P(w,w) = {idw}.

(c) LetG be a group. Let G be the categorywith one object ∗ and G(∗, ∗) =
G. Note that eG = id∗.

But, I hear you say, these examples are all a bit . . .unnatural. Yes: this
makes the point that the definition of a category includes a huge range of
structures.

Fortunately, there are more familiar examples; in the sections following
this, we will recap many of the definitions below, should you need them.
(a) Let Set be the category with objects Obj(Set) being the collection of all

sets and with morphisms Set(X,Y ) = F(X,Y ), that is, the collection
of morphisms between two sets X and Y is the collection of all func-
tions from X to Y . Then you have probably known for a long time
that composition of functions exists, is associative and that we have
identity functions.

(b) Let Grp be the category with objects Obj(Grp) being the collection
of all groups and with morphisms Grp(G,H) = Hom(G,H) the col-
lection of all group homomorphisms from G to H . Composition and
its associativity are inherited from Set and the identity function is a
group homomorphism.

(c) Let Rng be the category with objects Obj(Rng) being the collection of
all (not necessarily unital) rings and with morphisms Rng(R,S) =
Hom(R,S) the collection of all (not necessarily unital) ring homo-
morphisms from R to S. Composition and its associativity are inher-
ited from Set and the identity function is a ring homomorphism.

(d) Let Ring be the category with objects Obj(Ring) being the collection
of all unital rings and with morphisms Ring(R,S) = Homu(R,S) the
collection of all unital ring homomorphisms fromR toS. Composition
and its associativity are inherited from Set and the identity function
is a ring homomorphism.

(e) Let K be a field and let VectK be the category with objects Obj(VectK)
being the collection of all K-vector spaces and with morphisms
VectK(V,W ) = HomK(V,W ) the collection of all K-linear maps from
V toW . Composition and its associativity are inherited from Set and
the identity function is a K-linear map.
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(f) Let Top be the category with objects Obj(Top) being the collection of
all topological spaces andwithmorphismsTop(X,Y ) = C0(X,Y ) the
collection of all continuous functions from X to Y .
(Don’t worry if you don’t know this example: it won’t appear again in
this course, and this is why it was included, i.e. to illustrate that there
are examples that are natural but not algebraic. Topological spaces
are not usually thought of as algebraic structures, but they are sets
with some data—the data of a topology—and continuous maps are
by definition functions preserving the topology, so they do broadly fit
in here.)

Most of our categories will be like these, with morphisms being some
structure-preserving map, but not all are. The following generalizes (b)
above.
Definition 2.1.3. Let Q be a quiver. The path category P(Q) of Q is the
category with objects Vert(Q) and morphisms P(Q)(v, w) = P(v, w) for
v, w ∈ Vert(Q).

That is, the vertices of Q are the objects and the morphisms are, as the
name might suggest, all (finite) paths.

This is a category. Composition of morphisms is given by concatenation
of paths (when this is possible), i.e. for

p = (v0, α0, v1, α1, . . . , vn−1, αn−1, vr) ∈ P(Q)(v0, vr)

and
p′ = (v′0, α

′
0, v

′
1, α

′
1, . . . , v

′
s−1α

′
s−1, v

′
s) ∈ P(Q)(v′0, v

′
s),

p′ ◦ p is defined if vr = v′0 and then

p′ ◦ p = (v0, α0, v1, α1, . . . , vn−1, αn−1, vr = v′0, α
′
0, v

′
1, α

′
1, . . . , v

′
s−1, α

′
s−1, v

′
s).

The identity morphism at v ∈ Vert(Q) is the trivial path ev at v. One may
readily check the required properties (exercise).

Going forward, our usual convention for morphism sets in general cat-
egories will be to write HomC(X,Y ) for morphisms from X to Y in the cat-
egory C, to remind us to think of homomorphisms.

When X = Y , we have a special name for the resulting morphisms;
namely, we write EndC(X)

def
= HomC(X,X). A morphism f : X → X is

called an endomorphism.
Some other important types of morphism, with names that should by

now be familiar, are as follows.
Definition 2.1.4. Let C be a category. A morphism f : x→ y is an isomorph-
ism if it is invertible, i.e. there exists g : y → x such that g ◦ f = idx and
f ◦ g = idy .
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Given x, y ∈ C, if there exists an isomorphism f : x → y between them,
we say x and y are isomorphic and write x ∼= y. An isomorphism f : x → x
is called an automorphism of x and we write AutC(x) for the collection of
automorphisms of x ∈ C.
Lemma 2.1.5. For any category C and object x ∈ C, AutC(x) is a group.

Proof. The composition of two automorphisms is well-defined and again an
automorphism: if f1, f2 ∈ AutC(x) have inverses g1, g2 respectively, then
(g2 ◦ g1) ◦ (f1 ◦ f2) = idx and similarly in the other order. The identity
morphism is an automorphism (idx ◦ idx = idx) and automorphisms have
inverses by definition.

Perhaps surprisingly, SageMath is aware of categories as an organiza-
tional tool for its algorithms. So one can ask things like

1 R.<x> = PolynomialRing(QQ)

2 R.categories ()

and find out the rather impressive list of categories to which R is known
to SageMath to belong. Much of SageMath’s functionality in this area is
aimed at a higher level than we are working at, so this comment is mainly
just for interest.

2.2 Functors
Just as sets, groups, rings, vector spaces etc. have structure-preservingmaps
between them, so do categories. Indeed, it was claimed by Mac Lane, one
of the founders of category theory, that being able to define and study these
was the whole point. Indeed, just as bijections or group or ring isomorph-
isms or invertible linear maps encode for us when two sets, groups, rings or
vector spaces are “the same”, so certain maps of categories will do this too.
Definition 2.2.1. Let C and D be categories. A functor F : C → D is a map
that sends every x ∈ C to an object Fx ∈ D and every morphism f ∈ C(x, y)
to a morphism Ff ∈ D(Fx, Fy) such that
(a) F preserves composition: F (g ◦ f) = Fg ◦Ff for all composable f, g and
(b) F preserves identity morphisms: F idx = idFx for all x ∈ Obj(C).
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It should be clear by comparing with the definition of a category that
this is the2 natural definition that preserves the structure within a category.

The preservation conditions in the definition of a functor could be gathered
together into a slicker statement: that F preserves all commuting diagrams.
We will use commuting diagrams regularly in our definitions, so let us ex-
pand on this a little.
Informal definition 2.2.2. A diagram in a category C is a collection of objects
and morphisms between them, some of which may be composable. We say
that a diagram commutes, or is a commuting diagram, if the compositions of
the morphisms along any two paths with the same start and end objects are
equal.

For example, consider

x y

z

f

g◦f
g

Here, g and f are composable and the composition is also in the diagram.
We see that the two (directed) paths from x to z indeed have equal compos-
itions along them. These are the only two non-trivial paths so the diagram
commutes. Note that, for example, the morphisms g and g ◦ f are not com-
posable; this is permitted and justmeans that there are no further conditions
to check involving these.

The more formal definition would involve functors from the path cat-
egory of a quiver to C, but we will not need this level of precision.

Then the collection of all categories togetherwith functors between them
forms a category. Unsurprisingly, we are running headlong into logical and
set-theoretical issues here again, but we can avoid some of this, as follows.
Definition 2.2.3. A category C is called locally small if for all x, y ∈ Obj(C),
C(x, y) is a set. A category C is called small if Obj(C) is a set and C is locally
small.
Problem 8 (Hard and requires some set theory!). Which of the above ex-
amples of categories are small? locally small?
Definition 2.2.4. The categoryCatwith objects all small categories andmorph-
isms Cat(C,D) all functors from C to D is a category.

An important class of functors, especially given our examples above, is
that of forgetful functors. There is not a precise definition but the examples

2In fact, it is one of two such, though arguably the other looks less natural at first sight.
Namely, what we have defined is called a covariant functor; its counterpart, a contravariant func-
tor, satisfies F (g ◦ f) = Ff ◦ Fg.
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give the idea: when an algebraic structure consists of a set with additional
data, there is a functor to the category Set sending every object to itself but
forgetting the extra structure. We also send morphisms, which we typically
take to be functions that preserve the additional structure, to themselves,
forgetting that they have extra properties. We don’t have to forget all the
structure, either. In this way we have forgetful functors as follows:

• F : Ring → Set

• F : Rng → Set

• F : Grp → Set

• F : VectK → Set

• F : Ring → Rng

• F : Ring → Grp

• F : Rng → Grp

• F : Top → Set

Most functors actually “do” something and we will see more non-trivial
examples later.

The first four of these and the last express that the categories in the do-
main of F (i.e. our more familiar examples of categories) are what is called
concrete. The existence of these forgetful functors to Set is the precise way to
say that these categories consist of sets and functions with extra structure.

Especially in these examples, but alsowhenwe are generally feeling lazy,
we will write x ∈ C to mean “x is an object of C” (i.e. x ∈ Obj(C)). So for
example we might say “let V ∈ VectK” as a shorthand for “let V be a K-
vector space”.

2.3 Natural transformations and equivalences
We will continue our whirlwind tour of “elementary category theory”, if
there is such a thing, by addressing the issue mentioned above of when two
categories should be considered to be “the same”. Perhaps surprisingly,3
there are several levels of sameness, and the most direct analogue of iso-
morphism is not the right one.

The first idea we might have is to say that two categories C, D are the
same if there is an isomorphism F : C → D in Cat between them. That is, if
there are two functors F : C → D and G : D → C such that G ◦ F = idC and
F ◦G = idD, where idC is the identity functor on C (sending every object to
itself and every morphism to itself).

3Until one has spent a bit more time moving around the hierarchy of categories.
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However this is too strict a notion and isomorphisms of categories are
very rare. Instead, we should relax the conditions a little and say that G ◦
F and F ◦ G should be almost the identity functors. To do this definition
properly requires the notion of a natural transformation of functors. We will
also show that this is equivalent to verifying some properties that are both
easier to check and more like the “injective and surjective” condition we are
used to in Set.
Definition 2.3.1. Let C andD be categories and let F : C → D andG : C → D
be functors. A natural transformation α : F ⇒ G is an assignment to every
object x ∈ C a morphism αx ∈ D(Fx,Gx), called the component of α at x,
such that for any f ∈ C(x, y) the following diagram in D commutes:

Fx Fy

Gx Gy

Ff

αx αy

Gf

Note that natural transformations can be composed: given α : F ⇒ G
and β : G⇒ H (for H : C → D also), define β ◦ α : F ⇒ H to be the natural
transformation with components βx ◦ αx. That this is a natural transforma-
tion is shown by stacking the commutative square on top of its analogue for
G and H . This is the beginning of showing that Cat is a 2-category.
Definition 2.3.2. A natural transformation α : F ⇒ G is called a natural
isomorphism if every component αx : Fx → Gx, x ∈ C, is an isomorphism.
We write F ∼= G if F and G are (naturally)4 isomorphic.

Now, we may give the definition suggested above.
Definition 2.3.3. Let C and D be categories. We say C and D are equivalent
if there exist functors F : C → D and G : D → C such that G ◦ F ∼= idC and
G ◦ F ∼= idD.
Definition 2.3.4. Let C andD be (small) categories and F : C → D a functor.
For x, y ∈ C denote by Fxy : C(x, y) → D(Fx, Fy) the function defined by
Fxy(f) = Ff .
(a) We say that F is faithful if Fxy is injective for all x, y ∈ C.
(b) We say that F is full if Fxy is surjective for all x, y ∈ C.
(c) We say that F is fully faithful if Fxy is bijective for all x, y ∈ C.
(d) We say that F is essentially surjective if for every object d ∈ D there

exists c ∈ C such that Fc ∼= d.
4We usually drop the adjective “naturally” as we will not want to consider unnatural iso-

morphisms.
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Proposition 2.3.5. Let C and D be (small) categories and F : C → D a functor.
ThenF is an equivalence of categories if and only ifF is fully faithful and essentially
surjective.

Proof. See [ML, Theorem 1, §IV.4].
We will see several examples later.

2.4 Universal properties
When we considered the First Isomorphism Theorems for group and rings
and when we defined tensor products, we saw that it can be very product-
ive to give certain definitions and constructions via universal properties. The
name is intended to convey that for some given inputs, there is a distin-
guished object having the desired properties with respect to those inputs.

In general, the advantages of this approach are that we get what wewant
uniquely up to unique isomorphism (which is as unique as it is reasonable to
expect, in category theory), along with an appropriate map. On the down-
side, we have to do some work to prove existence. However, once we have
constructed one example satisfying the required criteria—which we call a
model—we know that any other is isomorphic to this.

There is a formal theory of universal properties, as explained in e.g.
[Rie], but rather than take this approach, we will instead look at a small
number of key examples, some ofwhich youmay havemet before (although
perhaps not expressed in this way).

2.4.1 Kernels
Consider a ring homomorphism f : R→ S for (not necessarily unital) rings
R and S; what we are about to say applies almost equally well to groups,
vector spaces and other settings, but for relative concreteness let us pick
rings.

The kernel of f is usually defined in terms of elements to be

Ker f = {r ∈ R | f(r) = 0S}.

However, a more categorical definition—which we could apply in any cat-
egory having some basic properties—would go as follows. Here, we use the
zero map 0: R→ S, 0(r) = 0S for all r ∈ R, where R and S are any rings.5

5We do not over-complicate the notation and so just write 0 for this map, the domain and
codomain being inferred from the context.
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Definition 2.4.1. A kernel of the morphism f : R → S is a pair (K, k) with
K ∈ Rng and k : K → R such that

• f ◦ k = 0 and

K S

R

k

f◦k=0

f

• for any K ′ ∈ Rng and k′ : K ′ → R such that f ◦ k′ = 0, there is a
unique morphism u : K ′ → K such that k ◦ u = k′.

K ′

K S

R

k′

u 0

k

0

f

It then follows that kernels are unique up to unique isomorphism, as
follows. Given two kernels (K, k), (K ′, k′), we obtain two unique maps
u : K ′ → K and u′ : K → K ′ from the second part of the definition and
then consider u ◦ u′ : K → K. From the diagram

K

K S

R

k

0

k

0

f

we see that the dashed arrow could be given by idK and also by u ◦u′, since

k ◦ (u ◦ u′) = (k ◦ u) ◦ u′ = k′ ◦ u = k.

By the uniqueness of the dashed arrow, u◦u′ = idK . Similarly, u′ ◦u = idK′ .
So u is the unique isomorphism betweenK andK ′ such that k ◦ u = k′ and
correspondingly for its inverse u′.

In a kernel (K, k) the morphism k is injective (exercise); equivalently,
the kernel of k is (0, 0), the pair consisting of the zero ring and the unique
morphism 0: 0 → K with 0(0) = 0.

Furthermore, we can check that kernels exist by exhibiting a model. Let
us consider (Ker f, ι)with ι : Ker f → R coming from the natural inclusion
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of Ker f into R, since the former is a subset of the latter. Then for all r ∈
Ker f , (f ◦ ι)(r) = f(r) = 0 by the definition of Ker f .

If K ′ is a ring and k′ : K ′ → R satisfies f ◦ k′ = 0, then define
u : K ′ → Ker f by u(s) = k′(s) for all s ∈ K ′. This is well-defined since
f ◦ k′ = 0 implies that f(u(s)) = f(k′(s)) = 0 so u(s) ∈ Ker f . Now for all
s ∈ K ′, ι(u(s)) = u(s) = k′(s) so ι◦u = k′, and hence a candidate morphism
exists. It must be unique since if v : K ′ → R is any othermorphism such that
ι ◦ v = k′ then ι(v(s)) = k′(s) = ι(u(s)) for all s ∈ K ′. But ι is injective so we
see that v(s) = u(s) for all s ∈ K ′ and hence v = u.

So (Ker f, ι) is indeed a kernel of f , and so we usually speak of Ker f as
being the kernel of f , keeping in the back of our minds that “the” is short-
hand for “unique up to unique isomorphism”.

Note that the kernel K of a ring homomorphism f : R → S is an ideal,
so that K is only a unital ring if K = R, whence f is the zero map. This is
why we say “K ∈ Rng”; indeed, this phenomenon suggests that Rng is a
nicer category than Ring, according to some suitable notion of nicety.
Remark 2.4.2. By a process called (hopefully, for obvious reasons) “revers-
ing all arrows” we obtain a dual definition, that of the cokernel (C, p) of a
morphism f . By suitably reversing all arrows in the proofs too, we immedi-
ately obtain that the cokernel is unique up to unique isomorphism and that
the morphism p is surjective.

Also, we know a model for the cokernel of f : A → B in the category
of Abelian groups: one can show that the quotient group B/ Im f together
with the natural projection p : B → B/ Im f satisfies the definition. This also
works for vector spaces.

However there are difficulties for groups or rings, precisely because we
know that to form the quotient group or quotient ring one needs a normal
subgroup or an ideal, respectively, and the image of f need not be such.

2.4.2 Quotients
Quotient groups, rings and vector spaces have universal properties, the ring
version being as follows.
Theorem (Universal property of the quotient ring, 1.3.45). Let R and S be
rings. Let I be an ideal of R and let π : R→ R/I be the associated quotient homo-
morphism.

Then for every ring homomorphism φ : R → S such that I ⊆ Kerφ, there
exists a unique ring homomorphism φ̄ : R/I → S such that φ = φ̄ ◦ π.

Furthermore, Ker φ̄ = (Kerφ)/I and Im φ̄ = Imφ.
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The corresponding commutative diagram is

R S

R/I

φ

π
∃!φ̄

This and its analogues for groups (1.2.85) and vector spaces claim that
the usual construction in terms of cosets is a model for a quotient object
defined by the relevant universal property. In this case, the property is that
ideals (respectively, subgroups and subspaces) contained in the kernel of a
morphism yield a unique morphism from the quotient to the codomain.

The case ofmodules is given in Section 4.2.2, alongwith the isomorphism
theorems, which follow directly from the universal property of quotients.
That quotients for groups, rings etc. all satisfy a universal property of the
same “shape” explains why their isomorphism theorems all look so similar.
In essence, one is just checking that the same proofworks in several different
categories.

2.4.3 Tensor products
We have seen in Definition 1.4.3 that tensor products of vector spaces are
defined via a universal property.

2.4.4 Free constructions
An important class defined by universal properties is that of free objects in
a given category. So, we have free groups, free Abelian groups, free vector
spaces and so on. The intuitive definition of a free object is that, given a set
S, one can form the group (vector space, etc.) generated by this set, without
imposing any relations (hence, free).

The most familiar case is vector spaces: the free vector space on a set S
is the vector space spanned by S. By construction, S becomes a basis for the
free vector space. For a field K and set S we will use the notation K[S] for
the free vector space on S.6

Less familiar but still not overly complicated is the idea of a free group,
which we discussed briefly in Section 1.2.8. Let us redo that construction
slightly more formally.

When constructing a model for the free group on a set, because we need
elements to have inverses, we take a set S̄ = {s̄ | s ∈ S} (“s̄” is just a name

6If we stuck rigidly to the notation we will introduce shortly in Definition 2.4.3, we would
find ourselves writingVectK[S] rather thanK[S]. This is a bit cumbersome, so we will not, but
instead just note that some authors preferKS for the free vector space to distinguish the former
from a free algebra over K (which is not something we consider in this book).
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for an element in the set S̄, which is in bijection with S) and consider the
group whose elements are words (that is, finite strings) in the set S ∪ S̄ with
group operation being concatenation and the identity element the empty
word ∅ (the unique word of length zero), modulo the relation ss̄ = ∅ = s̄s.

For example, if S = {a, b}, the free group on S has elements

{∅, a, b, ā, b̄, aa, ab, ba, bb, ab̄, b̄a, āb, bā, aaa, . . . }

and the inverse of abā is ab̄ā.
Once this model is established, it is then more common to write s−1 for

s̄.
Other important examples include polynomial rings (1.3.4): R[z] is the

free (commutative) R-algebra on one generator.
Formally, though, freeness is defined by a universal property, as follows.

We will stick to the case of free objects on a set in this definition.
Definition 2.4.3. Let C be a concrete category with forgetful functor
F : C → Set and let S ∈ Set. A free object C[S] of C on S is an object C[S]
of C together with an injective function i : S ↪→ FC[S] in Set such that for
all objects c ∈ C and functions f : S → Fc, there is a unique morphism
g : C[S] → c in C such that Fg ◦ i = f .

S

FC[S] Fc

f
i

Fg

As usual, free objects are unique up to unique isomorphism.
Much more generally, let F : C → D be a forgetful functor. Then if a free

object Free(d) exists for all objects d ∈ D, this assignment can be assembled
into a functor Free : D → C that is left adjoint to F . Adjoints will be dis-
cussed in more detail in Section 2.6.

2.5 The Yoneda lemma
The Yoneda lemma, which we will describe in this section, is often con-
sidered to be “the first result of category theory”. That is, for many people,
its statement is the first step beyond basic definitions and checking element-
ary properties. This philosophy is disputed, though: some argue that—
when one has absorbed all the definitions—it is an essential, tautological
truth, barely meriting being called a lemma. Indeed, accidentally rediscov-
ering the Yoneda lemma (and only realizing later) has happened to pretty
much everyonewhoworks in category theory, including the present author.
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We include it mostly out of a sense of completeness, rather than because
we will use it heavily. That said, it will make a brief reappearance in Sec-
tion 6.4.

Let C be a locally small category; recall that this means that for all
x, y ∈ Obj(C), C(x, y) is a set. Then for each x ∈ C there is a functor
HomC(x,−) : C → Set given on objects by HomC(x,−)(y) = HomC(x, y)

def
=

C(x, y). On morphisms,HomC(x,−)(f) = HomC(x, f) = f ◦−; that is, given
f : y → z, f is sent to themorphism g 7→ f◦g fromHomC(x, y) toHomC(x, z).
This functor is called the (covariant) Hom-functor associated to x. There is
a contravariant version too, HomC(−, y) for each y ∈ C.
Problem 9. Check that these are indeed functors.7

Lemma 2.5.1 (Yoneda). Let C be locally small and let F : C → Set be a functor.
Then for each object x ∈ C, the natural transformations from HomC(x,−) to F are
in bijection with the set Fx and this bijection is natural.

One way to understand the Yoneda lemma is as a vast generalization of
Cayley’s theorem for groups, which we recall and slightly rephrase:
Theorem (Cayley’s theorem, 1.2.72). Let G be a group. There is an injective
homomorphism λ : G→ AutSet(G).

Here,AutSet(G) (whichwe originally denotedBij(G), beforewe had cat-
egories) is the group of bijections from the underlying set G to itself. Spe-
cifically, this theorem is Yoneda for the category G with one object ∗ and
G(∗, ∗) = G for a group G (Examples 2.1.2(c)). It is left as an exercise to
work out the details.

2.6 Adjunction
There is a special sort of equivalence, when the two functors have a partic-
ular relationship, as follows.
Definition 2.6.1. Let C and D be categories and F : C ⇄ D :G be functors.8
We say F and G form an adjoint pair if for all objects c ∈ C and d ∈ D there
is a bijection

α : C(c,Gd)
∼=→ D(Fc, d)

which is natural in c and d.
7The most difficult part of this exercise is to make sense of the above definition of the func-

tors: diagrams are helpful, as is patience and/or someone willing to listen to you trying to
explain it. Indeed this is an instance where the author providing a written solution is not actu-
ally very useful, which is something of a relief for me, or perhaps just an excuse.

8This notation is shorthand forF : C → D,G : D → C and emphasizes thatwe are interested
in F and G as a pair. By itself, it makes no claims about G ◦ F or F ◦G, however.
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If F andG form an adjoint pair, we say that F is left adjoint toG and that
G is right adjoint to F .

If α−1(idFc) : c → GFc and α(idGd) : FGd → d are natural isomorph-
isms in c and d, we say F and G form an adjoint equivalence.

An adjoint equivalence is, in particular, an equivalence.
The reason for the name “adjoint” may be a bit obscure. But we get an

insight from recalling that if we have an inner product space, a function f
and its adjoint f† satisfy an equation of the form

⟨v, f†(w)⟩ = ⟨f(v), w⟩

and then comparing this to the displayed expression in Definition 2.6.1.
A useful technique onemay employ when comparing various categories

is to find adjoint pairs (using various general methods and theorems) and
then try to show they are actually adjoint equivalences. This is helpful to
identify candidate equivalences, just as it is helpful to know some homo-
morphisms to be able to test for being isomorphisms; without any candid-
ates, it is often not clear what to do.
Examples 2.6.2.

(a) If G is a group, there is an associated Abelian group Gab def
= G/[G,G],

where [G,G] is the subgroup of G generated by all commutators, that
is, all elements of the form ghg−1h−1 for g, h ∈ G. The inclusion func-
tor I : Ab → Grp has left adjoint (−)ab : Grp → Ab given on objects
by sending G to its Abelianization Gab.

(b) As discussed above, a forgetful functorF and the functor coming from
constructing free objects form an adjoint pair F : C ⇄ Set :Free.

(c) Products (e.g. the Cartesian product in Grp, Ring etc.) and kernels
are both special cases of a more general categorical construction, that
of limits. Coproducts (e.g. the direct sum in VectK) and cokernels are
similarly examples of colimits. Functors associated to limits and colim-
its have adjoints, known as diagonal functors.

(d) As we will see in Section 2.7, tensor products fit into adjoint pairs.
(e) A key example for group representation theory will be proved in The-

orem 5.2.8.

2.7 Monoidal categories

2.7.1 Monoidal categories
We briefly introduce the notion of a monoidal category, which is a category
in which we can form tensor products. This will provide a setting to de-
scribe an important example of an adjunction (see 2.7.2) and also lay some
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groundwork for Hopf algebras (see 6.3). For more on monoidal catgeories
and their applications, see the book [EGNO].

First, we need the notion of a bifunctor. We say F : C ×C → D is a bifunc-
tor if for all objects x ∈ C, F (x,−) : C → D defined by F (x,−)(y) = F (x, y)
and F (−, x) : C → D defined by F (−, x)(y) = F (y, x) are respectively co-
variant and contravariant functors. A key example for later is the Hom bi-
functor HomC(−,−) : C × C → Set on a locally small category C, given by
HomC(−,−)(x, y) = C(x, y).
Definition 2.7.1. A monoidal category is a tuple (C,⊗, a,1, ι) such that

• C is a category,
• ⊗ : C × C → C is a bifunctor,
• a : (−⊗−)⊗− ∼−→ −⊗ (−⊗−) is a natural isomorphism with com-

ponents
axyz : (x⊗ y)⊗ z

∼−→ x⊗ (y ⊗ z)

• 1 ∈ C and
• ι : 1⊗ 1

∼−→ 1 is an isomorphism
such that
(a) (the pentagon axiom) for all w, x, y, z ∈ C the following diagram com-

mutes:

((w ⊗ x)⊗ y)⊗ z

(w ⊗ (x⊗ y))⊗ z (w ⊗ x)⊗ (y ⊗ z)

w ⊗ ((x⊗ y)⊗ z) w ⊗ (x⊗ (y ⊗ z))

awxy⊗idz a(w⊗x)yz

aw(x⊗y)z awx(y⊗z)

idw⊗axyz

(b) (the unit axiom) the functors L1 : C → C, L1x = 1⊗ x and R1 : C → C,
R1x = x⊗ 1 are autoequivalences9 of C.

The pair (1, ι) is called the unit object of the monoidal category.
Examples 2.7.2.
(a) Set is amonoidal categorywith respect to⊗ = ×, theCartesian product,

and 1 = {∗} (a 1-element set).
9By analogy with automorphisms of algebraic objects, an autoequivalence of a category is

an equivalence of the category with itself.
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(b) VectK is a monoidal category with respect to the tensor product of
vector spaces ⊗ introduced in Section 1.4.1 and 1 = K.

(c) The category RepK(G) of linear representations of a group G (as will
be discussed in Section 5.2) can be made into a monoidal category,
through the tensor product of group homomorphisms (f ⊗ g sends
a⊗ b to f(a)⊗ g(b)).

(d) Below, in Section 4.1, we will introduce the category R-Mod of mod-
ules over a commutative unital ring R. This is a monoidal category
with ⊗ the tensor product of R-modules (defined in exactly the same
way as the tensor product of vector spaces) and unit 1 = R.

We leave as an exercise the task of identifying a suitable map ι in the
above examples (in each case, there is a natural/canonical choice).

For completeness, we record here the definition of the special case of the
final example for R = Z, that is, when R-Mod = Ab (since Z-modules are
exactly Abelian groups). This will faciliate defining rings and thence mod-
ules and algebras over rings in the waywewill wish to do this in Section 4.1.
Definition 2.7.3. Let V andW be Abelian groups. The pair (X,⊗) is said to
be the tensor product of V andW if
(a) X is an Abelian group;
(b) ⊗ : V ×W → X is a homomorphism of Abelian groups; and
(c) (universal property) for everyAbelian groupZ andgrouphomomorph-

ism h : V ×W → Z, there exists a unique homomorphism h̃ : X → Z

such that h = h̃ ◦ ⊗.

V ×W X

Z

⊗

h
h̃

By the same argument as in Lemma 1.4.4, X is uniquely determined up
to isomorphism. Occasionallywewill decorate the symbol⊗ by addingZ as
a subscript to indicate that we are considering this particular tensor product
⊗Z of Abelian groups. However as this is the bare minimum structure we
will consider, we will not use this enhanced notation unless it would be un-
clear what wemeant otherwise. Rather, we will add a subscriptR to⊗ if we
want to talk about a tensor product ⊗R over a different commutative unital
ring—no subscript is an implied R = Z.

Similarly to the vector space case, the naturalmodel of this tensor product
is as a group generated by elementary tensors v ⊗ w for v ∈ V , w ∈ W . That
is, we should take all combinations of elements of the form v ⊗ w under
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the naturally induced group operation. So for V = ⟨g⟩ and W = ⟨h⟩ two
copies of the (generic) infinite cyclic group, we have that ⟨g⟩ ⊗ ⟨h⟩ con-
sists of all elements of the form gr ⊗ hs with the group operation being
(gr1 ⊗ hs1) ∗ (gr2 ⊗ hs2) = gr1+r2 ⊗ hs1+s2 , for ri, si ∈ Z. This is isomorphic
to the free Abelian group of rank 2, i.e. ⟨g, h | gh = hg⟩ ∼= Z2.

2.7.2 Hom-⊗ adjunction
In certain nice monoidal categories, called closedmonoidal categories, there
is an important relationship between the bifunctorsHom(−,−) and⊗, which
we will now state. We will do this for the particular case of the category
R-Mod for R a commutative unital ring, despite not having introduced this
category properly; as a category-theoretic tool, it sits better here.

First, we fix M ∈ R-Mod. Then the result says that taking the tensor
product−⊗M withM (on the right) has a natural adjoint, given by taking
homomorphisms fromM , as per the following result known as Hom-⊗ ad-
junction (or also⊗-Hom adjunction, on the grounds that the tensor product
is left adjoint to Hom).
Proposition 2.7.4 (Hom-⊗ adjunction). LetM ∈ R-Mod. There is an adjoint
pair

−⊗M : R-Mod → R-Mod : HomR-Mod(M,−)

so that there exist bijections

α : HomR-Mod(N,HomR-Mod(M,P ))
∼=−→ HomR-Mod(N ⊗M,P )

that are natural in N and P .

Proof (sketch). Fix M,N,P as in the statement. For an R-module homo-
morphism f : N → HomR-Mod(M,P ), define α(f) : N ⊗ M → P by
α(f)(n⊗m) = f(n)(m). One may check that this is a natural bijection.

2.E Exercises
Exercise 2.1. Let G and H be groups and let G and H be the categories as-
sociated to them, as in Examples 2.1.2(c). That is, G has one object ∗ and
HomG(∗, ∗) = G andH has one object • (we give it a different name to ∗, for
clarity) and HomH(•, •) = H .

Show that functors F : G → H are in one-to-one correspondence with
group homomorphisms f : G→ H .
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Exercise 2.2. Consider the quiver A2 and the 3-subspace quiver Sub3 from
Examples 1.6.3. Show that there is a faithful functor F : P(A2) → P(Sub3)
between their path categories induced by the subquiver of Sub3 on the ver-
tices 1 and 4 being a copy of the A2 quiver.

(More formally, A2 is isomorphic to the subquiver of Sub3 on {1, 4} and
this inclusion induces a faithful functor on the respective path categories.)
Exercise 2.3 (Hard). Think about how you might extend the previous ex-
ercise to construct full, fully faithful or essentially surjective functors and
hence equivalences between path categories.
Exercise 2.4 (Problem 9). Check that the covarant and contravariant Hom-
functorsHomC(x,−) andHomC(−, y) defined in Section 2.5 are indeed func-
tors.
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3.1 Representations of groups

3.1.1 Group actions
It is very common to say that groups often arise as symmetries. The subtle
but important shift from “what group encodes the symmetries of this ob-
ject?” to “which objects does this group give symmetries of?”moves us from
the structure theory of groups to their representation theory.

Theword “symmetry” needs a little unpacking beforewe canmakemuch
progress—weneed some formal definitions in order to state andprove things.
Informally, a symmetry of an object should move the points of that object
around, there should be a symmetry that leaves the object unchanged and
if we have two symmetries, we should be able to apply one and then the
other to obtain another symmetry. Very often, we want our symmetry to be
reversible; asking for this is what puts us in the domain of groups.

Themost commonway to encode this formally is in the notion of a group
acting on a set, or a group action. We will also do this first but we will then
show how this can be transformed into different formulations that are better
suited for posing the questions we will want to ask.
Definition 3.1.1. Let G be a group and X a set. A left action of G on X is a
function α : G×X → X such that
(GA1) α(e, x) = x for all x ∈ X ; and
(GA2) α(g1g2, x) = α(g1, α(g2, x)) for all g1, g2 ∈ G, x ∈ X .

Problem 10. Write down the definition of a right action.
Problem 11. Write down and prove (using the axioms) amathematical state-
ment that formalizes the statement “we want a symmetry to be reversible”.

For ease of notation, it is common to write α(g, x) as g · x. However
this can be confusing—the dot · suggests multiplication but this might be
unnatural for certain G and X , and the visibility of the “leftness” of the
action is reduced.

https://doi.org/10.11647/OBP.0492.03
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Insteadwewill use ▷, i.e. wewill write g▷x forα(g, x), so that our axioms
become
(GA1′) e ▷ x = x for all x ∈ X ; and
(GA2′) (g1g2) ▷ x = g1 ▷ (g2 ▷ x) for all g1, g2 ∈ G, x ∈ X .
We will abuse notation a little by naming our action function ▷ too, by writ-
ing ▷ : G×X → X , ▷(g, x) = g ▷ x.
Examples 3.1.2. Important examples of groups acting on sets are:

(a) GL2(R) acting on R2, ( a b
c d

)
▷ ( xy ) =

(
ax+by
cx+dy

)
;

(b) Sn acting on {1, 2, . . . , n}, σ ▷ r = σ(r);
(c) G acting on itself via g ▷ h = gh;
(d) G acting on itself via g ▷ h = ghg−1;
(e) G acting on the left cosets of a subgroupH via g ▷ kH = gkH .

Problem 12. Check that these are actions.
Although we will not have so much direct use of the following in this

book, it would be remiss not to briefly introduce orbits and stabilizers and
the theorem that links them.
Definition 3.1.3. Let ▷ : G×X → X be a left action of G on X . The orbit of
x ∈ X is the set

O(x)
def
= {g ▷ x | g ∈ G}.

The stabilizer of x ∈ X is the set

Stab(x)
def
= {g ∈ G | g ▷ x = x}.

The orbit of an element x ∈ X is a subset of X and the orbits partition
X , i.e.X =

⋃
x∈X O(x) and O(x) ∩O(y) = ∅ if y /∈ O(x). The stabilizer of x

is a subgroup of G.
Problem 13. Prove the claims in the preceding paragraph.

For a group G and subgroup H , we will write (G : H) = {gH | g ∈ G}
for the set of left cosets of H in G.
Theorem 3.1.4 (Orbit–stabilizer theorem). Let ▷ : G×X → X be a left action
of G on X . For x ∈ X , there is a bijection

φ : O(x) → (G : Stab(x))

defined by φ(g ▷ x) = g Stab(x) such that

h ▷ φ(y) = φ(h ▷ y)

for all y ∈ O(x).
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Proof. We have

g ▷ x = g′ ▷ x

⇐⇒ (g′)−1 ▷ g ▷ x = (g′)−1 ▷ g′ ▷ x

⇐⇒ ((g′)−1g) ▷ x = x

⇐⇒ (g′)−1g ∈ Stab(x)

⇐⇒ g Stab(x) = g′ Stab(x)

so that φ is well-defined (two representatives of y inO(x), g ▷x = g′ ▷x = y,
map to the same coset) and injective. Since given g Stab(x), we have φ(g ▷
x) = g Stab(x), φ is surjective too.

Then

h ▷ φ(g ▷ x) = h ▷ (g Stab(x)) = hg Stab(x) = φ(hg ▷ x) = φ(h ▷ (g ▷ x)).

Challenge 14. How would you define a morphism between two G-actions?
That is, for a fixedG, and givenG-actionsα : G×X → X and β : G×Y → Y ,
what would be an appropriate notion of a morphism f : α→ β?

Can you show that the collection Act(G,X) of (left) actions of G on X
with your notion of morphism is a category?

3.1.2 Group representations
Now we make our first reformulation, expressing group actions as group
representations.

Recall from Lemma 2.1.5 that the set of automorphisms AutC(x) of an
object x in a category C is a group. For C = Set and X ∈ Set, AutSet(X) =
Bij(X), the group of bijections fromX to itself; we will use the former nota-
tion, AutSet(X), as later we will want to contrast this with groups of auto-
morphisms arising from a different category.
Definition 3.1.5. Let G be a group. A G-representation on a setX is a group
homomorphism ρ : G→ AutSet(X).
Definition 3.1.6. Let G be a group and let ρ, σ be G-representations on sets
X and Y respectively. Amorphism ofG-representations f : ρ→ σ is a function
f : X → Y such that

f(ρ(g)(x)) = σ(g)(f(x))

for all g ∈ G.
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The condition here is best understood as the commuting of the following
diagram:

X X

Y Y

ρ(g)

f f

σ(g)

LetAct(G,X) denote the collection of group actions ofG on a setX and
let Rep(G,X) denote the collection of G-representations on X .
Challenge 15. Show thatRep(G,X)with objectsG-representations andmorph-
isms as above is a category.

The next proposition says that actions and representations are in one-
to-one correspondence. This formally justifies our swapping between the
two ideas, or preferring one over the other. We will see similar types of
results later, but the methods of proof will differ. Indeed, although a proof
is given now for completeness, we recommend skipping it on a first reading,
returning to it later if you feel you need to work through the details.
Proposition 3.1.7. There is a bijection κ̂ : Act(G,X) → Rep(G,X).

Proof. We first sketch what is needed:
(a) note that Act(G,X) ⊆ HomSet(G×X,X);
(b) there is a very general operation κ called “currying”1 that takes a func-

tion f : A×B → C to a function κ(f) : A→ HomSet(B,C), defined by
κ(f)(a) = f(a,−);

(c) the special properties of group actions mean that we can tweak this to
replace Hom with Aut;

(d) the resulting functions κ̂(α) are grouphomomorphisms, again because
we have a group action, sowe can regard κ̂ as a function taking actions
to group representations;

(e) κ̂ is a bijection.
It is also worth saying that the reason why what follows is quite technical is
because an action is not a group homomorphism: G×X is not even a group.

Now, for the proof proper:
(a) Note that every left action ofG onX is, by definition, given by a func-

tion α : G×X → X , so that Act(G,X) ⊆ HomSet(G×X,X).
1In fact, currying is precisely Hom-⊗ adjunction (2.7.2) for the closed monoidal category

Set, where Homs are functions and⊗ = ×, the Cartesian product of sets. Later, when we have
linearized everything, we will again see Hom-⊗ adjunction playing a similar role.
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(b) By the principle of currying, we may define

κ : Act(G,X) → HomSet(G,HomSet(X,X))

by κ(α)(g) = α(g,−).
The “blank” notation, α(g,−), means “think of the blank as a place
we can put an element” (in this case x) so that we have a function
α(g,−) : X → X given by α(g,−)(x) = α(g, x). So we could (and per-
haps should) write κ(α)(g)(x) = α(g, x). You need to trace through
carefully to see why this is the right thing to do—lots of things here
are functions and you just need to keep evaluating them on the right
elements! (Arguably, in the same spirit we should have just written
κ(α) = α(−,−) when defining κ, but more than one blank can be-
come confusing, so we went for the middle ground.)

(c) Unpacking a little further, we see that if we write ▷ rather than α as
before, then κ(α)(g) ∈ HomSet(X,X) sends x to g ▷ x. Notice(!) that(

κ(α)(g−1) ◦ κ(α)(g)
)
(x) = κ(α)(g−1)(g ▷ x) = g−1 ▷ (g ▷ x) = x

and likewise with g−1 and g interchanged. So κ(α)(g) is actually a
bijection, i.e. for all g ∈ G, κ(α)(g) ∈ AutSet(X). This only works
because α is a group action; it is not a formal consequence of currying
arbitrary functions.
So by restricting the codomain of each κ(α), we can define a function

κ̂ : Act(G,X) → HomSet(G,AutSet(X)), κ̂(α) = κ(α)|AutSet(X).

(d) We claim that κ̂(α) is a group homomorphism. We have κ̂(α)(e)(x) =
α(e, x) = x for all x ∈ X so κ̂(α)(e) = idX . Also,

κ̂(α)(gh)(x) = gh ▷ x = g ▷ (h ▷ x) = (κ̂(α)(g) ◦ κ̂(α)(h))(x)

for all x ∈ X , so κ̂(α) is a group homomorphism. Note that the axioms
of a group action are exactly what is needed for this.
Hence, Im κ̂ ⊆ HomGrp(G,AutSet(X)) = Rep(G,X).

(e) It remains to prove that κ̂ is a bijection, which we will do by showing
that it is invertible.
Given a G-representation ρ : G → AutSet(X), define αρ : G ×X → X
by αρ(g, x) = ρ(g)(x). Then for all x ∈ X

αρ(e, x) = ρ(e)(x) = idX(x) = x
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and

αρ(g1g2, x) = ρ(g1g2)(x)

= (ρ(g1) ◦ ρ(g2))(x)
= ρ(g1)(αρ(g2, x))

= αρ(g1, αρ(g2, x))

for all g1, g2 ∈ G and so we see that αρ ∈ Act(G,X).
Now define

λ̂ : HomGrp(G,AutSet(X)) → Act(G,X), λ̂(ρ) = αρ.

Then

κ̂(λ̂(ρ))(g)(x) = κ̂(αρ)(g)(x)

= αρ(g, x)

= ρ(g)(x)

and

λ̂(κ̂(α))(g)(x) = λ̂(α(g,−))(x)

= αα(g,−)(x)

= α(g, x)

and we see that κ̂ and λ̂ are inverse to each other.
Challenge 16. Show that if f : α → β is a morphism of left actions of G on
X , then f induces a morphism of G-representations κ̂(f) : κ̂(α) → κ̂(β).
Furthermore κ̂ respects composition: if f, g are morphisms of left actions,
κ̂(g ◦ f) = κ̂(g) ◦ κ̂(f). That is, κ̂ is a functor from the category Act(G,X) to
the category Rep(G,X).

By similarly enhancing λ̂ to a functor in the opposite direction, prove
that Act(G,X) and Rep(G,X) are isomorphic categories.
Examples 3.1.8. Let us revisit the examples of actions from Examples 3.1.2,
expressing them as representations via the proposition.
(a) For G = GL2(R) acting on R2, the representation corresponding to(

a b
c d

)
▷ ( xy ) =

(
ax+by
cx+dy

)
is ρ : GL2(R) → AutSet(R2) with ρ(M) the

function sending v ∈ R2 to Mv. But then ρ(M) is the (invertible)
linear transformation M represents; this is the natural representation
of GL2(R).
Note (as this is relevant later!) that AutSet(R2) contains GL2(R) but
is not equal to it; there are set bijections of R2 with itself that are not
linear, let alone invertible.
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(b) ForG = Sn acting onX = {1, 2, . . . , n}with σ ▷r = σ(r), we have that
AutSet(X) = Sn and the corresponding representation ρ : Sn → Sn is
the identity map. This is the natural representation of Sn.
Furthermore, any subgroup H of Sn gives rise to a representation
ρ : H ↪→ Sn in the same way. Since any finite groupG is isomorphic to
a subgroup of SG (this is Cayley’s theorem, 1.2.72), every finite group
has a permutation representation ρ : G ↪→ SG.

(c) For G acting on itself via g ▷ h = gh, the associated representation is
ρ : G→ AutSet(G) with ρ(g)(h) = Lg(h) = gh, i.e. G is represented by
its left multiplication maps. However AutSet(G) = SG by definition,
so in fact this is just the permutation representation!
Note that in general we may have AutGrp(G) ⊊ AutSet(G). In this
particular example, each ρ(g) is actually a group homomorphism and
Im ρ ⊆ AutGrp(G).

(d) Exercise 3.8(a).
(e) Exercise 3.8(b).

Wewill not give code snippets here but just remind you thatwe discussed
how to create matrix rings and groups as well as permutation groups in
SageMath in Chapter 1, if you find yourself needing to do specific calcu-
lations. The index of SageMath commands on page 215 will probably be
helpful.

3.1.3 Linear representations of groups
As the first examples above might suggest, AutSet(X) can be unwieldy to
workwith. Also, formanygroup actions, there is additional structure around
that is ignored by looking at just the underlying sets and functions on them.
By restricting the class of representations we care about, often we are able
to say more.

With this in mind, from this point onward we will concentrate on linear
representations. That is, we will require the set G acts on to be a vector space
V over some field K and ask that representations take values in GL(V )

def
=

AutVectK(V ).
Definition 3.1.9. Let K be a field, V a K-vector space and G a group. A
K-linear representation ofG on V is a group homomorphism ρ : G→ GL(V ).

Denote the collection ofK-linear representations ofG onV byRepK(G,V ).
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Definition 3.1.10. Let ρ : G → GL(V ) be a K-linear representation of G on
V . We say ρ is finite-dimensional if V is finite-dimensional and, in that situ-
ation, we define the degree of ρ to be deg ρ def

= dimV .
Example 3.1.11. The key first example of a linear representation arises from
idGL2(R) : GL2(R) → GL2(R) with idGL2(R)(T ) = T (T : R2 → R2 being a
linear transformation, sending v to Tv).

Indeed, ifH is any subgroup of GL2(R) then ρ : H ↪→ GL2(R) (given by
the inclusion) is a representation of H , which we call the natural represent-
ation. Clearly neither 2 nor R are special: any subgroup H of GL(V ) has a
natural representation on V , ρ : H ↪→ GL(V ).

Other groups do not come to us as groups of linear transformations (or
equivalently matrices), though. So linear representation theory is precisely
about finding out in what ways the elements of our given group can be rep-
resented by linear transformations (matrices), in a way that is compatible
with the group structure.
Example 3.1.12. For any group G and any vector space V , there is a repres-
entation given by ρ : G→ GL(V ), ρ(g) = I for all g ∈ G, where I : V → V is
the identity linear transformation. This is the trivial representation of G on
V .

The trivial representation of degree 1 is an important special case: this is
defined by 1G : G→ GL1(K) = K \ {0}, 1G(g) = 1K for all g ∈ G.
Example 3.1.13. LetG = C2 be cyclic of order 2, generated by g, with g2 = e.
Let K = C and V = C2. Define ρ : G→ GL2(C) by

ρ(e) = ( 1 0
0 1 )

and

ρ(g) =
(−5 −12

2 5

)
.

Since (−5 −12
2 5

)2
= ( 1 0

0 1 ), this is a homomorphism.
Observe two things:

(a) the choices of V and (−5 −12
2 5

) are not very significant. For any fieldK
and anyK-vector space V , if we can find T ∈ GL(V ) such that T 2 = I ,
we have a representation ρ : G → GL(V ), ρ(gi) = T i for i = 0, 1. (In
particular, (−5 −12

−2 5

) being a 2 × 2 matrix is a red herring: the 2-ness
comes from picking V ∼= C2, not from G being cyclic of order 2.)

(b) Implicit was that it was enough to find a matrix (or linear transform-
ation) satisfying the relations in G: this is indeed valid, since if G has
a presentation G = ⟨X⟩ /R it is enough to check that ρ(r) = I for
any r ∈ R to define a homomorphism. Note that ρ(e) = I is always
required, by the definition of a group homomorphism.
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Problem 17. Let G = ⟨a | an = 1⟩ be cyclic of order n, let ζ = e2πi/n ∈ C and
θ = 2π/n. Show that

ρ : G→ GL1(C) = C×, ρ(aj) = ζj

and
τ : G→ GL2(C), τ(aj) =

(
cos θ − sin θ
sin θ cos θ

)j
are C-linear representations of G.
Problem 18. Show that the dihedral group of order 8,

D8 =
〈
a, b | a4 = b2 = e, bab = a−1

〉
has a Q-linear representation ρ : D8 → GL2(Q) with ρ(a) =

(
0 −1
1 0

) and
ρ(b) =

(
1 0
0 −1

).

Solution. We will use SageMath to help us check this. The code
1 GL2=GL(2,QQ);

2 A=GL2 ([[0 , -1] ,[1 ,0]]);

3 B=GL2 ([[1 ,0] ,[0 , -1]]);

4 I=GL2.one();

5 A^4==I,B^2==I,B*A*B*A==I

returns (True, True, True). Notice that to avoid having to compute
ρ(a)−1 = A−1 we re-wrote the final relation as baba = e and checked this.

An important property of a representation is that of being faithful.
Definition 3.1.14. A K-linear representation ρ : G → GL(V ) is faithful if
Ker ρ = {e}.

By the First Isomorphism Theorem for Groups (1.2.9), Ker ρ = {e} im-
plies Im ρ ∼= G; that is, a faithful representation puts a “faithful” copy of
G into GL(V ). Every group has a faithful representation, by the following
construction.
Definition 3.1.15. Let G be a group. Let K[G] be the K-vector space2 with
basis G. Let Lg ∈ GL(K[G]) be the linear map defined on the basis of K[G]
by Lg(h) = gh.

The regular representation of G is ρreg : G→ GL(K[G]), ρreg(g) = Lg .
2Recall from Section 2.4 that this notation means the free vector space on G. This notation

will be reused and expanded on later, so we use it from the start for consistency.
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That this is a representation follows from observing that
(Lg ◦ Lh)(k) = Lg(hk) = ghk = Lgh(k).

Furthermore, Ker ρreg = {g ∈ G | ρreg(g) = IK[G]} but we can see that
Lg = IK[G] if and only if g = e, so ρreg is faithful.
Example 3.1.16. Let G = C4 =

〈
a | a4 = e

〉
= {e, a, a2, a3}. Then an element

in K[C4] has the form αe+ βa+ γa2 + δa3 for α, β, γ, δ ∈ K. We know that
Le is the identity, since Le(h) = eh = h for all h ∈ G.

Now, La(αe+βa+γa
2+δa3) = αa+βa2+γa3+δe (since a4 = e), from

which we see that La is represented by the matrix(
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0

)
.

By the definition of a representation, ρ(aj) = ρ(a)j , from which we can
deduce the representing matrices for a2 and a3.

3.1.4 Equivalence of representations

Let φ : V ∼→ W be an isomorphism3 of K-vector spaces. Since GL(V ) en-
codes the (linear) symmetries of V , we would expect a close relationship
with GL(W ) and indeed, these are isomorphic groups.

Defining
f : GL(V ) → GL(W ), f(T ) = φ ◦ T ◦ φ−1

and
g : GL(W ) → GL(V ), g(U) = φ−1 ◦ U ◦ φ,

it is straightforward to check that these are inverse homomorphisms.
Then a representation ρ : G → GL(V ) has a counterpart representa-

tion f ◦ ρ : G → GL(W ) and vice versa, but these are not really “different”
representations—we have just changed the underlying vector space for an
isomorphic one. So let us say two such representations are equivalent.
Definition 3.1.17. We say that two K-linear representations ρ : G→ GL(V )
and σ : G→ GL(W ) are equivalent if there exists aK-vector space isomorph-
ism φ : V →W such that

G GL(V )

G GL(W )

ρ

idG φ̂

σ

commutes, where φ̂ : GL(V ) → GL(W ) is defined by φ̂(T ) = φ ◦ T ◦ φ−1.
3The added “∼” on the arrow in the specification of a map that is required to be an iso-

morphism is common but not universal usage. We use it here as part of our attempt to famili-
arize readers with how representation theorists often write, sometimes without comment.
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Since sometimes we prefer more concrete conditions to check, let us un-
pack this a bit. Choose a basis BV for V and a basis BW forW .

First, considering φ : V ∼→W as a map from V toW is equivalent to con-
sidering the induced map between (V,BV ) and (V,B′

V = φ−1(BW )). Then
φ̂ represents the change of basis matrix [I]BV

B′
V
, i.e. the identity map writ-

ten with respect to BV and B′
V = φ−1(BW ), since a matrix [T ]BB becomes

[I]BB′ [T ]BB[I]
B′

B = [I]BB′ [T ]BB([I]
B
B′)−1.

In other words, two group representations are equivalent if for every
g ∈ G, ρ(g) and σ(g) are similar matrices, with respect to the same similarity
matrix for every g.

3.1.5 Subrepresentations
We can try to relax the conditions in the definition of equivalence. Let us
assume we have an injective linear map i : W ↪→ V . Then we cannot simply
construct î as we did φ̂, since elements of V do not necessarily have a pre-
image inW (if i is not surjective). However we can insist that the elements
we care about do.

In order to make the following construction, we have to restrict to W
actually being a subspace of V (unless we want a mountain of notation and
complications). Since an injective map i : W ↪→ V has W ∼= Im i ≤ V and
we have just dealt with isomorphism in the previous section, this is not a
major issue.
Definition 3.1.18. Let ρ : G → GL(V ) and W ≤ V . We say that W is a
G-invariant subspace if ρ(G)(W ) ≤ W , i.e. for all g ∈ G, w ∈ W we have
ρ(g)(w) ∈W .

Here, ρ(G) is convenient alternative notation for Im ρ.
Definition 3.1.19. Let ρ : G → GL(V ) be a representation of G and let
W ≤ V be aG-invariant subspace. Let i : W ↪→ V be the associated injective
linear map given by i(w) = w for all w ∈W .

We define î : Im ρ → GL(W ), î(T ) = i−1 ◦ T ◦ i and ρW : G → GL(W ),
ρW = î ◦ ρ. We say that ρW is the subrepresentation of ρ associated toW .

Note that the condition ofW being G-invariant is taken with respect to
the representation ρ : G → GL(V ); it does not only depend on V , in par-
ticular. For a given representation, not every subspace of V gives rise to
a subrepresentation. Conversely, a subspace W of V might give rise to a
subrepresentation with respect to ρ but not with respect to a different rep-
resentation τ .

In particular, some representations only have the subrepresentations com-
ing fromW = 0 andW = V (noting that any representation has these sub-
representations; exercise). Such representations are called irreducible. If this
seems complicated, it is. Part of what we are aiming for is to swap repres-
entations for objects where these notions are more natural.
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3.1.6 Quotient representations
These should be associated to surjections V ↠ W . But rather than work
this out in detail for representations, we will wait until we have our better
language to do this.

3.1.7 Direct sums
Given V andW , we may form their direct sum, V ⊕W . We have a natural
map δ : GL(V ) × GL(W ) → GL(V ⊕W ), given by δ(T,U) = T ⊕ U . The
direct sum of linear maps is what youwould expect: it sends (v, w) ∈ V ⊕W
to (Tv, Uw); on matrices this is the “block diagonal sum” operation, with
M ⊕N = (M 0

0 N ).
Also, let ∆: G → G × G be the homomorphism ∆(g) = (g, g); this is

often called the diagonal map.
Definition 3.1.20. Let ρ : G → GL(V ), τ : G → GL(W ) be representations
ofG. The direct sum ρ⊕τ is the representation ρ⊕τ : G→ GL(V ⊕W ) given
by ρ⊕ τ = δ ◦ (ρ× τ) ◦∆.

That is,

(ρ⊕τ)(g) = (δ◦(ρ×τ)◦∆)(g) = δ◦(ρ×τ)(g, g) = δ(ρ(g), τ(g)) = ρ(g)⊕τ(g).

At this point, wewill pause our study of representations of groups. Next
we look at the analogous ideas for algebras.

3.2 Representations of algebras
Algebras have representations too but first, we need towork outwhere a rep-
resentation should “land”. That is, which algebra should replace GL(V )?
Well,GL(V ) is used in the group setting because it is the group of invertible
linear maps from the vector space to itself. Now that we don’t need to get a
group, we can relax the invertibility condition and take all linear maps from
V to itself. It turns out that this is naturally an algebra.
Definition 3.2.1. Let V be a K-vector space. The endomorphism algebra of V ,
EndK(V ), is the K-algebra with vector space EndK(V ) = HomVectK(V, V ),
m = ◦ (composition of linear maps) and u(λ) = λIV for all λ ∈ K.
Problem 19. Verify the claim implicit in the definition.
Definition 3.2.2. LetA = (A,+, ·,×) be aK-algebra and V aK-vector space.
A (K-linear) representation ofA onV is defined to be an algebra homomorph-
ism ρ : A→ EndK(V ). Denote the collection of representations ofA on V by
RepK(A, V ).



Chapter 3. Representations 101

We can define equivalence of representations, subrepresentations and
direct sums completely analogously to the group case. Rather than do this
explicitly, though, we will turn to representations of quivers next and only
after that return to show how the module perspective can drastically sim-
plify matters.

3.3 Representations of quivers
Recall that a quiver Q is defined by its vertices Vert(Q) and arrows Q(v, w)
(for v, w ∈ Vert(Q)). We also defined (Definition 2.1.3) the associated path
category, P(Q), with objects Vert(Q) and morphisms all finite paths in Q.

The latter enables us to give a slick definition of a representation of a
quiver. We will again stick to linear representations.
Definition 3.3.1. Let Q be a quiver and K a field. A K-linear representation
of Q is a functor F : P(Q) → K-Mod.

Let us unpack this a bit, so that it looks both more comprehensible and
also like the definition you are likely to find in other texts. Firstly, recall
that K-Mod ≡ VectK is the category of K-vector spaces. So the first bit of
information in a quiver representation is the choice of a vector space Fv for
each v ∈ Vert(Q).

Next, for each morphism p ∈ P(Q)(v, w) in P(Q), i.e. a path from v to w,
F gives a K-linear map Fp : Fv → Fw. This is true in particular for paths
of length 1, which are just arrows in Q: if α ∈ Q(v, w) is an arrow from v to
w, we have a linear map Fα : Fv → Fw. The functoriality means that for

p = (v0, α0, v1, α1, . . . , vn−1, αn−1, vn)

we must have
Fp = Fαn−1 ◦ · · ·Fα1 ◦ Fα0.

In particular, if p, q are paths such that q◦p is defined, thenF (q◦p) = Fq◦Fp.
This tells us that the values of F on paths are determined by its values on
arrows.

So a linear representation of a quiver Q is the choice of a vector space
for each vertex and linear maps for each arrow. As we will see later, a use-
ful piece of information about a representation is that of the dimension of
the vector space at each vertex; this is very rarely enough to determine the
representation uniquely, though.
Definition 3.3.2. LetQ be a quiver andF a representation ofQ. The function
dimF : Vert(Q) → N defined by (dimF )(v) = dimFv is called the dimension
function of F .

When Q is a finite quiver, the tuple ((dimF )(v))v∈Vert(Q) is more often
called the dimension vector of F .
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One advantage of this categorical definition (and we point to some oth-
ers in Section 6.4) is that it is immediately clear what a morphism of repres-
entations should be.
Definition 3.3.3. Let Q be a quiver, K a field and F,G : P(Q) → K-Mod
linear representations ofQ. Then a morphism of representations is a natural
transformation of functors, α : F ⇒ G.

Again, we should unpack this. A natural transformation is given by a
choice of morphism in the target category for each object of the source cat-
egory such that a certain square commutes. In our case, for v ∈ Vert(Q)we
have a component αv : Fv → Gv, i.e. a linear map from the vector space at
the vertex v given by F to that at the same vertex but given by G. The nat-
urality condition says that for any morphism in the path category, i.e. any
path p, from v to w, we must have that αw ◦ Fp = Gp ◦ αv . As above, due
to the construction of the path category, it is enough to check this on arrows
(paths of length 1).

Let us see this in an example.
Example 3.3.4. LetQ = A3 be the quiver 1 2 3 . The following
are representations of this quiver:

E 0 K 0

F 0 K K

G K K K

0 0

0 idK

idK idK

The dimension vector of E is (0, 1, 0), that of F is (0, 1, 1) and that of G is
(1, 1, 1).

There is a morphism of representations α : F ⇒ G given by

F 0 K K

G K K K

α

0

0

idK

idK idK

idK idK

One can see immediately in this example the squares here commute.
Let λ ∈ K. There is an endomorphism βλ of G given by

G K K K

G K K K

βλ

idK

λ·idK

idK

λ·idK λ·idK

idK idK

For λ = 1K this is the identity morphism from G to itself.
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However
E 0 K 0

G K K K

0

0

0

idK 0

idK idK

is not a morphism from E to G since the right-hand square does not com-
mute.

We can use SageMath to verify these claims: work through the code be-
low, evaluating as you go to see what the results are. This goes via the
construction path semigroup, which is (give or take) SageMath’s way of
implementing the path category. In particular, try to think about why the
definitions of E, F and Gmatch those above.

1 Q = DiGraph ({1:{2:[ ’e12’]} ,2:{3:[’e23’]}})

2 PQ = Q.path_semigroup ()

3 E = PQ.representation(QQ ,{1: QQ^0, 2: QQ^1, 3: QQ

^0},{(1,2,’e12’): [], (2,3,’e23’): []})

4 F = PQ.representation(QQ ,{1: QQ^0, 2: QQ^1, 3: QQ

^1},{(1,2,’e12’): [], (2,3,’e23’): [1]})

5 G = PQ.representation(QQ ,{1: QQ^1, 2: QQ^1, 3: QQ

^1},{(1,2,’e12’): [1], (2,3,’e23’): [1]})

6 F.dimension ()

7 G.dimension_vector ()

8 alpha = F.hom ({1:[] , 2:[1] , 3:[1]} , G)

9 beta3 = G.hom ({1:[3] , 2:[3] , 3:[3]} , G)

10 notahom = E.hom ({1:[] , 2:[1], 3:[]}, G)

Note that we use K = Q, for concreteness.

Since we have some objects and some morphisms between them, we
could have a category.
Definition 3.3.5. Let Q be a quiver and K a field. Let Rep(Q) denote the
category with objects K-linear representations of Q and morphisms being
morphisms of representations.

You might object that it is not clear that this is a category, and might
not fancy checking all the conditions. Fear not: all will be revealed4 in Sec-
tion 6.4.

We now “know” how to definemany of the representation-theoretic con-
cepts for quivers, by following the same recipes but in the category Rep(Q).

4Spoiler: because we set things up in terms of categorical definitions, we get this essentially
for free.
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For example, equivalence of representations is just isomorphism in this cat-
egory, i.e. α : F ⇒ G a natural isomorphism (recall that this means that
every component αv is an isomorphism of vector spaces, so an invertible
linear map, or equivalently an element of GL(Fv)).

So βλ is an automorphism of G (an isomorphism of Gwith itself) in the
above example provided λ ̸= 0. Since F1 = 0 ̸∼= K = G1, F cannot be
isomorphic to G.

Using categorical definitions, we could define subrepresentations (exer-
cise: make sense of the claim that F is a subrepresentation of G), quotients
and so on. Again, we will not do this now, but come back to these when we
are ready to discuss the counterpart to representations, namely modules for
quivers.

3.E Exercises
Exercise 3.1 (Problem 10). Write down the definition of a right action.
Exercise 3.2 (Problem11). Write downandprove (using the axioms) amath-
ematical statement that formalizes the statement “we want a symmetry to
be reversible”.
Exercise 3.3 (Problem 12). Describe the orbits and stabilizers for the follow-
ing actions:

(a) GL2(R) acting on R2, ( a b
c d

)
▷ ( xy ) =

(
ax+by
cx+dy

)
;

(b) Sn acting on {1, 2, . . . , n}, σ ▷ r = σ(r);
(c) G acting on itself via g ▷ h = gh;
(d) G acting on itself via g ▷ h = ghg−1;
(e) G acting on the left cosets of a subgroup H via g ▷ kH = gkH .

Exercise 3.4 (Problem 13). Let ▷ : G × X → X be a left action of G on X .
Prove that the orbits partitionX and that the stabilizer of a point x ∈ X is a
subgroup of G.
Exercise 3.5 (Challenge 14). Howwould you define amorphism between two
G-actions? That is, given α : G ×X → X and β : G × Y → Y , what would
be an appropriate notion of a morphism f : α→ β?

Can you show that the collection Act(G,X) of (left) actions of G on X
with your notion of morphism is a category?
Exercise 3.6 (Challenge 15). Show thatRep(G,X)with objectsG-representations
and morphisms of G-representations is a category.



Chapter 3. Representations 105

Exercise 3.7 (Challenge 16; hard!). Show that if f : α → β is a morphism
of left actions of G on X , then f induces a morphism of G-representations
κ̂(f) : κ̂(α) → κ̂(β). Furthermore κ̂ respects composition: if f, g are morph-
isms of left actions, κ̂(g ◦ f) = κ̂(g) ◦ κ̂(f). That is, κ̂ is a functor from the
category Act(G,X) to the category Rep(G,X).

By similarly enhancing λ̂ to a functor in the opposite direction, prove
that Act(G,X) and Rep(G,X) are isomorphic categories.
Exercise 3.8. For a groupG, express the following actions as representations:
(a) G acting on itself via g ▷ h = ghg−1;
(b) G acting on the left cosets of a subgroupH via g ▷ kH = gkH .

Exercise 3.9. Let G = ⟨a | a2 = 1⟩ be a group of order 2. Find λ ∈ C such
that the function ρ : G→ GL2(C),

ρ(aj) =

(
10 −11
λ −10

)j

for j = 0, 1, is a representation of G.
Exercise 3.10 (Problem 17). Let G = ⟨a | an = 1⟩ be cyclic of order n, let
ζ = e2πi/n ∈ C and θ = 2π/n. Show that

ρ : G→ GL1(C) = C×, ρ(aj) = ζj

and
τ : G→ GL2(C), τ(aj) =

(
cos θ − sin θ
sin θ cos θ

)j
are C-linear representations of G.
Exercise 3.11. LetG = GLn(K) andH = Mn(K). Decidewhich of the follow-
ing assertions hold and briefly prove your claims. Recall thatGL1(K) ∼= K×

as multiplicative groups.
(a) det : G→ K× is a representation of G.
(b) det : H → K× is a representation of H .
(c) tr : G→ K× is a representation of G.
(d) tr : H → K× is a representation of H .
(e) det : G→ K× is a faithful representation of G.

Exercise 3.12. Let G = D12 =
〈
a, b | a6 = b2 = e, bab = a−1

〉, and set

C =

(
ei

π
3 0
0 e−iπ3

)
, D =

(
0 1
1 0

)
,

E =

(
1
2

√
3
2

−
√
3
2

1
2

)
, F =

(
1 0
0 −1

)
.
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Show that ρ1, ρ2, ρ3 and ρ4 are representations of G, where

ρ1(b
iaj) = DiCj ,

ρ2(b
iaj) = (−D)iC3j ,

ρ3(b
iaj) = Di(−C)j ,

ρ4(b
iaj) = F iEj .

Which of these four representations are faithful? Which of them are equi-
valent to each other?

[You might find it helpful to have computer assistance for this question. If you
do, keep a record of the code you use for future reference.]

In particular, you may find it helpful to know that you can construct eiπ/3
in SageMath as the element w via the following:

1 QQ.<w> = CyclotomicField (6)

2 CC(w)

3 w^6 == 1

Exercise 3.13 (Problem 18). Show that the dihedral group of order 8,

D8 =
〈
a, b | a4 = b2 = e, bab = a−1

〉
has a Q-linear representation ρ : D8 → GL2(Q) with ρ(a) =

(
0 −1
1 0

) and
ρ(b) =

(
1 0
0 −1

).
Exercise 3.14. Let n ≥ 3 and G =

〈
a, b | an = b2 = e, bab = a−1

〉 a dihedral
groupof order 2n. Let θ = 2π

n and consider thematricesA =

(
cos θ − sin θ
sin θ cos θ

)
and B =

(
1 0
0 −1

)
.

(a) Show that the function ρ : G→ GL2(C), ρ(akbl) = AkBl for all k, l is a
representation of G.

(b) Prove that ρ is faithful.
(c) Find a basis B of C2 such that the matrix [ρ(a)]B is diagonal.

Exercise 3.15. Two of the following three representations of the cyclic group
C12 =

〈
a | a12 = e

〉 are equivalent. Find which ones, and justify your an-
swer.

(a) ρ1(a) =

(
0 −1
1 0

)
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(b) ρ2(a) =

(
0 −ω2

ω 0

)
where ω = e

2πi
3 is a complex primitive cube root

of 1.

(c) ρ3(a) =

(
0 −ω
1 −ω2

)
where ω = e

2πi
3 is a complex primitive cube root

of 1.
Exercise 3.16 (Problem 19). Verify the claim in Definition 3.2.1 that EndK(V )
is an algebra.
Exercise 3.17. Using Example 3.3.4 as a template, write down three morph-
isms of representations of the quiver A3.
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In the last chapter, we first looked at representations of groups on sets,
realizing that the minimal assumptions make group actions hard to study
collectively. We then linearized, which opens up linear algebra for use in
studying linear representations. But again, we were dissatisfied: the con-
structions one would like to do with an algebraic object are awkward. Sub-
representations are doable but tricky, and quotient representations are just
messy. These problems were not resolved by looking at representations of
algebras rather than groups: the issues are to do with the nature of repres-
entations.

When we considered quiver representations, something else happened.
Now we ended up with a rather different flavour of representation and it
was not clear how it related to the cases of groups or algebras. That would
mean having to develop two separate lots of theory.

We claim that the answer to all these problems is to study modules in-
stead. We will be able to make all the constructions we wanted, and more,
and we will be able to leverage the same theory in many different settings.

It may take a little time to become comfortable with the definition of a
module but hopefully you will come to realize that it is as natural as the
other algebraic structures you have met before. However, in order to max-
imize the gains from the “do it once and for all” approach, we will need to
be slightly more general again.

Specifically, in this chapter, we will give definitions and explore results
for fundamental concepts associated to modules over R-algebras, where R
is now a commutative unital ring that is not necessarily a field (e.g. R =
Z, rather than R = R). We work in this level of generality so that in the
following chapter, we can specialize both to A = R and talk about modules
over commutative rings (for certain special classes of commutative ring)
and also specialize to modules over K-algebras (for certain special classes
of K-algebras). This might feel less comfortable than working over a field,
but as we will see, we will rarely want to divide by scalars—just multiply by
them—so not having inverses will not be a big deal.

https://doi.org/10.11647/OBP.0492.04
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4.1 Modules for algebras
Over the next few pages, we will both give the definition of a module and
also re-define algebras in the more general setting discussed above. We will
emphasize the key features of these objects: in the case of modules, it is
the action, and in the case of algebras, it is the multiplication. In particular,
everything will be assumed to be R-linear, where R is our base commutative
unital ring. This means that all our objects will be (at a minimum) Abelian
groups with an addition operation, a zero element and subtraction, in the
usual way. Although we will have to say at various points that linearity is
being preserved, we will place much more emphasis on the new and dis-
tinctive features (actions, multiplication) than on the underlying linearity.

For this reason, we will go right back to the beginning and reformulate
the definition of a ring in a way that will enable us to give our definitions of
modules and algebras over a ring in a coherent way. There are several other
reasons we have for doing this. Firstly, axioms for algebraic structures are
often given in terms of formulæ that can be awkward to parse and to remem-
ber. The approach we will introduce shortly has a more pictorial and dy-
namic flavour, which you will hopefully find more enlightening. Secondly,
it will make it easier for us to apply some of the category theory results from
Chapter 2. Thirdly, it ultimately leads to newmathematical ideas, as wewill
see in Section 6.3 when Hopf algebras are introduced.

4.1.1 A categorical approach to rings
In order to make sense of what we will do next, we recommend looking
over what we said about tensor products in Sections 1.4.1 and 2.7, noting in
particular Definition 2.7.3 defining⊗, the tensor product of Abelian groups.
Definition 4.1.1. A ring is an algebraic structure (R,m) such that R is an
Abelian group and m : R ⊗ R → R (a homomorphism of Abelian groups)
such that the following diagram commutes:

R⊗R⊗R R⊗R

R⊗R R

m⊗id

id⊗m m

m

Here, (m⊗ id)(r1⊗r2⊗r3) = m(r1⊗r2)⊗r3 ∈ R⊗R (extended linearly
to sums of such tensors), i.e. we apply m to the first two tensor factors and
apply the identity map to the third (or equivalently, leave the third alone).

Notice, though, that our definition avoids explicitly quantifying over ele-
ments; this is handled by saying that the maps are equal, since the maps are
equal if and only if they take the same values on all possible inputs. This
is particularly helpful when we have tensor products around, since then we
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can avoid having to do as in the previous paragraph and repeatedly say
“defined by [definition] on elementary tensors and extended linearly”.

Notice too that we have deliberately suppressed the addition + on the
underlying Abelian group R from the notation. You should be aware that it
is there although we don’t want to focus on this, but instead highlight the
key part, i.e.m.

Now let us try to explain why the above is actually equivalent to our old
definition, Definition 1.1.3. Firstly, we start both definitions withR being an
Abelian group, (R,+), if we want to be explicit about +.

Next, let us compute the two compositions of the maps given in the dia-
gram on a chosen elementary tensor a⊗b⊗c ofR⊗R⊗R (where a, b, c ∈ R).
Temporarily, we will write an explicit × for multiplication, that is, the oper-
ation × is defined bym(a⊗ b) = a× b. Then

• (across then down) (m◦(m⊗id))(a⊗b⊗c) = m((a×b)⊗c) = (a×b)×c

• (down then across) (m◦(id⊗m))(a⊗b⊗c) = m(a⊗(b×c)) = a×(b×c)

So, the equality of these two maps means that (a× b)× c = a× (b× c) for all
a, b, c ∈ A, that is, the product is associative. (Fromnowon, wewill revert to
using concatenation to denote multiplication, so will writem(a⊗ b) = ab.)

Then as in Remark 1.3.1, the distributive laws are equivalent to left and
right multiplication by a fixed element being homomorphisms of the un-
derlying Abelian group. But this is exactly what is encoded in m being a
homomorphism from the tensor product: this takes a little work that we
will not do explicitly but perhaps you will be able to see a hint about why it
should be true in the relations that are imposed in the standard model of a
tensor product we constructed on page 59.

As before, this is a definition of a “(not necessarily unital) ring” but we
can give a definition of a unital ring in the same spirit as above, as follows.
Definition 4.1.2. Let R = (R,m) be a ring. Then a homomorphism of
Abelian group u : Z → R is a multiplicative identity for R if

R⊗R

Z⊗R R⊗ Z

R

m

u⊗id

▷

id⊗u

◁

commutes. We say that (R,m, u) is a unital ring if R = (R,m) is a ring and
u is a multiplicative identity for R.
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Here, the maps ▷ and ◁ are the canonical1 homomorphisms defined by

▷(n⊗ r) = nr =

n times︷ ︸︸ ︷
r + r + · · ·+ r = rn = ◁(r ⊗ n)

Let us unpack this a bit too, to see why it means the same as our earlier
definitions. Firstly, any homomorphism of Abelian groups u : Z → R is
completely determined by the value u(1). This is because Z is cyclic and
generated by 1, under addition:

n = n1 =

n times︷ ︸︸ ︷
1 + 1 + · · ·+ 1

So, we can concentrate on following 1 through our diagram.
Next, from the left-hand triangle,

(m ◦ (u⊗ id))(1⊗ r) = m(u(1)⊗ r) = u(1)r

is equal to ▷(1 ⊗ r) = 1r = r. That is, u(1)r = r for all r ∈ R. Similarly,
ru(1) = r for all r. So, u(1) has exactly the property to be a multiplicative
identity for R; we could define 1R = u(1), if we wanted to simplify notation
slightly.

The more categorical Definition 4.1.2 helps us realize that multiplicative
identities are chosen, and not necessarily canonical (as is also true of mul-
tiplication, in fact). That said, in many examples, there is a natural—nay,
canonical—choice of u.

The statement of Lemma 1.4.5 and its proof generalize to this context too.
That is, there is an isomorphism τVW : V ⊗W → W ⊗ V whose value on
an elementary tensor v ⊗ w is w ⊗ v, that is, τVW “flips” the tensor product
order.

This applies in particular to a ring R: let τ : R ⊗ R → R ⊗ R be the iso-
morphism induced by τ(r1 ⊗ r2) = r2 ⊗ r1 on elementary tensors, extended
linearly. Then we may make the following definition.
Definition 4.1.3. Let (R,m) be a ring. We say that R is commutative if
m ◦ τ = m.

On elementary tensors, this says

r2r1 = m(r2 ⊗ r1) = (m ◦ τ)(r1 ⊗ r2) = m(r1 ⊗ r2) = r1r2

which is the usual equality expressing commutativity of multiplication. So
now we have the definition of a commutative unital ring in this more cat-
egorical phrasing.

1We say a construction is canonical to indicate that it arises in a particularly natural way;
there is not really a formal definition of what it means to be canonical, which is why some
authors dislike it. We use it, as most people do, suggestively.
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Lastly, let us also re-express ring homomorphisms in this language, not
because we will make especially heavy use of them in this form, but to
provide a point of comparison for the new definitions to come soon.

To save space, we will give the definition for unital rings; the defini-
tion for not necessarily unital rings is obtained by simply deleting the word
“unital” alongwith references to themaps uR and uS and the corresponding
diagram.
Definition 4.1.4. Let (R,mR, uR) and (S,mS , uS) be unital rings. A unital
homomorphism of unital rings is a homomorphism of Abelian groups
f : R→ S such that the following diagrams commute:
(a) (multiplication preserved)

R⊗R S ⊗ S

R S

f⊗f

mR mS

f

(b) (multiplicative identity preserved)

R S

Z

f

uR uS

Unpacking the first of these like we did before, we have

(mS ◦ (f ⊗ f))(r1 ⊗ r2) = mS(f(r1)⊗ f(r2))

= f(r1)f(r2)

and

(f ◦mR)(r1 ⊗ r2) = f(r1r2)

so that the first condition means f(r1r2) = f(r1)f(r2) for all r1, r2 ∈ R.
Similarly, preservation of the multiplicative identity is equivalent to

f(uR(1)) = uS(1) (i.e. f(1R) = 1S).

4.1.2 Modules over commutative unital rings
At last, we are ready for our most important definition, that of a module
over a commutative unital ring. From this point, essentially everything we
do will be to study such modules for different rings and for algebras over
rings. For—we claim—this is what representation theory is.
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Definition 4.1.5. Let R = (R,m, u) be a commutative unital ring and let
M be an Abelian group. We say that the pair (M,▷) is a left R-module if
▷ : R ⊗M → M is a homomorphism of Abelian groups such that the dia-
grams

R⊗R⊗M R⊗M

R⊗M M

m⊗id

id⊗▷ ▷

▷

and
Z⊗M R⊗M

M

u⊗id

▷

commute.
Here, the map Z ⊗ M → M is that which we used before,2 namely

n⊗m 7→ nm.
The conditions in this definition can be seen, via similar considerations

as above, to be equivalent to:
(a) (r + s) ▷ m = (r ▷ m) + (s ▷ m) for all r, s ∈ R,m ∈M ;
(b) r ▷ (m+ n) = (r ▷ m) + (r ▷ n) for all r ∈ R,m,n ∈M ;
(c) r ▷ (s ▷ m) = (r × s) ▷ m for all r, s ∈ R,m ∈M ; and
(d) 1R ▷ m = m for allm ∈M (where 1R = u(1) as above).

Furthermore, we can define homomorphisms.
Definition 4.1.6. LetR = (R,m, u) be a commutative unital ring and (M,▷M ),
(N, ▷N ) left R-modules. We say that a map f : M → N is an R-module
homomorphism if f is a homomorphism of Abelian groups and the follow-
ing diagram commutes:

R⊗M R⊗N

M N

id⊗f

▷M ▷N

f

That is, if f(r ▷M m) = r ▷N f(m) for all r ∈ R andm ∈M .
Then there is a category R-Mod, the category of R-modules, whose ob-

jects are R-modules and morphisms R-module homomorphisms. For R =
Z, we have Z-Mod = Ab, the category of Abelian groups.3

2Previously we used ▷ for this map, but we want to use that symbol for our R-action now,
not the Z-action.

3It may be best to take this as a valid assertion being made to begin with. When you feel
more comfortable with the definitions, think about why it is true.



Chapter 4. Modules 115

Some examples are long overdue.
Example 4.1.7. The zero module is themodule ({0}, ▷ = 0)with r▷0 = 0 for all
r ∈ R. We will usually save ourselves some writing by calling this module
0 rather than {0}. Any other (sub)module not isomorphic to this is called
non-zero.
Example 4.1.8. Every ring is a Z-module: we said above that Z-modules are
precisely Abelian groups and, by definition, every ring is an Abelian group.
The left Z-action on R is exactly

▷(n⊗ r) = nr =

n times︷ ︸︸ ︷
r + r + · · ·+ r

Indeed, as a quick look ahead to a philosophy we will say more about
soon, we can think that rings are exactly “the algebraic structures having an
associative multiplication in the category Ab”.
Example 4.1.9. LetR be a commutative unital ring. The polynomialR-algebra
R[x] in one variable has a module known as the trivial module (not to be con-
fused with the zero module!). This is defined to be the module (R, η) with
η : R[x]⊗R→ R, η(1⊗ r) = r and η(x⊗ r) = 0 for all r ∈ R.

Indeed, this module structure arises from the homomorphism of
R-algebras c : R[x] → R, c(p(x)) = p(1), sending a polynomial to its con-
stant term.
Problem 20. Check that the above definition of the trivial module is indeed
an R[x]-module structure.
Remark 4.1.10. When R = K is a field, we can talk about the dimension of
any K-module (i.e. vector space) in the usual way. For R commutative but
not a field, this is not as straightforward, and forR non-commutative, things
are significantly more complicated. If interested, we recommend searching
for “torsion” and “Krull dimension” (see e.g. [GW]).
Example 4.1.11. LetK be a field, which is in particular a commutative unital
ring. Then, looking carefully at the lists of axioms, we see that M is a K-
module if and only if M is a K-vector space. Moreover, K-module homo-
morphisms are exactly K-linear maps.

That is, the category of K-modules, K-Mod, is the category of K-vector
spaces, VectK.

Extending our comment above, an algebra over a field is “an algebraic
structure having an associativemultiplication in the categoryK-Mod = VectK”.
Example 4.1.12. Another important example of a module that we always
have, for any R, is RR = (R,m), the regular (left) R-module.

That is, we takeM = R and ▷ = m and observe that substituting these
into the above diagrams exactly gives us the diagrams expressing associ-
ativity and unitarity in our alternative definition of a ring on page 110. Since
those diagrams commute by definition ofR being a ring, we have that (R,m)
is a module.
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Since we are only asking for a left module structure, we only need half
of the unitarity diagram.
Problem 21. Give a definition in the above style of a right module for a com-
mutative unital ring R and of the right regular module RR.

4.1.3 Algebras over commutative unital rings
The next step we take is to formalize our loose remarks above about algeb-
raic structures having an associative multiplication on top of some other
structure. The examples were the “other structure” being Z-modules and
K-vector spaces (i.e. K-modules), so it is natural to expect that this might
make sense for modules over a commutative unital ring, since Z and K are
examples of this. This is indeed what we now do.

To make this definition, we need the tensor product ⊗R of R-modules,
for R a commutative unital ring, whose definition is given in the same way
as in Definitions 1.4.3 or 2.7.3 but with K-module (i.e. vector space) or Z-
module (i.e. Abelian group) replaced by R-module.
Definition 4.1.13. Let R = (R,mR, uR) be a commutative unital ring. An
associative algebra over R is an algebraic structure (A,m) such that A is an
R-module andm : A⊗RA→ A (a homomorphism ofR-modules) such that
the following diagram commutes:

A⊗R A⊗R A A⊗R A

A⊗R A A

m⊗id

id⊗m m

m

This is a definition of a “(not necessarily unital) algebra”, which we now
extend to the unital case.
Definition 4.1.14. Let R = (R,mR, uR) be a commutative unital ring and
A = (A,m) an algebra over R. Then a homomorphism of R-modules
u : R→ A is a multiplicative identity for A if

A⊗R A

R⊗R A A⊗R R

A

m

u⊗id

▷

id⊗u

◁

commutes. We say that (A,m, u) is a unital associative algebra over R, or
R-algebra for short, if A = (A,m) is a ring and u is a multiplicative identity
for A.
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Here, the maps ▷ and ◁ are the canonical homomorphisms defined by
the R-module structure: ▷(r ⊗R a) = r ▷ a and ◁(a⊗R r) = r ▷ a. The latter
may seem a bit odd, but it doeswork, becauseR is commutative. The special
case to have in mind is that in a vector space, vλ = λv for λ ∈ K and v ∈ V .

Since R is unital with multiplicative identity 1R = uR(1) (the image
of the integer 1 under uR), we see that the left-hand triangle tells us that
(m◦(u⊗id))(1R⊗r) = m(u(1R)⊗r) = u(1R)r is equal to ▷(1R⊗r) = 1Rr = r.
That is, u(1R)r = r for all r ∈ R. Similarly, ru(1R) = r for all r. So, u(1R)
has exactly the property to be a multiplicative identity for R and indeed we
should define 1A = u(1R) = (u ◦ uR)(1) as notation for the multiplicative
identity of A.

As before, there is an R-module isomorphism τVW : V ⊗W → W ⊗ V
whose value on an elementary tensor v⊗w is w⊗ v, that is, τVW “flips” the
tensor product order, where now V andW are R-modules.

This applies in particular to the algebra A: let τ : A ⊗R A → A ⊗R A be
the isomorphism induced by τ(a1 ⊗ a2) = a2 ⊗ a1 on elementary tensors,
extended linearly. Then we may make the following definition.
Definition 4.1.15. Let (A,m) be an associative algebra over a commutative
unital ring R. We say that A is commutative ifm ◦ τ = m.

In terms of examples, there are the usual trivial ones: R is an R-algebra,
with ▷ = mR = m. Also, every ring is a Z-algebra.

This actually bears a littlemore examination, as follows. IfA is an algebra
(or even just a ring), its centre,Z(A), is the set of elements ofA that commute
multiplicatively with every element of A:

Z(A) = {z ∈ A | za = az ∀a ∈ A}.

Then for R commutative and unital, an equivalent formulation of the
definition of an R-algebra A is to specify a pair (A,φ) where A is a unital
ring and φ : R→ Z(A) is a unital ring homomorphism.

In the examples above, the identity homomorphism id : R → Z(R) = R
shows that the ring R is an R-algebra and the homomorphism induced by
1 7→ 1R shows that R is a Z-algebra.

Of course, we would like some non-trivial examples. A good starting
point isR[x], the polynomialR-algebra in one variable, or its generalizations
to several variables or indeed formal power series.

Other non-trivial examples will come in the following chapter, most not-
ably the group algebra (see 5.2.1) and the path algebra (see 5.3.1).
Remark 4.1.16. Although we want the generality of algebras over rings for
Section 5.1, after that we will mainly want algebras over fields. So we re-
emphasize here that if R = K is a field, we recover our earlier definition
(Definition 1.5.1) of an algebra over a field and that an algebra over a field
is “a vector space with an associative multiplication” and “a ring with an
extra scalar multiplication by elements of a field”.
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By now, hopefully the following will be visibly the natural definition to
make of a homomorphism of (associative unital) algebras (over a ring).
Definition 4.1.17. Let R = (R,m) be a commutative unital ring and let
(A,mA, uA) and (B,mB , uB) be unital associative algebras over R. A unital
homomorphism of unital associative algebras is a homomorphism of R-
modules f : R→ S such that the following diagrams commute:
(a) (multiplication preserved)

A⊗R A B ⊗R B

A B

f⊗f

mA mB

f

(b) (multiplicative identity preserved)

A B

Z

f

uA uB

These diagrams precisely say that f(a1a2) = f(a1)f(a2) and f(1A) =
1B , as you might expect. The preservation of addition is encoded in the
statement that f is an R-module homomorphism.

For the “not necessarily unital” version, just delete the no-longer relevant
parts.

Then we have a category AlgR of associative algebras over R; as with
rings, the category is slightly better behaved if we allow not necessarily
unital algebras and homomorphisms. That is, AlgR is analogous to Rng
rather than Ring.

4.1.4 Modules and representations
In what must seem like a circular fashion, we now want to talk about mod-
ules over algebras, and to relate these to representations of algebras. The
above framework nearly covers what we need but since our algebras may
not be commutative, we need to state the definition for clarity and com-
pleteness.
Definition 4.1.18. Let R = (R,mR, uR) be a commutative unital ring and
let A = (A,m, u) be a unital associative algebra over R.
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LetM be an Abelian group. We say that the pair (M,▷) is a leftA-module
if ▷ : A⊗RM →M is a homomorphismofR-modules such that the diagrams

A⊗R A⊗R M A⊗R M

A⊗R M M

m⊗id

id⊗▷ ▷

▷

and
R⊗R M A⊗R M

M

uR⊗id

▷

commute.
The conditions in this definition are equivalent to:

(a) (a+ b) ▷ m = (a ▷ m) + (b ▷ m) for all a, b ∈ A,m ∈M ;
(b) a ▷ (m+ n) = (a ▷ m) + (a ▷ n) for all a ∈ A,m,n ∈M ;
(c) a ▷ (b ▷ m) = ab ▷ m for all a, b ∈ R,m ∈M ; and
(d) 1A ▷ m = m for allm ∈M .

We can define homomorphisms entirely analogously.
Definition 4.1.19. Let R = (R,mR, uR) be a commutative unital ring and
let A = (A,m, u) be a unital associative algebra over R.

Let (M,▷M ), (N, ▷N ) be left A-modules. We say that a map f : M → N
is anA-module homomorphism if f is a homomorphism ofR-modules and the
following diagram commutes:

A⊗R M A⊗R N

M N

id⊗f

▷M ▷N

f

That is, if f(a ▷M m) = a ▷N f(m) for all a ∈ A andm ∈M .
Then there is a category A-Mod, the category of left A-modules, whose

objects are leftA-modules andmorphismsA-module homomorphisms. When
A is an R-algebra, there is a forgetful functor F : A-Mod → R-Mod. For if
(M,▷) is an A-module, forgetting the A-action ▷ leaves us with M , which
is assumed to be an R-module from the start. Also, an A-module homo-
morphism is required to be an R-module homomorphism.

As previously, we have some general examples—recorded here mainly
for completeness—but the seriously interesting examples will have to wait
for Chapter 5, afterwe have laid the groundworkwith the theory ofmodules
for algebras in the rest of this chapter.
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Example 4.1.20. The zero module is the module ({0}, ▷ = 0) with a ▷ 0 = 0
for all a ∈ A. We will usually save ourselves some writing by calling this
module 0 rather than {0}. Any other (sub)module is called non-zero.
Example 4.1.21. Again, we always have AA = (A,m, u), the regular (left)
A-module. (Compare with Example 4.1.12 above.)

As with other algebraic structures, we have the notions of the kernel and
image of a module homomorphism.
Definition 4.1.22. Let f : M → N be a homomorphism of A-modules. The
kernel of f is defined to be the subset ofM given by

Ker f = {m ∈M | f(m) = 0}.

We also denote by Im f the usual image (as a function) of f .
Now, to tie together the previous chapter and this one, we show that

representations of a K-algebra A and A-modules are “the same thing”. For
the rest of this section, we will work over a fieldK; the interested reader can
examine the constructions and modify as needed for the more general case
of R a commutative unital ring.
Proposition 4.1.23. Let A = (A,m, u) be a K-algebra andM a K-vector space.

(i) AnA-module structure (M,▷) onM gives rise to a canonical representation
of A onM .

(ii) A representation ρ of A on M gives rise to a canonical A-module structure
onM .

(iii) The constructions in (i) and (ii) are mutually inverse to each other.

Proof. We use the much more general technical result known as Hom-⊗ ad-
junction, covered in Section 2.7. In the case we are interested in, this says
that the function

φ : HomVectK(A⊗M,M) → HomVectK(A,HomVectK(M,M))

given by
▷ 7→ ρ▷

def
= (a 7→ La)

is an isomorphism, where La : M →M is the map La(m) = a▷m. (We have
used the same name, La, as for the “left multiplication by a” map we have
seen for groups before; this is appropriate because the former generalizes
the latter.) Note too thatwe havewritten the “long” name,HomVectK(M,M),
for EndK(M), so that elements of the right-hand side are indeed linearmaps
A → EndK(M), i.e. could be representations, if they have the right proper-
ties.
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Elements of the left-hand side are linear maps A ⊗M → M : we claim
that if ▷ : A⊗M →M gives an A-module structure, then ρ▷ will actually be
a representation.

To check this, we track through the definitions. For example, ρ▷(ab) =
Lab so

ρ▷(ab)(m) = Lab(m) = (ab)▷m = a▷(b▷m) = (La◦Lb)(m) = (ρ▷(a)◦ρ▷(b))(m)

as required.
For the converse direction, let ρ ∈ HomVectK(A,HomVectK(M,M)). Then

define ▷ρ : A⊗M →M by ▷ρ(a⊗m) = ρ(a)(m). Here, ρ(a) is amapM →M ,
so we can apply this tom to get an element ofM . Similarly to above,

a ▷ρ (b ▷ρ m) = a ▷ρ (ρ(b)(m)) = (ρ(a) ◦ ρ(b))(m) = ρ(ab)(m) = ab ▷ρ m

so that if ρ is a representation, then ▷ρ becomes a left action.
It is straightforward to check (so do it!) that ρ 7→ ▷ρ is inverse toφ (which

sends ▷ to ρ▷).
Definition 4.1.24. Let A = (A,m, u) be a K-algebra and let ρ and ρ′ be rep-
resentations of A on V and V ′ respectively. A homomorphism of representa-
tions is aK-linear map f : V → V ′ such that for all a ∈ A, ρ′(a)◦f = f ◦ρ(a).
Denote the set of homomorphisms from ρ to ρ′ by HomA(ρ, ρ

′).
LetRep(A) be the categorywith objects representations ofA andmorph-

isms homomorphisms of representations.
Theorem 4.1.25. The categories Rep(A) and A-Mod are equivalent.

Proof. We claim that there are functors

F : A-Mod → Rep(A), F (M,▷) = φ(▷), Ff = f

and
G : Rep(A) → A-Mod, Gρ = (M,φ−1(ρ)), Gf = f

where ρ : A→ EndK(M).
Proposition 4.1.23 asserts that FG = IRep(A) andGF = IA-Mod on objects

and this is clearly the case on morphisms.
It is worth unpacking the perhaps odd claim that Ff = f and Gf =

f are valid choices. If f : M → N is an A-module homomorphism, then
f : M → N is a K-linear map such that f ◦ ▷M = ▷N ◦ (id ⊗ f). We should
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check that ρ▷N
◦ f = f ◦ ρ▷M

(a). Indeed, we have

(ρ▷N
(a) ◦ f)(m) = ρ▷N

(a)(f(m))

a ▷N f(m)

= ▷N (a⊗ f(m))

= (▷N ◦ (id⊗ f))(a⊗m)

(∗)
= (f ◦ ▷M )(a⊗m)

= f(a ▷M m)

= f(ρ▷M
(a)(m))

= (f ◦ ρ▷M
(a))(m)

as required. The check for Gf = f (showing that the homomorphism of
representations condition translates to the homomorphism of modules con-
dition) is achieved by breaking the sequence of equalities at (∗) and noting
that then the assumption is the equality of the two ends. That is, one turns
the proof inside out!

In fact we have shown isomorphism of the categories—it is unusual one
can say something so strong.

This is the mathematical sense in which representations of A are the
same as A-modules—but even more, homomorphisms of representations
are the same as homomorphisms of modules.

4.2 Submodules, quotients and extensions
In this section, A = (A,mA, uA) will again be an R-algebra over R a com-
mutative unital ring.

Recall from the previous section thatM = (M,▷) is a leftA-module ifM
is an R-module and ▷ : A⊗M →M is such that ▷ ◦ (mA ⊗ id) = ▷ ◦ (id⊗ ▷)
and ▷ ◦ (uA ⊗ id) = s.

We will take a categorical approach and express as many concepts in
terms of homomorphisms ofmodules aswe can. So recall too that if (M,▷M )
and (N, ▷N ) are A-modules, f : M → N is a homomorphism of modules if
f is an R-module map such that f ◦ ▷M = ▷N ◦ (id⊗ f). An isomorphism of
modules is a module homomorphism admitting an inverse module homo-
morphism; this is equivalent to the homomorphism being bijective.

We start with the notion of a submodule.
Definition 4.2.1. LetM = (M,▷) be an A-module. Let N be a subspace of
M such that ▷(A⊗N) ≤ N (that is, for all a ∈ A, n ∈ N , we have a▷n ∈ N).
Then (N, ▷|A⊗N ) is called a submodule ofM .

We will mildly abuse notation by writing ▷ for ▷|A⊗N .
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One should check that (N, ▷) is anA-module, i.e. that the required prop-
erties for ▷|A⊗N follow from them being satisfied by ▷; essentially, we can
just observe that the conditions can be checked element-wise.
Example 4.2.2. Every non-zero module M has at least two submodules, 0
andM itself. (The zero module has just one, of course.) Any submodule of
M not equal toM is called proper.

Note that under the correspondence between representations and mod-
ules, subrepresentations correspond to submodules.

The definition we gave of a submodule is “not very categorical”: if N
and N ′ are isomorphic but not equal, N being a submodule ofM does not
imply that N ′ is. The reason is that N is actually a subset of M , whereas
we only know that N ′ is in bijection with one. Sometimes we really care
about actual subobjects but within A-Mod, we should relax this and con-
sider morphisms that are monic. In A-Mod, this is equivalent to being an
injective homomorphism.
Lemma 4.2.3. Let ι : N →M be an injective A-module homomorphism. ThenN
is isomorphic to a submodule ofM , namely Im ι.

Conversely, if N is a submodule of M , there is an injective A-module homo-
morphism ι : N →M given by ι(n) = n.

Indeed, for completeness, let us record that kernels and images for mod-
ule homomorphisms behave as we would expect (especially remembering
that if R = K we just have vector spaces and ‘submodule’ precisely means
‘subspace’).
Proposition 4.2.4. Let f : M → N be a homomorphism of A-modules.

(i) The kernel of f , Ker f , is a submodule ofM .

(ii) The image of f , Im f , is a submodule of N .

(iii) The homomorphism f is injective if and only if Ker f = 0.

(iv) The homomorphism f is surjective if and only if Im f = N .

Proof. Exercise.
We said that quotient representations were awkward to define. One

reason for studying modules instead is that quotients are much easier to
treat, as follows.
Definition 4.2.5. Let M = (M,▷) be an A-module and N = (N, ▷) a sub-
module ofM . The quotient moduleM/N has underlyingAbelian groupM/N
andmodule structuremap ▷̄ : A⊗(M/N) →M/N given by ▷̄(a⊗(m+N)) =
(a ▷ m) +N .

More explicitly, the action of a ∈ A on a cosetm+N ∈M/N is
a ▷̄(m+N) = (a ▷ m) +N.
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Notice that we do not need to ask for anything extra onN—just that it is
a submodule—unlike groups or rings, where we need a normal subgroup
and an ideal respectively. This is mainly due to the fact that any subgroup of
anAbelian group is normal, and so quotients are defined for any submodule
of a module.

We show the key module property for ▷̄:

ab ▷̄(m+N) = (ab ▷ m) +N

= (a ▷ (b ▷ m)) +N

= a ▷̄((b ▷ m) +N)

= a ▷̄(b ▷̄(m+N)).

Note too that our definition is being a little slick: the role of the R-
module structure is hidden. Due to the compatibilities we ask for, the above
is not incorrect, but arguably it would have been better to say “the quotient
A-module has underlying R-module M/N and A-module structure map
▷̄ : A⊗(M/N) →M/N”. For this, one essentially does the previous verifica-
tion twice: once with R instead of A, to see thatM/N inherits an R-module
structure and then as above, to get the A-module structure.

As with submodules, being a quotient is not invariant under isomorph-
ism. This time, the “right” generalization is to consider epis, which inA-Mod
is equivalent to being a surjective homomorphism.
Lemma 4.2.6. Let π : M → N be a surjectiveA-module homomorphism. ThenN
is isomorphic to a quotient module ofM , namelyM/Kerπ.

Conversely, if M/N is a quotient module of M by a submodule N , there is a
surjective A-module homomorphism π : M →M/N given by π(m) = m+N .

Since Kerπ is a submodule ofM (by the proposition-exercise), there is
an associated injective homomorphism ι so that we could write

Kerπ M Nι π

AtM , we have π ◦ ι = 0 (everything in Im ι = Kerπ is sent to 0 by π). Now
ι being injective means that if we write 0: 0 → Kerπ for the (unique) map
sending 0 to 0, we haveKer ι = 0 = Im0. Similarly, writing 0: N → 0 for the
(unique) map defined by 0(n) = 0 for all n ∈ N , we have Imπ = N = Ker 0;
this is equivalent to π being surjective. We usually suppress the labels for
zero maps and write all of this as

0 Kerπ M N 0ι π

noting that at each object X , Im( → X) = Ker(X → ). We call this equality
of the image of the incoming map with the kernel of the outgoing map ex-
actness at X . Replacing Kerπ with anything isomorphic to it, we obtain the
following definition.



Chapter 4. Modules 125

Definition 4.2.7. LetK,M and N be A-modules.
If f : K → M and g : M → N are module homomorphisms such that f

is injective, g is surjective and Im f = Ker g, then we say that

0 K M N 0
f g

is a short exact sequence of A-modules.
It is called “short” because, well, there are long ones too. Short exact se-

quences are sometimes called extensions, because they describe away to “ex-
tend”K byN to form a bigger moduleM , having a submodule isomorphic
toK with quotient isomorphic to N .

Some short exact sequences are special.
Definition 4.2.8. A short exact sequence

0 K M N 0
f g

ofA-modules is split if there exists anA-module homomorphism u : N →M
such that g ◦ u = idN .

Note that u is necessarily injective. In nice categories—the correct name
is Abelian categories (see Section 4.2.1 below)—such as A-Mod, split short
exact sequences arise in a particularly natural way.
Definition 4.2.9. LetM = (M,▷M ) and N = (N, ▷N ) be A-modules. Then
the Cartesian productM ×N is given an A-module structure via

▷⊕ : A⊗ (M ×N) →M ×N, ▷⊕(a⊗ (m,n)) = (a ▷M m, a ▷N n).

Then (M ×N, ▷⊕) is called the direct sum ofM andN and we writeM ⊕N .
In the case R = K, this is exactly the vector space direct sum M ⊕ N

made into an A-module in the natural way: a ▷ (m+ n) = a ▷ m+ a ▷ n.
We have two canonical injective maps ιM : M →M ⊕N , ιM (m) = m+0

and ιN : N → M ⊕ N , ιN (n) = 0 + n, and two canonical surjective maps
πM : M ⊕N →M , πM (m+ n) = m and πN : M ⊕N → N , πN (m+ n) = n.
Proposition 4.2.10. The following are equivalent:

(i) 0 K M N 0
f g is a split short exact sequence

of A-modules;

(ii) 0 K M N 0
f g is a short exact sequence of A-

modules and there exists a module homomorphism t : M → K such that
t ◦ f = idK (such a map t is necessarily surjective); and
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(iii) there is an isomorphism h : M → K⊕N such that h◦f = ιK is the canonical
injective map and g ◦ h−1 = πN is the canonical surjective map.

Proof. Exercise. Hint: for (iii) implies (i), consider

0 K M N 0

0 K K ⊕N N 0

f

h

g

ιK

πK πN

ιN

Then show that setting u = h−1 ◦ ιN we have a map showing that the se-
quence splits.

This is the starting point for the construction of an object that classifies
extensions of modules. The details would require too much time and tech-
nicalities beyond us at this point, but the idea is accessible: take all short
exact sequences starting with K and ending with N , define an equival-
ence relation on these and hence construct a group Ext1(K,N), in which
[0 → K → K ⊕ N → N → 0] is the identity element. In particular,
Ext1(K,N) = {0} if and only if every extension of K by N is split (i.e. the
only extension is the trivial one,K ⊕N).

In some sense, one major goal of representation theory is to understand
Hom(K,N), Ext1(K,N) and the higher extension groups Exti(K,N) for all
modules K, N for some given algebra. In fact, there is usually a subsidiary
goal before this, namely to understand all of the “fundamental pieces” from
which we can build other modules via extensions. This is what we turn our
attention to in the next section.

4.2.1 ~ Abelian categories
The definition of an Abelian category is designed to capture some key prop-
erties of the categoryAb ofAbelian groups, ormore generally (recalling that
Ab = Z-Mod) the categories R-Mod. As a result, many things one might
like to do in a category of modules (and such “things” might include homo-
logical algebra) can be done in a general Abelian category.

The definition has several pieces, as follows:
• the categoryA should beAb-enriched, meaning that every morphism

set HomA(A,B) is an Abelian group (in this way, we can add morph-
isms and there is a zero morphism) and that the maps induced by
composition are morphisms in Ab;

• A has a zero object (an object 0 such that every other object A has a
unique morphism A→ 0 and a unique morphism 0 → A);
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• A should have all finite products and coproducts (with the preceding
two conditions, such a category is called additive);

• A should admit (arbitrary) kernels and cokernels; and
• every monomorphism is a kernel and every epimorphism is a coker-

nel.
The category Ab is indeed Abelian. If f, g ∈ HomAb(A,B), defining

(f+g)(a) = f(a)+g(a) for all a ∈ A gives us themeans to add homomorph-
isms and so morphism sets are Abelian groups. The zero object is the trivial
group {e}: given anAbelian groupA, {e} is a subgroup in a uniqueway and
conversely there is always a surjective group homomorphism π : A ↠ {e}
given by π(a) = e. We can form both finite Cartesian products and finite
direct sums of Abelian groups. InAb, arbitrary kernels and cokernels exist,
monomorphisms are injective and their kernels exist (the usual Ker f) and
similarly epimorphisms are surjective and their cokernels exist (by taking
N/ Im f).

This extends to module categories too, with appropriate replacements,
e.g. the zero module for the trivial group. Recall that this includes VectK =
K-Mod.

Although not every Abelian category is a category of modules over a
ring, things are not so bad. By the Freyd-Mitchell embedding theorem (see
e.g. [Wei, Theorem 1.6.1]), every Abelian category A is a full subcategory
of a category of modules over some ringR such that the embedding functor
A → R-Mod is an exact functor. Furthermore, if A has all small coproducts
and a compact projective generator, thenA is equivalent toR-Mod for some
ring R.

Although far beyond the scope of this book, we mention one last class
of examples, to show that these ideas transcend representation theory in
the sense usually meant by that phrase at undergraduate level. Namely, the
category of sheaves of Abelian groups on a topological space (or indeed, on
still more general “spaces”) is Abelian.

4.2.2 Noether’s isomorphism theorems for modules
We will on occasion need to refer to the various isomorphism theorems for
modules. Wewill state these without proof and just note that to prove them,
one observes that the corresponding results for groups apply (since mod-
ules are Abelian groups with extra structure) and so what is needed is to
check that the various maps constructed are module homomorphisms. One
may find this explicitly in e.g. [EH, Theorem 2.24].

We also note that these theorems are due to Emmy Noether.
Problem 22. Find out about Emmy Noether and tell someone about her.
Theorem 4.2.11. Let A be an R-algebra for R a commutative unital ring.



Chapter 4. Modules 128

Universal property of quotients
Let M and P be A-modules. Let N be a submodule of M and let
π : M →M/N be the associated quotient homomorphism.
Then for everyA-module homomorphism φ : M → P such thatN ⊆ Kerφ,
there exists a unique A-module homomorphism φ̄ : M/N → P such that
φ = φ̄ ◦ π.

M P

M/N

φ

π
∃!φ̄

Furthermore, Ker φ̄ = (Kerφ)/N and Im φ̄ = Imφ.

First Isomorphism Theorem
LetM andP beA-modules and letφ : M → P be anA-module homomorph-
ism. ThenM/Kerφ ∼= Imφ.

Second Isomorphism Theorem
Let L and N be submodules of an A-moduleM . Then their sum L+N and
intersection L ∩N are submodules ofM and L/(L ∩N) ∼= (L+N)/N .

Third Isomorphism Theorem
Let L ≤ N ≤M be a sequence of submodules. Then N/L is a submodule of
M/L and (M/L)/(N/L) ∼=M/N .

Submodule correspondence
Let N be a submodule of an A-module M and let π : M → M/N be the
canonical surjection. Then the map P 7→ π−1(P ) induces an inclusion-
preserving bijection between the submodules ofM/N and the submodules of
M containing N , whose inverse is given by L 7→M/L.

4.3 Simple and semisimple modules
Definition 4.3.1. AnA-moduleM is simple if it has exactly two submodules,
0 andM .

By definition, the zero module is not simple.4
4See the discussion “Too simple to be simple” on the nLab.

https://ncatlab.org/nlab/show/too+simple+to+be+simple
https://ncatlab.org/
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Remark 4.3.2 (Important!). Simple modules are also called irreducible, al-
though this term tends to be used more for the corresponding representa-
tion. That is, we say a non-zero representation is irreducible if it has only
the zero subrepresentation and itself as subrepresentations. Then it is com-
mon to shorten “irreducible representation” to “irrep”. As we are taking a
module-theoretic approach, we will say “simple module”.
Example 4.3.3. Let K be a field and consider the K-algebra Mn(K) of n × n
matrices with entries inK. In a course on linear algebra, one usually proves
that this is a K-algebra, although not in so many words. The algebra struc-
ture is given by matrix addition, scalar multiplication and matrix multiplic-
ation.

The matrix algebra Mn(K) has a natural module, which we (imaginat-
ively) call the natural module. Namely, takeKn, thought of as column vectors
of length n. This is a left module: M ▷ v

def
= Mv, the usual action given by

multiplying the vector v by the matrixM on the left.
This module is in fact simple and, up to isomorphism, is the only simple

module forMn(K).
Note for later that all of the above remains true if we replace the field K

by a division ring.
We can combine simples to obtain larger modules:

Definition 4.3.4. A module M is called semisimple if it is isomorphic to a
(not necessarily finite)5 direct sum of simple modules.

This notion is also called “completely reducible”, usually when the term
irreducible is being used, rather than simple. This deserves a name because
in general not every module is semisimple—this is not meant to be obvious,
but it is very much true.
Lemma 4.3.5. A left A-moduleM is semisimple if and only if every submodule of
M is a direct summand. Hence, every non-zero submodule and non-zero quotient
module of a semisimple module is again semisimple.

Proof. Wewill omit this proof, as in full generality (to deal with the “not ne-
cessarily finite” cases) it requires some more advanced techniques. Those
who are interested will find this result in [Rot, Section 4.1] or [EH, Sec-
tion 4.1].

An algebraA is called semisimple if the regularmoduleAA is semisimple.
An Abelian category in which every object is semisimple is itself called

semisimple.
Simplemodules deserve to be considered as building blocks for arbitrary

modules for the following reason.
5An infinite direct sum ⊕

i∈I Vi has as elements sequences (v1, v2, . . . ) with vi ∈ Vi and
all but finitely many vi zero. The vector space operations are defined component-wise, as for
finite direct sums.
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Definition 4.3.6. LetM be anA-module. A composition series forM is a finite
sequence of submodules

0 =M0 ≤M1 ≤M2 ≤ · · · ≤Mr−1 ≤Mr =M

such that Mi/Mi−1 is simple for all 0 ≤ i ≤ r − 1. We call r the length of
the composition series. If M has a composition series, we say M has finite
length.

Note that since the zero module is not simple, the inclusions here are in
fact strict, i.e.Mi−1 is a proper submodule ofMi for any i. That is, there are
no repetitions in the series: 0 ≤ M ≤ M ≤ M is not allowed (or at least, it
is not a composition series of length 3).

We refer to the collection of {Mi/Mi−1 | 1 ≤ i ≤ r} as the set of subquo-
tients of the composition series.
Proposition 4.3.7. LetM be anA-module of finite length. Then every submodule
ofM has finite length, this being atmost the length ofM . IfN is a proper submodule
ofM , its length is strictly less than that ofM .

Proof. Let
0 =M0 ≤M1 ≤M2 ≤ · · · ≤Mr−1 ≤Mr =M

be a composition series forM . LetN be a submodule ofM and defineNi =
N ∩Mi for all i. Then

0 = N0 ≤ N1 ≤ N2 ≤ · · · ≤ Nr−1 ≤ Nr = N (4.1)

is a sequence of submodules, but may a priori fail to be a composition series
if the subquotients Ni/Ni−1 are not simple.

Fix i and consider the homomorphism φi : Ni → Mi/Mi−1 given by
φi(n) = n +Mi−1. That is, let φi be the composition of the inclusion Ni =
N ∩ Mi ↪→ Mi with the surjection Mi ↠ Mi/Mi−1. By construction, the
kernel of φi is Ni−1 = N ∩Mi−1, so by the First Isomorphism Theorem for
Modules, there is an injective map ψ : Ni/Ni−1 →Mi/Mi−1.

NowMi/Mi−1 is simple, since we chose theMj to give us a composition
series for M , so the image of ψ is either zero (in which case Ni/Ni−1 = 0,
or equivalently Ni = Ni−1) or equal toMi/Mi−1 (in which case Ni/Ni−1

∼=
Mi/Mi−1 is simple). Removing any terms from (4.1) where Ni = Ni−1 we
obtain a composition series for N , of length at most r.

We may show by induction on i that if Ni/Ni−1
∼= Mi/Mi−1 for all i,

then Ni = Mi for all i and in particular N = M . Hence if N is a proper
submodule, its length must be strictly less than that ofM .

The fundamental theorem relating to composition series is the following.
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Theorem 4.3.8 (Jordan–Hölder). Let M be an A-module. If M has two com-
position series

0 ≤M1 ≤ · · · ≤Mr−1 ≤Mr =M

0 ≤ N1 ≤ · · · ≤ Ns−1 ≤ Ns =M

then r = s and there exists a permutation σ ∈ Sr such that
Mi/Mi−1

∼= Nσ(i)/Nσ(i)−1 for all i.

Proof. For ease of expression, let us say two composition series of a module
M are equivalent if they satisfy the hypotheses of the theorem, i.e. they have
the same length and there exists a bijection of the sets of subquotients such
that each subquotient for the first series is isomorphic to its image under the
bijection.

Let
0 ≤M1 ≤ · · · ≤Mr−1 ≤Mr =M (4.2)

and
0 ≤ N1 ≤ · · · ≤ Ns−1 ≤ Ns =M (4.3)

be two composition series ofM . We will proceed by induction on r. If r = 1
then M/0 = M is simple and 0 ≤ M is its only composition series. So, let
r > 1 and assume (for a strong induction) that the theorem holds for any
module having some composition series of length less than r.

IfMr−1 = Ns−1 thenMr−1 has two composition series

0 ≤M1 ≤ · · · ≤Mr−1

and
0 ≤ N1 ≤ · · · ≤ Ns−1 =Mr−1,

of length r−1 and s−1 respectively. By the inductive hypothesis, these series
are equivalent, i.e. r − 1 = s − 1 and there is a permutation σ ∈ Sr−1 such
thatMi/Mi−1

∼= Nσ(i)/Nσ(i)−1 for all i ≤ r−1. Hence r = s andM/Mr−1
∼=

M/Ns−1 so, extending σ to σ′ ∈ Sr with σ′(r) = r and σ′|{1,...,r−1} = σ, we
have the desired conclusion.

IfMr−1 ̸= Ns−1, sinceMr−1 < M and Ns−1 < M are proper submod-
ules, we have Mr−1 + Ns−1 ≤ M . But M/Mr−1 is simple so we cannot
have Mr−1 ≤ Ns−1, else Ns−1/Mr−1 is a non-trivial proper submodule of
M/Mr−1. Therefore we must haveNs−1 < Mr−1 +Ns−1, but sinceM/Ns−1

is simple, we must have thatMr−1 +Ns−1 is equal toM .
Let K = Mr−1 ∩ Ns−1 < M . By the second isomorphism theorem

(4.2.11), we have M/Mr−1
∼= Ns−1/K and M/Ns−1

∼= Mr−1/K and so
Mr−1/K and Ns−1/K are simple.

Now by Proposition 4.3.7,K has finite length so has a composition series

0 ≤ K1 ≤ K2 ≤ · · · ≤ Kt−1 ≤ Kt = K.
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Then
0 ≤M1 ≤M2 ≤ · · · ≤Mr−2 ≤Mr−1 (4.4)

and
0 ≤ K1 ≤ K2 ≤ · · · ≤ Kt−1 ≤ K ≤Mr−1 (4.5)

are composition series ofMr−1 of length r− 1 and t+1 respectively. By the
inductive hypothesis, these series are equivalent (in particular, t = r − 2).
Similarly we have composition series

0 ≤ N1 ≤ N2 ≤ · · · ≤ Ns−2 ≤ Ns−1 (4.6)

and
0 ≤ K1 ≤ K2 ≤ · · · ≤ Kt−1 ≤ K ≤ Ns−1 (4.7)

ofNs−1 of length s−1 and t+1 = r−1 respectively, so again by the inductive
hypothesis, r = s and (4.6) and (4.7) are equivalent.

Finally, sinceMr−1/K ∼= M/Ns−1 = M/Nr−1 and Nr−1/K ∼= M/Mr−1,
we see that the composition series

0 ≤ K1 ≤ K2 ≤ · · · ≤ Kt−1 ≤ K ≤Mr−1 ≤M (4.8)

and
0 ≤ K1 ≤ K2 ≤ · · · ≤ Kt−1 ≤ K ≤ Ns−1 ≤M (4.9)

are equivalent. Since (4.4) and (4.5) are equivalent, and (4.6) and (4.7) are
equivalent, (4.2) and (4.8) are equivalent and (4.3) and (4.9) are equivalent.
Since (4.8) and (4.9) are equivalent, (4.2) and (4.3) are equivalent.6

Since then any two composition series for a module M have the same
length, this implies that if M has a composition series (and it may not!)
thenM has well-defined length, the length of any composition series for it.

Now, ifM has a composition series 0 ≤ M1 ≤ · · · ≤ Mr−1 ≤ Mr = M ,
we have that

• M1 is simple;
• 0 → M1 → M2 → M2/M1 → 0 is a short exact sequence withM2/M1

also simple;
• 0 → M2 → M3 → M3/M2 → 0 is a short exact sequence withM3/M2

also simple;
• . . .

• 0 →Mr−1 →Mr =M →M/Mr−1 → 0 is a short exact sequence with
M/Mr−1 also simple.

6We recommend drawing some diagrams to help understand these relationships.
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In other words,M is an iterated extension by simple modules.
In the case that R = K is a field and A is aK-algebra, we can use the fact

that dimension is a well-behaved invariant to show that lots of A-modules
do have composition series.
Lemma 4.3.9. Let A be a K-algebra for K a field. Every finite-dimensional A-
module has a composition series.

Proof (sketch). Work by (strong) induction on dimension. If dimM = 0,
there is nothing to do. If dimM > 1 andM is simple, 0 ≤M is a composition
series (M/0 ∼=M).

Otherwise letN be a maximal proper submodule ofM (i.e.N < M and
if there exists P such that N ≤ P ≤ M then P = N or P = M); finite-
dimensionality of M ensures such an N exists. Then M/N is simple. But
dimN < dimM so by the inductive hypothesis N has a composition series
0 ≤ N1 ≤ · · · ≤ Nr = N , meaning that 0 ≤ N1 ≤ · · · ≤ Nr = N < M is a
composition series forM .

At this point, we recommend taking a break from reading and trying the
following exercise, parts of which have been mentioned or hinted at above.
Problem 23. Let U, V,W be A-modules for an R-algebra A, and let
φ1, φ2 ∈ HomA-Mod(U, V ) and ψ ∈ HomA-Mod(V,W ).
(a) Prove that the composition ψ ◦ φ1 : U → W is an A-module homo-

morphism.
(b) Prove that the function (φ1 + φ2) : U → V defined by

(φ1 + φ2)(u) = φ1(u) + φ2(u)

for all u ∈ U makes HomA-Mod(U, V ) into an Abelian group.
(c) Defining r ▷ φ1 : U → V , (r ▷ φ1)(u) = r ▷ φ1(u) for r ∈ R, show that

HomA-Mod(U, V ) is an R-module.

(d) Suppose that U = V . Prove that EndA(U)
def
= HomA-Mod(U,U) is an

algebra for the addition and R-module structure defined above and
with the multiplication being the composition of A-homomorphisms.
Give the multiplicative and the additive identity elements.

(e) Is EndA(U) commutative as a ring?
The following is a foundational result—it is called a lemma only because

its proof is relatively straightforward, rather than because it is insignificant.
Recall that a division ring is a ring such that R× = R \ {0}, i.e. one in which
every non-zero element has amultiplicative inverse. IfA is anR-algebra, we
say A is a division algebra if as a ring, it is a division ring (i.e. A× = A \ {0}).
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Lemma 4.3.10 (Schur’s lemma). Let S be a simple A-module and M an A-
module. Then every non-zero homomorphism inHomA-Mod(S,M) is injective and
every non-zero homomorphism in HomA-Mod(M,S) is surjective.

Hence EndA(S)
def
= HomA-Mod(S, S) is a division R-algebra.

Proof. If f ∈ HomA-Mod(S,M) and f ̸= 0, then Ker f ≤ S and Ker f ̸= S so,
as S is simple, we must have Ker f = 0 and f is injective.

Similarly, if g ∈ HomA-Mod(M,S) and g ̸= 0, then Im g ≤ S and Im g ̸= 0
so, again as S is simple, we must have Im g = S and g is surjective.

Then any non-zero map in EndA(S)
def
= HomA-Mod(S, S) is both injective

and surjective andhence is an isomorphism. That is, every non-zero element
of EndA(S) is invertible, i.e. EndA(S) is a division algebra.

The next closely-related result is also sometimes called “Schur’s lemma”:
its assumptions are stronger but its conclusion is also stronger. It is “mor-
ally” a corollary of Schur’s lemma, but our formulation makes this a little
less clear and our proof is independent of Schur’s lemma, so we just refer to
it as an extra lemma.

The proof uses the fact that if A is a K-algebra for some field K, then
HomA-Mod(M,N) is a K-vector space (cf. Problem 23).
Lemma 4.3.11. Let K be a field and A a K-algebra.

If K is algebraically closed and S is a finite-dimensional simple module, then
EndA(S) ∼= K.

In particular, any homomorphism f : S → S is a scalar multiple of the identity,
i.e. f = λidS for some λ ∈ K.

Proof. Let f ∈ EndA(S). Then since K is algebraically closed and S is finite-
dimensional, there exists 0 ̸= s ∈ S and λ ∈ K such that f(s) = λs (i.e. f has
an eigenvalue on S; this is what algebraic closure of K does for us). Since
λidS is also an A-module homomorphism, so is f − λidS .

NowKer(f−λidS) ≤ S and s ∈ Ker(f−λidS), so this kernel is non-zero.
Since S is simple, Ker(f − λidS) = S, i.e. f = λidS on all of S.

Since λidS ∈ EndA(S) for all λ ∈ K, {λidS | λ ∈ K} ⊆ EndA(S). Con-
versely we have shown above that EndA(S) ⊆ {λidS | λ ∈ K}. Hence these
vector spaces are equal; note finally that {λidS | λ ∈ K} ∼= K as algebras.

To understand what is going on here, as applications of Schur’s lemma
and 4.3.11, we recommend the following exercises. Although we have in-
cluded solutions, as so often, one learns more by having a go first oneself.
Problem 24. Let A be an algebra over C, recalling that C is an algebraically
closed field. Let S and T be non-isomorphic finite-dimensional simple A-
modules.
(a) Determine dimHomA-Mod(S, S).
(b) Using Schur’s lemma, determine dimHomA-Mod(S, T ).
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(c) One can show that HomA-Mod(−,−) is bi-additive, that is, for any A-
modulesM , N and P , we have

HomA-Mod(M ⊕N,P ) ∼= HomA-Mod(M,P )⊕HomA-Mod(N,P )

and
HomA-Mod(M,N ⊕ P ) ∼= HomA-Mod(M,N)⊕HomA-Mod(M,P ).

LetM = S ⊕ T . Using these facts, find the dimension of EndA(M)
def
=

HomA-Mod(M,M), justifying your answer.
Solution.

(a) By Lemma 4.3.11, EndA(S) = HomA-Mod(S, S) ∼= C. So we have that
dimHomA-Mod(S, S) = 1.

(b) Consider f ∈ HomA-Mod(S, T ) and assume f ̸= 0. Since S is simple, by
Schur’s lemma, f is injective. Similarly, since T is simple, f is also sur-
jective. So f is an isomorphism between S and T , but we assumed that
S and T were not isomorphic. So there is a contradiction and we con-
clude that f must be the zero homomorphism. SoHomA-Mod(S, T ) = 0
and in particular dimHomA-Mod(S, T ) = 0.

(c) From the stated facts,
EndA(M) = HomA-Mod(M,M)

= HomA-Mod(S ⊕ T, S ⊕ T )
∼= HomA-Mod(S, S ⊕ T )⊕HomA-Mod(T, S ⊕ T )
∼= HomA-Mod(S, S)⊕HomA-Mod(S, T )⊕HomA-Mod(T, S)

⊕HomA-Mod(T, T )

But by part(a), dimHomA-Mod(S, S) = dimHomA-Mod(T, T ) = 1 and
by part (b), dimHomA-Mod(S, T ) = dimHomA-Mod(T, S) = 0.
So, dimEndA(M) = 2.

Note that a similar example to the algebra appearing in the next question
was introduced in Problem 7.
Problem 25. Let A = C[x]/(x4 − 1).
(a) LetM be the 3-dimensional vector spacewith basisBM = {m1,m2,m3}

and define
x ▷ m1 = −m1 + (1 + i)m2

x ▷ m2 = im2

x ▷ m3 = (1− i)m1 + (−1 + 3i)m2 − im3

Show that ▷ extends to a map ▷ : A ⊗M → M so thatM becomes an
A-module.
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(b) DecomposeM into a direct sum of simple submodules.
(c) Using Schur’s lemma and related results, find a basis for EndA(M).

Solution.
(a) We write down the matrix X corresponding to the action of x:

X =

 −1 0 1− i
1 + i i −1 + 3i
0 0 −i


Then

X2 =

 1 0 −2
−2 −1 2
0 0 −1


and hence X4 = I as required for this to define an action of A.

(b) The characteristic polynomial ofX is t3 + t2 + t+ 1 so its eigenvalues
are −1, i and −i. Define S−1, Si and S−i to be the eigenspaces for the
action of X onM . Since these are 1-dimensional, they are simple and
since eigenspaces for distinct eigenvalues intersect trivially, we have
M = S−1 ⊕ Si ⊕ S−i.

(c) From Schur’s lemma and its corollaries, we have that
dimHomA-Mod(Si, Sj) = 0

if i ̸= j and
dimHomA-Mod(Si, Si) = 1

where i, j ∈ {−1, i,−i}.
Let vi ∈ Si be an eigenvector so that Bi = {vi} is a basis for Si, for each
i ∈ {−1, i,−i}; notice that B′ =

⋃
i Bi is a basis (of eigenvectors) for

M . Then for each i, dimHomA-Mod(Si,M) = 1, spanned by

αi : Si →M =
⊕
j

Sj

with αi(vi) = vi.
We can extend αi to an endomorphism ofM by defining α̂i : M →M ,

α̂i(vj) = δijαi(vi) = δijvj .

These are clearly linearly independent in EndA(M). Since
dimEndA(M) = dimHomA-Mod(M,M)

=
∑
i

dimHomA-Mod(Si,M) = 3

the set {α̂i : M →M | i ∈ {−1, i,−i}}must be a basis for EndA(M).
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We can subcontract the legwork for the first two parts (but not the third!)
to SageMath, of course.

1 R = MatrixSpace(CC ,3)

2 X = R.matrix ([[-1,0,1-I],[1+I,I, -1+3*I],[0,0,-I]])

3 X^4

4 X.characteristic_polynomial ()

5 X.eigenvalues ()

4.4 Indecomposable modules
Next, we consider another approach to “building blocks”.
Definition 4.4.1. An A-module M is indecomposable if it cannot be written
as a direct sum of two non-zero submodules. OtherwiseM is called decom-
posable.

That is, we look atM and ask if we can decompose it as a direct sum in
a non-trivial way (0 ⊕ M and M ⊕ 0 don’t count). If not, M is indecom-
posable. If so, do it and continue in the same way for the submodules in
this decomposition. Then every module is a direct sum of indecomposable
submodules—right??

Wrong! Much more care is needed: why should this process terminate?
Indeed, for an arbitrary module, it need not. Fortunately, we do have:
Proposition 4.4.2. LetM be a non-zero A-module of finite length. ThenM has a
decomposition as a finite direct sum of indecomposable submodules.

Proof. IfM is a module of length 1, thenM is simple. Its only submodules
are 0 and itself, so it cannot be written as a direct sum of two non-zero sub-
modules. So consider the case where M has length at least 2 and for an
inductive hypothesis, assume that every module of length strictly less than
the length ofM can be written as a finite direct sum of indecomposable sub-
modules.

Now either M is indecomposable, in which case we are done, or there
exist non-zero submodules N and P such that M = N ⊕ P . As proper
submodules have strictly smaller length (Proposition 4.3.7), by the induct-
ive hypothesis both N and P have decompositions as a finite direct sum of
indecomposable submodules and henceM does.
Remark 4.4.3. Every simple module is indecomposable, as in the first line of
this proof. However, not every indecomposable module is simple. Concrete
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examples will be given in later chapters but the point is that for “most” al-
gebras, there exist non-split extensions that yield indecomposable modules.
Indeed, the situationwhen the decomposition into indecomposables is a de-
composition into simples is exactly when the module is semisimple—and
not all modules are semisimple.

We see that the definition of indecomposability does not easily lend itself
to checking whether or not a given module is indecomposable; a priori one
has to examine all of its submodules and see whether direct complements
exist. However, as with Schur’s lemma, indecomposability is detected by
the endomorphism algebra: the following results, which we give without
proof (referring the reader to [EH, 7.2]), are known as Fitting’s lemmata.7

Lemma 4.4.4 (Fitting’s lemmata). Let A be an R-algebra over a commutative
unital ring R and letM be an A-module of finite length.

(i) The module M is indecomposable if and only if every endomorphism
θ ∈ EndA(M) is either an isomorphism or is nilpotent (i.e. there exists n
such that θn = 0).

(ii) The moduleM is indecomposable if and only if the set of endomorphisms of
M that do not have a left inverse8 is a left ideal of EndA(M).

(iii) The module M is indecomposable if and only if the endomorphism algebra
EndA(M) is local, i.e. has a unique maximal ideal I .

This leads us to one of the cornerstone theorems9 of representation the-
ory:
Theorem 4.4.5 (Krull–Remak–Schmidt theorem). Let M be a non-zero A-
module of finite length and let

M =M1 ⊕M2 ⊕ · · · ⊕Mr = N1 ⊕N2 ⊕ · · · ⊕Ns

be two decompositions of M into indecomposable submodules. Then r = s and
there exists σ ∈ Sr such thatMi

∼= Nσ(i) for all i.

Proof. We follow the proof given in [EH, 7.3]; details omitted here may be
found there.

The strategy is as follows. We work by induction on r and note that the
base case r = 1 is when M is indecomposable and so we can only have

7“Lemmata” is the plural of “lemma”. It would bemore accurate to say that different people
refer to one or other of the equivalent conditions of Lemma 4.4.4 as Fitting’s lemma. To acknow-
ledge the varying usage—and because the word “lemmata” isn’t used often enough—we have
chosen the slightly unconventional name.

8This ideal is called the Jacobson radical; we will not discuss it further in full generality but
see Proposition 5.3.24 for an alternative description of the Jacobson radial for path algebras of
acyclic quivers.

9See [Sha] for an explanation of the somewhat complicated history of the name of this result.
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M1 = M = N1. Then for r > 1, we first show that there is an i such that
N1

∼= Mi. Relabelling if necessary so that N1
∼= M1, we then show that

there is an endomorphism ofM sending N1 toM1 and Nj to Nj for j ̸= 1.
Taking the quotient by M1 will then allow us to reduce to modules with
fewer summands and hence apply the inductive hypothesis.

For the first step, define the following maps:
• let µi : M →Mi be the projection ontoMi;
• let ιi : Mi →M be the inclusion ofMi intoM ;
• let νi : M → Ni be the projection onto Ni; and
• let κi : Ni →M be the inclusion of Ni intoM .

From the earlier discussion about direct sums and split short exact sequences,
we see that µi◦ιi = idMi

and νi◦κi = idNi
. Defining ei = ιi◦µi, we have that

ei is an endomorphism ofM with imageMi and kernel⊕j ̸=iMj . Then the
ei are orthgonal idempotents10 such that∑i ei = idM . Similarly, defining
fi = κi ◦ νi gives another decomposition of the identity map into a sum of
orthogonal idempotents, as idM =

∑
i fi.

Now idN1
=
∑

i ν1 ◦ ei ◦κ1 and Fitting’s lemmata imply that one of these
summands, ν1 ◦ ei ◦ κ1 say, is an isomorphism of N1 with Mi. Relabel if
necessary so that i = 1.

One may show that defining γ : M →M by γ = idM − f1+ e1 ◦ f1 yields
an isomorphism ofM with itself such that γ(N1) =M1 and γ(Nj) = Nj for
j ̸= 1.

Now since isomorphisms take direct sum decompositions to direct sum
decompositions, from γ we obtain

M = γ(M) = γ(N1)⊕ γ(N2)⊕ · · · ⊕ γ(Ns) =M1 ⊕N2 ⊕ · · · ⊕Ns

By the first isomorphism theorem,

M2 ⊕ · · · ⊕Mr
∼=M/M1

∼= N2 ⊕ · · · ⊕Ns

Let ψ be the composition of these isomorphisms. ThenM2 ⊕ · · · ⊕Mr and

ψ−1(N2 ⊕ · · · ⊕Ns) = ψ−1(N2)⊕ · · · ⊕ ψ−1(Ns)

are decompositions of the samemodule, to which wemay apply the induct-
ive hypothesis and hence conclude the result.

This should remind you of the Jordan–Hölder theorem! However—in
general (but hold the thought!)—these are not the same result in two guises.

10We have e2i = ei (idempotency) and ei ◦ ej = 0 for i ̸= j (orthogonality).
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4.5 Projective and injective modules
Before we start focusing in on more particular classes of examples, we will
look at three final general notions that are important in general representa-
tion theory. First is the definition of a free module.

Recall from Section 2.4 that there is a very general categorical notion of a
free object in a category, which necessarily applies to A-Mod. Free modules
exist for all sets, as is demonstrated by checking that the construction below
provides amodel, i.e. one can show that there is a left adjoint to the forgetful
functor F : A-Mod → Set from the category of A-modules to the category
of sets.

Recall from Example 4.1.12 that AA denotes the regular A-module, i.e.
the R-module Awith the A-action being left multiplication (a ▷ b = ab).

Then, given a set S, form theA-module AA
⊕S , the S-indexed direct sum

of AA with itself (cf. Definition 4.2.9). One can prove that this is an A-
module and that given any function S → M for M ∈ A-Mod, there exists
anA-module homomorphism AA

⊕S →M , so that AA⊕S is the free module
on S.

We will mostly be more interested in the following special case:
Definition 4.5.1. LetM be a left A-module. We sayM is a finitely generated
free module ifM ∼= AA

⊕n for some n ∈ N.
We say a moduleM is finitely generated if it is the homomorphic image of

a finitely generated free module, i.e. there exists π : AA
⊕n ↠M for some n.

Note that every module is the homomorphic image of a free module AA
⊕S

with S not necessarily finite; take S =M with the surjection sending an ele-
ment (am)m∈M of AA

⊕M to∑m am ▷m inM , for example. So the operative
part of the definition is the finiteness.

Tomake the next definitions, weneed to (re-)introduce11 theHom-functors.
For A an R-algebra and A-modules M and N , the set HomA-Mod(M,N) of
module homomorphisms fromM to N is an R-module in a natural way.

Firstly, as described in more detail in Section 4.2.1, HomA-Mod(M,N) is
an Abelian group under the operation of pointwise addition of maps (i.e.
by defining (f + g)(m)

def
= f(m) + g(m)). It is an R-module by setting

(r ▷ f)(m) = f(r ▷ m) for all f : M → N and m ∈ M . (This was part of
Exercise 23, which we said at the time was worth doing.)
Problem 26. Show that for an A-moduleM , we have

HomA-Mod(AA,M) ∼=M

as R-modules. In particular,

HomA-Mod(AA,AA) ∼= AA.

11A more general version appeared in Section 2.5.
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Show that the latter isomorphism can be extended to an isomorphism of
R-algebras between A and EndA(A)

op, where for an algebra A = (A,m, u),
Aop = (A,m ◦ τ, u) for τ : A ⊗ A → A ⊗ A, τ(a ⊗ b) = b ⊗ a (see also
Section 2.7).
Challenge 27 (Hard!). Work out how the previous exercise is an instance of
the Yoneda lemma (2.5.1) for pre-additive categories (4.2.1).

One may then show that for a module M ∈ A-Mod we have a (cov-
ariant) functor HomA-Mod(M,−) : A-Mod → R-Mod and a (contravariant)
functorHomA-Mod(−,M) : A-Mod → R-Mod. The functorHomA-Mod(M,−)
sends an A-module N to the R-module HomA-Mod(M,N) and a morphism
f : N → P is sent to the function f◦− : HomA-Mod(M,N) → HomA-Mod(M,P ),
(f ◦ −)(g) = f ◦ g. The contravariant version is similar.

The followingproperties identifywhen one or other of theseHom-functors
associated to amodule behaves nicely with respect to short exact sequences.
Definition 4.5.2. Let P be a leftA-module. We say P is projective if the func-
tor HomA-Mod(P,−) : A-Mod → R-Mod is exact, i.e. for all short exact se-
quences 0 → X → Y → Z → 0 in A-Mod,

0 → HomA-Mod(P,X) → HomA-Mod(P, Y ) → HomA-Mod(P,Z) → 0

is a short exact sequence in R-Mod.
Dually,

Definition 4.5.3. Let I be a leftA-module. We say I is injective if the functor
HomA-Mod(−, I) : A-Mod → R-Mod is exact, i.e. for all short exact sequences
0 → X → Y → Z → 0 in A-Mod,

0 → HomA-Mod(Z, I) → HomA-Mod(Y, I) → HomA-Mod(X, I) → 0

is a short exact sequence in R-Mod.
Proposition 4.5.4. The following are equivalent:
(i) P is projective;

(ii) given an epimorphism f : M ↠ N and morphism p : P → N , there exists
p̄ : P →M such that p = f ◦ p̄;

P

M N

p
∃p̄

f

(iii) every epimorphism f : M ↠ P splits, i.e. there exists s : P → M such that
f ◦ s = idP (s is a section of f);

(iv) P is isomorphic to a direct summand of a free module: there exists P ′, Q
A-modules and a set I such that P ′ ⊕Q = AA

⊕I and P ∼= P ′.
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It follows immediately from this that free modules are projective and
that direct sums of projective modules are projective.
Proposition 4.5.5. The following are equivalent:

(i) I is injective;

(ii) given a monomorphism g : N ↪→ M and morphism i : N → I , there exists
ī : M → I such that i = ī ◦ g;

I

M N

∃ī

g

i

(iii) every monomorphism f : I ↪→M splits, i.e. there exists r : M → I such that
r ◦ f = idI (r is a retraction of f);

(iv) I has a direct complement whenever it exists as a submodule: if I ≤M , there
exists Q ≤M such thatM = I ⊕Q.

Note that it is not true in general that free modules are injective, but this
can happen in certain nice situations, one of these being described immedi-
ately below and others discussed later.
Remark 4.5.6. The alert reader will observe that the condition 4.5.5(iv) is not
the dual of 4.5.4(iv), unlike the other corresponding parts of these Propos-
itions. We have chosen not to state the dual of 4.5.5(iv) and just note here
that this is equivalent to the other conditions for projectivity, leaving it as
an (advanced) exercise to write down the condition formally and check the
claim.

These classes ofmodules are particularly importantwhen studyingfinite-
dimensional algebras over fields, but the following holds much more gen-
erally.
Proposition 4.5.7. The following are equivalent:

(i) the R-algebra A is semisimple;

(ii) every module in A-Mod is injective;

(iii) every module in A-Mod is projective;

(iv) the category A-Mod is semisimple.

Proof. We first prove (i) if and only if (iv), then (ii) if and only if (iii) and
finally (i) if and only if (iii).
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• (i)⇐⇒(iv)
Assume (i). Then every free module AA

⊕I is also semisimple. Since
every module M ∈ A-Mod is a quotient of a free module (e.g. we
may take I to be an indexing set for a basis of M) and quotients of
semisimple modules are semisimple, we have (iv).
Conversely (iv) implies (i), by definition.

• (ii)⇐⇒(iii)
LetM , P and I be A-modules.
Assume (ii) and let f : M ↠ P be a surjection. Then Ker f ≤ M is
injective soM = Ker f ⊕Q for some Q. But by the First Isomorphism
Theorem, Im f = P ∼= Q. Then this isomorphism splits f and P is
projective.
Assume (iii) and let f : I ↪→ M be an injection. Then Coker f =
M/I is projective so π : M → M/I splits, via r : M/I → M , and
M = Kerπ ⊕ Im r. But Kerπ = I so I has a complement inM and is
injective.

• (i)⇐⇒(iii)
Assume (i). Then as above, any M ∈ A-Mod is a quotient of a free
module AA

⊕I via π : AA
⊕I ↠ M and this free module is semisimple.

Hence AA
⊕I = Kerπ ⊕Qwith Q ∼=M , soM is projective.

Assume (iii). LetM be a submodule of AA. Then since AA/M is pro-
jective, π : AA → AA/M splits and M has a direct complement. By
Lemma 4.3.5, AA is semisimple.

Proposition 4.5.8. Let A be a semisimple R-algebra. Then

(i) Every simple module for A is a direct summand of AA.

(ii) AA ∼=
⊕n

i=1 Si is a finite direct sum of simple modules.

Proof.

(i) Let S ∈ A-Mod be a simple A-module and let s ∈ S \ {0}. Then there
is an A-module homomorphism f : AA → S given by f(a) = a ▷S s
for all a ∈ A; f is linear by the properties of actions and a ▷S (f(b)) =
a▷S(b▷Ss) = (ab)▷Ss = f(ab). Now sinceS is simple and f(1) = s ̸= 0,
Im f = S and f is surjective.
Then since A semisimple implies S is projective, f splits, i.e. S is (iso-
morphic to) a direct summand of AA.

(ii) We have that AA =
⊕

i∈I Si. Now 1A ∈ AA so there exists a finite sub-
set J ⊆ I and elements sj ∈ Sj for all j ∈ J such that 1A =

∑
j∈J sj .

But then for all a ∈ A, a = a1A = a
(∑

j∈J sj

)
∈
⊕

j∈J Sj . So⊕
j∈J Sj ⊆

⊕
i∈I Si = AA ⊆

⊕
j∈J Sj and hence AA =

⊕
j∈J Sj .
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Note that if A is semisimple, the simple modules generate all of A-Mod
by taking direct sums, there are no non-trivial extensions between them and
we have Schur’s lemma to tell us that any non-zero homomorphismbetween
two simples is an isomorphism. Thus, in a semisimple category, we know
all the representation-theoretic information as soon as we can describe the
simple modules.

If K is a field and A is a finite-dimensional semisimple K-algebra, it fol-
lows from the above that every simple module for A is finite-dimensional
and there are finitely many of these. However, the Proposition holds in
muchgreater generality: even if someor all of the simples are infinite-dimen-
sional (and so A is), the second part tells us there are still finitely many
simples (up to isomorphism).

For completeness, we include the following theorem, which is another
of the fundamental theorems of representation theory.
Theorem 4.5.9 (Artin–Wedderburn). If A is a semisimple R-algebra then

A ∼=
r∏

i=1

Mni
(Di),

a product of matrix rings of dimension ni over division R-algebras Di.

Proof. Let A =
⊕r

i=1 S
⊕ni
i be a decomposition of A into a direct sum of

simple modules such that Si ̸∼= Sj for i ̸= j. Define Bi = S⊕ni
i for each i, so

A =
⊕r

i=1Bi.
Then sinceHomA-Mod(Si, Sj) = 0 for all i ̸= j, it follows that we also have

HomA-Mod(Bi, Bj) = 0. One may then show (see e.g. [DK, §1.7]) that via
Exercise 26, A ∼= EndA(AA)

op ∼=
∏r

i=1 EndA(Bi).
Now defining Di = EndA(Si) (which is a division R-algebra by Schur’s

lemma, 4.3.10) and since Bi = S⊕ni
i , EndA(Bi) ∼= Mni

(Di) and we have the
result.
Corollary 4.5.10. IfK is algebraically closed andA is a semisimpleK-algebra then

A ∼=
r∏

i=1

Mni
(K).

Proof. By Lemma 4.3.11, since Si is simple and K algebraically closed,Di =
EndA(Si) ∼= K.

Recall from Example 4.3.3 that Mni
(Di) has exactly one simple module

(up to isomorphism), namely Dni
i .
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4.E Exercises
Exercise 4.1. Check that the diagrams in the alternative definition of an A-
module at the start of Section 4.1 do indeed encode the equations claimed
for them immediately afterwards.
Exercise 4.2 (Problem 20). Check that the definition in Example 4.1.9 of the
trivial module for R[x] is indeed an R[x]-module structure.
Exercise 4.3 (Problem 21). Give a definition of a right module for an R-
algebra A and of the right regular module AA.
Exercise 4.4. LetK be a field and letA be aK-algebra. LetM be anA-module
and λ ∈ K. Define φλ : M →M by φλ(m) = λm for allm ∈M .
(a) Prove that φλ is an A-module homomorphism.
(b) Prove that φλ is an A-module automorphism if and only if λ ̸= 0.
(c) Prove that φλ ◦ ψ = ψ ◦ φλ for any A-module homomorphism

ψ : M →M .
(d) AssumeM is finite dimensional. Give thematrix form ofφλ as a linear

transformation fromM toM .
Exercise 4.5 (Proof of Proposition 4.2.4). Let A be a K-algebra and let
f : M → N be an A-module homomorphism. Prove that Ker f and Im f
are submodules ofM and N respectively.

Show that the homomorphism f is injective if and only ifKer f = 0, and
that f is surjective if and only if Im f = N .
Exercise 4.6. Let A be a K-algebra and let φ : M → M be an A-module en-
domorphism of an A-moduleM . Suppose that φ2 = φ, where φ2 = φ ◦φ is
the composition of φwith itself.

Prove that there exist A-submodules U, V of M such that M = U ⊕ V
with φ(u) = 0 for each u ∈ U and φ(v) = v for each v ∈ V .
Exercise 4.7. Prove Proposition 4.2.10.
Exercise 4.8 (Problem 22). Find out about Emmy Noether and tell someone
about her.
Exercise 4.9 (Problem 23). Let U, V,W be A-modules for an R-algebra A, let
φ1, φ2 ∈ HomA-Mod(U, V ) and let ψ ∈ HomA-Mod(V,W ).
(a) Prove that the composition ψ ◦ φ1 : U → W is an A-module homo-

morphism.
(b) Prove that the function (φ1 + φ2) : U → V defined by

(φ1 + φ2)(u) = φ1(u) + φ2(u)

for all u ∈ U makes HomA-Mod(U, V ) into an Abelian group.
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(c) Defining r ▷ φ1 : U → V , (r ▷ φ1)(u) = r ▷ φ1(u) for r ∈ R, show that
HomA-Mod(U, V ) is an R-module.

(d) Suppose that U = V . Prove that EndA(U)
def
= HomA-Mod(U,U) is an

algebra for the addition and R-module structure defined above and
with the multiplication being the composition of A-homomorphisms.
Give the multiplicative and the additive identity elements.

(e) Is EndA(U) commutative as a ring?
Exercise 4.10. Let A be a K-algebra for which there exists an A-module M
such thatM ∼= S1 ⊕ S2 ⊕ S3 with each Si simple.

Give a composition series forM .
Exercise 4.11. LetA = C[x] and letn ≥ 2. Let I be the ideal (xn−1) generated
by xn − 1. LetM be the A-module A/I with the natural action of A on the
quotient A/I , a ▷ (b+ I) = ab+ I .

Explicitly,M = A/I is the vector space of dimension nwith natural basis
B = {m1,m2, . . . ,mn} for mi

def
= xi−1 + I (1 ≤ i ≤ n) and with action

defined by
x ▷ mi = mi+1

where we interpret the indices modulo n.
Using Schur’s lemma and subsequent results, show thatM is not simple.

Exercise 4.12 (Problem 26). Show that for an A-moduleM , we have

HomA-Mod(M,AA) ∼=M

as R-modules. In particular,

HomA-Mod(AA,AA) ∼= AA

Show that the latter isomorphism can be extended to an isomorphism of
R-algebras between A and EndA(A)

op, where for an algebra A = (A,m, u),
Aop = (A,m ◦ τ, u) for τ : A ⊗ A → A ⊗ A, τ(a ⊗ b) = b ⊗ a (see also
Section 2.7).
Exercise 4.13 (Challenge 27; hard!). Work out how Exercise 4.12 is an in-
stance of the Yoneda lemma (2.5.1) for pre-additive categories (4.2.1).
Exercise 4.14. Prove Proposition 4.5.4 and Proposition 4.5.5.
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In this chapter, wewill use the general results of the previous one in vari-
ous different situations. We start with the case of principal ideal domains
and use the ideas we have seen to give a classification of finitely generated
modules over such rings. As a special case, this yields the classification of
finitely generated Abelian groups.

Next, we turn back to groups. We introduce an algebra, the group al-
gebra, whose representation theory is the same (in a strong formal sense)
as that of the group. Then we can identify when this algebra is semisimple,
which turns out to be most of the time, so that the previous results tell us
about the representation theory in that case.

Thirdly, we study the representation theory of quivers in terms of mod-
ules in a similar way. Again, we can introduce an algebra, the path algebra,
whose representation theory is the same as that of the quiver. In contrast,
semisimplicity is rare in this case but we will see that there are nevertheless
things we can say.

5.1 Modules for principal ideal domains
Recall from Section 1.3.9 that an ideal I in a commutative ringR is principal
if I = aR for some a ∈ R. A principal ideal domain (or PID for short) is
a ring R that is an integral domain and in which every ideal is principal;
more background and detail than in Section 1.3.9 can be found in [AF], for
example.

Examples include fields, the ring of integersZ and polynomial ringsK[x]
over a field.

Principal ideal domains are in particular unique factorization domains (ab-
breviated to UFDs). Every Euclidean domain is a PID (but not vice versa);
being a Euclideandomainmeans that one can always calculate greatest com-
mon divisors, whereas in a PID one only knows that these exist.

From the point of view of this book, the most important reason for fo-
cussing on PIDs is that it is possible to give a classification of the finitely
generated modules over a PID. This result has a number of important ap-
plications for both the structure theory of groups (since Ab = Z-Mod) and
linear algebra, in the shape of “normal forms” for matrices.

https://doi.org/10.11647/OBP.0492.05
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For the remainder of this section, assume that R is a principal ideal do-
main.

In this section, we apply the results of Chapter 4 in the caseA = R, that is,
considering R as an R-algebra as seen before, with the R-module structure
being that of RR, the regular module, and with the multiplication and unit
of R defining the algebra structure.

Recall from Section 4.5 that an R-module M is free if M ∼= RR
⊕I for

some set I , a finitely generated free module if M ∼= RR
⊕n for some n and

finitely generated if it is a quotient of a finitely generated free module.
Definition 5.1.1. Let M ∈ R-Mod. We say M is cyclic if it is generated by
one element, i.e. there existsm ∈M such thatM = Rm = {r ▷ m | r ∈ R}.

Although “1-generator” might be a more descriptive name (some texts
even say “monogeneous”) we use “cyclic” as it is meant to remind us of
cyclic groups and cyclic subgroups. Indeed, as we will see, these are special
cases.
Proposition 5.1.2. Let R be a PID andM an R-module. ThenM is cyclic if and
only ifM ∼= R/Rd for some d ∈ R.
Proof. If M is cyclic, there exists m ∈ M such that M = Rm and hence
there is a surjection π : RR ↠ M given by r 7→ rm. However all we need
to observe is that π has a kernel which is an ideal of R and R/Kerπ ∼= M .
Since R is a PID, the kernel is a principal ideal: Kerπ = Rd for some d ∈ R
and hence R/Rd ∼=M .

For the converse, the coset 1 + Rd generates R/Rd since for any coset
r +Rd ∈ R/Rd we have r ▷ (1 +Rd) = r +Rd. Hence R/Rd is cyclic.

Observe that if M is cyclic, so M ∼= R/Rd for some d ∈ R, different
things may happen depending on d. If d = 0, Rd = 0 andM ∼= R/0 = R.
Conversely if d is a unit (i.e. invertible in R), then Rd = R since 1 = d−1d ∈
Rd and soM ∼= R/R = 0.

We can also say when two cyclic modules are isomorphic:
Lemma 5.1.3. Let R be a PID andM,N cyclic R-modules. Let d, d′ ∈ R be such
that M ∼= R/Rd and N ∼= R/Rd′. Then M ∼= N if and only if d and d′ are
associates, i.e. there exists a unit u ∈ R× such that d′ = ud.
Proof. IfM ∼= N , let φ : R/Rd→ R/Rd′ be the corresponding isomorphism
of R-modules. Then there exists s ∈ R such that φ(1 +Rd) = s+Rd′. Now

φ(d′ +Rd) = φ(d′ ▷ (1 +Rd))

= d′ ▷ φ(1 +Rd)

= d′s+Rd′

= Rd′

= 0 +Rd′

= φ(0 +Rd)
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Since φ is injective, we deduce that d′ + Rd = 0 + Rd so d′ ∈ Rd. Similarly,
using φ−1 we deduce that d ∈ Rd′.

Hence there exist a, b ∈ R such that d′ = ad and d = bd′. Then d′ = abd′

and R being a domain implies ab = 1. So a is a unit such that d′ = ad and
d, d′ are associates.

Conversely, if d, d′ are associates, so there exists u ∈ R× such that d′ =
ud, then for any rd′ ∈ Rd′, rd′ = rud ∈ Rd and for any rd ∈ Rd, rd =
ru−1d′ ∈ Rd′. Hence Rd = Rd′ and soM ∼= R/Rd = R/Rd′ ∼= N .
Example 5.1.4. Let R = Z. Recall that Z-Mod = Ab, so that when we are
talking about Z-modules we are talking about Abelian groups at the same
time. Then the above results say that every cyclicZ-module (Abelian group)
is isomorphic to Z/dZ for some d ∈ Z and furthermore Z/dZ ∼= Z/d′Z if and
only if d = ±d′, since Z× = {±1}.

We usually write Zd = Z/dZ for the quotient group, which is exactly
the group of integers modulo d. So the cyclic Abelian groups are Z/0Z =
Z,Z/1Z = 0,Z2,Z3, . . . .

Note that we have been using left modules throughout so would write
Zd for consistency with the above, but it is much more common to write dZ
for the set of multiples of d. Since Z is a commutative ring, no harm is done.

Now comes the main theorem.
Theorem 5.1.5 (cyclic decomposition). LetR be a PID. Every finitely generated
R-moduleM is isomorphic to a direct product of cyclic R-modules

M ∼= R/Rd1 ×R/Rd2 × · · · ×R/Rdn

where d1 is not a unit and di|di+1 for 1 ≤ i ≤ n − 1. Furthermore, the di are
unique up to associates.

Definition 5.1.6. The elements di in a cyclic decomposition of M as in the
theorem are called the elementary divisors ofM .

We prove the cyclic decomposition theorem via a sequence of results as
below.
Lemma 5.1.7. LetF = RR

⊕n be a finitely generated freeR-module with basisB =
{b1, . . . , bn}. Let d1, . . . , dn ∈ R and setN to be the submodule of F generated by
{d1b1, . . . , dnbn}. Then

F/N ∼= R/Rd1 × · · · ×R/Rdn

is a direct product of cyclic R-modules.

Proof. There is a well-defined surjective R-module homomorphism
ψ : F → R/Rd1 × · · · ×R/Rdn given by

ψ(r1b1 + r2b2 + · · ·+ rnbn) = (r1 +Rd1, r2 +Rd2, . . . , rn +Rdn)

whose kernel is exactly N .
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Proposition 5.1.8. Let R be a PID. Every submodule of a finitely generated free
R-module is finitely generated.

We will not prove this now, but instead prove a more general statement
in Section 6.1. Note that this is false without some assumptions onR (it will
turn out that being a PID is more than is needed, but is certainly sufficient).

Now, our finitely generated moduleM is isomorphic to a quotient F/N
where F is a finitely generated free module and (by the proposition) N is
a finitely generated submodule of F . We would like to apply Lemma 5.1.7
to see thatM ∼= F/N is isomorphic to a direct product of cyclic R-modules,
then it will remain to show that the di may be chosen (uniquely up to asso-
ciates) as in the statement of Theorem 5.1.5.

This line of argument requires proving that we can choose a pair of bases
B̃ and C̃ for F and N respectively such that (i) B̃ = {b̃1, . . . , b̃n} and C̃ =

{c̃1 = d1b̃1, . . . ,
c̃n = dnb̃n} for some di ∈ R (so that 5.1.7 applies) and (ii) d1 is not a unit
and di|di+1.

From the natural basis B = {b1, . . . , bn} of F and a generating set C =
{c1, . . . , cn} for N (which exists by 5.1.8) we can write down a matrix with
entries from R expressing the ci in terms of the bi, just as we would do in
linear algebra. That is, let C be the matrix with entries cij ∈ R where cij is
defined by ci =

∑n
j=1 cijbj .

Let us say a (possibly non-square) matrix D is diagonal if dij = 0 for all
i ̸= j. Our aim is to find a diagonalization of the matrix C such that the
resulting diagonal entries satisfy di|di+1. For then we will have changed the
basisB and generating set C, via invertiblematrices overR, into a basis B̃ and
generating set C̃ with the desired property. (One can check that the basic
propositions of linear algebra—that is, the theory ofK-modules—extend to
R-modules so that multiplying by an invertible matrix over R preserves the
properties of being a generating set or being a basis.)

That is, the cyclic decomposition theoremwill follow if we can prove the
next theorem, which claims the existence of the Smith Normal Form.
Theorem 5.1.9 (Smith Normal Form). Let R be a PID and let C be an n × t
matrix with entries inR. Then there exist invertible matrices P andQ overR such
that PCQ is diagonal with diagonal entries di (1 ≤ i ≤ min{n, t}) satisfying
di|di+1.

Proof. The argument we use follows that set out in [Jac, Section 3.7], where
further details can be found. The strategy is algorithmic: given a matrix, in
a sequence of steps one can turn it into the desired form, using elementary
matrix operations.

Abusing notation somewhat, let eij denote an elementary matrix whose
(i, j) entry is 1R and is zero elsewhere. Below, eij will be either n × n or
r × r, depending on whether we act with it on the left or right, but we will
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not burden the notation further by including its size explicitly. Note that
I =

∑
i eii.

• For r ∈ R and i ̸= j, set Tij(r) = I + reij . Left multiplication of
a matrix C by Tij(r) gives the matrix whose ith row is replaced by
the ith row plus r times the jth row of C, the rest being unchanged.
Rightmultiplication is similarwith i and j interchanged and “column”
instead of “row”.

• Foru ∈ R×, setDi(u) = I+(u−1)eii. Leftmultiplication byDi(u)mul-
tiplies the ith row by u; likewise for right multiplication and columns.

• LetPij = I−eii−ejj+eij+eji. Left multiplication byPij interchanges
the ith and jth rows; right multiplication the corresponding columns.

• LetA ∈ M2(R)
× be an invertible 2×2matrix overR. LetD(A) = A⊕I .

Each of the above matrices is invertible: Tij(r)Tij(−r) = I ,Di(u)Di(u
−1) =

I , P 2
ij = I andD(A)D(A−1) = I . So it suffices to show that by left and right

multiplication by suitably chosenmatrices of the form Tij(r),Di(u), Pij and
D(A), we can manipulate our given matrix C into diagonal form. For then
multiplying together the constituent matrices will give the P andQwe seek.

Since R is a PID, we have unique factorization of elements of R into
primes. LetΩ(r) denote the number of prime factors of r counted with mul-
tiplicity; so if r =

∏
i p

mi
i , then Ω(r) =

∑
imi. By convention, if u is a unit,

we set Ω(u) = 0.
If C = 0 there is nothing to prove. Let cij be a non-zero element of C

with minimal Ω(cij). Using elementary transformations of the form Pij we
bring this element to the (1, 1) position, so nowwemay assume that c11 ̸= 0
and Ω(c11) ≤ Ω(cij) for all cij ̸= 0.

Assume that c11 ∤ c1k for some k. By swapping the second and kth
columns, we may assume that c11 ∤ c12. Then the greatest common di-
visor (which exists since we are in a PID) of c11 and c12, d = (c11, c12)
has Ω(d) < Ω(c11). By Bézout’s identity, there exist x, y ∈ R such that
c11x + c12y = d. Since d|c11, c12 there exist s, t ∈ R such that c11 = −td
and c12 = sd.

Now (
−t s
y −x

)(
x s
y t

)
=

(
sy − tx 0

0 sy − tx

)
=

(
1 0
0 1

)
since d(sy− tx) = sdy− tdx = c12y+ c11x = d and R is an integral domain.
Hence the matrix A = ( x s

y t ) is invertible.
Then multiplying C on the right byD(A) transforms C to have first row

(d, 0, c13, . . . , c1t) with Ω(d) < Ω(c11). Repeating this process as necessary,
we can assume that in the first row of C, c11 ̸= 0, Ω(c11) < Ω(cij) for all
cij ̸= 0 and c11|c1k for all k. The same argument but multiplying on the
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left at appropriate points means we can extend this to include the condi-
tion that c11|ck1 for all k. Let us call this suite of manipulations “ensuring
divisibility”.

From this point, we may use elementary transformations Tij(r) for suit-
able r to manipulate C into the form

c11 0 0 · · · 0 0
0 c22 c23 · · · c2(t−1) c2t
0 c32 c33 · · · c3(t−1) c3t
... ... ... ... ...
0 cn2 cn3 · · · cn(t−1) cnt


(Since c11|c1k, so there exists r such that c1k = rc11, applying T1k(−r) on the
right replaces c1k by c1k + (−r)c11 = 0.)

If for some k, l, c11 ∤ ckl then transforming this matrix by applying T1k(1)
on the left, we can run the “ensuring divisibility” process again (and again,
and again...) until we obtain a C of the above form with c11|ckl for all k, l.

Repeating all of this process on the submatrix given by deleting the first
row and column now yields a matrix of the form

c11 0 0 · · · 0 0
0 c22 0 · · · 0 0
0 0 c33 · · · c3(t−1) c3t
... ... ... ... ...
0 0 cn3 · · · cn(t−1) cnt


with c11|c22|ckl for all k, l.

Continuing in this way, we eventually reach a diagonal matrix with the
desired divisibility of the diagonal entries. Note that this algorithm does ter-
minate in finitelymany steps because for any givenmatrixC, the set {Ω(cij)}
is bounded above and the taking of greatest commondivisorswhere needed
lowers Ω strictly.

SageMath can find the elementary divisors and Smith normal form over
a PID: here are three examples.

1 C=matrix(ZZ ,4,6,range (24));

2 C.elementary_divisors ()

3 D,P,Q=C.smith_form (); (D,P,Q)
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tells us that the matrix

C =


0 1 2 3 4 5
6 7 8 9 10 11
12 13 14 15 16 17
18 19 20 21 22 23


has elementary divisors 1, 6, 0 and 0 and that its Smith normal form

D =


1 0 0 0 0 0
0 6 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


is obtained by computing PCQ for

P =


0 0 3 −2
0 0 −1 1
1 0 −3 2
0 1 −2 1


and

Q =


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 5 −5 −4 −3 −2
1 −4 4 3 2 1


For an example over R = Q[x], let us take

C =

(
x+ 1 3
x− 2 x+ 1

)
Then SageMath tells us via

1 R.<x>=QQ[];

2 C1=x*matrix(R,2,2,[1,0,1,1]);

3 C0=matrix(R,2,2,[1,3,-2,1]);

4 C=C1+C0;

5 C.elementary_divisors ()

6 D,P,Q=C.smith_form (); (D,P,Q)

that C has elementary divisors 1 and x2 − x+ 7.
To identify an example with repeated elementary divisors, a little ex-

perimenting (mixed with some reflection on the above proof) enables us
to find

C =

(
x+ 1 x2 + 2x+ 1
0 x+ 1

)
whose elementary divisors are x+ 1, x+ 1, via
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1 R.<x>=QQ[];

2 C2=x*x*matrix(R,2,2,[0,1,0,0]);

3 C1=x*matrix(R, 2, 2, [1,2,0,1]);

4 C0=matrix(R, 2, 2, [1,1,0,1]);

5 C=C2+C1+C0;

6 C.elementary_divisors ()

(We defined C degree by degree with separate variable names Ci to make
the code more readable, but we could have just run the sum together on
a single line to define C in one go.)

Continuing the example above, we may take R = Z in the cyclic decom-
position theorem to obtain:
Corollary 5.1.10. Every finitely generated Abelian group is isomorphic to

Z/d1Z× Z/d2Z× · · · × Z/dnZ

where d1 ̸= ±1 and di|di+1 for 1 ≤ i ≤ n− 1.

Note that d|0 for any d so components isomorphic to Z are certainly al-
lowed in the case of finitely generated Abelian groups. If we force all of the
di to be strictly positive, we obtain a finite Abelian group; indeed, we obtain
them all this way.
Corollary 5.1.11. Every finite Abelian group is isomorphic to

Z/d1Z× Z/d2Z× · · · × Z/dnZ

where d1 ̸= ±1, di > 0 for all i and di|di+1 for 1 ≤ i ≤ n− 1.

Note that the order of∏n
i=1 Z/diZ is∏n

i=1 di.
At the other extreme, if di = 0 for all i, we obtain Zn. These are exactly

the finitely generated free Abelian groups.
Example 5.1.12. The Abelian groups of order 108 = 22 ·33 are determined by
tuples (d1, . . . , dn)with di > 0, d1 > 1, di|di+1 and

∏
i di = 108. These are:

(3, 3, 12): Z3 × Z3 × Z12

(3, 6, 6): Z3 × Z6 × Z6

(6, 18): Z6 × Z18

(3, 36): Z3 × Z36

(2, 54): Z2 × Z54

(108): Z108



Chapter 5. Examples 155

Our second application is to canonical forms in linear algebra. By taking
K a field and R = K[x], since polynomial rings over fields are PIDs, we can
apply the cyclic decomposition theorem to describe every finitely generated
K[x]-module as a product of cyclic modules∏i K[x]/K[x]di where the di are
monic polynomials (K[x]× = K× = K \ {0}), d1 ̸= 1 and di|di+1.

However, there is anotherway to construct finite-dimensionalK[x]-modules,
in terms of linear maps.
Lemma 5.1.13. Let V be a finite-dimensional vector space over a field K and let
α : V → V be a linear map.

Then the action f ▷ v = f(α)(v) for all f ∈ K[x], v ∈ V makes V into a
finite-dimensional K[x]-module, which we will call Vα.

Conversely, every finite-dimensional K[x]-module is isomorphic to Vα for some
α : V → V .

Proof. Exercise. For the converse direction, show that if V is a K[x]-module,
the map x ▷ − : V → V , (x ▷ −)(v) = x ▷ v is a linear map and that (by
inducting on the degree of f) this recovers the action f ▷ v = f(α)(v).

The relationship between the cyclic decomposition theorem and linear
algebra begins with:
Lemma 5.1.14. Let Vα be a finite-dimensional K[x]-module, with elementary di-
visors (d1, . . . , dn). Then dn is the minimal polynomial of α.

Now we can explain two canonical matrix forms, rational canonical form
and Jordan normal form.

Rational canonical form

Let Vα be a finite-dimensionalK[x]-module and assume Vα is cyclic, so Vα ∼=
K[x]/K[x]d for d the minimal polynomial of α. We may write

d = xn − an−1x
n−1 − · · · − a1x− a0

with ai ∈ K.
Let B = {xi+K[x]d | 0 ≤ i ≤ n−1} be the natural (ordered) basis for Vα

and defineC(d), the companion matrix of d, to be the matrix of αwith respect
to this basis.

Then

C(d) =


0 0 0 · · · 0 a0
1 0 0 · · · 0 a1
0 1 0 · · · 0 a2
... ... ... ... ...
0 0 0 · · · 1 an−1


Now given any Vα ∼=

∏
i K[x]/K[x]/di, each Vα,i def

= K[x]/K[x]di is a sub-
module and choosing the basis Bi = {xj +K[x]di}, we obtain a basis for Vα
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with respect to which the matrix of α is the direct sum of the companion
matrices C(di), i.e.

C(α)
def
=


C(d1) 0 · · · 0

0 C(d2) · · · 0
... ... ...
0 0 · · · C(dn)


This is the rational canonical form of α. Furthermore, linear maps α and β

are similar if and only if C(α) = C(β).
We also see from the rational canonical form that the characteristic poly-

nomial of α is equal to the product of the elementary divisors of α,∏i di.

SageMath can find the rational canonical form over a field, as follows.
1 R = MatrixSpace(QQ ,3,3)

2 M = R.matrix ([[1,2,3],[4,5 ,6] ,[7 ,8 ,9]])

3 M.minimal_polynomial (). factor ()

4 M.characteristic_polynomial (). factor ()

5 M.rational_form ()

returns that theminimal polynomial equals the characteristic polynomial,
which factors into irreducibles as x(x2 − 15x− 18), and that the rational
canonical form ofM is 0 0 0

1 0 18
0 1 15



Jordan normal form

Let K be a field and let α : V → V be a linear map whose eigenvalues all
belong to K. (So if K is algebraically closed, e.g. K = C, α can be arbitrary.)

Now, using the fact thatK[x] is a PID and hence a UFD, the factorization
d = pm1

1 pm2
2 · · · pmr

r imples that the cyclic K[x]-module K[x]/K[x]d can be
decomposed as

K[x]/K[x]d ∼= K[x]/K[x]pm1
1 ⊕K[x]/K[x]pm2

2 ⊕ · · · ⊕K[x]/K[x]pmr
r

such that the pi are irreducible polynomials inK[x]which are pairwise non-
associates. (This is an application of the Chinese Remainder Theorem.)

By the cyclic decomposition theorem, any finitely generatedK[x]-module
Vα similarly has a decomposition

Vα ∼= K[x]/K[x]pm1
1 ⊕K[x]/K[x]pm2

2 ⊕ · · · ⊕K[x]/K[x]pms
s
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with the pi irreducible,mi ≥ 1 (but potentially with repeated terms).
Then if Vα ∼= K[x]/K[x](x − λ)m, for d = (x − λ)m we can choose the

basis
B = {(x− λ)m−i +K[x]d | 0 ≤ i ≤ m}

for Vα and see that with respect to this basis we have

Jm(λ) =



λ 1 0 · · · 0 0
0 λ 1 · · · 0 0
0 0 λ · · · 0 0
... ... ... ... ...
0 0 0 · · · λ 1
0 0 0 · · · 0 λ


Such a matrix is called a Jordan block.

By repeating this process for the decomposition of Vα above, we have
that in the general case, there exists a basis for Vα such that the matrix of α
is

J(α)
def
=


Jm1(λ1) 0 · · · 0

0 Jm2
(λ2) · · · 0

... ... ...
0 0 · · · Jms

(λs)


We say that J(α) is the Jordan normal form of α (sometimes also called the
Jordan canonical form).

Similarly, SageMath can find the Jordan normal form provided that all
the eigenvalues belong to the base field. Have a play with

1 M=random_matrix(QQ ,3 ,3);

2 M.jordan_form ()

and see how often you obtain sensible output. The first command gen-
erates a random 3 × 3 matrix with entries in Q whose numerators and
denominators are bounded above by 2; this cuts down the complexity
somewhat. If you want to manually set the bounds to be something else
you can:

1 M=random_matrix(QQ ,3,3, num_bound =3,den_bound =5);

2 M.jordan_form ()

Helpfully, SageMath has a function allowing you to specify the input
to construct Jm(λ) and to take the direct sum of these and so an arbitrary
matrix in Jordan normal form:

1 M=jordan_block (7 ,3);
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2 N=jordan_block (-2,4);

3 P=block_diagonal_matrix(M,N); P

If you prefer, you can disable the visual subdivision into blocks:
3 P=block_diagonal_matrix(M,N,subdivide=False ); P

You can then ask for e.g. the minimal polynomial, or indeed whatever
else you wish:

4 P.minimal_polynomial (). factor ()

which is (x− 7)3(x+ 2)4, of course.

Problem 28. Create some examples of matrices with different rational canon-
ical and Jordan normal forms.

5.2 Modules for groups
First, we will show how we can translate between groups and algebras in a
way that enables us to use all of the above theory for groups.

5.2.1 The group algebra and group of units functors
We are going to describe two recipes, one for turning a group into an algebra
and the other an algebra into a group. (Strictly speaking, this isn’t correct
but the formal statements coming soonwill makemore sense if we have this
as the rough idea in our heads.)

In this section, we will simplify slightly and all our algebras will be K-
algebras over a field, rather than just a commutative ring.

The easier direction is getting a group from an algebra, as follows.
Definition 5.2.1. Let A = (A,m, u) be an algebra. The group of units of A,
A×, is the group with underlying set

A× = {a ∈ A | ∃ b ∈ A such that ab = 1A = ba}

(i.e. the set of elements of A having a two-sided multiplicative inverse) and
group operationm|A××A× (i.e. the algebra multiplication, restricted to ele-
ments of A×).

That this is a group is straightforward: associativity is inherited fromm,
1A = u(1K) is the identity element and we have inverses by construction. In
fact, this construction respects homomorphisms:
Proposition 5.2.2. There is a functor −× : AlgK → Grp given on objects by
−×(A) = A× and on morphisms by −×(f) = f |A× for f : A→ B.



Chapter 5. Examples 159

Proof. We first check that−× is well-defined: this follows since if f : A→ B
and a ∈ A×, f(a) ∈ B× because f is an algebramap. In more detail, wemay
apply f to ab = 1A = ba to obtain

f(a)f(b) = f(ab) = f(1A) = 1B = f(1A) = f(ba) = f(b)f(a)

as required.
Clearly −×(idA) = idA|A× = idA× so it remains to check composition.

Let f : A → B and g : B → C. Since (g ◦ f)|A× = g|B× ◦ f |A× , −× is a
functor.

To produce an algebra from a group, we first recall how we can canonic-
ally produce a vector space from a set. Well, we know from Section 2.4 how
to do this: take the K-linear span of the set freely. Then the set we started
with is (by construction) a basis for the vector space.

Let K be a field and S a set. Recall that K[S] is the free vector space over
S.

In the spirit of Section 2.4, we can phrase this in terms of a functor
K[−] : Set → BVectK from sets to the category of based vector spaces whose
objects are pairs (V,B) of a vector space V and a basis B for V . The reason
for using based vector spaces is that there is then a natural forgetful functor
b : BVectK → Set with b(V,B) = B, which has a special relationship with
K[−], namely forming an adjoint pair (as per 2.6).

To do this carefully we would need to check how functions transform
under K[−], but instead we just note that the fact that linear maps are de-
termined by their values on a basis is precisely what is needed; we need this
fact shortly so let us give the construction a name.
Definition 5.2.3. Let f : S → T be a function. We define f lin : K[S] → K[T ]
to be the unique K-linear extension of f .

The next step is to show that if G is a group and not just a set, then K[G]
can be made into an algebra. We only have one bit of unused information—
the group operation, which we know is associative—so to do something
natural and general, we will have to use this to define multiplication. (We
saidK[G] is a vector space so it has the addition coming from that structure.)
Proposition 5.2.4. Let G = (G, ·) be a group. Then the maps

mG : K[G]⊗K[G] → K[G], mG(g ⊗ h) = g · h

and
uG : K → K[G], uG(λ) = λeG

give K[G] the structure of a K-algebra.

Notice that we have been lazy in defining mG, only giving its values on
a basis. As we will want it later, let us write the most general version.
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First, recall that elements of K[G] have the form∑
g∈G αgg with αg ∈ K

(where ifG is infinite, we insist that all but finitely many of the αg are zero).
We then have

mG

(
∑
g∈G

αgg)⊗ (
∑
h∈G

βhh)

 =
∑

g,h∈G

αgβh(g · h) =
∑
k∈G

 ∑
g,h∈G
g·h=k

αgβh

 k

However, working on the basis will suffice for this proof, as long as we are
happy to accept that multiplication on the basis can be uniquely extended to
linear combinations in such a way that distributivity holds (reader, it can).
Proof. Associativity follows from associativity in G:

(mG ◦ (mG ⊗ id))(g ⊗ h⊗ k) = mG((g · h)⊗ k)

= (g · h) · k
= g · (h · k)
= mG(g ⊗ (h · k))
= (mG ◦ (id⊗mG))(g ⊗ h⊗ k).

For the unitarity,

(mG ◦ (uG ⊗ id))(λ⊗ g) = mG(λeG ⊗ g)

= λmG(eG ⊗ g)

= λ(eG · g)
= λg

and similarly formG ◦ (id⊗ uG).
Definition 5.2.5. LetG be a group andK a field. ThenK[G] = (K[G],mG, uG)
is called the group algebra of G over K. The dimension of K[G] is |G|.
Example 5.2.6. Let us do an example to see how we do concrete calculations
in a group algebra. We take our group to be C3 =

〈
a | a3

〉 and let us take
K = C.

The defining basisB forC[C3] is the set of elements ofC3, soB = {e, a, a2};
as we said, dimC[C3] = |C3| = 3. So a typical element of C[C3] looks like
αe+ βa+ γa2 with α, β, γ ∈ C, e.g. 3e− 1

2a+ ia2. (If we were working over
R, the coefficients α, β, γ would need to be real, e.g. 3e− 1

2a+
√
2a2, and you

can construct similar examples for Q or other fields.)
To multiply elements of the group algebra, we are supposed to use the

group operation. In C3, that means remembering that a3 = e.



Chapter 5. Examples 161

So for example,

(e+ 2a)(3e+ a2) = 3e2 + ea2 + 6ae+ 2a3

= 3e+ a2 + 6a+ 2e

= 5e+ 6a+ a2

Proposition 5.2.7. There is a functor K[−] : Grp → AlgK given on objects by
K[−](G) = K[G] and on morphisms by K[−](f) = f lin.

Proof. We need to show that if f : G → H is a group homomorphism, then
f lin : K[G] → K[H] is an algebra homomorphism: we have linearity by con-
struction and

f lin(gh) = f(g ·G h) = f(g) ·H f(h) = f lin(g)f lin(h).

Clearly idlinG = idK[G] since

idlinG (g) = idG(g) = g = idK[G](g)

and G ⊆ K[G] is a basis. We can also check compositionality on the basis.

Now we have the results we have been aiming for.
Theorem 5.2.8. The functors K[−] : Grp ⇄ AlgK : −× form an adjoint pair.

Proof. The claim is that for any G ∈ Grp and A ∈ AlgK, we have a bijection
of sets

αG,A : HomAlgK(K[G], A) → HomGrp(G,A
×)

that is functorial in G and A, i.e.
(a) for f : G→ H ,

HomAlgK(K[G], A) HomGrp(G,A
×)

HomAlgK(K[H], A) HomGrp(H,A
×)

αG,A

αH,A

−◦K[f ] −◦f

(b) for p : A→ B,

HomAlgK(K[G], A) HomGrp(G,A
×)

HomAlgK(K[G], B) HomGrp(G,B
×)

αG,A

p◦− p×◦−

αG,B
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The key idea is to try to define αG,A(f : K[G] → A) = f |G. To help keep
track of things we will write this slightly differently. Recall that if X ⊆ Y
we have the injective function ιX : X → Y , ιX(x) = x and then if f : Y → Z
is a function, f |X = f ◦ ιX .

However, f ◦ ιG : G → A has the wrong codomain—A rather than A×.
Fortunately(!), G ⊆ K[G]× (and in fact, G is a subgroup1 of K[G]×) so
f(G) ⊆ A×, since f is an algebra homomorphism. So we can restrict the
codomain of f ◦ ιG to A×.

That is, define

αG,A(f) = (f ◦ ιG)|A
×
: G→ A×.

Then ιG and f being algebra homomorphisms and the definition ofmG im-
ply that αG,A(f) ∈ HomGrp(G,A

×).
We claim that αG,A is a bijection. First assume αG,A(f) = αG,A(f

′) for
f, f ′ ∈ HomAlgK(K[G], A). Then (f ◦ ιG)|A

×
= (f ′ ◦ ιG)|A

× , i.e. for all g ∈ G,
f(g) = f ′(g). Since f and f ′ then coincide on a basis forK[G], they are equal.
So αG,A is injective.

Now, if h : G→ A×, we have K[h] : K[G] → K[A×]. But K[A×] ≤ A since
A× ⊆ A and A is a vector space, so K[A×] = spanK(A

×) ≤ A (as vector
spaces). Let ιA denote the corresponding map ιA : K[A×] → A. We claim
that αG,A(ιA ◦K[h]) = h: we have that for all g ∈ G,

αG,A(ιA ◦K[h])(g) = ιA ◦K[h]|G(g) = ιA(h(g)) = h(g),

as required. So αG,A is surjective and hence bijective.
Equivalently, let

βG,A : HomGrp(G,A
×) → HomAlgK(K[G], A), βG,A(f) = ιA ◦K[f ].

Then one may check that αG,A and βG,A are inverse to each other.
For (a), we compute: for all g ∈ G, f : G→ H andh ∈ HomAlgK(K[H], A),

αG,A(− ◦K[f ])(h)(g) = αG,A(h ◦K[f ])(g)

= (h ◦K[f ])|G(g)
= (h ◦ f)(g)

and

(− ◦ f)(αH,A(h))(g) = (− ◦ f)(h|G(g))
= (− ◦ f)(h(g))
= (h ◦ f)(g).

1There is very deep mathematics around here. A long-standing conjecture of Higman from
1940 (popularized by Kaplansky and so known—erroneously—as Kaplansky’s unit conjec-
ture) asserted that K[G]× = K×G for G torsion-free. However, a counterexample was given
by Gardam in 2021.
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For (b), for all g ∈ G, p : A→ B and f : HomAlgK(K[G], A),
αG,B((p ◦ −)(f))(g) = αG,B(p ◦ f)(g)

= (p ◦ f)|G(g)
= (p ◦ f)(g)

and
(p× ◦ −)(αG,A(f))(g) = (p× ◦ f |G)(g)

= (p ◦ f)(g)

as required.
Corollary 5.2.9. For any G ∈ Grp and V ∈ VectK, there is a natural bijection

HomAlgK(K[G],EndK(V ))
∼=→ HomGrp(G,GL(V )).

Proof. Simply recall that EndK(V )× = GL(V ).
The left-hand side here is (by definition) RepK(K[G], V ) and the right-

hand side is (again by definition) RepK(G,V ). The above bijection between
these exists for any V and is natural, i.e. if V andW are two different vector
spaces, the corresponding bijections are compatible with homomorphisms
between V andW . So these bijections “fit together” to give an isomorphism
of categories between RepK(K[G]) and RepK(G).

Since we have also seen in Theorem 4.1.25 that, as categories,
RepK(K[G]) ∼= K[G]-Mod, we have�� ��Linear representations of G correspond to K[G]-modules.

Example 5.2.10. LetG be a group acting on a setΩ via ▷. Thenwe can linearize
the action to a linear representation: let K[Ω] be the K-vector space with
basis Ω and define ρ : G → GL(K[Ω]) by ρ(g)(x) = g ▷ x, extended linearly,
i.e. ρ(g) = (g ▷−)lin.

This representation corresponds to theK[G]-module (K[Ω], ρlin). Follow-
ing through the definitions, we see that the module structure map here is
really just the linearization of the original action, ▷.

This module is known as the permutation module associated to the action
of G on Ω. An important special case is Ω = G with action being left multi-
plication, corresponding to the regular representation.

5.2.2 Semisimplicity
Recall that any algebra has a centre,

Z(A) = {z ∈ A | za = az ∀ a ∈ A},

consisting of all the elements z of A that commute with every element of A.
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Problem 29. Show that Z(A) is a subalgebra of A.
WhenG is a finite group, the centre of its group algebra has a particularly

nice description, as follows. First, recall that a group G is partitioned into
its conjugacy classes: these are precisely the orbits for the action ofG on itself
via g ▷ h = ghg−1, or more explicitly, the conjugacy class containing h ∈ G
is

C(h) = {ghg−1 | g ∈ G}.

Proposition 5.2.11. Let G be a finite group and enumerate the conjugacy classes
of G as {Ci | 1 ≤ i ≤ r}. Define Ci

def
=
∑

g∈Ci
g, the class sum, as an element

of K[G]. Then {Ci | 1 ≤ i ≤ r} is a basis for Z(K[G]), which in particular has
dimension r.

Proof. We first show that the class sums are central. Fixing g ∈ Ci, we may
choose elements yj ∈ G (1 ≤ j ≤ m = |Ci|) so that we may write Ci =
{y−1

j gyj | 1 ≤ j ≤ m}, and hence Ci =
∑m

j=1 y
−1
j gyj . Then for all h ∈ G,

h−1Cih =
m∑
j=1

h−1y−1
j gyjh =

m∑
j=1

(yjh)
−1g(yjh) = Ci

since Ci is a conjugacy class, so as j runs from 1 tom, (yjh)−1g(yjh)will run
through Ci, since y−1

j gyj does. So Cih = hCi and Ci is central in K[G]: by
linearity, it suffices for Ci to commute with elements of G.

Now {Ci | 1 ≤ i ≤ r} is a linearly independent set, by the disjointness of
conjugacy classes. This set also spans Z(K[G]): let z =

∑
g∈G λgg ∈ K[G].

Then for any h ∈ G, h−1zh = z so ∑g∈G λgh
−1gh =

∑
g∈G λgg. Hence

for every h ∈ G the coefficient λg of g in z is the same as λh−1gh, i.e. that
of h−1gh. So the function g → λg is constant on conjugacy classes and so
z =

∑r
i=1 λiCi, with λi the coefficient of any g ∈ Ci.

Example 5.2.12. A basis for Z(K[S3]) is

{ι, (1 2) + (1 3) + (2 3), (1 2 3) + (1 3 2)}

and dimZ(K[S3]) = 3 (compared to dimK[S3] = |S3| = 6).

SageMath can help here:
1 G = SymmetricGroup (3)

2 G.conjugacy_classes ()

We need to interpret the output appropriately, but we can immediately
see that SageMath has told us that there are three conjugacy classes.
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We now return to the special case of K[G], the group algebra of a finite
group. By our previous remarks about semisimple algebras, the following
theorem tells us (essentially) everything we need to know.

Recall that for any field K, there is a (non-zero) ring homomorphism
u : Z → K, u(1Z) = 1K (extended linearly: u(n1Z) = n1K). The kernel of u is
a proper ideal of Z, which is a principal ideal domain, and therefore either
Keru = 0 or Keru = nZ for some n ∈ Z.

Now since K is a field, Imu is an integral domain and Imu ∼= Z/nZ by
the First Isomorphism Theorem for Rings. But Z/nZ is an integral domain
if and only if n is prime. So Keru = 0 or Keru = pZ for some prime p.

If Keru = 0, we say K has characteristic zero; if Keru = pZ with p prime,
we say K has characteristic p. We denote the characteristic of K by char K.
Theorem 5.2.13 (Maschke). Let G be a finite group. Then the group algebra
K[G] is semisimple if and only if char K does not divide |G|.

Note that 0 never divides |G|, i.e. over fields of characteristic zero—such
as R and C—the group algebra of a finite group is always semisimple.

Before we prove Maschke’s theorem, we need a lemma.
Lemma 5.2.14. Let G be a finite group and K a field. Let M and N be K[G]-
modules and let f : M → N be a K-linear map. Then

T (f) : M → N, T (f)(m) =
∑
g∈G

g ▷ (f(g−1 ▷ m))

is a K[G]-module homomorphism.

Proof. Exercise.
Proof of Maschke’s theorem. Assume char K ∤ |G|. Let M be a submodule of
K[G]K[G] and letN be a vector space complement toM , i.e.we have K[G]K[G] ∼=v.s.
M ⊕ N . Let f : K[G]K[G] → M be the linear map with kernel N . Then
char K ∤ |G| implies |G| ≡ |G|1K is invertible in K and so

γ : K[G]K[G] ↠M, γ
def
=

1

|G|
T (f)

is well-defined. By the lemma, γ is a K[G]-module homomorphism. Let
K = Ker γ.

We claim that i : M ↪→ K[G]K[G] splits γ (in the sense of 4.2.8). Since
f(m) = m for allm ∈M , f(g−1 ▷m) = g−1 ▷m and hence g ▷ (f(g−1 ▷m)) =
g ▷ g−1 ▷ m = m for allm ∈M . Hence

(γ ◦ i)(m) =
1

|G|
∑
g∈G

m = m

as required. Then K[G]K[G] ∼= M ⊕K as K[G]-modules, so by Lemma 4.3.5
K[G]K[G] is semisimple, hence K[G] is semisimple.



Chapter 5. Examples 166

Now assume K[G] is semisimple. Consider w def
=
∑

g∈G g ∈ K[G]. Then
hw = w for all h ∈ G so Kw ≤ K[G]K[G] is a 1-dimensional submodule of
K[G]K[G]. Since K[G] is semisimple, there exists C such that as modules we
have K[G]K[G] ∼= Kw ⊕ C.

Then there exists c ∈ C such that 1K[G] = λw + c for λ ∈ K, c ∈ C. We
have λ ̸= 0, else K[G]K[G] = K[G]C ⊆ C ̸= K[G]K[G], a contradiction.

We see that w2 = |G|w and

w = w1K[G] = w(λw + c) = λ|G|w + wc.

Now wc ∈ C so w − λ|G|w ∈ C and w − λ|G|w = (1 − λ|G|)w ∈ Kw. But
Kw ∩ C = {0} and w ̸= 0, λ ̸= 0, so we conclude that 1− λ|G| = 0 in K, i.e.
|G| = λ−1 ̸= 0 in K. That is, char K ∤ |G|.
Remark 5.2.15. With a little more technology, one can prove the stronger
form of Maschke’s theorem: K[G] is semisimple if and only ifG is finite and
char K does not divide |G|. See, for example, [Lor, Section 3.4].

Note that the finiteness of G is crucial: the conclusion is not necessarily
true ifG is not finite. See Exercise 5.19 for an example of what can gowrong.

Consequently,
Theorem 5.2.16. Let G be a finite group and K an algebraically closed field of
characteristic zero. Then

(i) K[G] ∼=
∏r

i=1 Mni
(K) as algebras for some ni ∈ N

(ii) K[G] has r pairwise non-isomorphic simple modules {Si | 1 ≤ i ≤ r} with
dimension dimSi = ni, and

K[G]K[G] ∼=
r⊕

i=1

S⊕ni
i

(iii) |G| =
∑r

i=1 n
2
i

(iv) there exists a complete set of central orthogonal idempotents
{ei | 1 ≤ i ≤ r} in K[G]

(That is, there are elements ei satisfying: e2i = ei (idempotent), eiej = 0 for
i ̸= j (orthogonal), ei ∈ Z(K[G]) (central) and

∑
i ei = 1 (complete set).)

(v) r = dimZ(K[G]) is equal to the number of conjugacy classes of G

(vi) G is Abelian if and only if dimSi = 1 for all i if and only if |G| = r.

Proof.

(i) The assumptions of the theorem allow us to applyMaschke’s theorem,
so that K[G] is semisimple. Then the claim follows from the Artin–
Wedderburn theorem (specifically, from Corollary 4.5.10).
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(ii) Thematrix algebraMni(K) has exactly one simplemodule, the natural
module, isomorphic to K⊕ni , of dimension ni. Set Si = K⊕ni . It is
straightforward to check that all simples for ∏r

i=1 Mni
(K) are of the

form
0× 0× · · · × 0× Si × 0× · · · × 0.

Furthermore,Mni
(K) is a simple algebra of dimension n2i so

Mni
(K)Mni

(K) ∼= S⊕ni
i ,

from which the last claim follows.
(iii) This follows by comparing dimensions in the isomorphism in part (ii).
(iv) Define Bi = S⊕ni

i , so K[G]K[G] ∼=
⊕r

i=1Bi. Then there exist elements
{ei ∈ Bi | 1 ≤ i ≤ r} such that 1K[G] =

∑r
i=1 ei.

Consider ei and ej . Since Bj is a submodule, eiej ∈ Bj . On the other
hand,

ei = ei1K[G] = ei(e1 + · · ·+ er) = eie1 + · · ·+ eier.

Then since ei ∈ Bi, eiej ∈ Bj and the sum K[G]K[G] ∼=
⊕r

i=1Bi is
direct, we must have eiej = 0 for i ̸= j and hence ei = eiei. That
is, ei is an idempotent and the set {ei} is a complete set of orthogonal
idempotents.
For b ∈ Bi, b1K[G] = b = 1K[G]b, 1K[G] =

∑r
i=1 ei and the orthogon-

ality of the idempotents together imply that bei = b = eib so that ei
is the multiplicative identity of Bi, hence identified with the identity
matrix inMni

(K) in the algebra decompositionK[G] ∼=
∏

Mni
(K). The

product structure implies that each ei commuteswith the other factors
Mnj

(K) for j ̸= i, since eib = 0 = bei for b ∈ Bj , j ̸= i, and hence the
ei are central.

(v) Now the ei span a subspace of Z(K[G]) of dimension r. By Schur’s
lemma, any z ∈ Z(K[G]) acts on Si by a scalar λi and zei = λiei. Then

z = z1K[G] = z

(
r∑

i=1

ei

)
=

r∑
i=1

λiei ∈ spanK{ei | 1 ≤ i ≤ r}.

So dimZ(K[G]) ≤ r and hence dimZ(K[G]) = r (and each ei spans
Z(Bi)). By Proposition 5.2.11, this is the number of conjugacy classes.

(vi) Note first that Mni
(K) is commutative if and only if ni = 1. So if G is

Abelian, and hence K[G] is commutative, we must have ni = 1 for all
i and by (ii), all the simples are 1-dimensional.
If all simples are 1-dimensional, then by (iii) |G| = r. Then every
conjugacy class of Gmust be a singleton, which implies G is Abelian.
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The take-away from this theorem is that for finite groups and over algeb-
raically closed fields of characteristic zero, we have very detailed informa-
tion on their representation theory.

Let us specialize one step further and look at what this means for the
simplest groups, namely finiteAbelian groups. To avoidfield-theoretic com-
plications, let us take K = C.

If G is a finite Abelian group, then as shown in Section 5.1, noting that
Cdi

∼= Z/Zdi we have

G ∼= Cd1 × Cd2 × · · · × Cdr

where Cdi
=
〈
gi | gdi

i = e
〉
. In particular, if g ∈ G we can write (by a mild

abuse of notation) g = ga1
1 · · · gar

r with ai ∈ Z.
Then letting ζi ∈ C be a dith root of unity and ζ = (ζ1, . . . , ζr), define Vζ

to be the 1-dimensional module Vζ = Cv with

ga1
1 · · · gar

r ▷ v = ζa1
1 · · · ζar

r v.

These are 1-dimensional and hence necessarily simple.
There are di dith roots of unity, so ∏r

i=1 di tuples ζ = (ζ1, . . . , ζr). But∏r
i=1 di = |G| so we have the right number of (1-dimensional) simple mod-

ules. With a little more work, one can check that these are pairwise non-
isomorphic and hence are exactly the simple modules.
Example 5.2.17. As an explicit example, consider G = C4. Then our theory
tells us that

C[C4] ∼= M1(C)×M1(C)×M1(C)×M1(C).

Each M1(C) ≡ C has one 1-dimensional simple module, so C[C4] has four
1-dimensional simples. These exactly correspond to the eigenspaces associ-
ated with the four 4th roots of unity, 1, −1, i and −i.

The first two of the following exercises are closely related to this.
Problem 30. LetG =

〈
a | a4 = e

〉
= C4 be a cyclic group of order 4 and letM

be the C[G]-module of dimension 4 with basis B = {m1,m2,m3,m4}with

a ▷ m1 = m2, a ▷ m2 = m3, a ▷ m3 = m4, a ▷ m4 = m1.

(a) Show thatM1 = spanC{m1 +m2 +m3 +m4} is a 1-dimensional C[G]-
submodule ofM .

(b) Find three other 1-dimensional C[G]-submodules M2, M3 and M4 of
M such thatM =M1 ⊕M2 ⊕M3 ⊕M4.
[Hint: consider vectors of the formm1 + λm2 + λ2m3 + λ3m4 for suitable
values of λ.]
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Problem 31. Let n be an integer n ≥ 2, let G = ⟨a | an = e⟩ be a cyclic group
of order n and letM be the permutation C[G]-module of dimension n with
natural basis B = {m1, . . . ,mn} defined by

a ▷ mi = mi+1

where we interpret the indices modulo n. Find all the 1-dimensional C[G]-
submodules ofM .
Problem 32. Let G be a group of order 12 and {S1, . . . , Sr} be a complete set
of non-isomorphic simpleC[G]-modules. List all the possible integers r and
hence all the sequences of dimensions

(dimS1,dimS2, . . . ,dimSr).

5.3 Modules for quivers
As for groups, we need to find a way to invoke the theory of modules over
algebras to study quiver representations. That is, we need to find an algebra
whose module category is the same as the category of quiver representa-
tions. We can do this by constructing the path algebra. After we see that this
does indeed encode the right representation theory, we will work through
the fundamental questions: what are the simple, projective and injective
modules? When is the category semisimple? By contrast with the group
case, the answer to the former question is easier but the answer to the latter
is “rarely”, so the representation theory we will encounter in this section
has some different features.

5.3.1 The path algebra
LetQ be a quiver with vertex set Vert(Q), arrowsQ(v, w) (for all pairs v, w ∈
Vert(Q)). Recall thatwehave the associatedpath category (Definition 2.1.3),
with objectsVert(Q) andmorphismsP(Q)(v, w) = P(v, w) for v, w ∈ Vert(Q),
whereP(v, w) denotes the collection of finite paths from v tow. To construct
the path algebra, we “linearize” the path category.

Let K be a field and Q a quiver. Recall that we use the notation K[S] to
denote the free K-vector space over S, i.e. the vector space spanned by the
elements of S.

Let K[Q] be the K-vector space

K[Q]
def
=

⊕
v,w∈Vert(Q)

K[P(v, w)]

so that K[Q] is the K-vector space spanned by all (finite) paths in Q.
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We can makeK[Q] into an algebra, by equipping it with a multiplication
and a unit. To define multiplication, we take a pair of basis elements, i.e.
paths p ∈ P(v, w) and q ∈ P(x, y). Then define

m(q, p) =

{
q ◦ p if defined, i.e. w = x

0 otherwise

That is, the multiplication in the path algebra matches the composition of
paths in the path category. Then m is defined as a linear map m : K[Q] ⊗
K[Q] → K[Q] by extending the above linearly. Let us now just write qp for
m(q, p).

Recall that we denote by ev the trivial path of length 0 from a vertex v to
itself.
Lemma 5.3.1. Let K be a field and let Q be a quiver.

(i) The trivial path ev is an idempotent in K[Q], i.e. evev = ev .

(ii) The idempotents ev are orthogonal: if v ̸= w then evew = 0.

(iii) For any path p ∈ P(v, w) we have ewp = p = pev .

(iv) Let Q be a finite quiver and set

1K[Q]
def
=

∑
v∈Vert(Q)

ev

For any path p ∈ P(v, w) we have 1K[Q]p = p = p1K[Q].

Proof. Exercise.
Remark 5.3.2. Since 1K[Q] is not a well-defined element ofK[Q] unlessQ has
finitely many vertices and since we want our algebras to be unital, from this
point on, all our quivers will be finite (usually without further comment). One
can handle the infinite case either by beingmore relaxed about unitarity (the
system of orthogonal idempotents {ev} exists in general and can be used in
place of a unit for many things) or by working in a slightly larger algebra
than K[Q] as we have defined it (a completion, to be precise, to let us work
with formal infinite sums).
Remark 5.3.3. For use later, let us discuss some subspaces of K[Q].

Firstly, consider K[Q]ev . We claim that this subspace has as basis all
paths in Q starting at v. For if p is a path in Q, pev = 0 if t(p) ̸= v and
pev = p if t(p) = v. So K[Q]ev is spanned by {p | t(p) = v} and these are
linearly independent as this is a subset of the basis of K[Q].

Similarly, ewK[Q] has as basis all paths ending at w.
Finally, we see that ewK[Q]ev = K[P(v, w)] has as basis all paths from v

to w.
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Note too thatK[Q]ev is naturally a submodule of the (left) regular mod-
ule K[Q]K[Q], since for any path q, q ▷ (pev) = (qp) ▷ ev = (qp)ev ∈ K[Q]ev .
Conversely, ewK[Q] is naturally a right module; indeed, it is a submodule
of the right regular module K[Q]K[Q]. It is mildly irritating that this is not a
left module but that’s [life/mathematics]. Indeed, ewK[Q]ev is not a left or
right module.

Now, defining u : K → K[Q], u(λ) = λ1K[Q], wemay see that (K[Q],m, u)
is a K-algebra. Note that associativity is immediate from the definition of
composition of paths in the path category and the previous lemma covers
unitarity.
Definition 5.3.4. Let K be a field and Q a quiver. The algebra (K[Q],m, u)
is called the path algebra of Q.
Remark 5.3.5. Weuse the notationK[Q] for the path algebra in a very deliber-
ate echo of the use of bothK[S] for free vector spaces andK[G] for the group
algebra. However, note that many authors writeKQ for the path algebra; to
be fair, some also write KG for the group algebra.

Indeed, the path algebra can be thought of as a free construction, like
the group algebra is, and “almost” gives rise to an adjoint pair of functors.
Unfortunately there are some technical difficulties, coming from the fact that
(unlike the group of units functor) the reverse construction, known as the
Gabriel quiver of an algebra, is not functorial. There are also some issues
with exactly which quivers and exactly which algebras should be allowed.
For the interested reader, this story is explained in detail in [IM].

SageMath can construct path algebras by taking the semigroup algebra
over the path semigroup, as follows, which we illustrate using the ex-
ample from Example 1.6.3.

1 Q = DiGraph ({1:{4: ’e14’} ,2:{4:’e24’} ,3:{4:’e34’}})

2 PQ = Q.path_semigroup ()

3 A = PQ.algebra(QQ)

Note that by definition the path algebra is finite-dimensional if and only
if the quiver Q has finitely many paths in it. As soon as Q contains an ori-
ented cycle c, the path algebra is infinite-dimensional; an infinite-dimensional
subspace is spanned by {cn | n ∈ N}. On the other hand, a finite acyclic
quiver has a finite-dimensional path algebra. Working out the dimension of
the path algebra when this is finite is not as easy as finding the dimension
of the group algebra, in general.
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That said, computers can sometimes be helpful! Continuing the above,
4 A.dimension ()

returns 7, since Q has four vertices and three arrows but no paths of higher
length.

Since K[Q] is a K-algebra, it has a category of modules, K[Q]-Mod. We
now show that this is equivalent to the categoryRep(Q) of linear represent-
ations of Q (Definition 3.3.5).
Proposition 5.3.6. Let K be a field and Q a quiver. There is a functor
M : Rep(Q) → K[Q]-Mod defined on objects F : P(Q) → K-Mod by

M(F ) = (MF
def
=

⊕
v∈Vert(Q)

Fv, ▷),

with

▷ : K[Q]⊗MF → MF, p ▷ x =

{
(Fp)(x) if x ∈ Fv, p ∈ P(v, w)

0 otherwise

and on morphisms α : F ⇒ G by

M(α) : MF → MG, M(α) =
⊕

v∈Vert(Q)

αv

Proof. To see that M is well-defined, we check that ▷ as stated does give
a K[Q]-module structure, i.e. q ▷ (p ▷ x) = qp ▷ x. Consider p ∈ P(v, w),
q ∈ P(w, z) and x ∈ MF . If x /∈ Fv, p ▷ x = 0 and there is nothing to check.
If x ∈ Fv,

q ▷ (p ▷ x) = q ▷ (Fp)(x) = (Fq)((Fp)(x)) = F (q ◦ p)(x) = qp ▷ x.

We also verify that M(α) is a module homomorphism: for p ∈ P(v, w) and
x ∈ Fv),

M(α)(p ▷ x) =

(⊕
v

αv

)
(Fp)(x)

= (αw ◦ Fp)(x)
= (Gp ◦ αv)(x)

= p ▷

(⊕
v

αv

)
(x)

= p ▷M(α)(x).
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If α : F ⇒ G and β : G ⇒ H with components αv and βv respectively
then functoriality ofM follows from the identity(⊕

v

βv

)
◦

(⊕
v

αv

)
=
⊕
v

βv ◦ αv

and the straightforward check thatM respects identity maps.
GivenM ∈ K[Q]-Mod, for v ∈ Vert(Q)we define

evM = {ev ▷ m | m ∈M}

where ev is the idempotent in K[Q] defined in Lemma 5.3.1. Note that evM
is a subspace of M but not a submodule. However, as vector spaces, M =⊕

v∈Vert(Q) evM ; this follows from orthogonality of the ev .
Now if p ∈ P(v, w) andm ∈M , we have that
p ▷ (ev ▷ m) = (pev) ▷ m = p ▷ m = (ewp) ▷ m = ew ▷ (p ▷ m) ∈ ewM.

This allows us to make the definitions in the following.
Proposition 5.3.7. Let K be a field and Q a quiver. There is a functor
R : K[Q]-Mod → Rep(Q) defined on objectsM = (M,▷) by

R(M) : P(Q) → K-Mod,
R(M)(v) = evM for v ∈ Vert(Q),

R(M)(p) : evM → ewM, R(M)(p)(ev ▷ m) = p ▷ m for p ∈ P(v, w)

and on morphisms f : M → N by

R(M)(f) : R(M) ⇒ R(N),R(M)(f)v : evM → evN, R(M)(f)v = f |evM
Proof. We need to verify that R(M) is a functor on the path category. For
this, we require that for paths p ∈ P(v, w) and q ∈ P(w, z)wehaveR(M)(q)◦
R(M)(p) = R(M)(q ◦ p). Now for ev ▷ m ∈ evM ,

(R(M)(q) ◦ R(M)(p))(ev ▷ m) = R(M)(q)(p ▷ m)

= q ▷ (p ▷ m)

= qp ▷ m

= R(M)(q ◦ p)(ev ▷ m)

andR(M)(ev)(ev ▷m) = e2v ▷m = ev ▷m soR(M)(ev) = idevM as required.
Furthermore, f being a module homomorphism implies that R(M)(f)

is a natural transformation. Let p ∈ P(v, w). Then
(R(M)(f)w ◦ R(M)(p))(ev ▷ m) = R(M)(f)w(p ▷ (ev ▷ m))

= f(p ▷ (ev ▷ m))

= p ▷ f(ev ▷ m)

= (R(M)(p) ◦ R(M)(f)v)(ev ▷ m)
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as required.
For functoriality of R, we require that if f : M → N and g : N → P ,

R(M)(g ◦ f) = R(M)(g) ◦ R(M)(f). Let v ∈ Vert(Q). Then

R(M)(g ◦ f)v(ev ▷ m) = g ◦ f |evM (ev ▷ m)

= ev ▷ (g ◦ f)(m)

= g(ev ▷ f(m))

= g(R(M)(f)v(ev ▷ m))

= (R(M)(g)v ◦ R(M)(f)v)(ev ▷ m)

and one may readily verify thatR(M)(idM )v = idevM .
Remark 5.3.8. Theprecedingproof is not completely straightforward to parse:
we recommenddrawing appropriate commutative diagrams in order to trace
through what is being computed.
Proposition 5.3.9. The functorsM andR are inverse isomorphisms of categories.

Proof. On objects, we have ev (
⊕

w Fw) = Fv and⊕v R(M)w =
⊕

v evM =
M . On morphisms, we also have the equalities R(MF )(M(α))v = αv and⊕

v f |evM = f . HenceR◦M = idRep(Q) andM◦R = idK[Q]-Mod as functors.

That is,�� ��Linear representations of Q correspond to K[Q]-modules.

Now that we have established that we can study the representation the-
ory of quivers via that of the path algebra, we can ask which modules have
the properties we studied in Chapter 4. However, it will be convenient to
use the dictionary above in both directions, that is, where this makes the ex-
ample clearer, we will often write down a representation as well as, or even
instead of, the module.

5.3.2 Simple, projective and injective modules
We will start with simple modules. Since 1-dimensional vector spaces have
no proper non-zero subspaces, any 1-dimensional module must be simple.
In terms of representations, we should consider representations whose di-
mension function takes value 1 at some vertex v and 0 everywhere else.

Recall that Q is assumed to be a finite quiver throughout.
Definition 5.3.10. Let Q be a quiver and K a field. For v ∈ Vert(Q), define
Sv : P(Q) → K-Mod by

Svw =

{
K if v = w

0 otherwise
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and
Svp =

{
idK if p = ev

0 otherwise
We abuse notation (suppressing the functor M) and write Sv also for

the module M(Sv) having underlying vector space K and action ev ▷ x = x
and p ▷ x = (Svp)(x) = 0 for p ̸= ev , for all x ∈ K.
Example 5.3.11. Let Q = A3 be the quiver 1 2 3 . Then S1, S2

and S3 are the representations

S1 K 0 0

S2 0 K 0

S3 0 0 K

0 0

0 0

0 0

with dimension vectors (1, 0, 0), (0, 1, 0) and (0, 0, 1) respectively; recall that
we don’t draw the identitymaps at each vertex but it is important to remem-
ber that they are there. Note too that S2 appeared as E in Example 3.3.4.

Rather than construct representations “byhand” aswedid in Example 3.3.4,
SageMath knows how to make simple quiver representations and hence
how to test if a representation is simple.

1 Q = DiGraph ({1:{2:[ ’e12’]} ,2:{3:[’e23’]}})

2 PQ = Q.path_semigroup ()

3 E = PQ.representation(QQ ,{1: QQ^0, 2: QQ^1, 3: QQ

^0},{(1,2,’e12’): [], (2,3,’e23’): []})

4 F = PQ.representation(QQ ,{1: QQ^0, 2: QQ^1, 3: QQ

^1},{(1,2,’e12’): [], (2,3,’e23’): [1]})

5 F.is_simple ()

6 S2 = PQ.S(QQ ,2)

7 S2 == E

Via line 5, SageMath confirms that F is not simple. In line 6, we ask
SageMath to construct the simple PQ-module (i.e. representation of Q)
over the field QQ (i.e. Q) at vertex 2. In line 7, we check that this is the
same as E.

The associatedmodules Si, i = 1, 2, 3, all have underlying vector spaceK
but they are not isomorphic modules as the actions differ: S1 has e1 ▷1 x = x
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and e2 ▷1 x = 0 for any x, whereas S2 has e1 ▷2 x = 0 and e2 ▷2 x = x.
This is why we often prefer quiver representations to modules in ex-

amples: when we talk about modules (M,▷) we tend to suppress the ac-
tion and just say “M” but since even the dimension vector is not enough to
specify the representation, it is certainly not the case that knowing the un-
derlying vector space for a module is anywhere near enough to distinguish
them. If we ignored the actions, we would—erroneously—think that S1, S2

and S3 were the same.
These modules are indeed simple: Sv is 1-dimensional and so must be

simple, as above. However, not every simple module must be of this form.
If Q = L1 is the quiver with one vertex v and a loop α at that vertex, then
for each λ ∈ K we have a simple representation

S(λ) K λI

and S(λ) ∼= S(µ) if and only if λ ̸= µ. Note that S(0) = Sv .
We now examine the projective and injective modules for path algebras.

As we do so, you might wish to compare with Example 3.3.4.

Proposition 5.3.12. For each v ∈ Vert(Q), Pv
def
= K[Q]ev is a projective module.

Proof. Since Q is a finite quiver, as in Lemma 5.3.1, we can write 1K[Q] =∑
v ev where the ev are orthogonal idempotents. Then it is a general fact

that K[Q]K[Q] =
⊕

v(K[Q]K[Q])ev , as left modules.
Now by Proposition 4.5.4, K[Q]K[Q]ev is projective, being a direct sum-

mand of a free module.
Lemma 5.3.13. The module Pv has a quotient isomorphic to Sv .

Proof. We construct a surjective module homomorphism onto Sv as follows.
We have Pv = K[Q]ev so that every basis element of Pv has the form pev for
some path p; if t(p) ̸= v then pev = 0 so wemay assume that t(p) = v. Recall
that Sv has underlying vector space K, so that {1K} is a basis.

Define a linear map on the basis of Pv by πv : Pv → Sv by

πv(pev) =

{
1K if p = ev

0 otherwise

and extend linearly. This is a module homomorphism: let q be a path in Q.
Then q ▷ πv(pev) = 0 unless p = q = ev and ev ▷ πv(evev) = ev ▷ 1K = 1K. On
the other hand, πv(q ▷ pev) = πv(qpev) = 0 unless qp = ev , in which case we
must have q = p = ev , and πv(ev ▷ evev) = πv(ev) = 1K in this case.

It is clear that πv is surjective and so Pv/Kerπv ∼= Sv .
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Note that Kerπv has a basis consisting of all paths inQ starting at v and
of length at least 1.

Unfortunately, it is not so straightforward to identify the injective mod-
ules. We will introduce two natural collections of candidates but if Q is not
acyclic they might fail to be injective or might fail to yield all the injective
modules.

Let V be aK-vector space. Denote by V ∗ theK-dual of V , that is, the vec-
tor space V ∗ = HomVectK(V,K) of linear functionals on V , with operations
being pointwise addition and scalar multiplication.
Problem 33. Let K be a field and A a K-algebra. If M = (M,▷) is a left A-
module, thenM∗ is naturally a right A-module, via (f ◁ a)(m)

def
= f(a ▷ m).

If (M,◁) is a right A-module, thenM∗ is naturally a left A-module.
(Be warned, however, that if M is not finite-dimensional, it is possible

thatM ̸∼=M∗∗; the latter can be strictly larger.)
Definition 5.3.14. For each v ∈ Vert(Q), define vP = evK[Q] to be the right
K[Q]-module with basis all paths inQ ending in vwith action evp◁q = evpq.

For the same reason as forPv , vP is a projective rightK[Q]-module, being
a direct summand of the free module K[Q].
Proposition 5.3.15. Let v ∈ Vert(Q) be such that vP is finite-dimensional, that
is, only finitely many paths in Q end in v. Then (vP )

∗ is an injective left K[Q]-
module, with respect to the induced module structure.

Proof. By the above exercise, it suffices to show that (vP )∗ is injective. We
will use characterization (iii) from Proposition 4.5.5. Let f : (vP )∗ ↪→M be
a monomorphism.

Since vP is finite-dimensional, there is an isomorphism ι : (vP )
∗∗ → vP ,

whose inverse is the map ι−1 : vP → (vP )
∗∗ given by ι−1(x) : (vP )

∗ → K,
ι−1(x)(φ) = φ(x). Then f∗ : M∗ ↠ (vP )

∗∗ is a surjection onto (vP )
∗∗ and

thus g : M∗ ↠ vP , g = ι ◦ f∗ is a surjection onto vP .
As vP is projective, the right module analogue of Proposition 4.5.4(iii)

yields a section s : vP ↪→M∗ such that g ◦ s = id
vP . Then s∗ : M∗∗ ↠ (vP )

∗

satisfies s∗ ◦ g∗ = s∗ ◦ f∗∗ ◦ ι∗ = id(vP )∗ .
Although not necessarily an isomorphism, there is an injective module

homomorphism ιM : M ↪→ M∗∗, given by m 7→ ιM (m) : M∗ → K with
ιM (m)(λ) = λ(m) for all λ ∈M∗.

Now defining r = s∗ ◦ ιM we have a surjective module homomorphism
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r : M ↠ (vP )
∗ and for φ ∈ (vP )

∗ and x ∈ vP we have
(r ◦ f)(φ)(x) = ((s∗ ◦ ιM )(f(φ)))(x)

= s∗(ιM (f(φ)))(x)

= ιM (f(φ))(s(x))

= s(x)(f(φ))

= f∗(s(x))(φ)

= ι−1(x)(φ)

= φ(x)

so that r ◦ f = id(vP )∗ as desired.
Remark 5.3.16. Examining the proof, we see that we have used no informa-
tion about vP other than that it is finite-dimensional and projective. There-
fore, we have in fact proved that the dual of a finite-dimensional project-
ive right module is an injective left module, in general. (Again, we suggest
drawing appropriate commutative diagrams to assist in understanding the
proof.)

SageMath can construct the projective and injective modules (under suit-
able assumptions); this code should be used in conjunction with that
above in Example 5.3.11.

8 S1 = PQ.S(QQ ,1); S3 = PQ.S(QQ ,3)

9 P1 = PQ.P(QQ ,1); P2 = PQ.P(QQ ,2); P3 = PQ.P(QQ ,3)

10 I1 = PQ.I(QQ ,1); I2 = PQ.I(QQ ,2); I3 = PQ.I(QQ ,3)

11 P2.quotient(S3)

12 pi = P2.hom ({1: [], 2:[1], 3:[]},S2)

13 pi.is_injective ()

14 pi.is_surjective ()

15 pi.kernel ()

16 pi.image ()

Think about how this code relates to Lemma 5.3.13 and, using the docu-
mentation (https://doc.sagemath.org/html/en/reference/quivers/
sage/quivers/representation.html), experiment with other relation-
ships among the simples, projectives and injectives. This is good prepar-
ation for understanding Examples 6.2.6(b).

Let p be a path inQ. We say that a path q divides p and write q | p if there
exists a path r such that p = r ◦ q; such a path r is unique if it exists. That
is, q | p if the path p begins with the path q. If q | p, define pq−1 to be the
(unique) path such that p = (pq−1) ◦ q. Note that h(pq−1) = h(p).

https://doc.sagemath.org/html/en/reference/quivers/sage/quivers/representation.html
https://doc.sagemath.org/html/en/reference/quivers/sage/quivers/representation.html
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Definition 5.3.17. Let v ∈ Vert(Q). Let Iv be the K[Q]-module with under-
lying vector space⊕u∈Vert(Q) K[P(u, v)] = evK[Q] (i.e. the subspace ofK[Q]

spanned by all paths ending in v) and action

q ▷ evp =

{
evpq

−1 if q | p
0 otherwise

To see that this is a K[Q]-module, consider r ▷ (q ▷ evp). If q ∤ p,

r ▷ (q ▷ evp) = r ▷ 0 = 0.

Furthermore, if q ∤ p then rq ∤ p also, so

rq ▷ evp = 0 = r ▷ (q ▷ evp).

Now assume q | p. Then

r ▷ (q ▷ evp) = r ▷ evpq
−1.

If r ∤ pq−1, r ▷ evpq−1 = 0. Furthermore, if r ∤ pq−1 then rq ∤ p and

rq ▷ evpq
−1 = 0 = r ▷ (q ▷ evp).

This leaves the case q | p and r | pq−1. So there exists p(rq)−1 such that
pq−1 = p(rq)−1 ◦ r and hence p = pq−1 ◦ q = p(rq)−1 ◦ r ◦ q. That is, rq | p
also. Hence

r ▷ (q ▷ evp) = r ▷ evpq
−1 = evp(rq)

−1

and
rq ▷ evp = evp(rq)

−1

also, so that ▷ is indeed a module structure.
Lemma 5.3.18. The module Iv has a submodule isomorphic to Sv .

Proof. Let S be the subspace of Iv = evK[Q] spanned by evev = ev . Then for
all p ∈ K[Q], we claim that p | ev if and only if p = ev .

If p = ev then ev = ev ◦ ev so ev | ev ; then eve−1
v = ev .

If p ̸= ev , either p = ew for w ̸= v or p has length at least 1. If p = ew then
any r such that ev = r ◦ ew would have to have length 0, so r = ex for some
x. However ev = ex ◦ ew can hold if and only if v = x = w, contradicting
v ̸= w. If p has length at least 1, there is no path r such that ev = r ◦ p, by
considering the lengths of both sides. In either situation, we see that p ∤ ev .

Hence p ▷ ev = 0 for all p ̸= ev and ev ▷ ev = evev = ev . This shows that
S is isomorphic to Sv .

If our quiver is acyclic (that is, has no oriented cycles) we may make the
following stronger statements.
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Proposition 5.3.19. Let Q be an acyclic quiver.

(i) The collection S = {Sv | v ∈ Vert(Q)} is a complete set of pairwise non-
isomorphic simple K[Q]-modules.
That is, every simple K[Q]-module is isomorphic to a member of S and no
two distinct members of S are isomorphic.

(ii) The collection P = {Pv | v ∈ Vert(Q)} is a complete set of non-isomorphic
indecomposable projective modules.

(iii) We have Iv ∼= (vP )
∗ for each v and the collection I = {Iv | v ∈ Vert(Q)} is

a complete set of non-isomorphic indecomposable injective modules.

(iv) We have Pv
∼= Sv if and only if v is a sink (i.e. there are no arrows α with

t(α) = v).

(v) We have Iv ∼= Sv if and only if v is a source (i.e. there are no arrows α with
h(α) = v).

Proof.

(i) We first show that if M is any non-zero K[Q]-module, M has a sub-
module isomorphic to Sv for some v. Since Q is acyclic, there exists a
vertex v ∈ Vert(Q) such that evM ̸= 0 and ewM = 0 for any arrow
α ∈ Q(v, w) (exercise). Let m ∈ evM , m ̸= 0 and define f : Sv → M
to be the injective linear map defined by f(1K) = m.
Now for any arrows α ∈ Q(u, v) and β ∈ Q(v, w), the diagram

0 evSv 0

euM evM ewM = 0

0

0

0

R(M)(f) 0

R(M)(β)=0

commutes; note that we use the particular choice of v to know that
the bottom right-most space is zero. As a result, f is a module homo-
morphism and being injective, this proves that M has a submodule
isomorphic to Sv . As Sv is simple, eitherM ∼= Sv orM is not simple.
That the Sv are pairwise non-isomorphic follows as in the discussion
of Example 5.3.11.

(ii) Let us show that Pv is indecomposable. Firstly, since Q is acyclic,
evPv is 1-dimensional, spanned by the only path from v to itself in
Q, namely ev .
Now ifPv =M⊕N withM,N non-zero, wemay assume (without loss
of generality, by interchanging the roles ofM andN) that evPv = evM



Chapter 5. Examples 181

and evN = 0. Since N is non-zero, there exists w such that ewN ̸= 0.
Now ewPv has as basis all paths from v to w; let p be such a path.
ThenR(Pv)(p) : evPv = evM ⊕ 0 → ewPv = ewM ⊕ ewN sends ev ⊕ 0
to R(Pv)(p)(ev ⊕ 0) = p ▷ (ev ⊕ 0) = p ⊕ 0. So every basis element of
ewPv in fact lies in ewM , but this contradicts ewN ̸= 0. We therefore
conclude that Pv has no non-trivial decomposition into non-zero M
and N .
Since K[Q]K[Q] =

⊕
v Pv and the Pv are indecomposable, any direct

summand of a free module—that is, any projective module—is iso-
morphic to a direct sum of the Pv .

(iii) Since Q is acyclic, the right modules vP are finite-dimensional for all
v ∈ Vert(Q) and hence Proposition 5.3.15 tells us that the (vP )

∗ are
injective for all v. We leave it as an exercise to show (i) that Iv is iso-
morphic to (vP )

∗ as modules, noting that Iv and vP have the same un-
derlying vector space so (vP )

∗ = I∗v
∼= Iv as vector spaces (where the

isomorphism here is the unnatural isomorphism of vector spaces in-
duced by the dual basis construction); and (ii) argue similarly to the
previous part to show that these are a complete set of indecomposable
injectives.

(iv) From the proof of Lemma 5.3.13, we know that there is a surjective
homomorphism πv : Pv ↠ Sv with kernel all paths in Q starting at v
and of length at least 1. If v is a sink, since Q is acyclic, there are no
such paths, and so πv is an isomorphism of Pv with Sv .
Conversely, if Pv

∼= Sv , acyclicity implies that the only path inQ start-
ing at v is ev , i.e. v is a sink.

(v) The proof of Lemma 5.3.18 tells us that there is an injective homo-
morphism iv : Sv ↪→ Iv . If v is a source, since Q is acyclic, there is a
unique path in Q ending in v, namely ev . So Iv is 1-dimensional and
iv is an isomorphism of Iv with Sv .
Conversely, if Iv ∼= Sv , acyclicity implies that the only path inQ ending
at v is ev , i.e. v is a source.

We emphasise that ifQ is acyclic, then K[Q]K[Q] ∼=
⊕

v∈Vert(Q) Pv . Again, we
suggest looking back to Examples 3.3.4 and 5.3.11 and perhaps even extend-
ing what was there further.

5.3.3 Semisimplicity and representation type
Given the importance we laid on semisimplicity for groups, it is natural for
us to next consider when the path algebra is semisimple. The situation is a
little more complicated than the groups case; however, we can give a com-
plete classification for the acyclic case.
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Proposition 5.3.20. Let Q be an acyclic quiver. Then K[Q] is semisimple if and
only if Q has no arrows.

We defer the proof temporarily, to give two additional definitions and a
theorem, from which we will derive this result.
Definition 5.3.21. Let A be a K-algebra over a field K. Define the Jacobson
radical J (A) of A to be the intersection of all maximal left ideals of A (equi-
valently, the intersection of all maximal A-submodules of AA).
Definition 5.3.22. Let A be a K-algebra over a field and let M be an A-
module. Define the annihilator AnnA(M) to be the set

AnnA(M) = {a ∈ A | a ▷ m = 0 for allm ∈M}.

The annihilator of amoduleM is in fact a two-sided ideal ofA (exercise).
Theorem 5.3.23 (cf. [EH, Theorem 4.23]). Let A be a K-algebra over a field K
and assume that AA has finite length. Then

(i) J (A) is the intersection of finitely many maximal left ideals of A;

(ii) J (A) =
⋂

S simple AnnA(S);

(iii) J (A) is a two-sided ideal of A;

(iv) A/J (A) is a semisimple K-algebra;

(v) A is semisimple if and only if J (A) = 0.

Proof. Omitted—see the reference given above.
Proposition 5.3.24. LetQ be an acyclic quiver. Then the Jacobson radicalJ (K[Q])
of K[Q] is the submodule of K[Q] spanned by all paths in Q of strictly positive
length.

Proof. For v ∈ Vert(Q), define Jv to be the left ideal of K[Q] spanned by all
paths inQ starting at v and having strictly positive length. Then Sv

∼= Pv/Jv

and one can check that

AnnK[Q](Sv) = Jv ⊕
⊕
w ̸=v

Pw.

Taking the intersection of all of these, we deduce from Theorem 5.3.23(ii)
that J (K[Q]) =

⊕
v∈Vert(Q) Jv , the latter being the span of all paths in Q of

strictly positive length.
Now we may prove Proposition 5.3.20:
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Proof of Proposition 5.3.20: By Theorem 5.3.23,K[Q] is semisimple if and only
if J (K[Q]) = 0. By the characterization in Proposition 5.3.24, the Jacobson
radical being zero implies that there are no paths of strictly positive length
in Q. So if K[Q] is semisimple, Qmust have no arrows.

For the converse, ifQ has no arrows, K[Q] ∼=
∏

v∈Vert(Q) K as algebras so
is clearly semisimple.
Remark 5.3.25. Note that if Q is not assumed to be acyclic, we need to take
care. It remains true that if Q has no arrows, then K[Q] is semisimple.

However, for the quiver L1 with one vertex and one loop

L1 1 α

we saw earlier that K[L1] has infinitely many non-isomorphic simple mod-
ules. If it were semisimple, this would contradict Proposition 4.5.8. Indeed,
K[L1] ∼= K[x], the polynomial algebra in one variable, which fails to be
semisimple in several different ways.

This algebra does have zero Jacobson radical, however; clearly in this
case, zero Jacobson radical is not implying no arrows. Note that although
the claim that the Jacobson radical is zero remains true whether the field is
finite or infinite, it is significantly harder to prove in the finite case.

The issue here is that characterizing semisimplicity for infinite-dimen-
sional algebras is not straightforward. In the case of groups, Maschke’s the-
orem (5.2.13) applies to finite groups, for which the group algebra is finite-
dimensional; we did not have a more general claim there either.
Remark 5.3.26. Other than the penultimate paragraph of the previous re-
mark, we have not needed to consider properties of the base field, unlike in
Maschke’s theorem.

It is clear from the above results that if we were to say, as one might be
tempted to by analogy with the groups situation, “let us only worry about
semisimple path algebras”, there would not be much of interest left. So, for
quivers, we should not ask for something as strong as being semisimple.
Perhaps we could still say a lot by looking at decompositions into indecom-
posable (but not necessarily simple) modules.

Recall that we have the Krull–Remark–Schmidt theorem: ifM is a finite
length module over an R-algebra A, it has an essentially unique decompos-
ition into a finite number of indecomposable submodules. We could hope
that A has a collection of indecomposable modules we can classify up to
isomorphism, for then we would understand all finite length modules.

To avoid having to handle more complicated definitions and other sub-
tleties that arise for general R-algebras, we will now restrict again to R = K
being a field. Furthermore, we will use finite versus infinite dimension
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(rather than length) as our discriminating property, in line with usual prac-
tice in the study of finite-dimensional algebras, where there is no difference,
noting that this means we will often have acyclic quivers in mind.
Definition 5.3.27. Let A be a K-algebra over a field K. We say that A has
finite representation type if A has finitely many finite-dimensional indecom-
posableA-modules, up to isomorphism. Otherwise,A is said to have infinite
representation type.

It is common for people to say “representation finite” for “finite repres-
entation type” and similarly “representation infinite” for “infinite repres-
entation type”.

We give three examples from the representation theory of quivers and
one theorem from the representation theory of finite groups.
Examples 5.3.28.
(a) Consider the quiver A2 with two vertices and one arrow, 1 2α .

The quiver A2 is acyclic and we can use what we learned about this
case above in Proposition 5.3.19 to describe the indecomposable mod-
ules. Firstly, there are exactly two 1-dimensional simple modules, S1

and S2. Since 1 is a source, S1
∼= I1 is injective; since 2 is a sink, S2

∼= P2

is projective.
The other projective module is P1, a 2-dimensional indecomposable
modulewith basis all paths starting at 1, i.e. {e1, α}. The other injective
module is I2, a 2-dimensional indecomposable module with basis all
paths ending at 2, i.e. {α, e2}. Note that P1 has a quotient isomorphic
to S1, arising from themap sending e1 to e1 and α to 0; similarly I2 has
a submodule isomorphic to S2, this being the submodule spanned by
e2.
We have that K[A2]K[A2] ∼= P1⊕P2 and we see this explicitly by noting
that a basis for K[A2]K[A2] is {e1, α, e2}, which is the union of the bases
of P1 and P2 = S2.
We claim that P1

∼= I2. Let f : P1 → I2 be the linear map defined by
f(e1) = α and f(α) = e2. Then

f(e1 ▷1 e1) = f(e1) = α = e1 ▷2 α = e1 ▷2 f(e1)

f(α ▷1 e1) = f(α) = e2 = α ▷2 α = α ▷2 f(e1)

f(e2 ▷1 e1) = f(0) = 0 = e2 ▷2 α = e2 ▷2 f(e1)

and similarly for α; here, ▷1 refers to the action on P1 and ▷2 that on
I2. Since f is by definition bijective on the two bases, it is a linear and
hence module isomorphism.
This gives us three finite-dimensional indecomposable modules for
K[A2], S1

∼= I1, I2 ∼= P1 and S2
∼= P2, as well as a short exact sequence

0 S2 I2 S1 0
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This sequence is not split: I2 is a non-trivial extension of S2 by S1.
However it is a particularly nice extension; see Section 6.2 for more on
this.
We might jump to thinking that therefore A2 has finite representation
type. However, we have not quite proved this yet: there could be other
finite-dimensional indecomposable modules that are not of the forms
we know.
The standardway to “know” that other suchmodules do not exist is to
invoke Gabriel’s theorem; see Section 5.3.4. But for A2 specifically, this
is a direct consequence of the existence of Smith normal form (The-
orem 5.1.9)! So, A2 is of finite representation type.

(b) Consider the Kronecker quiver K2 1 2 .
This quiver is also acyclic but for each λ ∈ K, there is an indecompos-
able representation Cλ given by

Cλ = K K
idK

λidK

and Cλ
∼= Cµ if and only if λ = µ. Therefore ifK is an infinite field, we

deduce that the path algebra K[K2] has infinite representation type.
Note that with a little more ingenuity, the result can be shown to re-
main true for finite fields also; replaceK byKn, 1 by the identitymatrix
and λ by the Jordan block Jn(1) (see [EH, Example 9.30] for details).

(c) We have seen that the quiver L1 with one vertex and one loop has
(at least) as many non-isomorphic simple modules of dimension 1 as
there are elements of the field K, so if K is an infinite field, the associ-
ated path algebra has infinite representation type.

Theorem 5.3.29 ([EH, Theorem 8.17]). Let K be a field and G a finite group.
Then K[G] has finite representation type if and only if K has characteristic zero or
K has characteristic p > 0 and G has a cyclic Sylow p-subgroup.

The statement of this theorem uses a small amount of advanced group
theory, which may be found in most textbooks on the subject (e.g. [AB],
[ST]). You might also like to reflect on how it meshes with Maschke’s the-
orem (5.2.13).

5.3.4 Gabriel’s theorem
Gabriel’s theoremdoes for representation type of path algebraswhatMaschke’s
theoremdoes for semisimplicity of group algebras, namely it provides a con-
crete way to verify whether the path algebra of an acyclic quiver is of finite
representation type.
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Wewill not prove this theorem: doing so is one of themain aims of [EH]
and requires substantially more space than we have here. Instead, we will
define the ingredients of the classification and state the theorem.
Definition 5.3.30. LetQ be a quiver. ThenQhas an underlying (undirected)
graph Γ(Q)with vertex set Vert(Q) and (undirected) edges

{{h(α), t(α)} | α ∈ Q(v, w) for some v, w ∈ Vert(Q)}

That is, the edges of Γ(Q) are given by forgetting the orientation on each
arrow.

We say that a quiver Q is an orientation of an undirected graph Γ′ if
Γ(Q) = Γ′, that is,Q is obtained by choosing an orientation for each edge of
Γ′.

The following definition describes an extremely important class of un-
directed graphs. We could not possibly do justice in a few words to why
this class is important; entire books are written about this topic, and we en-
courage you to go read them (after finishing this one, of course).
Definition 5.3.31. The following collection of undirected graphs are the
simply-laced Dynkin diagrams of finite type:

An • • • • •

Dn

•

• • • • •

•

E6

•

• • • • •

E7

•

• • • • • •

E8

•

• • • • • • •

Here the subscript on the name denotes the number of vertices of the graph.
Theorem 5.3.32 (Gabriel’s theorem). Let Q be an acyclic quiver. Then K[Q] is
of finite representation type if and only if Q is the disjoint union of finitely many
quivers, each of which is an orientation of a simply-laced Dynkin diagram of finite
type.
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The remarkable thing about Gabriel’s theorem (even more remarkable
than just taking its statement at face value) is that its proof proves evenmore:
Theorem 5.3.33. Let Q be an acyclic quiver such that K[Q] is of finite represent-
ation type. Then the indecomposable representations of K[Q] are in bijection with
the set of positive roots of the root system associated toQ, under a bijection sending
a module to its dimension vector.

Here, a root system is a particular configuration of vectors in a Euclidean
space that is naturally associated to a Lie algebra. We will not give details
here but refer the interested reader to [FH] and similar books.

Instead, we just note thatA2 has three positive roots in its associated root
system, α2, α2 + α1 and α1. We have written them in a somewhat esoteric
order because they then line upwith the three indecomposable modules we
know, S2, I2 (which is a non-split extension of S2 and S1) and S1.

Thus Gabriel’s theorem identifies a deep and fruitful link between the
representation theory of quivers and the theory of Lie algebras.

5.E Exercises
Exercise 5.1. Prove Lemma 5.1.13.
Exercise 5.2. Using Example 5.1.12 as a template, classify the Abelian groups
of order n up to isomorphism for at least three values of n ≥ 100 that you
choose.
Exercise 5.3 (cf. Problem 28). Create some examples of matrices with differ-
ent Smith normal, rational canonical and Jordan normal forms.
Exercise 5.4.
(a) Let C[C5] be the group algebra over the complex numbers of the finite

cyclic group of order 5, C5 =
〈
a | a5 = e

〉.
(a) Write down a basis forC[C5] and hencewrite down an expression

for a typical element of C[C5].
(b) Construct a multiplication table for this basis. (That is, if your

basis is B = {b1, b2, . . . }, write down the values of bibj for all
bi, bj ∈ B.)

(b) Let A = C[x]/I be the algebra given by the quotient of the polynomial
algebra in one variable over C, C[x], by the ideal I =

〈
x5 − 1

〉 gener-
ated by x5 − 1. Using the fact that B′ = {1, x, x2, x3, . . . } is a basis for
C[x] and that hence the set {1 + I, x + I, x2 + I, x3 + I, . . . } spans A,
find a basis for A.
[Hint: what can you say about x5 + I and 1 + I?]

(c) Hence construct an isomorphism of algebras f : C[C5] → A.
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In relation to the previous exercise, you might find the following helpful.
1 R.<x> = PolynomialRing(CC)

2 S = R.quotient(x^5 - 1, ’y’); y=S.gen()

3 for i in range (6):

4 print(y^i)

Exercise 5.5. LetG =
〈
a, b | a2 = b2 = (ab)2 = e

〉 ∼= C2×C2 andM aC-vector
space of dimension 2 with basis BM = {m1,m2}. Which of the following
actions of the generators a, bmakesM into a C[G]-module?
(a) a ▷ m1 = m2, a ▷ m2 = m1, b ▷ m1 = −m1, b ▷ m2 = −m2

(b) a ▷ m1 = −m2, a ▷ m2 = m1, b ▷ m1 = −m1, b ▷ m2 = −m2

(c) a ▷ m1 = m2, a ▷ m2 = m1, b ▷ m1 = −m1, b ▷ m2 = m2

(d) a ▷ m1 = −m2, a ▷ m2 = −m1, b ▷ m1 = m1, b ▷ m2 = m2

Exercise 5.6. Let G =
〈
g = (1 2 3), h = (1 2) | g3 = h2 = ι, hg = g2h

〉 ∼= S3

and write ζ = e
2πi
3 ∈ C.

ForK a field andX a set, let spanK{X}denote theK-vector space spanned
by elements of X .

Which of the following makes the given vector space M into a C[G]-
module?
(a) M = spanC{m}, g ▷ m = m and h ▷ m = −m.

(b) M = spanC{m1,m2}, g ▷m1 = 1
2m1 +

√
3
2 m2, g ▷m2 = −

√
3
2 m1 − 1

2m2,
h ▷ m1 = m1 and h ▷ m2 = m2.

(c) M = spanC{m1,m2}, g ▷ m1 = ζm1, g ▷ m2 = ζ2m2, h ▷ m1 = m2 and
h ▷ m2 = m1.

(d) M = spanC{m1,m2}, g ▷ m1 = ζm1, g ▷ m2 = ζ2m2, h ▷ m1 = −m1

and h ▷ m2 = −m2.
(e) M = spanC{m1,m2,m3}, g ▷mj = mj+1 for j = 1, 2, g ▷m3 = m1 and

h ▷ mj = mj for 1 ≤ j ≤ 3.
(f) M = spanC{m1,m2,m3}, g ▷m1 = m3, g ▷mj = mj−1 for j = 2, 3 and

h ▷ mj = v4−j for 1 ≤ j ≤ 3.
Exercise 5.7 (Problem 29). Let A be a K-algebra. Show that the centre Z(A)
is a subalgebra of A.
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Exercise 5.8. Find a basis for Z(K[G]) and hence compare dimK[G] and
dimZ(K[G]) for
(a) G = C4, the cyclic group of order 4;
(b) G = D8, the dihedral group of order 8;
(c) G = A4, the alternating group of degree 4.

Exercise 5.9. Let G =
〈
a | a4 = e

〉 be a cyclic group of order 4 and M the
C[G]-module with basis B = {m1,m2,m3} on which a acts by

a ▷ m1 = m2, a ▷ m2 = −m1, a ▷ m3 = m1 +m2 +m3.

Find non-zero C[G]-submodules M1, M2 and M3 of M such that
M =M1 ⊕M2 ⊕M3.
Exercise 5.10. Let G =

〈
a | a3 = e

〉 be the cyclic group of order 3 and letM
be the C[G]-module with basis B = {m1,m2,m3} and action defined by

a ▷ m1 = m2, a ▷ m2 = −m1 −m2, a ▷ m3 = m2 +m3.

Find all the 1-dimensional C[G]-submodules ofM .
Exercise 5.11. Let G = D12 =

〈
a, b | a6 = b2 = e, bab = a−1

〉 be the dihedral
group of order 12.
(a) Define

A =
1

2

 1 0 −
√
3

0 2 0√
3 0 1


and

B =

1 0 0
0 1 0
0 0 −1


LetM be the 3-dimensionalC[D12]-modulewith basisB = {m1,m2,m3}
for which the actions of a and b on B are given byA andB respectively
(i.e. a ▷ m1 = 1

2m1 +
√
3
2 m3 etc.).

Find a 1-dimensional submoduleM1 ofM . Is it simple?
(b) You are told thatM/M1 is simple. (If you wish, you can try to verify

this now or later, when we have some more technology available.)
Hence give a composition series forM .

Exercise 5.12. Let G =
〈
a | a3 = e

〉 be a cyclic group of order 3 and M , N
two C[G]-modules of dimension 2 with bases BM = {m1,m2} and BN =
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{n1, n2} respectively. Suppose that the action of a onM and N is given by
the matrices

[a]BM
=

(
9 −7
13 −10

)
and

[a]BN
=

(
−5 −3
7 4

)
Find λ, µ ∈ C such that the map φ : M → N given by φ(m1) = −6n1 + λn2

and φ(m2) = −3n1 + µn2 is a C[G]-homomorphism.
[With some thought, this can be done with computer assistance, but you should

ensure that you can turn the output of any computations into a rigorous argument.]
Exercise 5.13. Let G be an Abelian group and ρ : G→ GLn(C) a representa-
tion of G. WriteM for the corresponding C[G]-module, and

Eλ(g) = {m ∈M | ρ(g)m = λm}

for the λ-eigenspace of ρ(g) in M , for any g ∈ G and λ ∈ C. Prove the
following statements:
(a) For any g ∈ G, every eigenspace of ρ(g) is a C[G]-submodule ofM .
(b) ρ is faithful if and only if there is no non-identity element g ∈ G such

that E1(g) =M .
Exercise 5.14 (Problem 30). Let G =

〈
a | a4 = e

〉
= C4 be a cyclic group

of order 4 and let M be the C[G]-module of dimension 4 with basis B =
{m1,m2,m3,m4}with

a ▷ m1 = m2, a ▷ m2 = m3, a ▷ m3 = m4, a ▷ m4 = m1.

(a) Show thatM1 = spanC{m1 +m2 +m3 +m4} is a 1-dimensional C[G]-
submodule ofM .

(b) Find three other 1-dimensional C[G]-submodules M2, M3 and M4 of
M such thatM =M1 ⊕M2 ⊕M3 ⊕M4.
[Hint: consider vectors of the formm1 + λm2 + λ2m3 + λ3m4 for suitable
values of λ.]

Exercise 5.15.
(a) Let N be a normal subgroup of a finite group G and let

ρ : G/N → GLn(C) be a faithful representation of the quotient group
G/N . Prove that the function

ρ̂ : G→ GLn(C), ρ̂(g) = ρ(gN)

(where gN ∈ G/N is the coset containing g) is a representation of G
with kernel N .
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(b) Conversely, prove that any representation ρ : G → GLn(C) with ker-
nel K = Ker ρ defines a faithful representation of the quotient group
ρ̄ : G/K → GLn(C) with ρ̄(gK) = ρ(g) for any g ∈ gK and any
gK ∈ G/K.

Exercise 5.16. Let A be a finite-dimensional K-algebra and let AA = (A,m)
be the regular A-module (Example 4.1.12) with underlying vector space A
and action a ▷ b = ab for all a, b ∈ A.
(a) Show that anyA-module homomorphism φ : AA→ AA is determined

by φ(1A).
(b) Hence give a basis for EndA(AA) = HomA-Mod(AA,AA).
(c) (Hard!) Let B = (B,m) be an algebra. The algebra Bop is defined

to have the same underlying vector space B and multiplication map
defined bymop(b⊗ c) = m(c⊗ b); that is, in the opposite algebra Bop,
the order of multiplication is reversed.
Prove that A ∼= EndA(AA)

op as algebras.
Exercise 5.17. Let G =

〈
a | a4 = e

〉 be a cyclic group of order 4 and let A =
C[C4].
(a) LetM be the 3-dimensional vector spacewith basisBM = {m1,m2,m3}

and define
a ▷ m1 = −m1 + (1 + i)m2

a ▷ m2 = im2

a ▷ m3 = (1− i)m1 + (−1 + 3i)m2 − im3

Show that ▷ extends to a map ▷ : A ⊗M → M so thatM becomes an
A-module.

(b) DecomposeM into a direct sum of simple submodules.
(c) Using Schur’s lemma and related results, find a basis for EndA(M).

Exercise 5.18. Prove Lemma 5.2.14.
Exercise 5.19. [This exercise shows thatMaschke’s theorem does not hold for infinite
groups.]

Let G be the additive group (Z,+) and letM be the C[G]-module with
basis B = {m1,m2} and action defined by

n ▷ m1 = m1

n ▷ m2 = nm1 +m2

for each n ∈ Z. Show that M has a simple submodule N of dimension 1
but N has no direct complement in M , i.e. there does not exist a (simple)
submodule P of dimension 1 such that M ∼= N ⊕ P . That is, M is not
semisimple.
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Exercise 5.20. Let G =
〈
a | a8 = e

〉 be a cyclic group of order 8 and let M
be the C[G]-module of dimension 2 with basis B = {m1,m2} and action
defined by

a ▷ m1 = 7m1 + 10m2, a ▷ m2 = −5m1 − 7m2.

(a) Show that M ∼= N1 ⊕ N2 for N1 = spanC{n1} and N2 = spanC{n2}
with n1 = (7 + i)m1 + 10m2 and n2 = (7− i)m1 + 10m2.

(b) Give a composition series forM , justifying your answer.
(c) Using Schur’s lemma and related results (which may include earlier

exercises), find a basis for EndC[G](M).
Exercise 5.21. Let G be a finite group andM a C[G]-module. Define

Mf = {m ∈M | g ▷ m = m ∀g ∈ G}

(a) Prove thatMf is a C[G]-submodule ofM .
(b) Prove that for the regular module M = C[G]C[G] we always have

dimMf ≥ 1. That is, show there is a non-zero element m of C[G]C[G]
such that g ▷ m = m for all g ∈ G.

(c) Let N be a C[G]-module. Show thatM ∼= N impliesMf
∼= Nf .

Exercise 5.22 (Problem 31). Let n be an integer n ≥ 2, let G = ⟨a | an = e⟩
be a cyclic group of order n and letM be the permutation C[G]-module of
dimension nwith natural basis B = {m1, . . . ,mn} defined by

a ▷ mi = mi+1

where we interpret the indices modulo n. Find all the 1-dimensional C[G]-
submodules ofM .
Exercise 5.23 (cf. Problem 32). LetG be a group of order 12 and {S1, . . . , Sr}
be a complete set of non-isomorphic simple C[G]-modules. List all the pos-
sible integers r and hence all the sequences of dimensions

(dimS1,dimS2, . . . ,dimSr)

Do the same for G a group of order 18.
Exercise 5.24. Prove Lemma 5.3.1.
Exercise 5.25. Using Example 5.3.11 as a template, write down the simple
representations of the linearly oriented A4 quiver

1 2 3 4
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Exercise 5.26 (Problem 33). LetK be a field andA aK-algebra. IfM = (M,▷)
is a leftA-module, thenM∗ is naturally a rightA-module. If (M,◁) is a right
A-module, thenM∗ is naturally a left A-module.

[Consider (f ◁ a)(m)
def
= f(a ▷ m).]

Exercise 5.27. Using Proposition 5.3.19, write down the simple, (indecom-
posable) projective and injective modules, and identify any isomorphisms
between them, for the quivers (i) (linearly oriented) A3 and (ii) (linearly
oriented) A4.

For a challenge, choose your own acyclic quiver and do the same.
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6.1 ~ The Lasker–Noether theorem
In this section, we generalize the cyclic decomposition theoremof Section 5.1
to the case of Noetherian rings. The condition of a ring or module being
Noetherian (or its dual, Artinian) imposes a certain level of finiteness: it
allows for growth but not in an uncontrollable way. As such, many people
treat Noetherianity as a base condition, so that one has at least a few tools
to use and exotic examples are put to one side from the start.
Definition 6.1.1. Let R be a ring andM a left R-module. We say thatM is
(left)Noetherian ifM has the ascending chain condition (ACC) on its submod-
ules. That is, for every sequence

M0 ≤M1 ≤M2 ≤ · · ·

of submodules ofM , there exists n ∈ N such thatMn =Mn+i for all i ∈ N.
Provided we allow the axiom of choice, this is equivalent to each of the

following two statements:
• any non-empty set S of submodules of M has at least one maximal

element with respect to inclusion;
• every submodule ofM is finitely generated.

The second condition makes it clear that a Noetherian module is itself fi-
nitely generated. The point here is that, in general, non-Noetherian mod-
ules can be finitely generated but have submodules that are not finitely gen-
erated.

Indeed, given a moduleM and submodule K, one can show (exercise)
that M is Noetherian if and only if K and M/K are Noetherian, so that
Noetherianity plays nicely with extensions. In particular, this is true for
split extensions: ifM and N are Noetherian, so isM ⊕N .

Specializing to the regular module RR, we have:
Definition 6.1.2. Let R be a ring. We say that R is left Noetherian if RR is
Noetherian.

https://doi.org/10.11647/OBP.0492.06
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If R is commutative, being left Noetherian is equivalent to being right
Noetherian (i.e. RR is right Noetherian), but again in general it is possible
to be one and not the other. Since the left submodules of RR are exactly
the left ideals, we have that being a left Noetherian ring is equivalent to the
above two statements with “submodule” replaced by “left ideal”. Note that
the stronger condition of being an ideal is important; Noetherian rings can
certainly have non-Noetherian subrings.

Some examples are as follows; in some cases, the proofs are quite non-
trivial.
Examples 6.1.3.
(a) Fields are Noetherian; this is straightforward as there are only two

ideals to consider.
(b) A principal ideal domain (PID) is Noetherian: every left ideal is gen-

erated by a single element, so certainly by finitely many! (In this way,
one can see Noetherianity as a generalization of being a PID, which
motivates this section.)

(c) The ring of polynomials in finitely many variables over a Noetherian
ring is again Noetherian; this is the celebrated Hilbert basis theorem.

Note that polynomial rings in infinitely many variables are not Noeth-
erian (see the above opening remarks on finiteness) and rings of continuous
functions, e.g. C(R,R), are rarely Noetherian.

To tie back to earlier discussions on types of modules, we note too the
following.
Theorem 6.1.4 (Bass). A ringR is left Noetherian if and only if every direct sum
of injective R-modules is injective.

Compare this with the remarks after Proposition 4.5.4, where we saw
that direct sums of projectives are projective (always).

Rather than having to check that eachmodule over a ringR isNoetherian
one by one, we have the following, saying that if our ring R is Noetherian,
so is every finitely generated module over it. This generalizes the claim of
Proposition 5.1.8.
Proposition 6.1.5. Every finitely generated R-module over a Noetherian ring is
Noetherian.

Proof. From the above, one has that finitely generated free modules over
Noetherian rings are Noetherian, being a direct sum of copies of RR.

Now ifM is a finitely generated module, we have π : RR
⊕n ↠M so that

M ∼= RR
⊕n/Kerπ. So M is a quotient of a Noetherian module and hence

Noetherian.
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We conclude by stating the Lasker–Noether theorem, first in itsmost gen-
eral form for modules, then in its more common form for rings.

We need the notion of a primary submodule of a module: we sayN ≤M
is primary if for any r ∈ R a zero-divisor onM/N (i.e. for which there exists
n̄ ∈ M/N such that r ▷ n̄ = 0), r acts nilpotently onM/N (i.e. there exists
k ∈ N such that xk ▷ M/N = 0).
Theorem 6.1.6 (Lasker–Noether theorem formodules). LetR be a Noetherian
ring. Then every submodule of a finitely generatedR-module is a finite intersection
of primary submodules.

Theorem 6.1.7 (Lasker–Noether theorem for rings). Let R be a Noetherian
ring. Then every left ideal of R is a finite intersection of primary ideals.

Since PIDs are Noetherian, with a little work to line things up, this re-
covers the cyclic decomposition theorem, Theorem 5.1.5. For Z in particular,
the module version recovers the classification of finitely generated Abelian
groups (Corollary 5.1.10) and the ring version is in fact the Fundamental
Theorem of Arithmetic, i.e. the factorization of integers into primes.

In geometry, this result is important too: by application to polynomial
rings in finitely many variables over a field, it says that algebraic sets may
be decomposed into a finite union of irreducible varieties.

The interested reader can find details and much more (including the
non-Noetherian case) in [AM].

6.2 ~ Auslander–Reiten theory
Our goal in this section is to give a brief introduction to an important tool in
the study of representations of finite-dimensional algebras. The underpin-
ning theory is due toAuslander andReiten ([AR]), so is knownasAuslander–
Reiten theory, or often “AR theory” for short.

The key insight of AR theory is that, in many cases, to completely de-
scribe the finite-dimensional representation theory,A-mod, of a finite-dimen-
sional K-algebra A, it suffices to know two classes of data:

• the indecomposable modules; and
• the irreducible morphisms between indecomposables.

The irreducible morphisms may be combined into special short exact se-
quences (called almost split sequences), giving us an explicit description of
(most of) A-mod.

We will not give full details, just the key definitions and some examples;
starting points for amore in-depth introduction are [ASS], [ARS] and [Sch],
according to one’s taste.

In contrast to the rest of this book, wewill nowalso restrict to considering
finite-dimensionalmodules over aK-algebraA, whichwill itself be assumed
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to be finite-dimensional. We will denote by A-mod the full1 subcategory of
A-Mod whose objects are the finite-dimensional A-modules.

In Section 4.4, we defined indecomposability for modules. The other key
definition for AR theory is that of an irreducible morphism.
Definition 6.2.1. Let L,N ∈ A-mod and let f : L → N be a morphism of
A-modules. We say f is irreducible if
(a) f is neither a section nor a retraction; and
(b) if f factors through M ∈ A-mod, i.e. there exists g : L → M and

h : M → N such that f = h ◦ g, then either g is a section or h is a
retraction.

Unfortunately, the irreducible morphisms do not form a subspace of
HomA-mod(L,N), since the zero morphism is not irreducible. However, the
set NIrr(L,N) of non-irreducible morphisms between indecomposables L
andN is a subspace, andweheavily abuse notation bydefining “dim Irr(L,N)”
to be the result of calculating dimHomA-mod(L,N)−dimNIrr(L,N); we apo-
logise for this (see Remark 6.2.3 below).
Definition 6.2.2. A short exact sequence in A-mod

0 L M N 0
f g (6.1)

is said to be almost split if L and N are indecomposable and f and g are
irreducible morphisms.

If (6.1) is almost split, we say that L is the Auslander–Reiten translation of
N and write L = τN .
Remark 6.2.3. We are making these definitions for expediency, to allow a
compact and self-contained exposition. However, this is not the “right”
way to do things. There is a much better definition of Irr(L,N) in terms of
powers of radicals; see [ASS]. Also, as explained in [Sch], one should define
left and right almost split morphisms and thence almost split sequences, at
which point the first part of Definition 6.2.2 becomes a lemma. There is also
a much more general functorial construction of Auslander–Reiten transla-
tion, so that the second part also becomes a lemma.

This notwithstanding, our short-term goal is the following.
Definition 6.2.4. Let A be a finite-dimensional K-algebra. The Auslander–
Reiten (AR) quiver of A is the quiver with vertices the isomorphism classes2
of indecomposable (finite-dimensional) A-modules and dim Irr(L,N) ar-
rows from L to N .

1A full subcategory D of a category C is given by specifying the objects of D, as a sub-
collection of Obj(C), and then settingHomD(D,E) = HomC(D,E) for allD,E ∈ Obj(D), i.e.
taking all morphisms from C as the morphisms between objects of D.

2Isomorphism of modules is an equivalence relation and isomorphism classes are the equi-
valence classes with respect to this. We often say “isoclasses” for short; every second saved by
not saying “morphism” is another second to understand more maths, after all.
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Wewill give some examples of AR quivers shortly in Examples 6.2.6, but
first record some facts from AR theory, to illustrate the type of information
we get.
Proposition 6.2.5. Let A be a finite-dimensional K-algebra andM , N indecom-
posable finite-dimensional A-modules.

(i) N is projective if and only if τN = 0;

(ii) if N is not projective then τN is indecomposable;

(iii) ifM , N are not projective thenM ∼= N if and only if τM ∼= τN ; and

(iv) (the Auslander–Reiten formulæ)

Ext1(M,−) ∼= DHom(−, τM)

Ext1(−, N) ∼= DHom(N, τ−)

where D = HomK-Mod(−,K) is K-duality and

Hom(X,Y ) = HomA-Mod(X,Y )/I(X,Y )

for I(X,Y ) the subspace of all morphisms f : X → Y that factor through an
injective A-module.

Examples 6.2.6.

(a) Recall Example 5.3.28(a): for theA2 quiver 1 2α we found three
indecomposable modules (up to isomorphism)—S1, I2 and S2—and
saw that these sit in a short exact sequence

0 S2 I2 S1 0

In fact, this sequence is almost split, so S2 = τS1. We can draw the AR
(Auslander–Reiten) quiver for this quiver as

I2

S2 S1

where the dotted line indicates Auslander–Reiten translation (that is,
τM M ). This is an example of a mesh, which is a particular
subquiver of theAR quiver that records the existence of an almost split
sequence; we will see more complicated meshes below.
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(b) Consider again the (acyclic) linearly oriented quiver of type A3,
1 2 3α β . Using the information about simple, projective
and injective indecomposables from Proposition 5.3.19, we can derive
that the AR quiver is as follows:

P1 = I3

P2 I2

P3 = S3 S2 S1 = I1

Recalling that τM = 0 if and only ifM is projective, we expect to see
these on the left of the AR quiver and indeed, there they are. Dually,
the injectives appear on the right edge.
There are two meshes (with bases the simples) that are as in the A2

cases, but also one other mesh, corresponding to the following almost
split sequence:

0 P2 P1 ⊕ S2 I2 0 (6.2)

Using the AR quiver (and as explained in detail in [Sch, 3.1.4]) we
can determine dimensions of Hom and Ext1 spaces. For example, the
function dimHom(P2,−) has the following values

1

1 1

0 1 0

and dimExt1(I2,−) = dimDHom(−, τI2) = dimDHom(−, P2) is rep-
resented by

0

1 I2

0 0 0

indicating that there is a single extension (up to isomorphism), as
we should expect, given the existence of the sequence (6.2) with end
terms P2 and I2.
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(c) Changing the orientation does affect the representation theory and
the AR quiver (although herein is a gateway to an interesting and
important area of current research). The AR quiver for the quiver
1 2 3α β whose underlying graph is still the Dynkin dia-
gram of type A3 is as follows:

P3 S1

S2 I2

P1 S3

Note that several numerical aspects remain unchanged (e.g. the num-
ber of simples, projectives, injectives and—in fact—indecomposables)
but others change.

(d) We finish with an example not of finite representation type, but rather
of tame type. There is a technical definition of tame type3 but it suf-
fices here to say that tame, while not being of finite type, has suffi-
ciently controlled infinite behaviour to still be able to say quite a lot
about its representation theory. (The generic case is wild represent-
ation type—which, remarkably, turns out to mean4 that one has all
possible representation theory at the same time.)
Wegive the canonical tame example, theKronecker quiver 1 2

over K algebraically closed.5 Its AR quiver has the form

•

•

•

• •

•

•

•

where the middle components here are known as tubes, for (hope-
fully) apparent reasons.

3Go find it!
4Paraphrasing somewhat...
5This now matters.
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Tubes aremade by gluing the two vertical edges of a quiver of the form

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•

6.3 ~ Modules for Hopf algebras
In this section, we give a brief introduction to Hopf algebras. These tie to-
gether algebras—and in particular, group algebras—and monoidal categor-
ies, allowing us to explore how some of the theory of Section 5.2 can be
generalized.

Recall fromSection 4.1.3 our description of an associative unitalK-algebra
in terms of maps on certain tensor products; for this section, we will only
work over fields andwill suppress the extra subscriptK on the tensor product
symbol. That is, we have that (A,m, u) is aK-algebra ifA is aK-vector space
(i.e. a K-module) andm : A⊗A→ A and u : K → A are K-linear maps and
these are such that the following diagrams commute:
(a) (associativity)

A⊗A⊗A A⊗A

A⊗A A

m⊗id

id⊗m m

m

(b) (unitarity)
A⊗A

K⊗A A⊗K

A

m

u⊗id

∼=

id⊗u

∼=

Here, the maps marked “∼=” are the canonical maps sending λ⊗a and a⊗λ
to λa.
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If we consider the K-dual vector space A∗ def
= HomVectK(A,K), this is

again a K-vector space under pointwise addition and scalar multiplication
of functionals. However it is not, in general, an algebra: when we dualize,
the mapsm and u do not carry over to induce an algebra structure. Rather,
they induce the structure of a coalgebra.
Definition 6.3.1. Let C be a K-vector space. We say that (C,∆, ε) is a coal-
gebra if ∆: C → C ⊗ C and ε : C → K are K-linear maps such that the
following diagrams commute:
(a) (coassociativity)

C ⊗ C ⊗ C C ⊗ C

C ⊗ C C

∆⊗id

id⊗∆

∆

∆

(b) (counitarity)

C ⊗ C

K⊗ C C ⊗K

C

ε⊗id id⊗ε

∆

∼= ∼=

The map∆ is called the comultiplication of the coalgebra C and ε the counit.
These conditions are not as familiar as associativity, say, and rather than

dwell overly on them in full generality, we will see what happens in ex-
amples shortly.

We have a notion of cocommutativity, dual to that of commutativity. Re-
call that we have τ : C⊗C → C⊗C, τ(c1⊗c2) = c2⊗c1 the natural map that
‘flips’ the tensor product. We say that a coalgebra (C,∆, ε) is cocommutative
if τ ◦∆ = ∆.

First, we note that we have a natural notion of maps between coalgebras.
Definition 6.3.2. Let (C,∆C , εC) and (D,∆D, εD) beK-coalgebras. A homo-
morphism of K-coalgebras is a K-linear map f : C → D such that the follow-
ing diagrams commute:
(a) (comultiplication preserved)

C ⊗ C D ⊗D

C D

f⊗f

∆C

f

∆D
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(b) (counit preserved)

C D

K

f

εC εD

Now, in certain special but important cases, we can have both algebra
and coalgebra structures at once, in a compatible way, giving us some self-
duality. It turns out that it is helpful to ask for one additional piece of struc-
ture relating the algebra and coalgebra to each other and this gives rise to
the definition of a Hopf algebra.
Definition 6.3.3. Let (A,m, u) be a K-algebra and let ∆: A → A ⊗ A and
ε : A → K be K-algebra homomorphisms satisfying the coassociativity and
counitarity conditions. Then we say that (A,m, u,∆, ε) is a K-bialgebra.

The compatibility of the algebra and coalgebra structures is encoded in
the condition that ∆ and ε are algebra homomorphisms, not just K-linear
maps. One can show that this is equivalent to requiring that m and u are
coalgebra homomorphisms, so that there is not in fact the asymmetry that
there first appears to be.

A homomorphism of bialgebras is a linear map that is both an algebra
and coalgebra homomorphism.

If B is finite-dimensional then B∗ is again a bialgebra, in the natural
way, with the multiplication and comultiplication (and unit and counit) ex-
changed. (In the infinite-dimensional case, this is not true, and a notion of
finite dual is needed.)

The extra structure we need for a Hopf algebra is a certain anti-auto-
morphism, known as an antipode.
Definition 6.3.4. Let H = (H,m, u,∆, ε) be a K-bialgebra. Let S : H → H
be a K-linear map such that the following diagram commutes:

H ⊗H H ⊗H

H K H

H ⊗H H ⊗H

S⊗id

m∆

ε

∆

u

id⊗S

m

Then we say that (H,m, u,∆, ε, S) is a Hopf algebra over K.
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We now give some examples, the first of which is the promised familiar
one.
Examples 6.3.5.
(a) The group algebraK[G] is a Hopf algebra with∆(g) = g⊗g, ε(g) = 1K

and S(g) = g−1 for all g ∈ G.
This form of comultiplication has a special name: we say that an ele-
ment h ∈ H is group-like if∆(h) = h⊗h. The set of group-like elements
of H forms a group underm, with the inverse of h being S(h). In the
group algebra K[G], taking the group of group-like elements recovers
the group G.
The groupHopf algebra is commutative if and only ifG is Abelian but
is always cocommutative: (τ ◦∆)(g) = τ(g ⊗ g) = g ⊗ g = ∆(g).

(b) If G is a finite group, the algebra K(G) = HomSet(G,K) is a Hopf al-
gebra with ∆(f)(g, h) = f(gh), ε(f) = f(e) and S(f)(g) = f(g−1).
(The definition of the coproduct here implicitly uses the isomorphism
K(G×G) ∼= K(G)⊗K(G).)
This Hopf algebra is always commutative and is cocommutative if and
only if G is Abelian.

(c) Let V be a vector space over K. The tensor algebra T (V )
def
=
⊕

r∈N V
⊗r

is a Hopf algebra with
m((v1 ⊗ · · · ⊗ vr)⊗ (w1 ⊗ · · · ⊗ ws)) = v1 ⊗ · · · ⊗ vr ⊗ w1 ⊗ · · · ⊗ ws,

u(1K) = 1K ∈ V ⊗0 ≡ K and ∆(v) = v ⊗ 1 + 1 ⊗ v, ε(v) = 0 and
S(v) = −v all defined for v ∈ V ; one can check that these specifications
can be extended to T (V ) to give maps with the required properties.
Elements h ∈ H for which ∆(h) = h ⊗ 1 + 1 ⊗ h are called primitive;
the set of primitive elements of a Hopf algebra becomes a Lie algebra
with respect to the Lie bracket [h, k] = hk − kh.
The symmetric algebra and exterior algebra over a vector spaceV areHopf
quotients of T (V ), so Hopf algebras in their own right.

There are many more examples arising in quantum algebra and noncom-
mutative geometry. The interested reader can find more in [Maj] and [BG].

The representation theory of Hopf algebras has some nice features, bey-
ond what one can expect without the extra structure. Let H be a Hopf
algebra over K. Then H-Mod is a monoidal category (2.7) via ∆. For if
(M,▷M ), (N, ▷N ) ∈ H-Mod, we can define ▷ : H ⊗M ⊗N →M ⊗N by

▷ = (▷M ⊗ ▷N ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗ id⊗ id)

and somakeM⊗N anH-module. More concretely, if∆(h) =
∑

i h1i⊗h2i ∈
H ⊗H , we have h ▷ (m⊗ n) =

∑
i(h1i ▷M m)⊗ (h2i ▷N n).
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Hopf algebras always have a trivial module, the vector space Kwith ac-
tion ▷ : H ⊗K → K, h ▷ λ = ε(h)λ.

Finally, we always have duals: if (M,▷M ) ∈ H-Mod, then its K-dual
M∗ = HomVectK(M,K) is an H-module via (h ▷ f)(m) = f(S(h) ▷ m) for all
m ∈M .

The name for monoidal categories having these extra properties is rigid:
the category of modules over a Hopf algebraH is a rigid monoidal category
equippedwith a fibre functor, the forgetful functorF : H-Mod → K-Mod ≡
VectK, and the main theorem of Tannaka duality is that one can reconstruct
H from the endomorphisms of the functor F . This is closely related to the
Yoneda lemma (2.5) in contexts with only algebraic structures around but
is much deeper for examples arising from harmonic analysis. It is a far-
reaching generalization of Problem 26 and we give a related example in the
next section.

6.4 ~ Representations of categories
Earlier, we defined a representation of a quiver via its path category. We
can generalize this and other examples, such as representations of groups,
to representations of categories.
Definition 6.4.1. Let C be a category and K a field. A K-linear representation
of C is a functor F : C → K-Mod.
Examples 6.4.2.
(a) LetG be a group and G the 1-object groupoid6 on ∗withHomG(∗, ∗) =

G. Then a representation of G is a choice of vector space V = F∗ ∈
K-Mod and linear maps Fg ∈ HomK-Mod(V, V ) for each g ∈ G such
that Fh ◦ Fg = F (hg). Since G is a group, Fg is invertible (with in-
verse Fg−1) so Fg ∈ EndK-Mod(V ) = GLK(V ) and g 7→ Fg is a group
homomorphism. That is, we have recovered the definition of a linear
group representation.

(b) As noted above, a representation of a quiver is by definition a repres-
entation of the path category of the quiver.

These examples give a good sense of what happens in general: to each
object c of C the representation F associates aK-vector space Fc, and to each
morphism f : c→ d, F associates a linear map Ff : Fc→ Fd, in a way that
is compatible with composition of morphisms.

As one might expect by now, we can define morphisms between repres-
entations of categories and hence a category of representations.

6A groupoid is a category in which every morphism is invertible. One-object groupoids
are determined by the automorphism group of their object so are in 1-1 correspondence with
groups. Groupoids with more than one object are of interest in a number of settings, especially
algebraic topology in the construction of the fundamental groupoid of a space.
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Definition 6.4.3. Let C be a category, K a field and let F,G : C → K-Mod
be K-linear representations of C. A morphism of representations is a natural
transformation of functors, α : F ⇒ G.

This definition has the advantage of being both entirely natural in the
category theory world and of encoding a suite of somewhat complicated
conditions in one go. A helpful exercise we recommend is to compare this
definition in the case of C = G a 1-object groupoid with Definition 3.1.17.

We immediately knowhow to define an isomorphismof representations,
namely as a natural isomorphism of functors. Indeed, all this is taking place
within the functor category [C,K-Mod].
Definition 6.4.4. Let C be a category and K a field. The category of rep-
resentations of C is the functor category Rep(C) def

= [C,K-Mod] with objects
functors from C to K-Mod and morphisms natural transformations of func-
tors.

Since K-Mod has a lot of structure—we have seen that it is both Abelian
(4.2.1) and also rigid monoidal (2.7,6.3)—the category of representations
inherits a lot of structure too, by pulling back from K-Mod.
Proposition 6.4.5. Let C be a category and K a field. Then Rep(C) is Abelian.

Proof (sketch): Given two morphisms α, β : F ⇒ G, we can define their sum
by (α+β)c def

= αc+βc; the latter iswell-defined sinceαc, βc ∈ HomVectK(Fc,Gc)
and K-Mod is Abelian. Indeed pulling back from K-Mod, we have that
Rep(C) is Ab-enriched.

The zero object in Rep(C) is given by the functor 0 : C → K-Mod, 0c = 0
for all c ∈ C and 0f = 0 for all f : c→ d.

Similarly, we can define both finite Cartesian products and finite direct
sums object by object, e.g.F⊕G : C → K-Mod is given by (F⊕G)c = Fc⊕Gc
and (F ⊕G)f = Ff ⊕Gf .

Taking kernels and cokernels locally, we have these for Rep(C): indeed,
for α : F ⇒ G we have Kerα : F ⇒ G defined by (Kerα)c

def
= Kerαc and

similarly for cokernels. Similarly, if α : F ⇒ G is a monomorphism, we can
form Gc/ Imαc

∼= Fc in K-Mod for all c to see that α is a kernel, and dually
for cokernels.
Proposition 6.4.6. Let C be a category and K a field. Then Rep(C) is a monoidal
category with respect to F ⊗ G : C → K-Mod defined by (F ⊗ G)c = Fc ⊗ Gc
and (F ⊗G)f = Ff ⊗Gf .

In some instances, we have natural representations to consider. For ex-
ample, if A is a K-algebra, the forgetful functor R : A-Mod → K-Mod is a
representation of A-Mod.
Proposition 6.4.7. Let A be a K-algebra. The forgetful functor
R : A-Mod → K-Mod has EndRep(A-Mod)(R) isomorphic to A as K-modules.
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Proof. The functorR is representable: it forms an adjoint pair with a functor
Free: K-Mod → A-Mod, as a version of the forgetful-free adjunction but
for K-Mod-enriched (i.e. K-linear) categories and functors. In particular,
R ∼= HomA-Mod(AA,−) is represented by the regular module; in less fancy
terms, this is the claim that for any A-module M , HomA-Mod(AA,M) ∼= M
as vector spaces, via f 7→ f(1A) (either check for yourself or see [DK, §1.7]).

Now

E = EndRep(A-Mod)(R) ∼= HomRep(A-Mod)(HomA-Mod(AA,−),R)

and by the (enriched) Yoneda lemma (cf. 2.5.1) the latter is in bijection with
RAA, i.e. as objects of K-Mod, E ∼= A.

Either by the representability claim in the proof or by comparingwith the
classical statement, we see that R deserves to be thought of as the regular
representation of A-Mod. If A has more structure, such as being a Hopf
algebra, Tannaka reconstruction (a ‘corollary’ of Tannaka duality, discussed
above) says that we can recover the algebra from this regular representation
of A-Mod, just as EndA-Mod(AA)op ∼= A as algebras.

To tie together the two major application areas for representation theory
we have examined, namely groups and quivers, we note that there is a con-
struction unifying the group algebra and the path algebra. This is known
(perhaps unsurprisingly) as the category algebra.
Definition 6.4.8. Let C be a small category and let R be a ring. The category
algebraR[C] is theR-algebra whose underlyingR-module is the free module
over the set of morphisms of C and with multiplication defined on basis
elements by

m(q, p) =

{
q ◦ p if defined
0 otherwise

where p, q are morphisms in C.
Examples 6.4.9.
(a) LetG be a group and G the 1-object category with object ∗ andmorph-

isms G(∗, ∗) = G. Everymorphism in G is invertible: recall that we call
such categories groupoids. Then by examining the precursor construc-
tions to Definition 5.2.5, we see that R[G] = R[G] (where R[G] is the
group R-algebra constructed exactly as in the case R = K).
That is, the group algebra is the category algebra of the associated 1-
object groupoid.

(b) LetQ be a quiver andP(Q) the path category of Definition 2.1.3. Then
R[P(Q)] = R[Q].
That is, the path algebra is the category algebra of the path category.
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Remark 6.4.10. If the category C actually has finitelymanyobjects andmorph-
isms, the category algebra is canonically a coalgebra (6.3.1) with comulti-
plication ∆: R[C] → R[C] ⊗ R[C], ∆f = f ⊗ f on morphisms (i.e. every
morphism is group-like). In the 1-object groupoid case, this recovers the
coalgebra structure on the group algebra of 6.3.5(a). Indeed, this comulti-
plication is an algebra homomorphism, so we have the beginnings of a Hopf
algebra structure; with additional properties (such as hold in the group
case) we may be able to make R[C] a Hopf algebra.

Note that if C does not have finitely many objects, the category algebra
will not be unital: as in the path algebra case, one has a system of orthogonal
idempotents, one for each object, coming from the identity morphisms of
each object. However, the multiplicative identity would have to be the sum
of these and this is not a well-defined element of R[C] if there are infinitely
many objects; we would have to pass to some suitable completion.

So, although we have generally argued in favour of replacing groups
and quivers with suitable algebras with the same representation theory, one
can argue that we should read the correspondence the other way. Namely,
categories allow us to handle non-unital algebras more smoothly.

As we have seen in the two special cases, one would hope for a rela-
tionship between linear representations of a category and modules for its
category algebra. Indeed, such a theorem is true and the proof is essentially
that that we gave for quivers:
Theorem 6.4.11. Let C be a small category and K a field. Then there is an equi-
valence of categories

Rep(C) ∼= K[C]-Mod
For two algebraic objects (e.g. groups, rings, algebras etc.), the strongest

(categorically sensible) formof “sameness” is isomorphism. If two objects are
isomorphic, in particular their representation theories are the same. Having
the same representation theory is known asMorita equivalence. A represent-
ation theorist would then say that the above theorem states that�� ��a category and its category algebra are Morita equivalent.

There are even weaker but still useful forms of “sameness”, notably derived
equivalence. However, this seems like a good point to stop.
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