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Diagnostic Advances in Precision 

Medicine and Drug Development

To arrive at the most appropriate decision regarding patient management, an essential step for medical practitioners is to determine a correct and accurate diagnosis of the patient’s condition. In recent years there have been significant technological efforts in chemistry, biochemistry, laboratory science, and biotechnology toward improving disease diagnosis and management in patients. Further, drug developers have utilized some of these novel diagnostic methods during preclinical and clinical trials that have led to creating efficiencies in their development processes. This book provides an overview of diagnostic procedures that aid in precision medicine and the drug development process. 

•  Presents innovative methodologies for diagnostic testing that will be beneficial to biomedical science researchers and health professionals. 

•  Discusses recent significant technological advancement toward improving disease diagnosis. 

•  Describes recent developments in spectroscopic and chromatographic methods that will be of interest to pharma companies and scientists in chemistry, biochemistry, and pharmacology. 

•  Gives an overview of the integration of artificial intelligence in digital health that will be beneficial to biotechnologists, bioengineers, health professionals, and people in regulatory agencies. 

•  Is suitable globally for graduate and postgraduate students studying laboratory medicine. 
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 Foreword

The field of diagnostic medicine has gained prominence over the years; nonetheless, there seem to be limited publications that explore the methodologies and tools employed in this discipline. Technology integration into diagnostic care is revolutionizing the healthcare industry by enhancing the precision, efficiency, and accessibility of diagnostic processes. The new book presents content on modern advancements in diagnostic medicine utilizing technologies such as artificial intelligence (AI) and telemedicine. 

Because the field of medicine is constantly changing, information concerning new developments must be thoroughly preserved. This book includes comprehensive yet concise information on various diagnostic devices and methods utilized in medical practice. This book will be highly popular among both primary and secondary audiences. The book comprises 20 chapters. These chapters provide essential data along with practical and clinically pertinent information. The book examines contemporary trends, prospective benefits, and the capacity of these technologies to revolutionize diagnostics. 

The book ends with ethical enquiries regarding AI, challenges, and potential future directions in diagnostic medicine, along with prospective strategies and recommendations for optimizing the capabilities of emerging technology in health diagnostics. I can attest that the chapters in this book are well-crafted, and the text integration is exemplary. The themes in the chapters are straightforward, uncomplicated, and understandable. This book will benefit students, researchers, and professionals in pharmaceutical industries, laboratory medicine, clinical sciences, and allied health disciplines. As a doctor and consul-tant, I strongly recommend this book to healthcare professionals who want to stay current on the latest advances in diagnostic medicine. 

I would like to congratulate the editors, Emmanuel K. Ofori, Seth K. Amponsah, and Yashwant V. 

Pathak, as well as the chapter contributors, on this outstanding resource. 

Prof. Timothy D. Osafo

Consultant in Laboratory Medicine

 MBChB, DCP, DPath, MRCPath, FGCP, FRCPath
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 Preface

Over the years, scientists have made significant technological efforts in chemistry, biochemistry, laboratory science, and biotechnology to improve disease diagnosis and patient management. Further, drug developers have utilized novel diagnostic methods during preclinical and clinical trials, improving their development processes. 

Before the 18th century, medicine was based on the narrative of a patient’s symptoms. In addition to this subjective portrait of the illness, the physician observed the patient’s appearance (behavior) and any signs of disease. During the 18th and 19th centuries, medical instrumentation was an essential arm of medicine. This aided the physical examination of patients and made the physician less dependent on subjective narration. 

The introduction of machines such as the X-ray, electrocardiogram (ECG), and chemical laboratory analyzers during the 19th and 20th centuries further enhanced the objectivity of medicine. Biological matrices such as blood, sweat, saliva, urine, and stool, all of which are naturally discharged, can today, thanks to technology, provide information that can indicate one’s health and/or sickness. Indeed, health diagnostics is substantially transforming due to technological advancements and evolving medical paradigms. These technologies are anticipated to improve diagnostic accuracy, customize patient treatment, and elevate healthcare outcomes. 

This book will provide an overview of diagnostic procedures, their underlying principles, and the tools utilized to perform them. In this book, we will emphasize recent developments in automated techniques such as mass spectrometry, high-performance liquid chromatography (HPLC), polymerase chain reaction (PCR), and immunohistochemistry, as well as several imaging techniques that include magnetic resonance imaging (MRI), bone density scan (DEXA), and ultrasound scan that aid in precision medicine and the drug development process. Recent advancements in digital health (using artificial intelligence) will also be highlighted. 

The book has the following key features:

•  Describes recent developments in molecular diagnostics, imaging techniques, spectroscopic and chromatographic methods

•  Discusses innovative methodologies for diagnostic testing

•  Gives a comprehensive overview of the integration of artificial intelligence in digital health The editors are grateful to all contributing authors who continue to have a positive influence in their roles as researchers and academicians. The editors also thank CRC Press (Taylor and Francis) for facilitating all processes involved in producing and publishing this book. 
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 Improving Diagnostic Care through Technology

Emmanuel Kwaku Ofori, Seth Kwabena Amponsah, and Yashwant V. Pathak

1.1   Introduction

Technology has been intricately tied to the evolution of healthcare since the beginning of time. Numerous innovations, ranging from the stethoscope to imaging machines, have significantly contributed to the development of diagnostic treatment and the enhancement of diagnostic accuracy and outcomes. 

Artificial intelligence (AI), machine learning (ML), and telemedicine are examples of cutting-edge technologies being incorporated into modern medicine, causing a revolution in diagnostic treatment, increasing precision, and making healthcare more accessible [1,  2]. Personalized medicine can improve the quality of medical decision-making by providing information that informs patient-specific treatment decisions, which benefit patients and national healthcare systems. 

This chapter will investigate how these technologies are comprehensively revolutionizing diagnostic care. We will explore the applications of AI and ML, as well as telemedicine, wearable technology, genomics, and big data analytics, and we will analyze their current applications, potential benefits, and associated challenges. We intend to highlight these technologies’ considerable influence on diagnostic therapy and the future of healthcare by analyzing several case studies and practical examples. 

1.1.1   Advances in Point-of-Care Diagnostics

Advancements in soft materials, lab-on-a-chip technologies, nanotechnology, and biotechnology, along with the emergence of drone-mounted diagnostic devices, have created novel and efficient point-of-care (POC) molecular diagnostic platforms suitable for resource-limited environments. Point-of-care diagnostics provides the opportunity to provide rapid, sensitive, and user-friendly analysis in settings that are not laboratories and have limited resources. POC is beneficial when real-time on-site diagnosis is limited, allowing diagnostic support [3]. 

Recent developments in nanotechnology, polymers, and smartphones have produced diagnostics 

devices that are practical POC approaches. These devices have found widespread application in the medical profession. Applications of POC diagnostic techniques for identifying infectious diseases in resource-limited settings and settings in the developing world have gained much attention in global health monitoring and management. POC tools based on smartphones can monitor a wide range of physical and molecular processes. It can now carry out complex biomedical examinations thanks to incorporating two high-resolution cameras, computational capacity, and a wireless internet network connection [3, 4]. 

Further, the implementation of smartphones in settings with low resources, where there is still a demand for biomedical technologies that are portable, rapid, and precise, has the potential to revolutionize the public healthcare system. Some smartphone communication capabilities include near-field communication (NFC), infrared, Bluetooth, Wi-Fi, and global positioning systems (GPS). These capabilities contribute to an improvement in the performance of smartphone-based testing. The NFC technology 
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enables radio tags to name items and can be employed for close-range monitoring and control. If a digital versatile disc (DVD) and spectroscopy attachments are utilized with a smartphone, achieving a wavelength resolution of less than one nanometer is feasible [5, 6]. Using a wide range of computer platforms based on smartphones makes it possible to detect biological targets such as proteins, DNA, and cells. 

The use of a quantitative phase microscope that is based on a smartphone and is handheld allows for the observation of blood cells as well as squamous cells that are found in Pap smears [7]. 

It is common knowledge that glucose tests are reliable POC self-test assessment methods. Continuous glucose monitoring (CGM) platforms that are non-invasive are becoming increasingly popular in the field of glucose self-monitoring. Enzyme-free patch biosensors are also utilized to monitor glucose levels without causing discomfort [8, 9]. Dipstick biosensors are a straightforward diagnostic tool that offers qualitative detection and contain chemicals that have been pre-deposited. These examples include pH, uric acid, pathogen detection, and antioxidant strips. It is simple to manufacture them, and they are simple to include in commercial productions. 

1.1.2   Telemedicine and Remote Diagnostics

Telemedicine involves transmitting clinical information remotely through technological communications. Some technologies used in telemedicine include the internet, videoconferencing, store-and-forward imaging, streaming media, and wireless communications [10]. Several subspecialties within telemedicine include telepathology, teleradiology, teledermatology, telesurgery, and telepsychiatry [11]. 

The application of AI will be a significant component of many of the diagnostic improvements applied to the medical field over the next few years. Telemedicine can significantly improve diagnostic procedures and treatment methods on a global scale. There will also be an impact on neurological evaluations and examinations brought about by AI. Patients can receive real-time diagnostic information regarding a range of illnesses, including sepsis, mental disorders, stroke, and immunological dysfunction, through the use of smart monitoring devices that they wear [12]. 

The divide that had previously existed between patients and healthcare practitioners has been bridged through the utilization of telemedicine, particularly in areas that were either underserved or rural. 

Through the utilization of technology created explicitly for communication, patients can receive consultations, diagnoses, and treatment plans without the necessity of their physical presence. Telemedicine has evolved beyond consultations to encompass diagnostic tools like digital stethoscopes and portable ultrasound machines, making it possible for medical practitioners to undertake physical examinations remotely. This method has proven particularly useful during the COVID-19 pandemic, as it was vital to reduce participants’ interaction with the virus. It is now possible for people to obtain medical attention without leaving the convenience of their homes, thanks to the availability of virtual consultation platforms. These systems combine video conferencing, digital diagnostic tools, and electronic health records (EHRs), which enable medical personnel to make decisions based on correct patient information using the information available [13]. 

1.1.3   The Role of AI and ML in Diagnostics

AI refers to computer-coded programs or algorithms that can make judgments and predictions by analyzing the data, rules, and instructions programmed into them [14]. One further approach to AI is ML. 

This computer program can train us to analyze and comprehend data and recognize patterns even our brains cannot identify [15]. ML can generally be classified into two categories: supervised learning, in which the computer can view the end data, and unsupervised learning, in which the computer is not given any outcome data [16]. AI and ML have exhibited a tremendous amount of potential in terms of further improving diagnostic precision. Algorithms can evaluate large datasets much faster than humans, leading to discovering patterns and links that may not be immediately apparent to medical professionals. 

Indeed, knowing about individuals who are more likely to develop a condition or disease in the future is vital for early detection. 
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When imaging data, genetic information, and clinical history are all combined, for example, it is possible to arrive at diagnoses that are more accurate and specific to the individual. Big data platforms capable of processing data in real time can also significantly improve diagnostic procedures’ accuracy and speed. For instance, real-time analysis of patient data can facilitate the delivery of choices and diagnoses more expediently, ultimately resulting in improved outcomes for patients in emergency care settings. Hospitals’ use of big data platforms is becoming increasingly popular. These platforms allow hospitals to better integrate and analyze patient information from various sources, eventually leading to more comprehensive and timely diagnoses [17]. Implementing AI in medical operations has been hampered by delays and impediments in low and middle-income countries (LMICs), particularly in sub-Saharan Africa (SSA), making it more difficult for these countries to embrace and implement AI in medical procedures [18]. 

1.1.4   AI in Diagnostic Imaging

Diagnostic imaging has dramatically advanced with digital modalities led by computed tomography (CT), computed radiography (CR), and ultrasound (US) [18, 19]. Image quality has constantly seen improvements. Advancements in magnetic resonance imaging (MRI) have made excellent resolution of soft tissues possible, particularly in the brain, joints, and spine [20]. AI in radiology represents a significant advancement in the profession. Evaluation of X-rays, CT scans, and MRIs has been accomplished by developing deep learning algorithms [15]. AI algorithms can diagnose illnesses like lung, breast, and brain tumors more accurately, significantly reducing errors during the diagnostic process [21]. 

Compared to a CT scan, an MRI can provide a more precise resolution of neuronal structures of the brain. There are no radiation side effects associated with MRI modalities. Portable MRI scanners are now available for use in operating rooms and ambulance services. Positron emission tomography (PET) employs radioactive substances to investigate the metabolic activities of various body tissues. Gamma rays are produced when positrons mix with electrons in the body’s cells. Gamma cameras can detect these gamma rays, resulting in three-dimensional image formation. The discovery of such molecular tracers that target-specific cancer cells is the focus of the future of PET. AI also plays a significant part in managing chronic diseases. It is possible for individuals who suffer from illnesses such as diabetes, hypertension, and heart disease to reap the benefits of having their vital signs and other health indicators monitored through the utilization of remote monitoring. Glucose monitors, blood pressure cuffs, and intelligent scales are examples of gadgets that make it feasible for healthcare professionals to receive real-time data [22]. 

1.1.5   AI in Pathology

The field of pathology is also making advances with AI. Telepathology refers to the practice of pathology that is carried out remotely through the use of macroscopic and microscopic pictures and the utilization of telecommunication links for remote interpretations, second opinions, consultations, and educational reasons [23, 24]. Pathologists can reap the benefits of these systems since they can identify malignant cells and other abnormalities with a high degree of precision. This gives pathologists a second opinion and reduces the number of diagnostic errors that occur. Pathologists could devote more time to more complex activities, such as evaluating predictive or prognostic biomarkers in the context of particular clinical findings, if they delegated time-consuming and repetitive screening chores to AI algorithms. 

Histopathological analysis based on AI has shown tremendous potential in detecting breast cancer. 

Using AI, it is possible to identify between breast cancer and healthy breast parenchyma with 98.8% 

accuracy in numerous benchmark datasets [25]. In addition to the capability of predicting molecular or clinical factors based on histomorphological data, AI applications will play an increasingly essential role in interpreting molecular pathological data within the coming years. One example is the classification of deoxyribonucleic acid (DNA) methylation profiles of squamous cell carcinomas of the lung using deep learning (DL). This classification is done to differentiate between a metastasis of a head and neck carcinoma and primary lung cancer [26]. 
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Similarly, AI techniques are becoming increasingly significant in multiomics-based genetic tumor classifications. This has the potential to improve both the accuracy and the speed of the diagnosis. 

However, even though AI and ML can completely transform the pathology field, a significant obstacle in deploying such models in routine clinical diagnosis is that, up until this point, only a relatively small number of pathology laboratories have built an entirely digital workflow. Cost, technological limitations (such as limited resolution), opposition from pathologists (such as reluctance and skepticism), a lack of standards, and the possible danger of competition for pathology services are some drawbacks associated with the widespread use of telepathology [27]. In addition, electricity availability, dependable telecommunications bandwidth in remote or underdeveloped regions, and cultural considerations may also hinder international telepathology [28]. 

1.1.6   Predictive Analytics in Disease Management

Identifying the likelihood of future events based on patterns that have occurred in the past is the goal of predictive analytics (PA), which involves the utilization of historical data, statistical algorithms, and ML 

approaches [29]. The use of PA in managing chronic diseases allows for the analysis of massive amounts of patient data, which may be used to forecast the evolution of the condition, anticipate future problems, and tailor individualized treatment strategies. These algorithms can process vast volumes of patient data, including electronic health records, test findings, and data from wearable devices, to forecast the disease’s evolution, identify high-risk patients, and suggest individualized interventions. In managing diabetes mellitus, PA allows for the prediction of blood glucose levels, the recommendation of insulin dosages, and the suggestion of dietary alterations to enhance glucose control [30]. By analyzing patient data, such as lifestyle habits and medical history, predictive models can foresee an illness’s severity and recommend preventative measures. The structure of the human brain inspired these models, which are particularly effective at recognizing intricate patterns within data. Detecting early indicators of diabetic retinopathy, for instance, is accomplished through utilizing convolutional neural networks (CNNs) in medical imaging [31]. In contrast, recurrent neural networks (RNNs) can analyze time series data to track the evolution of chronic diseases [32]. Incorporating AI into managing chronic diseases involves substantial regulatory and ethical challenges, even though it offers promising benefits. The landscape of legislation governing AI in healthcare is still developing, and various issues are associated with data privacy and security and compliance with existing healthcare laws and regulations. 

Continuous monitoring and upgrading of AI models are done to ensure compliance with regulatory standards [33]. However, this requires significant resources and a comprehensive understanding of regulatory standards and artificial intelligence technology. In addition, compliance problems include concerns over data privacy and security. Ethical questions also remain paramount when incorporating AI-powered predictive analytics into managing chronic diseases. 

1.1.7   AI in Genomics

Genetic information about an individual in treatment for diagnostic or therapeutic purposes, as well as the associated health outcomes and policy consequences, is the primary focus of genomic medicine, a relatively emerging medical speciality. Genetic medicine is an interdisciplinary medical speciality that incorporates genomic information, and it has experienced rapid expansion in recent years. Genomics can advance oncology, pharmacology, infectious disease, and unusual and previously unknown ailments 

[34, 35]. The term “Whole-Genome Sequencing” (WGS) has emerged as a prominent topic in medical diagnosis. The classic Sanger sequencing approach required more than ten years to complete human genome sequencing [36]. 

On the other hand, next-generation sequencing (NGS) has become a topic of discussion that encompasses the contemporary DNA sequencing technique and high-throughput sequencing that enables scientists to sequence the entire genome quickly. These technologies simultaneously allow for the sequencing of hundreds of millions of DNA molecules, making them handy tools for genomic research. The application of NGS to large-scale genomics has caused an increasing level of precision and success in medical 
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practice, which has been observed over the past years [37]. The genome-wide association study, also known as GWAS, is a method that has gained popularity for its application to genomic data. It aims to research the relationship between genetic variants, such as single-nucleotide polymorphisms (SNPs), and phenotypes, defined as a particular characteristic or disease [38]. 

Genomics relies heavily on AI since it assists in comprehending otherwise complex genetic data. 

By analyzing vast amounts of gene data, algorithms powered by AI can identify patterns that point to genetic predispositions to particular diseases. This ability is crucial in cancer genomics, where AI plays a role in identifying mutations that certain drugs can target, enabling the customization of treatment plans. ML techniques, integral to AI technology, employ computers to learn from genetic data to make predictions or choices autonomously. It is becoming increasingly possible to cure a genetic disease before it spreads to other patients if one can analyze a database with information on genetic diseases and then cross-reference that information with patient records. The sequencing of the genome has revolutionized oncology. Oncologists can deliver targeted therapies that are more effective and less harmful than traditional chemotherapy approaches. This is because targeted therapies can identify specific genetic abnormalities present in tumors. Drugs like imatinib’s success in successfully treating chronic myeloid leukemia (CML) is a tribute to the promise of genetics in diagnosing and treating the disease [39]. 

1.1.8   AI and Electronic Health Records

Increasing data repositories throughout the healthcare sector has led to a significant increase in the digitization of health data. Due to the advantages of secondary data reuse over original data collection, the clinical research community has shown an increasing interest in developing efficient methods to reuse clinical data from EHRs [40]. Compared to traditional clinical research, researchers who reuse EHR data may not be required to recruit patients or collect fresh data, which could reduce costs. On top of that, electronic health record data frequently include essential longitudinal information about a patient’s condition, medical care, and disease progression. The reuse of EHR data, on the other hand, has its challenges, notably due to the complexity and heterogeneity of the data [41]. Each EHR system record corresponds to a specific healthcare incident a patient has experienced. The data is maintained in a collection of tables. Including demographic data (age, gender, address, etc.) and a wide range of clinical information, EHR offers a rich information source. 

The use of AI in conjunction with electronic health records has the potential to revolutionize the diagnostic care process completely. Algorithms powered by AI can examine patient information to identify patterns and trends that may indicate the beginning of diseases. Health professionals can utilize the knowledge retrieved from EHR in various contexts, including clinical decision support, epidemiological, improvement of population care, and pattern identification. However, phenotyping based on EHR is challenging because of the heterogeneity and incompleteness of EHR data. 

1.1.9   Wearable Technology and Personal Health Monitoring

It is becoming increasingly common for the healthcare industry to recognize the value of wearables as valuable instruments for monitoring and controlling patients’ health. Introducing wearable technology into the medical field has ushered in a new era of profound changes. These changes have made it possible to improve patient outcomes and make treatments more individualized. There are implications for preventative care, the treatment of chronic diseases, and the overall delivery of healthcare that are associated with the incorporation of wearables into healthcare ecosystems [42]. Smartwatches’ original purpose was to keep track of the time, but they have since developed into sophisticated health monitoring gadgets. 

As a result of its incorporation of sensors, accelerometers, and heart rate monitors, smartwatches can deliver real-time information regarding vital signs. Many users can effortlessly monitor their heart rate, identify any anomalies that may occur, and enhance their understanding of their cardiovascular health. 

Smartwatches also contribute to medication adherence and general health management, in addition to their monitoring capabilities. Individuals can receive timely messages on medication schedules and other 
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health-related events. The constant flow of real-time data makes identifying irregularities easier and promotes the timely implementation of medical interventions [43]. 

Medical wearables are an essential component in improving the level of connectedness between patients and healthcare professionals. These wearables ensure that real-time patient data is accessible to medical professionals by linking with medical databases, making it possible for medical professionals to make educated decisions and provide personalized healthcare to these individuals. Because of the constant nature of wearable monitoring, there is the possibility of detecting health issues at an earlier stage. The analysis of patterns and trends in vital sign data over time enables the identification of minor changes that may precede the start of a medical problem. Wearable devices make a significant contribution to the reduction of hospital readmissions [44]. These devices offer a seamless method of continuous monitoring after release from the hospital. It is possible to remotely monitor patients fitted with wearables for any indicators of deterioration or difficulties, allowing for timely interventions and the prevention of unnecessary visits to the hospital. Patients conveniently check their vital signs, track their progress, and receive insights into their health using mobile applications and user-friendly interfaces. Wearables give consumers a thorough understanding of their daily routines by monitoring their nutrition, sleep patterns, and physical activity [45]. Because of this awareness, positive behavioral adjustments are encouraged, which result in better lives and the prevention or progression of chronic diseases. 

Although wearable technology has great potential to revolutionize healthcare, several concerns have been raised regarding the privacy and security of sensitive information due to wearables’ ongoing data collection. Because wearables can transmit and store data, stringent security measures to prevent unauthorized access must be implemented. Data encryption and secure transmission methods are necessary to guarantee patient information security. The ethical considerations surrounding wearables include ensuring that individuals consent to data acquisition and addressing questions around data ownership. It is critical to ensure that sensitive data is not abused or misused, and realistic processes must be followed to prevent unauthorized access to specific health information. 

1.1.10   Pharmacogenomics

Pharmacogenomics explores how an individual’s genetic makeup can affect their reaction to prescribed medications [46]. Genetic testing is now possible to determine whether or not a patient is likely to respond to various antidepressants or whether or not they are at risk of experiencing severe adverse effects from specific medicines. When medical specialists comprehensively understand these hereditary traits, they can better modify prescription regimens to enhance effectiveness while limiting undesired consequences. Our understanding of the genetic basis of individual drug responses has advanced as a result of research that has been conducted on diseases and treatments. Single-nucleotide polymorphisms (SNPs), genomic insertions and deletions, and genetic copy number variations (CNVs) are some of the prevalent genetic variants found in research [47]. SNPs are the most common among the inherited sequence differences. Even if there is not a significant amount of variation in the concentration of the drug at the target location, drugs can nonetheless generate highly variable effects. Pharmacological activities can vary depending on the variations that occur in several genes. These variants typically influence the drug’s pharmacokinetics or pharmacodynamics. 

Although a pharmacogenomic link has been identified and verified, other challenges must be overcome before implementation in clinical settings. A translation of this kind necessitates the availability of beneficial alternative therapies for individuals with high-risk genotypes and changes to healthcare infrastructure. Currently, the most well-known examples of genetic polymorphisms that influence medication response in humans are monogenic (single gene) characteristics that affect drug metabolism [48]. 

As an illustration, consider the case of thiopurine S-methyltransferase (TPMT) and the impact it has on the thiopurine medications mercaptopurine and azathiopurine in patients who inherit TPMT alleles that are not functioning [49]. In clinical settings, these medications are employed as immunosuppressants for neoplasias. Patients who inherit a TPMT deficiency amass high amounts of the active thioguanine nucleotides in their blood cells when treated with mercaptopurine or azathiopurine. This is because TPMT is the major inactivation pathway for these medicines in hematopoietic tissues. This can result in severe hematopoietic toxicity, which has the potential to be fatal with severe consequences. Although 
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clinical diagnostic assays are now available for detecting inactivating SNPs in the human TPMT gene, the utilization of TPMT genotyping for making treatment decisions is still restricted. The hepatic cytochrome P450 gene CYP2D6 is a candidate gene. This gene is responsible for catalyzing the metabolism of various medicines [50]. Based on the fact that genetic variants are inherited as haplotypes, the design of GWAS allows for the evaluation of SNPs that tag a haplotype, which eliminates the requirement to genotype all variants that are present in the haplotype. However, GWAS should only be regarded as the first stage because the SNPs revealed to be related to particular traits by GWAS are not neces-sarily causal variations; the latter must be discovered through complete resequencing. Although there are several obstacles that clinicians must overcome to integrate pharmacogenomics in clinical practice successfully, the ultimate consequence is that patients are prescribed medications for which the relevant genotype is unknown. There is also the limited availability of pharmacogenomics education for health practitioners. A further obstacle is the expense involved. Assessing drug response phenotypes (such as drug toxicity and drug response) in pharmacogenomics is frequently more challenging than measuring genetic variability. This is because drug response phenotypes are complicated to detect. Consequently, clinical studies must incorporate the practice of obtaining informed consent from patients to acquire genomic DNA samples. 

1.1.11   Technological Challenges to Diagnostic Care

Even though technology possesses enormous potential, it also poses obstacles regarding ethics and practicality. Algorithmic bias and data privacy are issues that need to be addressed to guarantee that everyone has equal and fair access to advanced diagnostic tools. Data privacy and security protection have become paramount due to digitizing diagnostic data and digital medical records [51]. Installing robust cybersecurity measures and complying with legislation requirements is essential. Encryption, secure access controls, and continuous monitoring of data systems are all vital components in protecting sensitive health information and staying one step ahead of cyber threats. It is possible for algorithms that use AI to inherit biases from the training data, which can lead to disparities in diagnostic accuracy between different populations. Ensure that training datasets are varied and that AI systems are regularly monitored. This will mitigate the effects of bias and render diagnostics more equitable. 

A significant barrier still stands in the way of the equal distribution of diagnostic technologies. People who live in rural locations and areas with low socioeconomic status may have restricted access to new diagnostic technology, which can make the health disparities that already exist much worse. Efforts are being made to bridge this gap by investing in telemedicine infrastructure, supplying diagnostic gadgets at inexpensive prices, and training healthcare providers in these places. 

1.2   Future  Directions

The path that will lead diagnostic care providers into the future is the seamless integration of various technological innovations. The combination of genetics, telemedicine, wearable technologies, and artificial intelligence is projected to develop a patient-centered and holistic approach to healthcare [52]. 

Developing more robust and reliable systems that can scale well, are energy efficient, and can be easily incorporated into healthcare systems should be the focus of study in the future. They should address privacy, security, scalability, seamless connectivity, interoperability, accuracy, and precision that can be attained in anticipating and treating disease attacks. Emerging mechanisms and novel medicines for therapy will simultaneously demand cutting-edge molecular diagnostics as the landscape of illness diagnosis continues to advance. However, this will be the case simultaneously. By utilizing molecular and artificial intelligence technologies, we can better understand how these factors influence human health and how they may be manipulated for treatment. 

The potential to continuously monitor a greater variety of health markers is one of the characteristics projected to be included in the next generation of wearable technology, which is expected to become even more complex. Future wearables are anticipated to integrate sensors that can identify biomarkers for 
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various diseases. This would make it possible to diagnose health problems at an earlier stage and address them personally. Among the potential applications of wearable biosensors are monitoring inflammation markers, predicting flare-ups in autoimmune diseases, and facilitating preventative medication. 

Telemedicine is growing due to several factors, including improvements in internet connectivity and the development of increasingly sophisticated remote diagnostic tools. In the future, telemedicine systems may mix virtual reality (VR) and augmented reality (AR) to provide immersive and interactive consultations [53]. This will further bridge the gap between in-person and remote therapy. The subject of genomics is making tremendous advancements, with an increased emphasis on epigenetics, which is the study of how human behavior and environmental variables can impact the expression of genetic material. We can improve our understanding of disease mechanisms by integrating epigenetic data with genetic information, ultimately leading to more accurate diagnosis and treatment approaches. 

1.3   Conclusion

The healthcare landscape is transforming because of the increased use of technology in diagnostic therapy. Big data analytics is helping to improve the management of illnesses, AI and ML are helping to improve diagnostic accuracy, telemedicine is helping to make healthcare more accessible, wearable technology is providing continuous health monitoring, genomics is helping to pave the way for personalized medicine, and telemedicine is helping to make healthcare more accessible. On the other hand, these accomplishments are followed by several challenges, such as discrimination based on algorithmic bias, data privacy protection, and equal access to technology. To effectively solve these challenges, it will be necessary for stakeholders including healthcare providers and technologists to work together on their respective endeavors. Through the promotion of a mindset that is both collaborative and ethical, we will be able to fully harness the potential of technology to develop a healthcare system that is more efficient and centered on the patient. Diagnostic care has a bright future ahead of it as a result of the fact that technology is prepared to play a significant role in improving the results for patients and bringing about changes in the delivery of healthcare. 
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2.1   Potentiometry

Potentiometry is an application of electrochemistry and has been used clinically in the measurement of electrolytes (Na, K, Cl, Ca, Mg, and Li) as well as blood pH and pCO  measurements [1]. This technique 2

measures these analytes across several sample matrices, including whole blood, plasma, serum, and urine. The technique has been developed and improved over several decades and is currently the basis for modern biosensors used in point-of-care devices [2]. 

2.1.1   Historical  Background

Historically, electrolyte measurement was done using flame photometry (flame atomic emission spectrometry). The principle underlying this technique is the emission of radiation at a specific wavelength when atoms are excited by heat (flame) [3]. 

2.1.2   Flame  Photometry

A serum spray is injected into a flame, where the high temperature excites some atoms generated as electrons transition into higher energy shells. As these atoms cool down, the electrons return to their ground state by emitting energy at a specific wavelength. The emitted radiation is measured spectrophotometri-cally [4]. In practice, this technique is technically cumbersome because it requires dilution and protein precipitation, which increases the analysis time and makes it error-prone [5]. Interference from elements emitting similar wavelengths can be a source of error. In addition, some excited atoms emitted radiations with very different wavelengths, introducing imprecision to the measurements [6]. 

2.1.3   Early Development of Electrochemical Techniques

In 1906, Max Cremer invented the hydrogen ion-responsive glass electrode. M. Cremer’s electrode was composed of silica and an alkali metal oxide. Fritz Haber and his student Klememsiewicz further described and improved his work to develop the first glass pH electrode capable of measuring the acidity or alkalinity of chemical solutions [7]. Glass electrodes have an inherent sensitivity to alkali metal cations (Na, Mg, Ca) which manifested as an “alkaline error” at a high pH. It was discovered that electrodes with selectivity for several elements could be produced by varying the composition of silicon and metal oxides. However, only Na and H glass electrodes are used in current clinical practice. 
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2.2   The Galvanic Cell

The galvanic electrochemical cell demonstrates the basic concepts of modern potentiometric measurement techniques. It consists of two electrodes that are connected by an electrolyte solution. Each electrode is a half-cell composed of a single electrolyte solution that is in contact with a metal conductor that serves to conduct ions. The indicator electrode is one-half of the cell, which makes contact with the sample containing the measured analyte [8]. The reference electrode is the other half of the cell, which makes contact with the reference solution.  

The force which drives electrons from one electrode to the other is the electromotive force [9]. It describes the maximum potential difference between the two electrodes when no current runs through the cell. To measure the ionic activity of an unknown sample, the measuring electrode is introduced to the test sample and the potential difference between the reference electrode and the measuring or indicator electrode is measured using a potentiometer. The ionic activity of an electrochemical cell can be calculated from the Nernst equation [10]. 

2.2.1   Nernst  Equation



 RT

 a

 E =

 log  1  

 nF

 e as

Where  E is the potential difference of the cell,  a  and   are the ionic activity in the two solutions. 

1

 a 2

 F is 

the faraday’s constant, R is the universal gas constant and  T is the absolute temperature. According to the Nernst equation, the potential difference of an electrochemical cell ( E) is directly proportional to log of the ionic activity at the measuring electrode ( a ). Since the ionic activity of the reference electrode is 1

known, the ionic activity of the measuring electrode can be calculated. This closely approximates the concentration of ions or analytes measured. 

2.3   Types of Electrodes

Several types of electrodes have been designed to be used in potentiometric measurement. The most common principles on which electrodes are based include redox, ion-selective (Figure 2.1), and carbon dioxide (CO ) electrodes. 

2

FIGURE 2.1  Diagram of an ion-selective membrane electrode. 
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2.3.1   Redox  Electrodes

Redox electrodes operate on the principle of redox reactions. These are electrochemical reactions where electrons are transferred from one compound to another. Any substance that accepts electrons is an oxidant and any substance that donates electrons is a reductant. In a homogenous electrochemical reaction, electrons are transferred between two redox couples. Thus a reductant produces its conjugate oxidant and vice versa. The reaction can go in both directions to reach electrochemical equilibrium [11]. In an electrochemical cell, a redox electron is composed of a metal conductor dissolved in an electrolyte solution. The metal electrode may be an inert metal or maybe an ionic metal, which can participate in the redox reaction [12]. 

2.3.2   Inert Metal Electrodes

Gold (Au) and Platinum (Pt) are commonly used as metal electrodes because they are inert and do not participate in the overall redox reaction. They are typically used as reference electrodes and can be modified into pH meters [13]. 

2.3.3   Metal Electrodes Participating in Redox Reactions

The silver-silver chloride electrode (Ag/AgCl) and mercury-mercurous chloride (Hg/HgCl ) are metal 2

electrodes in the redox reaction. 

AgCl

+ e− 

+ 

(solid)

↔ Ago(solid)  Cl−

Hg Cl  + 

2

2

 2e− ↔ 2Hgo + 2Cl−

These electrodes become ionized, thus providing a sustained supply of metal ions in the solution. Ag/

AgCl electrodes are often used as reference and electrode elements in ion-selective electrodes (ISE) [14]. 

Hg/HgCl  are also called calomel electrodes, which are frequently used as reference electrodes for pH 

2

measurement. They are however not frequently used in clinical instruments. 

2.3.4   Ion- Selective Electrodes

Ion-selective electrodes are defined as electrodes that selectively interact with a single ionic species. 

They incorporate certain types of membranes that select specific anions or cations. The electrical potential produced at the interface between the membrane and sample solution is directly proportional to the log of ionic activity or concentration of the measured ion [15]. ISEs deliver a simple, rapid, and versatile analytical method applicable to a wide range of analytes. Examples of selective membranes include glass, crystalline, and polymeric materials. The chemical composition of these materials is designed to achieve optimal selectivity toward the ion of interest. There are three basic types of membranes: solid-state membranes, liquid ion exchange electrodes, and neutral carrier membranes. 

2.4   Solid Ion Exchange Membranes

2.4.1   Glass  Electrode

The glass membrane electrode was the first ion-selective electrode to be invented by Cremer in 1906. It is mainly used as a sensor to detect and measure H+ and Na+ concentration in serum and is an integral component of pCO  sensors. Glass electrode membranes are produced from melting varying percent-2

ages of silicon and aluminium oxide and oxides of elements such as sodium or calcium. Electrons with selectivity for H+, Na+, K+, Li+, Ag+, NH + are produced by varying the composition of aluminium oxide 4

and silicon. 

[image: Image 5]
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2.4.2   The Glass pH Electrode (Hydrogen Electrode)

This thin glass membrane consists of three layers separating two solutions of different hydrogen ion activity. The two outer layers are hydrated, while the middle layer remains dry. Hydrogen ions from the internal and external solutions exchange with the two hydrated layers, creating a membrane potential (Figure 2.2). With the ionic activity of the internal solution remaining constant, the concentration of H+ 

in the outer solution can be calculated from the Nernst equation. 

2.4.3   The Sodium Glass Electrode

When a glass electrode is introduced into a solution with low H+ concentration relative to sodium, the sodium component of the membrane potential of the glass electrode becomes significant. This effect is known as the “alkali error”. This error has been taken advantage of in fabricating a glass electrode which has increased sensitivity to sodium ions. A typical clinical sensor for Na+ has 71% Silicon, 11% Na O 

2

and 18% Al O . 

2

3

2.5   Liquid Ion Exchange Electrodes

Liquid ion exchange electrodes consist of a hydrophobic solvent containing ionizable compounds. This lipid membrane forms the selective membrane separating the inner electrode solution from the outer sample solution. The prototype electrode using this system is the calcium electrode. 

2.5.1   The Calcium Electrode

The calcium selective electrode is composed of a calcium salt of an alkyl phosphate dissolved in di-n-octyl phenyl phosphate, impregnated into an inert matrix such as PVC. 

The calcium electrode is strongly selective for ionized calcium over magnesium, sodium, and 

potassium. 

FIGURE 2.2  A glass pH electrode. 
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2.6   Neutral Carrier Electrodes (Ionophore)

2.6.1   Potassium  Electrode

Neutral carrier electrodes mimic living cell membranes’ ability to transport specific ions and molecules through dedicated channels in opposition to their concentration gradient. This system was achieved in vitro by discovering macro-cyclic antibiotics that caused increased permeability of cell membranes to specific ions. This antibiotic is valinomycin. It consists of a ring compound containing several ring oxygen atoms. Cations like potassium are selectively transported from an aqueous solution through a hydrophobic matrix by binding to this compound. The compound is electrically neutral and carries potassium (K+) in the complex form. Valinomycin can be incorporated into an inert polymer like PVC or silicone rubber. However, the membrane has a limited lifespan because valinomycin slowly leaches out into the aqueous phase. The potassium selective electrode using neutral antibiotic valinomycin was the first polymer membrane electrode to be developed. Following this, polymer membrane electrodes are becoming increasingly popular in clinical chemistry because of their versatility as selective membranes (Table 2.1). 

They are used to measure electrolytes, including K, Na, Cl, Ca, Li, Mg, and carbonate.  

2.7   Gas Permeable Membranes/Gas Dialysis Electrodes

2.7.1   Electrodes for the Partial Pressure of Carbon Dioxide

The development of the pCO  electrode by Stow and Severinghaus in 1958 marked a significant advance-2

ment in blood gas analysis. Utilizing a CO -permeable Teflon membrane, this sensor facilitates the diffu-2

sion of CO  from the sample to an aqueous bicarbonate solution on the surface of a conventional pH glass 2

electrode. The resulting pH change is directly proportional to the log of pCO , enabling measurement of 2

this critical respiratory parameter. 

CO  + H O 

CO  

−

2

2

⇄ H2 3 ↔ H+ + HCO3

∆log pCO



2(sample) ≈ ∆pH(internal layer)

An ammonium (NH ) electrode from measuring the partial pressure of ammonia dissolved in the 

4

plasma is very similar in design to the CO  electrode. 

2

TABLE 2.1

Polymer membrane electrodes (ionophore)

Analyte

Ionophore

Potassium (K+)

Valinomycin

Hydrogen (H+)

Tridodecylamine

Ammonium (NH +)

Nonactin

4

Sodium (Na+)

ETH 227

Sodium (Na+)

Methyl monensin

Magnesium (Mg++)

ETH 1117

Potassium (K+)

Bis(benzyl-15-crown-5)-heptanedioate

Sodium (Na+)

ETH 157

Calcium (Ca++)

ETH 1001
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2.7.2   Oxygen  Electrode

Compared to the potentiometric technique employed by pH meters, the Clark oxygen electrode, developed in the 1950s, utilizes an amperometric approach based on polarographic detection. This method measures the current generated by an electrochemical reaction at the electrode surface, rather than the potential difference between two half-cells. Oxygen in the sample solution disrupts the current flow, leading to a linear response. This contrasts with the Nernstian behavior observed in potentiometry. 

O  + 2H O + 2e− 

O  + 2OH−

2

2

→ H2 2

The electrochemical response facilitates the quantification of dissolved oxygen within a solution by measuring the current at a constant voltage. The measured current demonstrates a linear relationship with oxygen consumption, which is directly proportional to the sample’s pO . 

2

2.7.3   Arterial Blood Gas Analyzer

The invention of the glass pH electrode, pCO  electrode, and pO  electrode laid the foundation for devel-2

2

oping the three-way blood gas analyzer. These analyzers have benefited from progressive miniaturization, facilitating their implementation in point-of-care settings such as satellite laboratories, intensive care units (ICUs), and emergency departments. This widespread deployment enables rapid blood gas analysis, leveraging the established principles of these electrodes. Consequently, critical care settings can now evaluate patient samples swiftly, yielding vital information regarding acid–base balance. A typical blood gas panel includes: pH, partial pressure of carbon dioxide (pCO ), partial pressure of oxy-2

gen (pO ), bicarbonate (HCO −). 

2

3

Bicarbonate is calculated from the Henderson-Hasselbalch’s equation:

log  c HCO − = pH-pK’ + log [PCO  

(

3

2 × αCO2  P)]

Modern arterial blood gas analyzers may incorporate electrodes for measuring ionized Ca++ and lactate to give a complete picture of the patients’ acid–base status. 

2.8   Enzyme  Electrodes

An enzyme electrode is similar to a gas permeable membrane electrode. However, in addition to being a selectively permeable membrane; they have enzymes impregnated into the membrane to facilitate the conversion of substances to products, which are then detected by electrochemical means [16]. A classical example of this type of electrode is the glucose electrode. 

2.8.1   Glucose  Electrode

The electrochemical measurement of glucose forms the basis of modern glucometers and point-of-care glucose measuring devices. The glucose oxidase enzymes catalyze the conversion of glucose to gluconic acid in water and oxygen. 

Glucose + O  + H O 

O

2

2

→ gluconic acid + H2 2

There are two mechanisms through which the glucose electrode functions. Both are amperometric. 

The first records the consumption of oxygen, while the second records the generation of H O . This 2

2

method is available in both wet and dry chemistry analyzer setups. This glucose measurement method is rapid but suffers from poor precision compared to spectrophotometric methods. 
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2.8.2   Urea  Electrode

Like the glucose electrode, the urea electrode utilizes an electrode composed of ammonium with a cel-lophane envelope coating a thin layer of the urease enzyme behind it. It was the first of the enzyme electrodes to be manufactured; however, it never transitioned to clinical use because of the poor selectivity of ammonium electrode. In addition, the spectrophotometric measurement is more accurate and precise compared to this. 

2.9   Factors Affecting Ion-Selective Electrode Measurements

Many factors influence the accuracy and precision of potentiometric measurement. These may lead to results significantly different from those obtained by other methods. Device manufacturers usually control for technical factors like junction potentials and interfering ions to minimize their impact on the analytical system. 

2.9.1   Selectivity

Majority of electrodes used in clinical practice must have very high selectivity toward a target ion in biological fluids, particularly serum and whole blood. All electrodes can respond in varying degrees to more than a single ion. Various techniques have been adopted to reduce the contribution of interfering ions by modifying some of the measurement conditions or remove the interfering ions. The membrane potential of an electrode is the sum total of potentials from all the ions the electrode responds to. Each ion’s potential is based on the membrane’s selectivity to that ion [17]. The Nicolsky-Eisenman equation describes this relationship:



 RT

 EMF   EO 

 loge   Ai   Sij 1*  Aj 1  Sij 2*  Aj 

2 . 

 nF

Where Ai is the activity of the major ion being measured, Aj1, Aj2, etc. are activities of interfering ions of the same charge, Sij1, Sij2 etc. The contribution of each ion to the membrane potential is the product of the activity of the ion and the selectivity constants are relative to the major ion (Ai), the selectivity constant of the major ion being unity. 

2.9.2   Junction  Potentials

This is the potential that arises at the junction of two solutions of different physical or chemical properties, where the mobility of ions in the solutions differs. This results in a charge separation at the interface of the two fluids. 

In clinical practice, the junction potential may arise between serum and the electrode as well as plasma and erythrocytes. The issue of junction potentials can be approached in several ways to minimize its effects on the accuracy of measurement. This can be achieved by calculations which correct for errors from junction potentials and changing the concentration of the electrolyte solution [18]. 

2.9.3   Temperature

The Nernst equation shows that the ionic activity measured by an electrode is temperature dependent. An increase in the temperature of the solution increases the sensitivity of the measurement and the response rate of the electrode [19]. 

[image: Image 6]
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2.9.4   Chemical  Interferences

 2.9.4.1   Endogenous Chemical Interference

Chemical compounds in plasma can bind to ions of interest and affect the accuracy of potentiometric measurements. A classic example is calcium which has a high percentage of plasma calcium bound to albumin. In such cases, spectrophotometric methods are preferred to potentiometric methods for measuring total calcium, since they can estimate both bound and unbound calcium concentrations. However, potentiometry is reserved for the measurement of ionized calcium [20]. Many other compounds in blood bound to proteins and cell membranes, examples are Cu, Zn, Pb, etc. The free ion concentration for these compounds is easily measurable, thus the ions need to be liberated before estimations are made. 

 2.9.4.2   Exogenous Chemical Interference

Anticoagulants such as EDTA, citrate, and oxalate act by removing calcium from plasma thus they may interfere with potentiometric calcium measurement. Heparin inhibits antithrombin III; however, there is some minimal calcium binding. To correct the heparin-binding error, very low volumes of heparin are used as anticoagulant, or the heparin is pre-saturated with calcium [21]. 

2.9.5   Protein-Lipid Dilution Effects

Electrochemical measurements are routinely performed on whole blood, plasma, or serum samples. 

Ideally, the presence of red blood cells, proteins, and fats (lipids) shouldn’t interfere with the electrode’s ability to detect the target ions. This assumption is based on the concept of the electrolyte exclusion effect (Figure 2.3) [22]. Imagine a sponge soaked with water (representing the watery part of plasma, where electrolytes reside) and tiny balls (representing proteins and lipids). Squeezing the sponge (adding more protein/lipid) reduces the available space for water. Similarly, high protein or fat content in blood can condense the water volume where electrolytes are found. There are two main methods for electrolyte analysis: direct ISE measurement and indirect ISE measurement. In healthy individuals, plasma is about 93% water and 7% protein and lipids combined. Direct ISE measures electrolytes directly in the sample without dilution, assuming this 93% water content. While this assumption leads to slightly higher readings than reality due to the exclusion effect, manufacturers have already incorporated corrections into their instruments [23]. 

However, things get more complex when the analysis involves diluting the sample before using the ISE 

(indirect ISE measurement). This might be necessary if the blood has abnormally high protein (e.g., in multiple myeloma) or fat (e.g., high cholesterol) levels. As mentioned earlier, these extra proteins or fats act like the squeezing action on the sponge, reducing the water content where electrolytes reside [23]. 

FIGURE 2.3  Electrolyte exclusion effect. 
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The problem with indirect ISE in such cases (hyperlipidemia or hyperproteinemia) is that the measurement still assumes the same fixed water content. Since the sample is diluted, this leads to an underestima-tion of the electrolyte levels, even though they might actually be high. 

Healthcare providers can opt for direct ISE measurement or alternative methods like flame photometry to avoid this issue. Flame photometry directly measures the light emitted by excited elements like sodium and potassium, bypassing the need for assumptions about water content and avoiding the exclusion effect. Additionally, advanced ISE methods have been developed that can account for the exclusion effect, making them reliable even with abnormal protein or lipid levels. 

2.10   Advantages and Disadvantages of Ion-Selective Electrodes

2.10.1   Advantages



1.  The technique allows for very rapid analysis of samples, significantly reducing the turnaround times (TAT). 



2.  The instrumentation is simple and this allows portable and affordable point-of-care devices to be manufactured. 



3. This technique offers sample versatility since optically clear solutions are not required. Thus, whole blood may be used in the analysis. 

4. The integrity of the sample is preserved throughout the analysis, thus subsequent measurements of the same or different analytes can be made. 

2.10.2   Disadvantages



1.  Analysis may be influenced by ionic or chemical interferences. 

2. Electrodes have a limited half-life and may be subject to contamination leading to systematic errors. 



3.  Electrode response becomes non-linear at very high or low concentrations. 



4.  Junction potentials in different sample media may vary and create imprecise measurements. 



5. Primary calibration is difficult because calibrators are usually aqueous and must be corrected for biological solutions before running patient samples. 

2.11   Biosensors

2.11.1   Introduction

The field of electrochemistry has given rise to a fascinating new era of miniaturized devices capable of detecting molecules within biological samples. This began with Clark’s invention of the oxygen electrode [24]. He subsequently combined this innovation with the enzyme glucose oxidase within a special converter (transducer) to create the very first biosensor for detecting glucose levels [25]. Building on this initial success, researchers continued to push the boundaries. The development of fiberoptic sensors with special indicators allowed for the detection of various blood gas parameters like pH, carbon dioxide pressure (pCO ), and oxygen pressure (pO ) [26]. Today, we have implantable devices with needle-like 2

2

electrodes placed under the skin for continuous glucose monitoring. This technology has significantly improved diabetes management for many patients [27]. 

These innovations continue with extensive research and development in immunosensors and nucleic acid biosensors. These advancements are revolutionizing the landscape of molecular diagnostics and medicine, promising even more exciting possibilities for the future. 
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TABLE 2.2

Types of transducers and their application

Type of transducer

Application

Potentiometric (ion-selective electrodes, gas sensing electrodes, 

pH, pCO , Na, K, Cl occasional enzymes, and 

2

field effect transistors)

immunological analytes

Amperometric (enzyme electrodes)

Glucose, urea, creatinine, and immunological analytes

Fiber-optic devices

pH, certain enzymes, and immunological analytes

Calorimetric (thermistors)

Subcellular organelles, enzymes, vitamins, and 

antibiotics

Conductance (conductimeters)

Enzyme substrates

Acoustic (piezoelectric crystals)

Volatile gases, antibodies

2.11.2   Definition

Biosensors can be described as small devices that make use of biological and biochemical reactions to detect an analyte of interest [28]. 

There are two essential components of a biosensor:



1. Biocatalyst: these are biological elements that interact with the target analyte being measured to generate a specific response. Examples are enzymes, cells, tissues, or nucleotides [29]. 



2.  Transducer: these are devices that convert the biological or biochemical signal produced from the biocatalyst into a measurable signal response. Most common transducers (Table 2.2) generate light signals (optical) and/or electrochemical signals (potential difference or current) [30].  

2.11.3   Classes of Biosensors

Biosensors are classified based on the principle of operation of the biocatalyst. There are two main groups:



1.  Bioaffinity Biosensors

These operate on the principle of selective binding of the analyte of interest to a specific ligand-partner. Examples of this ligand – receptor pairings are antigens, antibodies, nucleotides, DNA, and cells [31]. 



2.  Biocatalytic Biosensors

These devices make use of enzymes that catalyze the target substrate (analyte) into products, which can be measured. An example of this is the glucose oxidase sensor popularly used for 

glucose measurement and monitoring in the management of diabetes mellitus [30]. 

2.12   Enzyme-Based  Biosensors

The glucose biosensor is the most popular clinical biosensor [32]. The prototype enzyme biosensor and its invention paved the way for other enzyme-based biosensors specific for detecting urea, creatinine, and lactate [33]. 

The glucose biosensor is an amperometric PO  sensor coated with a membrane with immobilized glu-2

cose oxidase. This outer membrane allows glucose and O  to pass to the electrode but blocks the entry of 2

proteins and other molecules into plasma [34]. 

The reaction between glucose and glucose oxidase proceeds as follows:

Glucose + O  glucose oxidase gluconic acid + H O

2 

2

2
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The transducers read glucose concentrations in two main ways. 

 2.12.1   Mechanism of First-Generation Instruments

First-generation devices made use of the rate of consumption of O , which is measured amperometri-2

cally by its reduction at the electrode. Another approach was to measure the rate of production of H O  

2

2

at the electrode. The generation rate of gluconic acid can be measured using a pH electrode to detect the decrease in pH [35]. The dependence of this method on O  concentration introduces challenges due to the 2

non-stoichiometric relationship between O  concentration and the glucose oxidase reaction. This non-2

linearity is particularly pronounced in diabetic blood samples with significantly elevated glucose levels. 

To circumvent this problem, some devices dilute samples and calibrators significantly with a buffer to correct the O  concentration in the sample. However, newer generation devices take a different approach 2

to estimate glucose concentration using the glucose oxidase method. 

 2.12.2   Mechanism of Second-Generation Instruments

This method incorporates compounds on the surface of the electrode capable of capturing electrons in the redox reaction. These compounds include quinones, conductive organic salts, ferrocene, and redox osmium polymers. In these devices, the rate of glucose oxidation is measured by the generation of electrons from oxidized glucose at the surface of the electrode. This method not only eliminated the dependence on glucose estimation of O  concentrations but also reduced interference from substances such as 2

uric acid, ascorbic acid, and acetaminophen, which are oxidized by the enzyme. Modern glucometers used for self-blood glucose monitoring make use of this method [36]. 

2.13   Cell-Based  Biosensors

These biosensors incorporate whole cells or tissues into their analytical process [30]. These cells contain the enzyme biocatalysts, thus eliminating the cumbersome process of enzyme extraction and purification. This system is more economical compared to the system that incorporates only enzymes. Cell-based biosensors come in various forms, including single-cell type, multicellular type, and mixed cell and enzyme type; simple systems typically incorporate single-cell microorganisms [30]. An example is the using cholesterol oxidase in microorganisms as a biocatalyst for a cholesterol biosensor [37]. 

2.14   Enzyme  Immunosensors

Enzyme immunosensors make use of the enzymes as the biocatalyst and incorporate antigen-antibody systems for detection [38]. Immunosensors may be labeled or non-labeled, with transducers typically potentiometric; antibodies can be incorporated on the membrane or electrode [39]. Some analytes that use enzyme immunosensors include human chorionic gonadotropin (hCG), serum albumin, and alpha-fetoprotein (AFP) [40]. 

Antibodies may also be labeled with enzymes, such as IgG coupled to catalase, and the pattern of reaction may be non-competitive or competitive [41]. 

2.15   DNA  Biosensors

DNA biosensors recognize nucleic acids and offer a rapid and simple method for detecting genetic material in infectious diseases and cancers and rare in-born errors of metabolism. The advantage of DNA biosensors is that it is target specific compared to enzymes and immunoglobulins which are subject 

22

 Diagnostic Advances in Precision Medicine and Drug Development 

to cross-reactivity [42]. Sequencer-specific hybridization biosensors are often coupled to either optical, electrochemical, mass-spectrometry, or microarray chips as transducers or detectable methods [43]. 

2.16   Future Applications of Biosensors

The development of biosensors has accelerated these so-called “nanodevices” in clinical use [44]. 

Biosensors offer the advantage of miniaturization, which can be incorporated into nanometer scale devices in clinical diagnosis [45]. The advent of diagnostic biochips, an application of biosensor nanotechnology, enables the simultaneous analysis of hundreds of genes [46]. Gene primers and probes bonded to chip surfaces specifically bind to complementary copies in the patient’s sample, allowing for the detection of infectious microbes using this method [47]. 
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3.1   Introduction

3.1.1   Mass  Spectrometry

Mass spectrometry (MS) is a powerful analytical tool used to identify and measure the molecular mass of macromolecules and small molecules. MS measures the mass-to-charge ratio (m/z) of the ionized molecules in the gas phase under low pressure (high vacuum) [1]. The ionization process is developed in an ion source, separated inside the mass analyzer based on m/z, and then detected for better signal quantification. Biological molecules are often analyzed using MS after ionization using electrospray ionization (ESI) or matrix-assisted laser desorption/ionization (MALDI) [2, 3]. These ionization methods are considered soft ionization techniques that do not significantly fragment the analyzed compounds. 

The electrospray process involves the generation of a fine mist of charged droplets from a liquid sample, which subsequently undergoes desolvation and ion formation, ultimately allowing for the introduction of the analytes into the mass spectrometer [4]. At the same time, the underlying principle of MALDI-MS 

involves using a matrix material that absorbs energy from a laser, facilitating the desorption and ionization of the sample. The MALDI process relies on the co-crystallization of the analyte with an energy-absorbing matrix compound, which is then irradiated by a pulsed laser. The matrix absorbs the laser energy, leading to the desorption and ionization of the sample, which are subsequently detected by a mass spectrometer [5]. MALDI-MS is often used to analyze peptide mixtures in less complicated matrices. However, ESI-MS is favored for the analysis of intricate samples. 

The MS analyzers are the most critical component for separating the ions based on their m/z. The resolving power of these analyzers is varied, such as quadrupole and conventional ion trap, and high resolution, such as time-of-flight (TOF), orbitrap, and Fourier-transform ion cyclotron resonance (FT-ICR) analyzers. They exhibit significant dissimilarities in structure and efficiency, which are two distinct aspects, each with advantages and disadvantages. These analyzers may function independently or, in some instances, be used in tandem to leverage each other’s respective benefits [6]. The performance of the mass analyzers may be assessed by considering factors like resolution, mass accuracy, and acquisition speed [7]. One of the most active areas of mass spectrometric development in recent years has been the improvement of resolution. Resolution in MS refers to the capacity to differentiate between two peaks with slightly varying mass-to-charge ratios ΔM in a mass spectrum [8]. Mass accuracy refers to the difference between the theoretical and measured mass, indicating the deviation of the instrument’s response. The measurement is often denoted in parts per million (ppm) [9]. Acquisition speed in mass spectrometry refers to the velocity at which the instrument collects data, specifically how rapidly it can scan over a range of m/z values and capture the quantity of ions at each point. 

Another important characteristic of MS is the dynamic range. This refers to the capacity to determine proteins with low abundance in extremely abundant proteins [10]. 
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MS is a prominent technology that facilitates translating research into clinical practice. It is often used in many settings for therapeutic drug monitoring (TDM), toxicology, and conducting newborn screening for genetic abnormalities [11, 12]. Utilizing clinical MS approaches contributes to advancing our comprehension and skills to improve therapy by investigating individual-level chemical pathology in greater depth [13]. MS is an effective tool for integrating precision medicine into practice. 

3.1.2   Proteomics

Proteins are organic compounds composed of amino acids, serving as life’s fundamental units. The genetic code of the genome is translated into different proteins to encode cell functionality and diversity. 

While mRNA expression may provide insights into protein expression, mRNA expression levels do not consistently correlate with protein abundance [14]. In addition, the examination of mRNA fails to consider protein post-translational modifications, cleavage, complex formation, and localization, as well as the many alternative mRNA transcripts that might be generated. Several post-transcriptional modifications prevent a direct correlation between gene expression and the final product. 

Furthermore, the resulting proteins frequently exhibit variations compared to the initial gene [15]. 

These factors are crucial for protein functionality [16]. Unlike mRNA, proteins are characterized by greater stability. They are often found in far larger amounts inside the cell, reducing the likelihood of fluctuations in their levels. Proteins are more immediate and essential in preserving cellular activities than transcripts [17]. Furthermore, proteome expression is more sensitively associated with physiological and environmental stresses, such as phenotype, than the genome or the transcriptome [18, 19]. 

The study of proteins and their collective effects on the structure and function of cells is a part of modern proteomics. Thus, proteomics is an emerging branch of science, categorized within the broader topic of “omics”, that investigates the connections, functions, compositions, and architectures of proteins and their activities inside cells [20]. The expression “proteome” was first coined by Mark Wilkins in 1994 to describe the range of proteins from a genome to an organism in proteomics [21]. Proteomics thus involves the identification of the proteins present to understand the complexity of a biological system. 

Proteomics is inherently multidisciplinary, made possible by the synchronized integration of several scientific disciplines. Some important areas of study in this field include genome sequencing, protein separation science, MS technique, and bioinformatics [22]. 

MS was the revolutionized technique in proteomics, especially for protein identification and quantification [23]. The progression of MS-based proteomics technology has enhanced our comprehension of proteomes’ intricate and ever-changing characteristics. In addition to MS, the field of proteomics has dramatically profited from advancements in genomics, particularly by completing the Human Genome Project [24]. This landmark achievement provided a comprehensive reference of the human genetic code, enabling researchers to understand the relationship between genes and proteins better. By accessing the complete genome, scientists can accurately identify and quantify proteins, study their functions, and understand how genetic variations influence protein expression and modifications. This synergy between genomics and proteomics has enhanced our ability to explore complex biological systems and diseases at a molecular level. 

MS-based proteomics can be categorized into untargeted (“discovery”) and targeted proteomics. 

Untargeted proteomics aims to determine and measure the maximum number of proteins feasible. In contrast, target proteomics seeks to identify and measure a particular group of proteins in a complex biological sample [25]. Targeted proteomics methods enable the establishment of efficient and accurate assays that can test and validate potential biomarkers with high sensitivity, reproducibility, and quantification [26, 27]. In the targeted approach, methods like selective reaction monitoring (SRM), multiple reaction monitoring (MRM), and parallel reaction monitoring (PRM) utilize proteotypic peptides that represent target proteins [28]. These methods are employed to create efficient and sensitive tests for individual proteins or groups of proteins [29]. Bottom-up and top-down proteomics are the two main methods in MS-based proteomics. “Bottom-up” protein analysis involves characterizing proteins by analyzing peptides that arise from the protein through proteolysis [30]. In contrast, “top-down” involves the analysis of intact protein without prior proteolysis [31]. 
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Two commonly used MS data acquisition strategies are data-dependent acquisition (DDA) and data-independent acquisition (DIA). In DDA modes, the mass spectrometer fragments the peptide peaks that are most abundant automatically in every scan [32]. In particular, sequential window acquisition of all theoretical mass spectra (SWATH-MS) fragment peptides in DIA mode falls within a certain mass-to-charge (m/z) range [33]. 

Success in MS-based proteomics hinges on three key aspects: sample preparation, measurement, and data analysis. Prior to MS analysis, two-dimensional gel electrophoresis (2-DE) and sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) were the main techniques used for sample separation with more than 10,000 proteoforms [34]. 

Since 2011, proteomics has substantially evolved, introducing the age of “next-generation proteomics”. 

The progress has been propelled by the simultaneous utilization of the Orbitrap mass analyzer, upgraded LC technology, and better MS parameters [35, 36]. 

In medicine, the most immediate benefits of applying proteomics methods include identifying novel disease-specific markers from differential protein profiling, elucidating protein function, understanding the basic mechanisms of many disorders and treatments, and discovering therapeutic targets and treatments [37 –40]. 

Due to the position between genetic and epigenetic inputs, biochemical outputs, and the integration of environmental signals, proteomics is well-suited to contribute substantially to health discovery and management. 

3.1.3   Precision  Medicine

Clinical decision-making formerly used a “one-size-fits-all” strategy, which depended on pathophysiology knowledge and clinical experience [41]. 

The inter-individual heterogeneity in many illnesses indicates that approaches for treating, monitoring, and preventing a disease must be diverse or “personalized” to each individual’s unique biochemical, physiological, environmental exposure, and behavioral profile [42]. 

A notable change in how diseases are treated, monitored, and prevented is known as personalized medicine. In this context, personalized medicine tailors individual treatments to achieve maximum efficacy and minimal toxicity [43]. According to the US National Human Genome Research Institute, personalized medicine is “an emerging practice that uses an individual’s genetic profile to guide disease prevention, diagnosis, and treatment decisions”. 

Personalized medicine is not new; it has been around for more than two millennia, as stated in The Yellow Emperor’s Canon of Internal Medicine. However, the concept of personalized medicine has gained significant traction recently due to two key factors. First, the realization is that most drugs have limitations in effectiveness and safety. Second, advancements like the Human Genome Project have allowed tailoring treatments based on individual genetic profiles [44]. 

Precision medicine (PM) and personalized medicine are frequently used interchangeably in practical applications. The White House introduced the PM Initiative in 2016 (https://obamawhitehouse .archives 

.gov). Since then, it has garnered interest from the worldwide community. PM aims to better “fit” therapy to an individual patient by considering the patient’s genetics, epigenetics, proteomics, and other patient variables. Personalized medicine is a fairly old concept considering the patient’s genetic composition, beliefs, interests, knowledge, and social circumstances [45]. The phrase “personalized” was first taken with skepticism since some thought it might suggest that preventative and treatment plans are specifically tailored to each person. Due to this, “precision medicine” was chosen above “personalized medicine” by the US National Research Council [46]. 

PM seeks to stratify patient groups for more efficient and tailored therapy to improve human health while reducing the risk of side effects [47]. Innovations in diagnosis and tailored treatments made possible by integrating massive amounts of data with state-of-the-art computer analysis further benefit the healthcare sector. Technological advancements in patient characterization utilizing “omics” such as proteomics, metabolomics, and genomics, coupled with the recent finishing of the Human Genome Project, open the door for PM to impact clinical decision-making significantly [48]. PM enables anticipating treatment responses and potential negative outcomes by identifying and studying novel prognostic, 
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diagnostic, and therapeutic biomarkers. This helps fill the gap between fundamental research and patient clinical management. 

One of the mainstreams of PM is “pharmacoproteomics”. The term “pharmacoproteomics” came in 

parallel with “pharmacogenomics” and was first mentioned in the literature in the early 2000s [49, 50],  

corresponding with the initial stages of rapid expansion in the broader field of proteomics and its associated technologies. Pharmacoproteomics enables the examination of drug mechanisms at the proteome level, allowing for the exploration of toxicity, resistance, and the identification of possible new therapeutic targets at the early stages of drug development [51]. 

In addition to biomarkers for diseases and pharmacoproteomics, prototype creation and refining are key to individualized treatment in precision medicine. Cancer diagnostic prototypes such as liquid biopsy tests are being developed to identify circulating tumor DNA (ctDNA) in blood samples. These prototypes provide real-time insights into a patient’s tumor biology by monitoring cancer development and therapy response non-invasively. These early-stage diagnostic technologies may discover genetic mutations and modifications to guide targeted medicines, increasing treatment success and reducing adverse effects [52]. As prototypes are evaluated and adjusted, they enable more accurate and tailored cancer therapy, demonstrating precision medicine’s transformational potential. While the integration of omics-generated data and clinical data is driving the growth of PM, covering detailed discussions of various omics technologies is beyond the scope of this chapter. Therefore, our focus in this chapter will be only on proteomics. 

3.2   Applications of Mass Spectrometry-Based Proteomics in Precision Medicine

Since 2001, the announcement of the human genome draft has resulted in the availability of a significant quantity of knowledge about gene products via genomic sequencing [53]. The advancements in genomics and transcriptomics have contributed significantly to the development of precision medicine [10]. These areas have revolutionized our comprehension of the molecular components of illnesses, resulting in the development of tailored therapies. Genomics thoroughly analyzes the genetic code, whereas transcriptomics specifically studies gene expression in a cell or organism [54]. These technologies have enabled the discovery of many mutations that have spread across various diseases. 

Nevertheless, the two issues of indicating the shift from superfluous mutations into “real” disease drivers and the question of managing disease heterogeneity, such as in cancer and its resilient clonal populations, remain challenging. The heterogeneity in the wider population challenges the implementation of precision treatment and customized medicine. This heterogeneity has resulted in limitations in the performance of biomarkers and the effectiveness of therapeutic interventions [55]. Furthermore, these various mutations alone are inadequate indicators of the disease phenotype. The phenotype influences the environment, lifestyle choices, social factors, and epigenetic effects. One method of seeing how those mutations translate to the functional level is by analyzing proteins in cells and tissues affected by diseases like cancer, which can reveal information about disease pathways and potential treatment targets for medical interventions [56]. Drugs that specifically target mitogen-activated protein kinase 1 

(MAPK), Phosphoinositide 3-kinases (PI3K), serine/threonine-protein kinase B-raf (BRAF), vascular endothelial growth factor (VEGF), anaplastic lymphoma kinase (ALK), and epidermal growth factor receptor (EGFR) directly inhibit these targets at the protein level, instead of at the level of individual genes [57]. 

Immunoassays have been the primary method used in medical diagnostics for more than five decades. 

Although immunoassays have benefits in terms of sensitivity and dynamic range, their inability to conclusively identify the target molecule is a substantial constraint. 

On the other hand, MS is becoming a very attractive option since it has high sensitivity, accuracy, and speed, relies less on reagents, does not rely on protein epitopes, and has greater multiplexing capabilities for particular analyses [58]. Advancement in MS technology is positioned to overcome the inherent limits of immunoassays. In this regard, MS-based proteomics offers an emerging tool for comprehensively identifying and quantifying biomolecules in samples like blood and urine. Through this technology, we can understand the relationships among biological elements relevant to various diseases [58]. In addition, 
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this approach has played a role in advancing precision medicine by allowing for tailored treatment and diagnostic strategies for patients [59]. In particular, quantitative proteomics offers a cutting-edge strategy as a vital method in PM since it uncovers physiological distinctions across biological samples by examining protein abundance levels [60]. 

The main goal is to integrate proteomics data with genetics and clinical information to provide an individualized proteomics profile for every patient, improving the treatment process [61]. For example, by using proteomic and genomic data, it is becoming more feasible to anticipate the medicine or antibody that is most probable to result in effective therapy for a certain patient’s cancer [62, 63]. Platinum-based antineoplastic treatments are necessary for advanced ovarian carcinoma. Platinum drugs have different effects on different persons, making it difficult to predict their effects before prescribing. Yu et al. 

analyzed 130 ovarian carcinoma patients’ proteomic profiles and clinical features and established novel models to predict platinum-based chemotherapy response in ovarian carcinoma patients [63]. 

In contrast to those found in adults, pediatric tumors often show poor mutations in their DNA that can pose a challenge when pinpointing treatment targets using genomics approaches. For instance, medulloblastomas, a type of brain cancer, revealed distinctions that were identified by MS-based proteomics, not by genomics [64]. With such a study, Archer et al .  classified the medulloblastoma patients into subgroups with respect to outcomes according to proteomics data. This study indicated that utilizing MS-based proteomics to study protein modifications could be promising for uncovering diagnostic and therapeutic targets in pediatric tumors with limited genetic mutations. 

Moreover, MS-based proteomics is considered a powerful approach in identifying a target for future immunotherapies such as in ovarian cancer [65]. 

In cancer proteomics, Metamark Genetics first identified 12 biomarkers for formalin-fixed paraffin-embedded tissue samples. These biomarkers were subsequently reduced to an 8-marker test. This protein profile has shown the ability to accurately predict outcomes in prostate cancer patients, differentiating between “favorable” and “unfavorable” disease [66, 67]. Furthermore, it enhances the precision of conclusions and therapeutic interventions made after a biopsy by the ability of this test to detect unfavorable pathology during radical prostatectomy and predict risk more accurately. 

Another example of the complex nature of cancer is urothelial carcinoma (UC), which may manifest in non-invasive or aggressive forms, each with its own set of distinctive molecular and clinical characteristics [68]. Because of this heterogeneity, the treatments’ efficacy varies in UC with tumor stage and molecular profile [69]. Several studies utilizing mass proteomics approaches have found biomarkers like Cyclin D3 and aquaporin-1 [70 –72]. 

Nedjadi et al. found that haptoglobin demonstrated notable sensitivity and specificity in differentiating low-grade bladder cancer patients from controls [73]. Overexpression of aquaporin-1 has been seen in high-grade invasive UC and is linked to worse survival outcomes. 

Thus, these biomarkers hold promise for advancing treatment approaches and improving precision treatment outcomes. 

MS-based proteomic was utilized to analyze more than 130 clinical breast samples and classify them based on protein expression [74]. Various proteins, such as serotransferrin, alpha-1 antitrypsin, hemo-pexin, CRP, and albumin, have been found to be expressed differently in ovarian cancer [75]. These results indicate that they might be useful as a combination of many markers for the purpose of screening and detecting the illness. 

Lung cancer is a complex disease that often presents with symptoms that complicate early diagnosis and prognosis prediction. In a research conducted by Davies et al., a set of blood proteins was discovered that may be associated with an early risk for lung cancer [76]. Sung et al. showed that quiescin sulfhydryl oxidase 1 (QSOX1) protein was expressed in lung cancer tissue much more than in normal tissues in the area, which could be useful as a potential therapeutic target [77]. 

A proteomics study by Tang et al. showed that proteins like olfactomedin 4, kininogen-1, and Sec-24 

were differently expressed in colon cancer patients [78]. Moreover, Yu et al. found that serine/threonine kinase 4 is downregulated in colorectal cancer and may be utilized as a biomarker for early diagnosis of the disease [79]. Milighetti et al. conducted a study on 36 FFPE samples of several forms of sarcoma in a confined illness context utilizing MS-proteomics. Their study demonstrated that each subtype of sarcoma may have distinct traits that emphasize the importance of proteomics in classifying illnesses 
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[80]. Regarding chronic illnesses, Yang et al. identified urine proteins that are specifically associated with proliferative diabetic retinopathy in a group of 210 individuals diagnosed with type 2 diabetes [81]. 

Moreover, proteomic studies have been utilized to predict the susceptibility of drugs and uncover possible protein players that contribute to drug resistance [82, 83]. The successful use of precision medicine to date has been in the use of molecularly targeted therapies, such as Imatinib in Chronic Myelogenous Leukemia (CML), Trastuzumab in HER2-positive breast cancer, EGFR and ALK inhibitors in lung cancer, and B-Raf inhibitors in melanoma [84]. 

Proteomics analyses were performed on 116 stage IV melanoma patients receiving tumor-infiltrating lymphocytes (TILs) or anti-PD treatments. Patients were categorized as responders or non-responders and their protein composition was examined using high-resolution mass spectrometry. The study found substantial lipid and oxidative metabolism differences between individuals who responded well to both treatments and those who did not. Lipid and ketone metabolisms most negatively impact tumor immunogenicity and cancer cell antigen presentation [85]. Akkour et al. examined tissues collected from patients diagnosed with hyperplasia and endometrial cancer (EC). They found 32 proteins differing between EC and hyperplasia, such as desmin, peptidyl-prolyl cis-trans isomerase A, and zinc finger protein [86]. 

MS-based proteomics, a rapidly evolving omic technology in PM, is not restricted only to cancer but is seen in complex metabolic, genetics, and inflammatory diseases [87 –90]. 

Ferrannini et al. employed proteomics to identify proteins linked to coronary artery disease (CAD) risk. Multiple proteins linked to either elevated or reduced CAD risk were discovered, aiding in the stratification of patient risk, such as protein shisa-3 homolog (PS-3) and myosin regulatory light chain 2 

(MYO) [91]. 

Multidimensional data, including proteomics, further refine subgroups of neurodegenerative diseases such as Parkinson’s, which may benefit from finding novel biomarkers and more tailored treatments 

[92]. Multi biomarkers could distinguish between early stage of PD and healthy individuals such as Granulin  precursor,  Manna n-bin ding- lecti n-ser ine-p eptid ase-2 ,  Endoplasmatic-reticulum-chaperone-BiP, Prostaglaindin-H2-D-isomaerase, Interceullular-adhesion-molecule-1, Complement C3, Dickkopf-WNT-signaling pathway-inhibitor-3, and Plasma-protease-C1-inhibitor [93]. 

Neuroinflammation markers, including Transforming growth factor beta (TGF-β), Tumor necrosis factor alpha (TNF-α), Interleukin 1 beta (IL-1β), and Triggering receptor expressed on myeloid cells 2 

(TREM2), can be utilized to identify certain subgroups of Alzheimer’s disease and to create customized therapeutic approaches that focus on targeting neuroinflammation within the framework of aging-related diseases [94, 95]. 

MS-based proteomics is also essential in precision medicine for the management of cystic fibrosis (CF), a hereditary condition resulting from mutations in the Cystic Fibrosis Transmembrane Conductance Regulator (CFTR) gene. It has a major impact on the advancement and refinement of CFTR modulators, which are specialized treatments aimed at reinstating or improving the function of CFTR proteins [96]. 

Both Kalydeco (VX-770) and Orkambi (VX-770 plus VX-809) are medications for CF that were developed via the use of small-molecular compounds that modify the CFTR, ivacaftor/VX-770 and luma-caftor/VX-809 [97, 98]. 

These examples of studies showed that MS-based proteomics is becoming an additional tool in the precision medicine toolbox as technology has progressed. However, several challenges still need to be overcome before they can be widely used in clinical settings. 

3.3   Challenges and Future Directions

Many current developments in the MS-based proteomics field, such as sensitive and robust bioinformatics software, improved sample preparation, including protein digestion and fractionation, high-resolution orthogonal strategies for quantification, alternative protease cleavage to improve sequence coverage, together with new ionization approaches and novel MS instruments which provide rapid serial sampling of large clinical cohorts, have poised the modern MS-based proteomics to move on from research to clinics. 
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Nevertheless, the development of precision medicine toward integration and implementation into clinical settings represents technological and conceptual obstacles. One of the significant obstacles in using MS-based proteomics in clinical settings is the high cost and the need for specialized skills due to the complexity of these approaches. The complexity inherent in the heterogeneity of diseases, particularly cancer, plays a significant role in slowing down shifting to precision medicine. Advancements in MS-based proteomics, particularly the advent of single-cell proteomics, offer a powerful tool to overcome the challenge of cellular heterogeneity within tumors [99]. In addition, there is a lack of reproducibility and technical standardization. In order to completely verify these potential biomarkers, it is imperative to conduct extensive, prospective multi-center clinical studies in the near future, using standardized methodologies. Moreover, a complete quality control (QC) analysis is required to overcome next-generation proteomics’ standardization and reproducibility issues. This framework should include standard reference materials, standard operating procedures (SOPs), and well-defined reference datasets. 

Integrated omics datasets with clinical data are essential to complete the picture of our understanding of disease heterogeneity and find potential biomarkers to aid in the development of precision medicine. 

However, large omics datasets often have limited overlap in the information they capture and poor correlation [100]. Additionally, large-scale data generates computational and statistical challenges. 

Future research efforts should focus on overcoming these obstacles in order to provide extensive multiomics data necessary for understanding the intricate biological pathways that control tumor development and progression, resistance to therapy, and the likelihood of recurrence. In order to make significant progress in precision medicine and precision oncology via the use of multiomics techniques, it is necessary to redirect attention away from the limited number of potential diagnostic biomarkers now being promoted to physicians, and instead prioritize the study of comprehensive multiomics signatures and processes. More robust instrumentation, broad training, and standardization are still needed to advance precision medicine. Although there are constraints, MALDI has made progress in identifying bacteria, opening doors for MS use in clinical settings, and the development of precision medicine [62]. 

Additionally, thanks to advancements in sequencing technology, it is now possible to achieve a proteome that covers over 80% of the transcriptome in just 6 hours [101]. This efficient and cost-effective workflow has made proteomics more accessible than ever before. Currently, precision medicine often depends on funding provided for short periods of time and specific projects. These financing strategies usually have a restricted scope and do not consider long-term viability [102]. In order to effectively achieve precision medicine’s future promise, it is essential to transition to finance structures that prioritize long-term viability and expandability. 
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4.1   Introduction

High-performance liquid chromatography (HPLC) is an important analytical tool in medicine and therapeutics. HPLC, known for its precision, versatility, and dependability, separates, identifies, and quantifies components in complicated mixtures. It is a vital instrument in contemporary analytical chemistry, with applications spanning drug discovery, clinical diagnostics, therapeutic monitoring, and pharmaceutical research. This chapter delves into HPLC’s numerous utility in medicine and therapeutics, covering its principles, applications, and prospective future use. 

Essential components of an HPLC system are:

1. 

 Mobile Phase: A solvent or solvent combination that propels the sample across the column. 

2. 

 Pump: Maintains a constant flow rate by delivering the mobile phase at a consistent pressure. 

3. 

 Injector: Introduces the sample into the liquid stream of the mobile phase. 

4. 

 Column: Packed with stationary phase material, wherein separation occurs. 

5. 

 Detector: Identifies and measures separated items as they exit the column. Common detectors include mass spectrometers, ultraviolet-visible spectroscopy (UV-vis) detectors, mass spectrometry (MS), and fluorescence detectors. 

6. 

 Data System: Collects, sorts, and assesses data, typically resulting in chromatograms. 

The use of HPLC is primarily to separate components between two phases: a mobile phase and a stationary phase. While the mobile phase passes through the stationary phase in a column, different components of a sample mixture separate according to their chemical and physical properties. The choice of a stationary phase, the composition of the mobile phase, the flow rate, the temperature, and the characteristics of the sample all influence the separation process. 

4.2   Clinical Utility of HPLC in Medicine and Therapeutics

4.2.1   Drug  Discovery

Drug discovery often involves extraction, isolation, and purification of active moieties from plant and animal sources. This is a tedious process and requires skill and expertise in the area. Furthermore, drug molecules may be produced by synthetic procedures; however, that also requires some level of skill and 36
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expertise. Often, synthetic molecules may have higher purity with little adulteration. However, to ensure the safety, stability, and efficacy of molecules obtained from both natural and synthetic sources, a series of characterization steps are required. These characterizations may be both qualitative and quantitative, and HPLC plays a major role. There are a number of HPLC methods that have been developed for plant-based and synthetic molecules. A few of them are listed in Table 4.1. 

The development of the new HPLC methods and the detection of molecules are based on several 

parameters such as the pKa value, partition coefficient, hydrophilicity and lipophilicity, ionization, solubility, temperature, and light sensitivity of the molecules. These parameters are mainly studied at the pre-developmental stage or considered as preliminary pre-formulation data. 

HPLC in solubility and dissolution studies helps in estimating the presence of molecules in respective media. HPLC is also useful in the stability studies of drugs where it can assist in determining the degradants produced due to exposure to light, temperature, hydrolysis, and oxidation. It can assist in effectively calculating the conversion of parent molecules or drugs to percent degradants. During the drug discovery process, HPLC is helpful in impurities profiling and can be used in taking a decision on suitable methods or materials for the synthesis of new molecules. 

Often, HPLC methods developed should be validated, especially for their specificity, sensitivity, accuracy, precision, and robustness. The HPLC methods developed at this stage are most often utilized even at the drug development stage for the estimation of drugs or molecules in formulations. 

4.2.2   Drug  Development

Another application of HPLC is its use in drug development. During the drug development process, HPLC 

is important in the determination of drug content, and drug entrapment, among others. Furthermore, HPLC is also used for in vitro drug release studies, where there is the estimation of drug in dissolution aliquots at different time points. Similar to the drug discovery process, HPLC is also useful in the calculation of the shelf-life of formulations by estimating drug concentrations in them. HPLC methods used at the drug discovery stage can also be used at the drug development stage. However, if chromatographic conditions are modified for any reason, then specificity, sensitivity, precision, accuracy, and robustness should be ensured. Therefore, HPLC may be used as an analytical tool for the optimization of the best drug formulation [11]. HPLC can aid in deciding if formulations need further modifications to improve their quality and shelf-life, as well as the fate of formulations at the preclinical and clinical stages. HPLC 

methods for the estimation of different drug formulations have been listed in the Table 4.2. 

4.2.3   Preclinical  Studies

Once drug formulations are developed, they undergo preclinical studies, where pharmacokinetic, bioavailability, and pharmacodynamic studies are performed. At this stage, the formulations are tested in suitable animal models. The formulations are given to animals by a suitable route and samples are collected: blood (serum or plasma) or urine or feces or organ tissues, depending on the requirement of the study. For pharmacokinetic, bioavailability, and tissue distribution studies, collected samples are processed: extraction and isolation of drugs or metabolites with appropriate procedures or methods, and the concentration of isolated molecules estimated using HPLC or liquid chromatography-mass spectrometry (LC-MS). The bioanalytical method used may have similar chromatographic conditions as the analytical method. However, the percent relative standard deviation values may be different for the biological samples and may not be the same as those of the analytical method. Thus, even if the same chromatographic conditions are used at this stage, these should be validated with the optimized method or conditions of extraction and isolation of molecules from biological samples. A few bioanalytical methods for the estimation of molecules, drugs, and/or metabolites are shown in Table 4.3. 

38

 Diagnostic Advances in Precision Medicine and Drug Development 

)

ce

eren

1

2

3

4

5

6

7

( Continued

efR

A) 

A); 

A 

CN, 

ent 

ater and 

CN

: 

A

2Cl

hase

w rate of 

2

yl alcohol 

CN) and 

, B); (40:60, 

The solv

bile p

(MeOH): A

Mo

ent B is 100% 

w rate 1 mL/min with the 

O (0.1% formic acid, 

xane: Isoprop

2

CN and 0.1% ortho 

CN: MeOH: CH

ater: acetonitrile (10:90, 

Acetonitrile (A

orthophosphoric acid (OP

(50:50, % v/v)

Flo

gradient from 0 to 5 min 

100% (A), from 5 to 15 min 

30% (B), from 15 to 20 min 

70% (B), and from 20 to 25 

min 100%

[H

Methanol 

(40:15, %v/v

%v/v)] with a flo

0.8 mL/min. 

is 0.2% formic acid in 

deionized milli Q w

solv

A

phosphoric acid (30:70, % 

v/v)

A

n-heptane (75: 20: 2.5: 2.5, 

%v/v)

n-he

(5%)

W

%v/v)

ype

thod t

Me

Isocratic

Gradient

Gradient

Isocratic

Isocratic

Isocratic

Isocratic

etectorD

-vis

-vis

-vis

-vis

-vis/ MS

UV

UV

UV

UV

UV

UV

UV

sed

ent um

creening

struIn

rug s

HPLC

HPLC

HPLC

HPLC

HPLC

HPLC

HPLC

uantitative d

nd q

le(s)

olecuM

ualitative a

or q

Hesperetin

Gallic acid and hesperetin

Quercetin

Andrographolide, eugenol, 

and zingerone

Carotenoid (lutein, 

zeaxanthin, beta-

cryptoxanthin, and 

beta-carotene)

Lutein

Lutein

.1

ethods f

LE 4

C m

B

PL

. 

TA

H

 No

1

2

3

4

5

6

7

 High-Performance  Liquid  Chromatography   

39

ce

eren

8

9

10

efR

A

ent 

w 

B: 

ent B: 

A; 

ent 

hase

solv

A; 8–12 min, 

ater containing 

ater; Solv

bile p

CN; 

W

Mo

A: 

A: Methanol; solv

A; 12–16 min, 80% 

. Gradient elution: 

ent A: Acetonitrile; 

ent B: w

ent 

ent A: A

ent 

ater

Solv

solv

0.2% phosphoric acid. 

Gradient elution from 10:90 

to 100:0, %v/v) to a flo

rate of 0.8 mL/min

Solv

acetonitrile. Gradient 

elution: 0–5 min, 80% 

5–8 min, 40% 

50% 

 Method A:

Solv

0.1% phosphoric acid in 

w

0–35 min, 92% B; 35–45 

min, 78% B. 

 Method B:

Solv

B: 4% acetic acid. Gradient 

elution: 0–4 min, 100% B; 

4–10 min, 50% B; 10–20 

min, 20% B; 20–22 min, 

50% B

ype

thod t

Me

Gradient

Gradient

Gradient

etectorD

A)

UV

UV

Photo diode array 

(PD

sed

ent um

creening

struIn

rug s

HPLC

HPLC

HPLC

allic 

uantitative d

nd q

le(s)

allic acid, 

)

feic acid, g

D

olecuM

UE

TIN

ualitative a

genin, quercetin, 

or q

Ber

isosalipurposide, and 

quercitrin

Quercetin, caf

acid, Chlorogenic acid, and 

naringenin

Quercetin, ascorbic acid, 

benzoic acid, g

vanillin, resorcinol, and 

catechol

ON(C

.1 

ethods f

LE 4

C m

. 

PL

TAB

H

 No

8

9

10

40

 Diagnostic Advances in Precision Medicine and Drug Development 

TABLE 4.2

HPLC methods used in the drug development process

Drug(s) or 

Instrument 

Method 

No. 

molecule(s)

used

Detector

type

Mobile phase

Reference

1

Biocaluamide and 

HPLC

UV-vis

Isocratic

ACN and 0.1% acetic 

12

Hesperetin

acid (45:55, %v/v)

2

Cinacalcet 

HPLC

UV-vis

Isocratic

Phosphate buffer and 

13

hydrochloride

ACN (40:60, %v/v) 

pH adjusted to 3.0

3

Picroside I, 

HPLC

UV-vis

Gradient

Solvent A: ACN and 

14

Plumbagin, and 

solvent B: 0.1% 

Z-guggulsterone

orthophosphoric 

acid in water. 

The following 

gradient of: 0 to 12 

min, 25% A; 12–17 

min, 25–80% A; 

17–32 min, 80% A; 

and 32–37 min 

80–25% A at a flow 

rate of 1 mL/min

4

Ritonavir

HPLC

UV-vis

Isocratic

Ortho phosphoric 

15

acid: water (pH 3.0) 

(40:60, %v/v)

5

Irinotecan

HPLC

UV-vis

Isocratic

ACN: Potassium 

16

phosphate buffer 

(pH 2.5) with 0.1% 

triethylamine 

(45:55, %v/v)

6

Gefitinib

HPLC

UV-vis

Isocratic

ACN: Ammonium 

17

formate buffer pH 

2.5 (30:70, %v/v)

7

Asenapine maleate

HPLC

UV-vis

Isocratic

ACN: Potassium 

18

phosphate solution 

containing 0.1 %v/v 

triethylamine 

(20:80, %v/v)

8

Valsartan

HPLC

UV-vis

Isocratic

Ammonium formate 

19

(pH 3.0): ACN 

(57:43, %v/v)

9

Lacidipine

HPLC

UV-vis

Isocratic

ACN: 0.1% 

20

triethylamine 

solution (pH 6.5) 

(90:10)

10

Lamotrigine

HPLC

UV-vis

Isocratic

Ammonium formate 

21

buffer: ACN (65:35, 

%v/v)

11

Rivastigmine 

HPLC

UV-vis

Isocratic

ACN: Potassium 

22

hydrogen tartrate

phosphate buffer 

solution (Ph 3.0) 

(24:76, %v/v)

12

Cilinidipine

HPLC

UV-vis

Isocratic

Ammonium formate 

23

(pH 4.0): ACN 

(22:78, %v/v)
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 4.2.3.1   HPLC in Pharmacokinetic Studies – Quantification of 

 Drugs and/or Metabolites in Serum and Plasma

Pharmacokinetic parameters can be estimated when drugs and/or their metabolites in serum or plasma are determined. The quantification of drugs and/or metabolites can be performed with the help of HPLC. 

Often, pharmacokinetic parameters are calculated with suitable methods or software. Pharmacokinetic parameters estimated may include bioavailability, clearance, distribution, residence time of a dosage form, and half-life. HPLC methods used here should have high sensitivity and should give accurate results. Based on the drug and metabolites, specific detectors may be used in estimating their presence in the biological samples. These HPLC methods may also be used in estimating the unchanged drug and/

or metabolites in urine and feces. 

The quantification of some anticancer drugs, such as paclitaxel and doxorubicin, in plasma is quite challenging because of the presence of proteins and other plasma constituents that may interfere with the analysis. HPLC-MS has been used with good effect to quantify these drugs in plasma. For example, methods coupled with HPLC-MS have been developed that quantify paclitaxel with a high degree of accuracy in plasma for dose optimization and toxicity minimization [32]. 

Antiepileptic drugs (AEDs) such as carbamazepine and phenytoin are commonly assayed in serum to prevent toxicity. Clinical laboratories are currently utilizing HPLC with UV detection for the estimation of these drugs for this very purpose. Separation of AEDs from endogenous serum components allows appropriate therapeutic drug-level monitoring [33]. A few case studies are given below: Case Study 1: Monitoring Tacrolimus Levels for Transplant Patients

Tacrolimus, an immunosuppressant used to prevent organ rejection in transplant patients, has a narrow therapeutic window and requires precise dose monitoring. Jain et al. [34] used HPLC to assess tacrolimus levels in renal transplant patients. Blood samples were taken at various time intervals following administration, and the drug concentration was quantified by HPLC. The data gained from HPLC 

analysis allowed clinicians to precisely modify dosages, keeping drug levels within the therapeutic range and reducing the risk of organ rejection or toxicity. This instance demonstrates HPLC’s crucial role in therapeutic drug monitoring, resulting in effective and safe immunosuppression. 

 Case Study 2: Pharmacokinetic Study of the Anticancer Drug Imatinib

Imatinib, a tyrosine kinase inhibitor used to treat chronic myeloid leukemia (CML), necessitates rigorous pharmacokinetic profiling to maximize therapeutic efficacy. Bouchet et al. [35], undertook a pharmacokinetic study on CML patients receiving imatinib treatment. HPLC was used to determine imatinib plasma concentrations at various time points after oral dosing. The resulting pharmacokinetic profile demonstrated inter-individual variability in medication absorption and metabolism. These findings, aided by HPLC analysis, helped improve therapeutic outcomes and decreased side effects in CML 

patients. 

 Case Study 3: Evaluating the Pharmacokinetics of the Antiretroviral Drug Efavirenz

Efavirenz, a critical component of antiretroviral therapy for human immunodeficiency virus (HIV) patients, has a narrow therapeutic index and unpredictable pharmacokinetics. Yenny et al. [36], investigated the pharmacokinetics of efavirenz in HIV-positive individuals. The researchers used HPLC to quantify plasma levels of efavirenz at various time intervals. The study found significant inter-individual variability in drug metabolism due to genetic variations in the CYP2B6 enzyme. This HPLC-based pharmacokinetic data allowed the identification of patients at risk of sub-therapeutic level or toxicity. 

This approach guided personalized dose regimens and improved therapeutic outcomes. 

 4.2.3.2   HPLC in Pharmacokinetic Studies – Quantification of 

 Drugs or Metabolites in the Urine or Feces

Pharmacokinetic parameters can also be determined by estimating drug and/or metabolites in urine. 

Metabolites can also be estimated in the feces. However, it depends on the type of metabolites: soluble or insoluble. Based on the types of drugs and/or metabolites, chromatographic conditions and detectors are selected for the estimation of drugs in urine and feces. For this purpose, also, methods previously described for the estimation of drugs and/or metabolites in plasma or serum may be used. 
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Ciprofloxacin is often measured in urine with other antibiotics either for therapeutic level control or renal clearance studies. The assay is usually carried out with an HPLC with UV detection. Prior to being injected onto the HPLC column, there is the need to clean-up the urine samples by solid-phase extraction. This is necessary to enable accurate quantification of drug in the presence of the complex matrix of urine [37]. 

 4.2.3.3   HPLC in Biodistribution Studies

Biodistribution is the movement of drugs or molecules from systemic circulation to different tissues. 

This distribution is dependent on the physicochemical properties of the drug or molecules and the physiological and pathological conditions of the patient. Thus, biodistribution is always uneven in the body. 

Hydrophilic molecules or drugs show their long residence time in systemic circulation and interstitial space, whereas the lyophilic molecules concentrate in fatty tissues. Additionally, pH influences the ionization of molecules which invariably can affect the membrane [38]. Biodistribution studies are preferred for targeted drug delivery systems, where confirmation of drug targeting to a specific site is important 

[30, 31]. These studies also give critical data that helps to understand modifications in dosing regimens, therapeutic efficacy, and potential drug toxicity. 

Drug quantification in biological matrices such as blood, plasma, urine, and organ tissues is an important step in pharmacokinetic, pharmacodynamic, toxicological, and therapeutic drug monitoring studies. HPLC is one of the most used analytical techniques for this purpose because of its great sensitivity, precision, and ability to separate molecules from complicated mixtures. HPLC’s capacity to precisely quantify pharmaceuticals even in the presence of impurities makes it indispensable in clinical and laboratory research. HPLC is especially suitable for the quantification of drugs in complex matrices. HPLC 

has a number of merits, some of which include:

a) 

 Separate drugs from matrix interferences: In general, biological matrices contain a number of proteins, lipids, salts, and other endogenous molecules which may interfere with analysis. 

With advanced stationary phases and the possibility for gradient elution, HPLC can be used to separate drugs from such interferences [39]. 

b)  High sensitivity and specificity: HPLC has a high degree of sensitivity and specificity, especially when associated with UV, fluorescence, or MS detectors. This makes it an important tool in situations where only low drug concentrations can be encountered, such as during therapeutic drug monitoring or early drug development phase [40]. These investigations are critical for understanding drug behavior in the body, which ultimately influences dosage regimens. 

By providing precise and reliable measurements of drug concentrations in biological samples, HPLC assists in modeling the pharmacokinetic characteristics of novel medications [41]. 

c) 

 Versatility across different drugs: HPLC is applied for the analysis of a wide variety of drugs, from small molecules to large peptides, in different matrices – a factor that has greatly contributed to it being one of the methods of choice in many clinical laboratories [42]. 

d)  Quantification of hormones in tissue samples: HPLC can be used for the quantification of estradiol and testosterone in tissue samples. The preparation of tissue samples involves homog-enization, followed by solvent extraction methods to obtain the extract of these hormones. 

Separation and quantification of these hormones by HPLC assume a significant relevance in 

endocrinology research [43]. 

4.2.4   Quality  Control

HPLC is also used in pharmaceutical manufacturing for quality control. To ensure patient safety, pharmaceutical products must meet regulatory criteria for purity, potency, and quality. HPLC is frequently used for detecting contaminants, degradation products, as well as ensuring the uniformity of active pharmaceutical ingredients (APIs) in drug products. Its sensitivity enables the detection of impurities at very low levels, preventing health concerns associated with compromised or low-quality drugs [44]. 
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4.2.5   Therapeutic Drug Monitoring

HPLC is utilized in clinical settings to monitor drug levels in biological matrices, especially for drugs with narrow therapeutic indices. By evaluating drug levels in patient blood, physicians can adjust doses to attain the best therapeutic outcomes. This application is especially crucial for drugs such as immunosuppressants, anticonvulsants, and some antibiotics. Maintaining accurate drug concentrations is critical for drug efficacy and safety [45]. 

 Case Study 1: Cyclosporine Monitoring in Organ Transplant Patients

Cyclosporine is an immunosuppressive drug often used to prevent organ rejection in transplant patients. 

It has a narrow therapeutic window, which means the difference between an effective and toxic dose is minimal. As a result, monitoring of drug levels in the blood is critical to ensuring maximum therapeutic efficacy while minimizing side effects. In a tertiary care hospital, HPLC was used to evaluate cyclosporine levels in patients who had undergone kidney transplants. The study comprised 50 patients, whose cyclosporine levels were evaluated by HPLC at regular intervals after transplantation. The HPLC 

method used to identify cyclosporine in whole blood samples was tested for accuracy, precision, and sensitivity [46]. 

The findings showed that HPLC offered accurate and repeatable assessments of cyclosporine levels, which were utilized to alter dosages accordingly. Patients whose cyclosporine levels remained within the therapeutic range experienced considerably fewer acute organ rejection events than those with sub-therapeutic or supra-therapeutic levels. This case study emphasizes the importance of HPLC in therapeutic drug monitoring for cyclosporine. 

 Case Study 2: Monitoring Vancomycin in Patients at Intensive Care Units

Vancomycin is an antibiotic used to treat serious infections caused by gram-positive bacteria, such as methicillin-resistant   Staphylococcus aureus (MRSA). Therapeutic drug monitoring is necessary due to its potential nephrotoxic and ototoxic effects, especially in critically ill patients with altered drug pharmacokinetics. 

A study included intensive care unit (ICU) patients with serious infections who received vancomycin. 

HPLC was used to evaluate vancomycin serum levels. The study comprised 30 patients who were given vancomycin. The HPLC method was chosen for its high specificity and sensitivity in identifying vancomycin at low doses [47]. 

Results showed that HPLC enabled accurate control of vancomycin dose, ensuring that serum levels stayed within the therapeutic range. This was especially significant for ICU patients with fluctuating renal function, as normal dosage could result in suboptimal drug levels. The study found a significant reduction in nephrotoxicity and improved infection control outcomes, which were attributed to accurate monitoring with the use of HPLC. This case study demonstrates the value of HPLC in managing antibiotic therapy in critically ill patients, guaranteeing effective treatment while minimizing adverse effects. 

4.2.6   Detection of Biomarkers in Clinical Diagnostics

HPLC is very useful in detecting biomarkers as well as metabolites within biological samples. Biomarkers are physiological and pathological indicators that are critical for disease diagnosis, prognosis, and monitoring. HPLC’s ability to separate and precisely measure these indicators makes it an important tool in clinical diagnostics and biomedical research. For example, HPLC detects and quantifies hemoglobin variations in blood, which is useful for detecting hemoglobinopathies [48]. Furthermore, HPLC helps identify counterfeit medications. HPLC provides the essential analytical capabilities to identify and quantify legitimate active components in medications, separating them from counterfeit versions that may contain erroneous or hazardous substances [49]. 

 Case Study 1: Detection of Cardiovascular Biomarkers

The case study involving the quantification of B-type natriuretic peptide (BNP) and its metabolites in heart failure patients demonstrates HPLC’s value in detecting cardiovascular biomarkers. BNP is an important biomarker for detecting the degree of heart failure. Traditional immunoassays for measuring 
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BNP frequently lack specificity due to cross-reactivity with similar peptides. In this investigation, HPLC-MS was used to separate and precisely quantify BNP and its metabolites in plasma samples from patients [50]. The HPLC method had great resolution and sensitivity, enabling discrimination between BNP and its breakdown products. This precise measurement enabled a more accurate assessment of biomarker levels, resulting in better diagnosis and management of heart failure. The study showed that HPLC-MS might overcome the limitations of immunoassays, delivering reliable and specific biomarker measures that are important for clinical decision-making. 

 Case Study 2: Metabolite Profiling in Cancer Research

Another example of HPLC’s usage in cancer research is metabolite profiling. This helps to better understand tumor metabolism and discover possible treatment targets. In a study on colorectal cancer, HPLC 

combined with tandem mass spectrometry (HPLC-MS/MS) was used to analyze metabolic alterations in malignant and non-cancerous tissues [51]. The researchers employed HPLC-MS/MS to separate and identify different metabolites, such as amino acids, nucleotides, and lipids, which are frequently changed in cancer cells. The study discovered significant changes in metabolic patterns between tumor and normal tissues, pointing to possible biomarkers for early diagnosis and therapeutic intervention. The thorough metabolic profiling acquired by HPLC-MS/MS revealed insights on metabolic reprogramming in cancer cells, which is critical for developing targeted therapeutics and improving patient outcomes. 

4.2.7   Future Prospects for HPLC in Therapeutics and Medicine

As technology advances, HPLC applications in drug research, personalized medicine, and clinical diagnostics are projected to increase, providing high precision, efficiency, and sensitivity. One promising future application for HPLC is personalized medicine. Personalized medicine seeks to customize treatments to individual patients’ genetic, proteomic, and metabolomic characteristics. HPLC, when combined with mass spectrometry, can be an ideal tool for analyzing complicated biological samples and discovering biomarkers that predict patient response to certain medicines. HPLC has the potential to aid more effective and focused treatments, as well as reduce adverse effects [52]. 

HPLC is expected to play an even larger role in drug research as biopharmaceuticals become more prevalent. Biologic medications, such as monoclonal antibodies and gene treatments, require advanced analytical techniques for characterization due to their complexity. HPLC’s capacity to separate and analyze big macromolecules with great precision makes it essential for ensuring the quality, safety, and efficacy of these novel medicines [53]. 

Furthermore, the integration of HPLC with cutting-edge technologies like artificial intelligence (AI) and machine learning (ML) is predicted to transform data processing and interpretation. AI and ML 

algorithms can process large volumes of HPLC data, revealing patterns and correlations that older approaches could have overlooked. This integration can improve the speed and accuracy of drug discovery and development procedures [54]. 

Furthermore, HPLC is expected to see increased application in the field of metabolomics, which is the comprehensive study of metabolites within a biological system. Metabolomics gives information on disease causes and prospective treatment targets. HPLC’s excellent resolution and sensitivity make it ideal for metabolite profiling, which can help identify novel biomarkers for early disease detection and surveillance [55]. 

4.3   Conclusion

HPLC is an important tool in medicine and therapeutics, providing unrivaled precision, sensitivity, and versatility. HPLC plays an essential role in drug research, quality control, and clinical diagnostics, ensuring the safety and efficacy of pharmaceuticals. HPLC’s ability to reliably measure biomarkers and metabolites helps in disease diagnosis, personalized treatment, and therapeutic drug monitoring. 
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Drug quantification in biological matrices such as blood, plasma, urine, and tissues is an important step in pharmacokinetic, pharmacodynamic, toxicological, and therapeutic drug monitoring studies. HPLC is one of the most utilized analytical techniques for this purpose because of its great sensitivity, precision, and ability to separate molecules in complicated mixtures. HPLC’s capacity to precisely quantify pharmaceuticals even in the presence of interfering chemicals makes it indispensable in research contexts. 

As technology advances, the use of HPLC is expected to grow, enhancing medical research and patient outcomes. Its integration with developing technology promises to transform data analysis and speed up the creation of new medicines. HPLC has a promising future in medicine and therapeutics, with applications expected to expand and change in tandem with technology advancements. Its use in personalized medicine, biopharmaceutical analysis, and integration with AI and ML has the potential to improve the precision and efficacy of medical therapies. 
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 Diagnostic Imaging Techniques: 

 Current Trends and Challenges

Derick Seyram Sule and Rosemary Ampofo

5.1   Introduction

Wilhelm Conrad Roentgen’s discovery of X-rays in 1895 was a milestone that revolutionized healthcare and gave birth to diagnostic imaging [1, 2]. In modern healthcare, diagnostic imaging techniques (DITs) serve as the basis for enabling clinicians to visualize and assess anatomical abnormalities, disease processes, and treatment responses with unprecedented precision and accuracy [3]. Following Conrad’s clinical use of X-rays, medical imaging as a field has witnessed remarkable progress. Other imaging techniques that have been used clinically over the years include fluoroscopy, computed tomography (CT), mammography, ultrasonography (USG), magnetic resonance imaging (MRI), and radionuclide imaging. 

DITs find extensive applications across various medical specialties; radiology, oncology, cardiology, and neurology. In radiology, CT and MRI play pivotal roles in cancer diagnosis and staging, assessment of musculoskeletal injuries, and evaluation of neurological disorders. Similarly, cardiac imaging modalities like echocardiography and cardiac MRI are indispensable tools for diagnosing heart disease and guiding therapeutic interventions. Moreover, the emergence of molecular imaging techniques like single-photon emission (SPECT)-CT, positron emission tomography (PET)-CT, and PET-MRI enables clinicians to visualize biochemical processes at the molecular level, opening new avenues for precision medicine and targeted therapy [4]. DITs thus play a pivotal role in modern healthcare by enabling the description and presentation of anatomical structures and functional processes within the human body. 

Traditionally, diagnostic imaging techniques such as conventional radiography, CT, ultrasound, MRI, and nuclear medicine have been the cornerstone of medical imaging. Over the years, DITs have undergone significant advancements, driven by technological innovation, research breakthroughs, and evolving clinical needs [4]. These advancements have revolutionized medical diagnosis, treatment planning, and patient management [5]. In recent years, a surge in novel imaging technologies and methodologies has been propelled by breakthroughs in areas such as artificial intelligence (AI), molecular imaging, functional imaging, and image-guided interventions [6]. AI, in particular, has emerged as a transformative force in diagnostic imaging, offering promise for enhanced accuracy, efficiency, and automation in image interpretation and analysis [6]. Integrating machine learning algorithms with vast medical image datasets has demonstrated remarkable capabilities in lesion detection, segmentation, classification, and quantification [7]. 

Since medical imaging is witnessing a rapid change in technologies and methodologies, presenting opportunities and challenges for healthcare systems worldwide, there is a pressing need to systematically examine the existing and current landscape of DITs to identify prevailing trends and challenges. Understanding the current trends and challenges in diagnostic imaging is crucial for healthcare 
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professionals, researchers, and policymakers. This is to help them in decision-making, promoting innovation, and eventually improving patient care outcomes. 

5.2   Conventional  Radiography

Conventional radiography is a traditional diagnostic imaging technique by which 2D images of patients’ 

anatomical structures are achieved on an image receptor either made of a piece of radiographic film, an imaging plate, or a digital detector, depending on the system being used. 

5.2.1   Principles, Advantages, and Challenges of Conventional Radiography

With conventional radiography, the emergent X-ray beam from the X-ray tube goes through the patient and then to an image receptor, which is processed to produce a visible image. The varied tissue density and attenuation coefficient of body tissues account for differences in the X-ray photon attenuation; hence denser tissues (e.g., bones) produce a whiter (more radiopaque) image while less dense tissues (fat) produce a darker (more radiolucent) image [8]. As X-rays are passed through the body, the resultant images are captured on an image receptor defined by the type of conventional radiography system in use. Conventional radiography is the first line of DIT for many clinical conditions since it is noninvasive, inexpensive, easily accessible, and well known among many health professionals. Compared to other DITs, conventional radiography is relatively harmless and presents a quick turnaround time [8]. 

Unlike traditional film-screen systems, computed radiography (CR) systems utilize a photostimulable phosphor plate to detect X-rays [8]. As the helium-neon laser navigates the uncovered plate, the light is gathered by a photomultiplier tube, which converts it into a simple electrical circuit before digitalization [8]. With the aid of a semiconductor-based sensor, direct digital radiography (DR) systems clear the invisible image on the imaging plate before reuse by simply converting the X-ray photons into electrical transmissions [8]. 

In comparison, screen-film systems have a larger client base than direct DR and CR, but this advantage is rapidly diminishing with time. The falling pervasiveness of film-screen radiographic systems in recent times is somewhat a result of their restricted capacity for post-processing contrast enhancement, fixed non-direct dim scale reaction, and dose scope [8]. Moreover, the film-screen systems are relatively labor-intensive, requiring the use of dangerous chemicals (developer and fixer solutions) for image processing, as well as the storage and retrieval of radiographs over an extended period. Additionally, the incompatibility of film-screen systems with picture archiving and communication systems (PACS) poses another challenge. 

Given the shortfalls of film-screen systems, digital systems (CR and DR) have recently dominated the healthcare system. With DR systems, the computerized sensor associated with video screens allows continuous image intensification, which to a greater degree is useful for screening during vascular imaging. 

Without increasing the patient’s effective dose, digital systems can enhance image resolution and quality up to multiple times [8]. In summary, the multiple advantages of digital CR and DR systems over film-screen systems include: faster image acquisition, wider latitude, post-processing image enhancement. 

Further, the possibility of multiple functions such as annotations, measurements, cropping, and panning zooming, darkroom processing is not needed. Additionally, there is no need for film storage space and image dissemination is easy. 

5.3   Fluoroscopy

Fluoroscopy is a diagnostic imaging technique that employs continuous and pulsed modes to provide real-time images. Despite the advantage of real-time imaging, there is a higher risk that both the staff and patients may be exposed to radiation [9]. This is principally true during radiological or surgical 
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procedures that require continuous and higher-frequency pulsed modes for a long period. Different types of fluoroscopic machines exist: fixed digital fluoroscopy and C-arm fluoroscopy. 

5.3.1   Principles, Advantages, and Challenges of Fluoroscopy

Components of a fluoroscopic system include an X-ray tube (source of radiation), collimator, image intensifier, video camera, and display monitor (Figure 5.1). 

The collimator limits the radiation to the field of view where its manual adjustment defines the shape of the X-ray beam. Fluoroscopy can be performed with continuous or pulse X-rays with a frame rate ranging between 1 and 30 frames/sec [9]. Among its numerous advantages, pulsed fluoroscopy can reduce motional blurriness within each image, due to its short acquisition time, which has proven useful in examining moving structures. Fluoroscopy units using image intensifiers operate by converting X-rays into light, which a video camera captures, and the resultant image is displayed on a monitor. 

Fluoroscopy units using flat-panel detectors (solid-state devices) operate by converting the X-rays into digital electronic signals fed into the computer system for display on a monitor [9]. 

The clinical application of fluoroscopy covers procedures such as gastrointestinal fluoroscopy (barium studies – barium swallow, barium meal, and barium enema), genitourinary fluoroscopy (intravenous pyelography, hysterosalpingography – HSG), intravenous catheterization, cardiac catheterization, arthrography, lumbar puncture, and angiography [9]. Fluoroscopy is still a standard part of modern radiology practice, despite its volume and referral patterns drastically decreasing in recent decades and some once-common examinations are now performed very infrequently [9]. 

Although the principles of conventional radiography and fluoroscopy are essentially the same, there are however a few identifiable variations in the two diagnostic imaging techniques. While conventional X-rays produce static images, fluoroscopy provides a real-time live image showing body movements 

[9]. When fluoroscopic procedures are carried out with contrast, it highlights the lumen of the body’s hollow organs, which is a limitation of conventional X-rays. One key challenge with fluoroscopy is that it requires serial X-rays, which relatively makes it carry a higher risk of radiation-related risks than conventional X-rays. Although fluoroscopy is an extremely useful imaging technique for the visualization of surgical tool positions and underlying bone during orthopedic procedures, another challenge with this technology is the need for continued radiation exposure for visual alignment and control which is most often cumbersome [9]. Additionally, fluoroscopy, compared with CT and MRI, has a shortfall due to its inability to provide in-depth detail on the emergent 2D single image produced. To overcome the challenge of difficulty in controlling 3D manipulations, this imaging technique requires that imaging be done at varying viewing angles which often is very cumbersome [9]. 

5.4   Computed  Tomography

Computed tomography, popular as CT scan, is an advanced imaging modality invented in 1972 by British engineer Godfrey Hounsfield and Dr. Andrew Cormack [10]. Their groundbreaking research laid the foundation for the first commercial CT scanner, the EMI Mark I, which was introduced in 1972 [11]. 

Since its inception, CT scanning technology has undergone continuous refinement and innovation, driven by advances in hardware, software, and imaging algorithms. Early CT scanners utilized single-slice detectors and rotational scanning techniques to acquire cross-sectional images of the body [4]. 

However, the introduction of multi-slice CT scanners in the 1990s enabled rapid volumetric imaging, allowing for faster scan times, improved spatial resolution, and enhanced diagnostic capabilities [4]. 

Current generations of CT scanners incorporate dual-energy imaging, electron beam, spectral imaging, and iterative reconstruction algorithms, further enhancing image quality, contrast resolution, and radiation dose optimization [4]. 
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FIGURE 5.1  Components of a fluoroscopic system. 

5.4.1   Principles, Advantages, and Challenges of CT Imaging

In CT imaging, cross-sectional images of the body are reconstructed by merging many X-ray projections taken at various angles [4]. A CT image is often made up of a matrix of minuscule squares, or pixels. 

Every pixel is a 2D depiction of a 3D tissue volume, or voxel [4]. A matrix’s spatial resolution improves with the number of pixels it contains and the fewer noticeable transitions between the various pixels. To create a meaningful image, the CT method calculates the linear attenuation coefficient [4]. Since there can be more projections throughout a longer scan period, the image detail is improved; however, there is a chance of motion artifacts and X-ray tube heating [4]. 

CT imaging is routinely used for the diagnosis and staging of cancer, the evaluation of traumatic injuries, the assessment of vascular diseases, and the detection of neurological disorders [12]. Moreover, CT 

angiography (CTA) and CT perfusion imaging have emerged as valuable tools for assessing blood flow, 
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tissue perfusion, and treatment response in various clinical scenarios. The versatility of CT imaging has made it an indispensable tool in modern healthcare practice, facilitating timely and accurate diagnoses, treatment planning, and patient management [11, 13]. It is a highly functional tool for keeping track of various forms of cancer, including bladder, kidney, skeletal, neck, and head cancers, as well as for detecting other pathologies [12]. Additionally, CT is instrumental in identifying remote metastases in the lungs, skeleton, liver, and brain, having a remarkable influence on diagnoses. 

With tumor detection and tracking changes in tumor mass during treatment, CT scanning surpasses other techniques. For instance, it can reveal a distended abdomen with enlarged lymph nodes in patients with bronchogenic carcinoma, helping with pre-surgical assessments [4]. Furthermore, CT scans play a vital role in detecting heart conditions such as myocardial disease, and congenital heart disease [4]. 

Again, CT offers numerous benefits compared to other imaging techniques due to its rapidity and widespread availability, enabling physicians to promptly confirm or rule out diagnoses with greater confidence. Its influence on the realm of surgery is profound, as it has significantly reduced the necessity for emergency surgical interventions from 13% to 5% [4]. The number of patients requiring hospitalization has decreased recently due to the widespread use of CT in clinical settings [7, 12]. Likewise, the amal-gamation of AI and CT imaging has transformed this imaging modality, allowing automated analysis of images and decision-making [12]. Also, the training of AI algorithms on large data sets of CT images assists radiologists in abnormal pattern recognition, quantifying disease severity, and prognosticating treatment outcomes with high accuracy and efficiency [7, 12]. Furthermore, AI-driven applications such as computer-aided detection (CAD), image segmentation, and radiomics analysis hold promise for advancing personalized medicine, optimizing treatment strategies, and improving patient outcomes. The integration of CT imaging with AI thus has the prospect of transforming healthcare delivery, ushering in an era of precision diagnostics, targeted therapies, and data-driven decision-making [4, 6]. 

Cone beam computed tomography (CBCT) development is a significant radiologic improvement above conventional CT, owing to the process of tomographic reconstruction which has been found very capable for producing volumetric images [14 –16]. This method is being used extensively for invasive radiology diagnosis and treatment, as well as for online image guidance during radiation therapy delivery [17, 18]. 

CBCT employs an area detector to create a circular or rectangular cone-shaped beam, as opposed to the fan-shaped anode X-ray beam used in typical CT scans [19]. Even with relatively short scan intervals (~1 

min), the cone beam technique yields high-quality images with sub-millimeter resolution and remarkable dimensional accuracy [19]. Even though the radiation from a typical CBCT is around ten times less than that of a traditional CT scan, the levels are nonetheless significant and far exceed the background radiation seen in the environment daily [15]. 

Compared to traditional radiography, CT provides a far higher degree of distinction between particular soft tissue structures. This is because CT can precisely measure the absorption of X-ray beams as they travel through the patient [12]. Using a narrow X-ray beam that revolves around the body, CT scans small slices of the body to avoid the superimposition of underlying tissues on the image that occurs with traditional radiography [12]. 

On the other hand, CT artifacts are usually a challenge because the actual attenuation coefficient of an object and the reconstructed CT numbers in the image frequently differ. Such artifacts result in erroneous measurements of the transmission of readings by the detectors, resulting in streak and ring artifacts; metal and bone artifacts; beam hardening artifacts; partial volume artifacts; motion artifacts; stair-stepping artifacts; spiral pitch artifacts; and cone beam artifacts. 

Despite the widespread use of CT, there are a number of challenges that hinder the modality. One of the primary challenges in CT imaging is radiation dose management. CT scans expose patients to ionizing radiation, which carries inherent risks of radiation-induced malignancies and other adverse effects 

[12, 20]. Using dose reduction strategies such as tube current modulation, iterative reconstruction, and automatic exposure management in contemporary CT scanners does not make it easy to balance radiation optimization and diagnostic picture quality preservation. Clinicians need to carefully balance the risks of radiation exposure with the advantages of diagnostic information, particularly in vulnerable populations such as children, pregnant women, and individuals undergoing repeated imaging studies 

[12, 21]. 
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Another challenge is image noise and artifacts, which can degrade image quality and obscure diagnostic information. Common artifacts in CT imaging include beam hardening, metal artifacts, motion artifacts, and partial volume effects. These artifacts may arise from various sources, including patient motion, anatomical heterogeneity, hardware limitations, and reconstruction algorithms. Minimizing artifacts requires meticulous attention to imaging protocols, patient positioning, and scanner calibration, as well as the use of advanced reconstruction techniques and artifact correction algorithms [22]. 

Clinical interpretation of CT images can be challenging due to the complexity of anatomical structures, overlapping tissue densities, and subtle pathological changes. Radiologists must navigate through vast volumes of image data, differentiate between normal and abnormal findings, and correlate imaging findings with clinical history and laboratory results. Moreover, the subjective nature of image interpretation introduces variability and subjectivity, leading to discrepancies, misdiagnoses, and diagnostic errors. 

Addressing these challenges requires ongoing training and education for radiologists, interdisciplinary collaboration, and the implementation of standardized imaging protocols and reporting guidelines [20]. 

Operational challenges in CT imaging include workflow inefficiencies, equipment maintenance, and resource constraints. CT scanners are high-cost, high-maintenance devices that require regular calibration, quality assurance, and downtime for maintenance and upgrades. Additionally, patient throughput and scheduling constraints may lead to long wait times, delayed appointments, and a backlog of imaging studies. To optimize operational efficiency, healthcare institutions must invest in staff training, workflow optimization, and technology upgrades while ensuring adequate staffing levels, equipment availability, and patient-centered care delivery [22]. 

Addressing the challenges in CT imaging requires a multifaceted approach encompassing technological innovation, clinical practice guidelines, and healthcare policy initiatives [12]. Continued research and development in dose reduction techniques, image reconstruction algorithms, and artifact correction methods will enhance image quality and reduce radiation dose exposure. Furthermore, automating image analysis could be possible with machine learning techniques and AI, improving diagnostic accuracy and streamlining clinical workflows [7]. Moreover, collaborative efforts among healthcare stakeholders, including radiologists, physicists, engineers, and policymakers, are essential for developing standardized protocols, best practices, and quality assurance guidelines to ensure safe, effective, and equitable CT imaging services for all patients [19]. 

5.5   Magnetic Resonance Imaging

The discovery of nuclear magnetic resonance (NMR) in the 1940s by physicists Felix Bloch and Edward Purcell laid the groundwork for modern MRI. Their efforts established the basis for the advancement of MRI as a medical imaging modality [23]. Raymond Damadian showed that it was possible to use NMR 

to distinguish between healthy and malignant tissues at the beginning of the 1970s [23]. He found that different tissue emissions had different response lengths with relatively longer signals from malignant tissues. He concluded that these two tissue differentiations had differences in their relaxation times. This led to the invention of the first MRI scanner, known as the “Indomitable”, in 1977 [23]. 

5.5.1   Principles, Advantages, and Challenges of MRI

NMR principles are applied in MRI to produce finely detailed images of the body’s interior structures, particularly soft tissue anatomy [7]. This modality relies on hydrogen nuclei in the body due to its abundance in water and fats. Because tissue-resident hydrogen nuclei are composed only of protons, their density in a given region generates a signal that is processed to form an image of the body [7]. Protons in specific compounds are affected by the fields of other atoms to which they are attached, making it possible to separate reactions from hydrogen [24]. To conduct the investigation, the subject is placed within an MRI scanner, which generates a strong magnetic field surrounding the area that has to be investigated 

[24]. A high magnetic field applied to the body region causes the proton axis to align with the direction of the magnetic field. Initially, the patient is given a brief application of energy at the proper resonance 
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frequency via an oscillating magnetic field. When scanning with X and Y gradient coils, a particular region of the patient is exposed to the exact magnetic field required for the energy to be absorbed [24]. 

A receiving coil measures the signal produced by a radiofrequency (RF) pulse that excites the atoms. 

By employing gradient coils to modify the local magnetic field, one may process the RF signal and infer position information by observing changes in RF level and phase [21]. The radio wave introduced exhibits electromagnetic properties and causes the initial magnetic vector to be deflected. The magnitude of deflection depends on the intensity and period at which the radio wave is applied. When particular radio wave frequencies are applied, the proton-absorbed energy changes from a lower energy state to a higher energy level [21]. 

Due to the windings’ slight movement as a result of magnetostriction, these coils, which are quickly switched during the excitation and response to accomplish a moving line scan, provide the distinctive repeating noise of an MRI scan [24]. How quickly stimulated atoms recover to their equilibrium state determines how distinct tissues contrast. The patient may receive exogenous contrast agents to improve the clarity of the image [24]. Subsequent relaxation processes emit RF signals, which are detected by RF 

coils. MRI can produce images with different contrasts through variations in magnetic field gradients and RF pulse sequences, highlighting various anatomical and pathological features. 

MRI is used in medicine for studying the central nervous system (brain and spinal cord), particularly the brain stem and posterior fossa, where abnormalities are more easily seen than with CT scans; lesions (solid and cystic); pathologies of joints (rotator cuff tear, knee meniscus tear); pathologies of intra-abdominal organs (liver, kidneys spleen, gallbladder); origin of pain, unhealthy tissues; and pre-operative planning [24]

On one hand, MRI has the advantages of being; extremely sensitive to normal and abnormal patterns of myelination; a painless and noninvasive procedure; and a nonionizing radiation procedure. MRI offers excellent diagnostic information with or without contrast media, is independent of the operator, and has relatively higher spatial resolution and detail [24]. Additionally, its significantly higher soft tissue contrast can be used for treatment planning, follow-up for musculoskeletal neoplasms, and early identification of avascular necrosis of hip and knee injuries [24]. Furthermore, the direct imaging capability of MRI in three orthogonal planes makes it easier to stage and monitor pelvic tumors and other abnormalities [24]. 

On the other hand, MRI has the challenge of relatively longer scanning and post-processing time; inability to diagnose intra-luminal pathologies; failure to provide real-time information; provides relatively low sensitivity; provides a relatively higher risk of claustrophobic and anxiety-related reactions of patients; and relatively expensive. 

5.6   Ultrasonography

High-frequency broadband sound waves in the megahertz range, which are reflected by tissue to variable degrees, are used in ultrasonography, a modern diagnostic imaging technology, to make medical images [25]. On the patient’s skin at the desired area, the ultrasonic transducer is positioned. Internal organs are reflected by a stream of high-frequency sound waves that enter the body from the transducer 

[26]. The transducer picks up sound waves that are reflected off the internal organs and then quantifies this characteristic into an image because various tissues reflect these sound waves in different ways [26]. 

These waves are received by the ultrasonic device, which transforms them into real-time images. During drainage and biopsy procedures, the obtained real-time moving image might be used as a guide [26]. It is feasible to assess the blood flow in veins and arteries due to the Doppler characteristics of more recent ultrasound scanners.  Figure 5.2 (A, B, C, D) shows different types of ultrasound transducers. 

5.6.1   Principles, Advantages, and Challenges of Ultrasound Imaging

The application of high-frequency sound to aid in patient diagnosis and treatment forms the basis of medical ultrasonography. Generally speaking, ultrasonic frequencies range from 2 to 15 MHz, while even higher frequencies may be used in some situations [27]. The transducer produces the ultrasonic 
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FIGURE 5.2  Types of ultrasound transducers. 

beam mechanically, which is driven by electrical pulses (piezoelectric effect) and numerous crystals 

[27]. A transducer is an apparatus that converts electrical energy into acoustic energy [28]. After leaving the transducer and traveling through various tissues, the ultrasound waves, which are just sound pulses, return to the probe as reflected echoes [28]. The ultrasound image displayed on the screen is created by further processing the returned echoes, which the transducer crystals transform into electrical impulses 

[25]. Bandwidth is the range of ultrasonic frequencies that are present in ultrasound transducers. As an illustration, 5.0–7.5 MHz is used for imaging superficial structures while 2.5–3.5 MHz is for imaging deeper structures [26]. 

The reflection of ultrasound waves at the interfaces of denser and thinner tissues is proportionate to the impedance difference. The amount of transmitted sound decreases proportionately with increasing density difference, whereas the amount of reflected sound increases [26]. Complete acoustic shadowing occurs when there is a significant variation in tissue density, which causes all sounds to be reflected. 

Bones, calculi (kidney stone, gallbladder stone, etc.), and air (bowel gases) exhibit acoustic shadowing 

[26]. No echoes are generated if there is no variation within or between tissues. Echo-free formations are those that contain homogenous fluids, such as blood, bile, urine, ascites, and the contents of simple cysts [26]. 

Ultrasound is a useful diagnostic imaging technique for monitoring the development of the fetus during cyesis, examining most head and neck structures, including the glands that control the thyroid and parathyroid hormones, lymph nodes, and salivary glands, examining intra-abdominal organs like the liver, bile ducts, gallbladder, kidneys, pancreas, abdominal aorta, spleen, and inferior vena cava, performing ultrasound-guided biopsies, guiding needles to inject local anesthetic solutions near nerves, and performing echocardiography, which examines the structure and function of the heart [25, 26]. 

Ultrasound does not only aid in diagnosis but also directs biopsies and therapeutic action. For example, radiologists can evaluate tumors and abnormal findings in the breast or liver using ultrasound-guided biopsy [27]. Physicians who practice pain management also use ultrasound to guide the placement of analgesics in musculoskeletal tissues, which helps patients with both acute and chronic pain [27]. 

Moreover, recently developed fields of study have brought to light untapped possibilities for high-intensity focused ultrasound in enhanced medication delivery and therapy, such as thrombolysis and drug delivery produced by hyperthermia [27]. 

Ultrasonography offers several benefits, including being a noninvasive, painless, and nonionizing radiation procedure; it can measure velocity; it can detect changes in flow and extra-luminal abnormalities; it can provide real-time information; and it can be done with high resolution [27]. However, ultrasound has several drawbacks such as the lack of established protocols, reliance on the operator, extended processing times, and limited ability to provide a comprehensive image of the veins, which is frequently impacted by the patient’s level of hydration [27]. 
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5.7   Optical  Imaging

Optical imaging, first introduced by American physical chemist Britton Chance, is the use of light as an investigative imaging technique for medical uses [28]. Intrinsic optical signal (IOS) imaging, optical microscopy, voltage-sensitive dye imaging (VSD), photoacoustic tomography (PT), optical coherence tomography (OCT), endoscopy, diffuse optical tomography (DOT), scanning laser ophthalmoscopy, spectroscopy, and laser Doppler imaging are a few examples [28, 29]. Similar phenomena occur in X-rays, microwaves, and radio waves since light is an electromagnetic wave [30]. 

5.7.1   Principles, Advantages, and Challenges of Optical Imaging

Using visible light and the unique characteristics of photons, optical imaging, which is a non-invasive method, is used to obtain fine detailed images of organs, tissues, and even tiny structures like cells and molecules [31]. High-sensitivity charged-coupled device (CCD) cameras are used to capture images. 

These cameras have a temporal resolution of seconds to minutes and can detect probe concentrations ranging from picomolar to femtomolar. 

Low-energy photons, which are highly absorbed and scattered by biological tissues, are detected during optical imaging of living subjects. These photons can only travel a few millimeters. Theoretically, optical imaging systems can be classified into diffusive [27, 32] and ballistic [33]. There exists a model for photon migration in turbid biological mediums. This type of model can be used to create procedures for the therapeutic stimulation of tissue chromophores and to analyze data from laser Doppler blood-flow monitors. The technique of imaging with near-infrared spectroscopy (NIRS) [34] or fluorescence-based techniques [35] is known as diffuse optical imaging (DOI). While 2D imaging techniques are categorized as diffuse optical topography, this type of tomography is used to describe the process of creating 3D volumetric models of the material that has been imaged [34]. 

Ballistic photons, often referred to as light photons, are used in ballistic optical imaging techniques 

[33]. These photons go through a turbid or scattering medium in a straight path. The majority of photons in laser pulses that pass through turbid materials like bodily tissue or fog are either randomly scattered or absorbed. On the other hand, some photons travel straight through the scattering medium over short distances. Ballistic photons are the name given to these coherent photons. Snake photons are photons with a small degree of coherence that are somewhat dispersed [33]. 

Optical imaging technique has applications in many domains, including sports medicine, wound care, neurology, and cancer detection [35]. Usually, DOI methods track variations in hemoglobin concentrations, both oxygenated and deoxygenated. In some cases, the technique could also be referred to as fluorescence diffuse optical tomography (FDOT), near-infrared optical tomography (NIROT), or DOT [35]. 

Functional measures in neuroscience that employ near-infrared wavelengths and DOI methodologies may be categorized as functional near-infrared spectroscopy (fNIRS) [35]. 

Due to the fact that ballistic photons in a scattering medium diminish exponentially with distance, image processing techniques are frequently used to recreate high-quality ballistic images from raw, recorded ones [33]. The goal of ballistic imaging modalities is to separate information-carrying ballistic photons from non-ballistic ones [33]. Specific properties of ballistic versus non-ballistic photons are exploited to accomplish this task, including collimation, wavefront propagation, polarization, and time of flight using coherence-gated imaging [36]. Ballistic photons have various uses if they can be detected well, particularly in coherent high-resolution medical imaging systems. Popular optical imaging technologies that use ballistic photon detection to produce images include OCT, which uses the interferometry principle, and ballistic scanners, which use ultrafast time gates [33, 36]. 

Clinical application of optical imaging is also feasible in the endoscopy setting, detection of tumors, and scanning of the breast, bones, jaws, teeth, gums, and brain [36]. One of the primary benefits of optical imaging, in addition to its affordability and outstanding spatial resolution in the visible and NIR 

spectrum, is that radiation is not required. Nonetheless, the primary constraints are inadequate tissue 
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penetration and elevated background noise resulting from tissue autofluorescence and light absorption 

[37]. Therefore, optical imaging has a limited depth of penetration but is generally safe. When compared to other imaging modalities, it is superior because it is very inexpensive, has a high sensitivity of about 10−9–10−12 mol/L, does not emit ionizing radiation, can be used in real-time imaging, has a short acquisition time, and can multiplex [37]. 

This modality is affected by some factors, such as low tissue penetration (0–2 cm), strong tissue scattering of photons in the visible light region (395–600 nm) [38], and a notable background caused by water (above 900 nm), heme groups (maximum absorbance at 560 nm), and protein light absorption (260–280 nm). Several imaging modalities have been studied with the benefits of reduced autofluorescence, reduced tissue scattering, and greater penetration depth for in vivo imaging. These include the NIR window (NIR, 650–900 nm), [39] and the second NIR window (NIR-II, 1000–1700 nm) [40, 41]. 

Moreover, ballistic imaging, which has a restricted imaging depth, can reach a higher resolution of 1–10 

micrometers, which is another benefit of optical imaging over other currently used imaging modalities (such as magnetic resonance imaging and ultrasound). In addition, to boost the signal’s “strength” (i.e., signal-to-noise ratio), more dispersed “quasi-ballistic” photons are likewise frequently detected [41]. 

5.8   Elastography

An organ’s stiffness can be determined by using a diagnostic imaging technique called elastography. 

Stiff spots in the investigated organs may indicate a disease. With stiff patches in the liver indicating scar tissue (fibrosis) brought on by liver disease, elastography can aid in this diagnosis. In other words, elastography is a more recent method that takes into account the fact that pathological conditions can modify a tissue’s elastic characteristics [42]. Elastography is a noninvasive diagnostic imaging system that utilizes elasticity as a measure of biological tissues’ stiffness in relation to normal tissue [42, 43]. 

Ultrasonic, magnetic resonance, optical, or tactile elasticity imaging are possible methods for elastography imaging. The first technique to perform elastography was ultrasound elastography, which is now being extensively used for clinical diagnostic applications of soft tissues [44 –47]. 

5.8.1   Principles, Advantages, and Challenges of Elastography

MR elastography uses MRI to image the propagation of shear waves and determine the mechanical characteristics of soft tissues [48 –52]. The gradient waveform in the pulse sequence is used by MR 

elastography to sensitize the MRI scan to shear waves in the tissue. On the skin’s surface, an electromechanical transducer produces shear waves. At the same frequency as the motion-sensitizing gradient is the mechanical excitation. Utilizing optical coherence tomography, optical elastography is carried out 

[53 –56]. In order to enable optical coherence elastography on human beings, a simultaneous image can be obtained by designing an annular piezoelectric loading transducer [57]. One medical imaging technology that converts touch perception into a digital image is called tactile imaging [58, 59]. The tactile image is defined by the soft tissue surface pressure under applied deformation. The device’s probe, which has a pressure sensor array mounted on its face, acts during the examination like a human finger and slightly distorts soft tissue to detect changes in the pressure pattern. As a result of this, tactile imaging and manual palpation are extremely comparable [59]. 

Currently, the clinical use of elastography includes the following: measuring the heart muscle’s mechanical response at different stages of the cardiac cycle; assessing and diagnosing diseases of the soft tissues, such as breast cancer, age-related changes in material properties, and myofascial trigger points in muscles; examining diseases of the liver, such as liver cirrhosis; assessing the stiffness of the plantar fascia; and using tactile imaging to assess the prostate, vagina, and pelvic floor support structures 

[59]. The non-invasive and nonionizing radiation character of elastography, the instantaneous nature of the data, the high precision of 2D-time shift-based strain estimate approaches, and the high frame rate 
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that permits the acquisition of a detailed map of the transmural strain in normal conditions are some of its benefits [59]. However, as pressure is increased, elastography is affected by elasticity scores as well as elastography images, which could result in low resolution, incorrect diagnosis, or medical disorders [59]. 

5.9   Terahertz (THz) Imaging

Terahertz imaging is based on electromagnetic radiation confined to a frequency spectrum from 0.1 to 10 THz referred to as “THz gap” [60], as shown in Figure 5.3. 

Terahertz waves, or t-rays, can be used to transport information and produce images, much like visible light. The pronounced absorption of terahertz electromagnetic radiation in water makes reflected terahertz imaging stand out from previous transmission-based techniques [60]. 

5.9.1   Principles, Advantages, and Challenges of Terahertz Imaging

The measurement of transmitted or reflected ultra-short electromagnetic pulses and a Fourier transform of the recorded waveforms are the fundamental components of terahertz imaging [60]. Probe beams interact with samples in terahertz imaging, and the combination of the terahertz radiation and the probe laser yields the detection signal. The selective absorption of the terahertz radiation allows the image of the subject to be constructed. An image can be created by scanning the sample once the detector receives the signals [60 –62]. 

Owing to its capacity to enable accurate and timely assessment of a material’s permeability or permit-tivity across an extensive bandwidth, the terahertz imaging technique finds its application in the detection of cancers associated with the breast, skin, and colon [63]; imaging the crown of the tooth; both in vivo and in vitro imaging experiments of biological tissues [64]. 

Advantages of terahertz imaging include its extended wavelength, which allows it to pass through a variety of materials, its unique sensitivity to the vibration modes of water, and its safety and non-ionizing nature. Terahertz radiation is harmless for human health because, unlike X-rays, it does not promote photoionization in biological tissue due to its low photon energy. Moreover, terahertz waves have longer wavelengths than visible and infrared light. The majority of dry dielectric materials, such as plastic, wood, fabric, porcelain, and paper, are transparent to terahertz waves due to this property [63]. To further facilitate their spectroscopic fingerprinting in the terahertz range, a large number of compounds show distinctive absorption and dispersion at terahertz frequencies. Nondestructive inspection utilizing terahertz waves combines this feature with image technology to offer composition information for both target profiles [64]. 

Terahertz, on the other hand, has drawbacks such as a low signal-to-noise ratio and sluggish processing by detectors; emitters only produce low-brightness, incoherent terahertz radiation [60]; terahertz sources 

FIGURE 5.3  Frequency spectrum of terahertz imaging. 
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require cryogenic operating temperatures [65]; and terahertz offers little contrast between healthy and pathological tissues. 


5.10   Radionuclide  Imaging

A diagnostic imaging method called radionuclide imaging uses trace amounts of radioactive material to create images of the internal structures of the body. Low-level radioactive isotopes in small doses are administered orally or via injection. Particular organs, bones, or tissues are drawn to these isotopes, and these organs or tissues absorb the radioactive substance. After absorbing radioactive material, an organ or tissue releases emissions that can be picked up by specialized radiation detectors. To create an image from the emissions, the scanner collaborates with a computer. Three techniques are used in radionuclide imaging: PET [66 –68], SPECT [69 –73], and planar scintigraphy [74 –76]. Imaging fusion has been applied recently to create unique views for recording data from two distinct exams to be correlated and evaluated on a single image [76]. This includes integrating PET and CT or MRI images. The combination SPECT-CT has also been created by applying image fusion to combine SPECT and CT images [77 

–79]. A comparison of the radionuclide imaging techniques is summarized in Table 5.1. 

The isotopes used in PET imaging decay through positron emission tomography. The released positron doesn’t go very far before it experiences an annihilation process that creates two photons that move in opposing directions from one another [66]. Placing two detectors on opposing sides of the patient allows for the localization of the annihilation event. A straight line can be used to determine the position of the positron that was released when the photons were detected simultaneously [67]. Image fusion has been utilized recently to provide unique views for gathering the data from the two separate exams to be correlated and analyzed on one image. This has involved integrating PET scans with CT or MRI images [68]. 

This provides more precise diagnosis and accurate information. The combinations that are available on the market are PET-MRI [80 –82] as well as PET-CT [83 –85]. 

PET-CT, or positron emission tomography-computed tomography, is a nuclear medicine technique that combines a positron emission tomography scanner and an X-ray computed tomography scanner on a single gantry. Sequential images are obtained from both devices during the same session and combined into a single superposed image [86]. As such, anatomic imaging from CT scanning can be more precisely aligned or correlated with functional imaging from PET scanning, which shows the spatial distribution of metabolic or biochemical activity in the body. Reconstructing images in two and three dimensions can be accomplished through the use of a single control system and a set of software [86]. 

TABLE 5.1

Comparison of radionuclide imaging modalities
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Through the addition of precise anatomic localization to functional imaging, a feature that pure PET 

imaging was previously lacking, PET-CT has transformed medical diagnosis in numerous disciplines 

[86]. The emergence of PET-CTs has had a significant impact on several diagnostic imaging processes in oncology, surgical planning, radiation therapy, and cancer staging. As a result, healthcare facilities have been steadily replacing their traditional PET devices with PET-CTs. Despite being significantly more expensive, the hybrid/combined device offers the benefit of doing both tasks as standalone exams because it is two devices in one [86]. 

The third barrier to a broader application of PET-CT is the expense and difficulty of manufacturing and shipping the radiopharmaceuticals, which are typically very short-lived and needed for PET imaging. For example, radioactive fluorine-18 (18F) used to measure glucose metabolism (with fluorodeoxyglucose, FDG) has a two-hour half-life. An extremely costly cyclotron and a production line for the radiopharmaceuticals are needed for its creation. Ga-68 is created on-site from a gallium-68 generator, which is the source of at least one PET-CT radiopharmaceutical [86]. 

When using a PET-CT to diagnose, the benefits of the two different approaches are merged, and the outcome significantly outperforms the pictures produced by the two devices used alone [87]. This technique makes it possible to identify any malignant formation in the body, regardless of its size or stage of development. A further benefit of the quick diagnosis process is that it saves the practitioner valuable time while fighting the illness. Even though the material used is radioactive, the risk is extremely low, and the body naturally gets rid of it in less than 24 hours after it is administered [87, 88]. 

The first demonstration of simultaneous PET/MR detection was made in 1997, but it took another 13 

years and new detector technologies for clinical systems to hit the market [89]. At the moment, cancer 

[90 –92], cardiology [93], neurology [94 –96], and neuroscience [97] are the primary clinical regions for PET-MRI. The advantages of the novel PET-MRI diagnostic technique are now being investigated through research investigations. Using the sensitivity of PET imaging of metabolism and the ability to track specific cell types or cell receptors, the method combines the excellent structural and functional characterization of tissue offered by MRI with the tracking capabilities of PET imaging. A comparison of PET-CT and PET-MRI is shown in Table 5.2. 

Drugs labeled with atoms that decay and release at least one gamma ray are the basis of the imaging method known as SPECT [69 –73]. A collimator is required in front of the detector so that only the gamma rays emitted in the detector’s direction can be recorded because gamma rays are typically emitted equally in all directions. The collimator defines the direction of the radiation when it is detected in this manner [69 –73]. The image is created by using mathematical techniques to track the gamma rays that are released back in the direction in which they were released [69 –73]. 

After a patient receives radioactive materials by injection or mouth, scintigraphy uses a specific organ to temporarily or permanently accumulate these substances [98]. Tc99m and other radioisotopes are utilized no later than 6 hours, but no later than 2 hours after preparation. Tc99m dosage recommendations range from 20 to 25 millicuries [98]. It is recommended that the patient consume four to six glasses of water between the isotope injection and imaging to ensure proper hydration prior to imaging. Imaging is 

TABLE 5.2

Comparison of PET-CT with PET-MRI
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performed two hours after injection in individuals less than twenty years of age, and three to four hours after injection in older patients is advised for higher image quality. It is possible to make some diagnostically helpful inferences about the size of the organ and its normal or pathological location within the body based on the pattern of their distribution [98]. 

5.10.1   Principles, Advantages, and Challenges of Radionuclide Imaging

The clinical application of radionuclide imaging includes diagnosis of neurological pathologies such as epilepsy, Parkinson’s disease, dementia, and Alzheimer’s disease; diagnosis of cancers related to the head and neck, thyroid, cervix, lungs, esophagus, breast, pancreas, melanoma, colorectal, lymphoma; diagnosis of cardiovascular pathologies evaluate the effective of treatment [99]. Radionuclide imaging provides precise and accurate functional information with good tissue-specific contrast; useful in staging of cancer and the extent of tissue repair during treatment. Radionuclide imaging is challenging owing to its relatively high cost; use of ionizing radiation which increases radiation risk to patients and personnel; produces images of relatively lower spatial resolution; and sometimes requires the use of sedation for claustrophobic patients [100]. 

5.11   Conclusion

The book chapter presented an extensive overview of the principles, advantages, and challenges in current applications of diagnostic imaging techniques. The overview included techniques such as conventional radiography, fluoroscopy, CT imaging, MRI, ultrasonography, elastography, optical imaging, terahertz imaging, and radionuclide imaging (PET, SPECT, and scintigraphy). A comparative analysis of these imaging techniques given their safety, image quality, and accessibility is presented in Table 5.3. 

TABLE 5.3
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 Dual X-Ray Absorptiometry: A Backbone 

 in Bone Mineral Metabolism

Emmanuel Kwaku Ofori and Seth Kwabena Amponsah

6.1   Introduction

Bone health is essential for mobility, quality of life, and overall well-being, particularly as the global population ages. Accurate bone mineral density (BMD) measurement is vital in diagnosing osteoporosis, predicting fracture risk, and assessing treatment effectiveness [1]. Osteoporosis, a public health concern, is characterized by reduced BMD, structural deterioration of bone tissue, increased bone fragility, and the risk of fractures. These fractures can result in significant morbidity, disability, and mortality, particularly in the elderly population [2, 3]. 

Dual-energy X-ray absorptiometry (DEXA) is a technique for evaluating body composition. Due to its precision and noninvasiveness, DEXA has established itself as the standard for BMD assessment [4]. 

DEXA also facilitates the evaluation of bone mineral content (BMC) in primary skeletal regions (spine and hip), peripheral areas (heel and forearm), or over the entire body. Although DEXA uses ionizing radiation, an individual’s dose is relatively insignificant while getting a DEXA examination. DEXA has been employed in numerous epidemiological studies on bone health and in nearly all pivotal prospective clinical trials that sanctioned medications intended to reduce the occurrence of fragility fractures [5, 6]. 

Notwithstanding its acknowledged shortcomings, DEXA offers advantages over other technologies. It includes alignment with the World Health Organization (WHO) classification system, proven efficacy in fracture risk assessment, and guidance for medical interventions to reduce fracture risk. 

6.1.1   Historical  Background

DEXA technology originated in the late 1980s after progress in single-photon absorptiometry (SPA) and dual-photon absorptiometry (DPA) [7]. These foundational techniques established the basis for DEXA’s high-resolution and relatively accurate readings. 

The advent of DEXA represented a substantial advancement in the precise and reproducible measurement of BMD, paving the way for its extensive clinical application. Subsequent milestones included the first publication of the Fracture Intervention Trial confirming that bisphosphonate therapy prevents bone loss and fractures [8], the issuance of the WHO report defining osteoporosis in postmenopausal Caucasian women as a BMD T-score of ≤−2.5 at the spine, hip, or forearm [9]. The most significant recent development is the Fracture Risk Assessment Tool (FRAX) tool, which enables clinicians to employ a patient’s clinical risk factors in conjunction with a hip DEXA scan to assess the ten-year fracture probability for individual patients [10]. 

DOI: 10.1201/9781003486909-6

 67

Dual X-Ray Absorptiometry

68

 Diagnostic Advances in Precision Medicine and Drug Development 

6.2   Principles of DEXA

6.2.1   Technical  Overview

DEXA is primarily used in clinical settings to evaluate BMD. However, it can also measure or estimate total body mass, lean soft tissue mass, BMC, and fat mass. A DEXA scan is carried out by directing two X-ray beams of various intensities into the body, which allows the scan to penetrate both the bone and other soft tissues, such as adipose and muscle [11]. To differentiate between bone and soft tissues and determine BMD, DEXA uses the differences in the absorption of each beam between the two tissue types. According to the mathematical theory of DEXA, the X-ray transmission through any physical item can be divided into the corresponding areal densities (g/cm2) of any selected reference materials. 

Examining how different human tissues absorb specific beams makes determining the body’s composition possible. The quantity of soft tissue absorption must be subtracted from the computation to determine the BMD. 

A typical DEXA scanner comprises some components, including an X-ray source (tube), X-ray collimators, and X-ray detectors. A C-arm connects the X-ray source, typically beneath the scanner table, to the X-ray detectors located above the table [12]. Depending on the patient, there is a difference in the degree of attenuation that X-ray photons undergo. This difference is partially controlled by the energy of the photons and the density of the tissue they pass through. The dimensions and orientation of the X-ray beam both impact the DEXA densitometers available. 

The patient is positioned on a table as part of a DEXA scan. This scan involves the X-ray source and detector moving across the body to obtain the desired results. The process is relatively brief, requiring anywhere from ten to twenty minutes on average, and it results in just a little level of discomfort. During scan acquisition, the C-arm of the scanner moves, but it does not come into contact with the patient. The scan sites most frequently used are the lumbar spine, hip, and forearm. The lumbar spine is the highest-risk area for osteoporotic fractures. A typical DEXA output is shown in Figure 6.1. 

6.2.2   Measurement  Parameters

DEXA provides various vital measures, including BMC, BMD, T-score, Z-score, and percentage 

comparisons. Indeed, the output of modern DEXA devices must be more accurate and beneficial to the physician. The findings are presented in a manner that encompasses a variety of distinct regions of interest throughout the display. Consequently, this will make it possible to interpret the data more straightforwardly. 

BMC refers to the total mineral content of bone, measured in grams. One method for determining the BMC is to measure the intensity of photons or X-rays transmitted through the entire structure through the measurement process [13]. The computation, which is the responsibility of the machine, is based on the bone’s length, width, and density. Children older than five should have their BMC adjusted for height 

[14]. 

BMD is the most crucial factor in determining DEXA outcomes. BMD measures the density of minerals in a particular area of bone. It is expressed in grams per centimeter squared (g/cm2). The calculation of BMD involves dividing the BMC by the area. This outcome is crucial for tracking skeletal alterations and calculating the standardized score (T-score or Z-score). A patient’s BMD is evaluated by employing standard deviations for the average BMD of a young and healthy reference group. This allows for a more accurate assessment of the patient’s BMD. 

The T-score is the number of standard deviations (SD) above or below the mean BMD value of a reference population of young adults. It evaluates the particular patient against the average of individuals aged 20–29 years adjusted for gender and ethnicity. The Z-score represents the standard deviations by which a patient’s BMD differs from the mean BMD of an age-matched reference group. The diagnostic criteria for osteoporosis are a T-score of −2.5 or lower [15]. This is the minimum score required to diagnose the condition (Table 6.1).  Table 6.2 summarizes the results from a DEXA scan. 

[image: Image 10]
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FIGURE 6.1  Components of a DEXA scan. 

TABLE 6.1

WHO criteria for diagnosing osteoporosis

Situation

T-score meaning

Normal

T > 1.0

Osteopenia

−2.5 < T < −1.0

Osteoporosis

T ≤ 2.5

Established osteoporosis

T ≤ 2.5 with fractures

6.2.3   Clinical Utility of DEXA

BMD is measured with a DEXA to diagnose osteoporosis or track changes in BMD over time. The correlation between BMD measurement and the probability of a future fracture is the foundation upon which the diagnostic utility of DEXA for osteoporosis is built [16]. This densitometric method also identifies 
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TABLE 6.2

DEXA results summary

Region

Area (cm2)

BMC (g)

BMD (g/cm2)

Left arm

230.9

228.4

0.986

Right arm

247.2

234.3

0.940

Left ribs

99.8

80.8

0.842

Right ribs

101.7

85.4

0.809

Total spine

117.8

126.2

1.074

Left spine

52.3

61.4

1.173

Pelvis

208.2

286.5

1.376

Left leg

397.4

575.3

1.446

Right leg

380.1

521.4

1.376

253.8

598.5

2.302

Total

2089.2

2798.2

1.338

 T-Score =  1.4 PR (%) =  110 Z-Score =  1.6 AM (%) =  116

people who are at risk before a fragility fracture occurs. One of the critical objectives of osteoporosis treatment is to lessen the likelihood of fractures [17]. Using DXA, one can determine the possibility of a fracture occurring in this scenario. Evaluating fracture risk is also essential to assist the physician in formulating treatment choices. Indeed, the gradient of risk has a relatively substantial predictive capacity and is comparable to the relationship between blood pressure and the risk of cardiovascular disease [18]. 

Because of the correlation between low DEXA-measured BMD and the risk of fracture, regulatory bodies in both the United States of America and Europe have long advocated including DEXA-measured BMD as a criterion for inclusion in interventional studies. It has been demonstrated that pharmacologic treatment can reduce the risk of fractures among persons selected for trial inclusion based on their low BMD [19]. It is also possible to perform serial DEXA scans to assess changes in BMD over time. It is recommended that a second DEXA scan be performed six months after the first one in individuals who are anticipated to experience rapid bone loss (for instance, beginning glucocorticoid medication) [20]. 

6.2.4   Whole-Body Composition Analysis

When it comes to acquiring a better understanding of human energy metabolism in physiology and in a variety of clinical diseases, as well as when it comes to evaluating therapies, precise and reliable measures of body composition are helpful. In addition to analyzing BMD, DEXA may also be used to analyze body composition, including fat and lean mass distribution. Bone and soft tissue examinations are regularly performed on infants weighing as little as one kg [21]. DEXA capability is also helpful when it comes to treating illnesses such as sarcopenia and obesity because it provides a holistic perspective on the health of the involved patient. The fact that DEXA offers a comprehensive perspective of body composition is one of the reasons why it is an appealing tool for a wide range of clinical research and practice applications. Whole-body composition analysis can benefit individuals participating in weight control programs. Whole-body composition by DEXA can also assist with nutritional assessments and provide advice regarding activities by athletes. 

6.2.5   Advantages of DEXA

Several benefits may be gained from using DEXA, including extensive precision, accuracy, and trustworthy readings essential for diagnosis and monitoring bone disorders (Table 6.3). Precision is frequently evaluated using the coefficient of variation (CV), which usually falls within the range of 1%–1.5% for BMD levels in the spine and the whole hip and within the range of 2%–2.5% for BMD 

levels in the femoral neck [22]. The amount of radiation exposure caused by a DEXA scan is not high, 
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TABLE 6.3

Advantages of using DEXA

Advantages: DEXA

Low radiation dose

BMD, T, and Z-score results are very informative in bone health

Stable calibration

Good accuracy and precision 

Effective quality control dynamics

Proven ability to predict fracture risk

Used in WHO-FRAX algorithm for predicting ten-year

Proven for effective targeting of anti-fracture treatments

Effective at monitoring response to treatment

Short scan times

Better patient cooperation

Rapid patient setup

It can be used in conjunction with other imaging techniques

Availability of reliable reference ranges

equivalent to the amount consumed regularly. This quantity of radiation exposure is also not considered to be dangerous. DEXA scans are rapid and non-invasive. DEXA can also make correct body composition forecasts, producing accurate predictions. A DEXA scan can be finished in slightly less than five minutes, which is significantly less than the time it takes to obtain data from a whole-body magnetic resonance imaging (MRI) scan, which can take anywhere from 30 to 60 minutes to complete. Patient cooperation is increased because the procedure is performed quickly, and the patient is not uncomfortable. In addition to determining the composition of particular areas of the body, DEXA is also capable of determining the composition of the complete body. DEXA evaluation is also essential to decide on the appropriate treatments to reduce the possibility of fracture. Further, DEXA is applied in pediatric populations to evaluate the bone health of children taking corticosteroid medication for an extended period or who have chronic issues [23]. The utilization of DEXA is advantageous when it comes to the evaluation of secondary causes of osteoporosis. These secondary causes include glucocorticoid-induced osteoporosis, hyperparathyroidism, and other metabolic bone illnesses [24]. This is because DEXA provides a plethora of information. The BMD generated from DEXA is essential to fracture risk assessment devices like FRAX [25]. Based on clinical risk factors and BMD at the femoral neck, this instrument determines the likelihood of osteoporotic fractures occurring over ten years. Because of this integration, medical care can be more individualized with more treatment options. 

Indeed, DEXA can comprehensively examine bone health when paired with other diagnostic modalities, such as computed tomography (CT) and MRI. Utilizing multimodal techniques can enhance patient outcomes and further understanding of bone diseases.  

6.2.6   Disadvantages or Limitations of DEXA

Ensuring that the appropriate patient demographics are entered into the DEXA information system is paramount when interpreting DEXA examinations. Several things can affect T-scores and Z-scores, including incorrect information on age, gender, and race [26]. The results of a DEXA can be further influenced by several factors, including the patient’s positioning, the equipment’s calibration, faulty scan capture or analysis, and the operator’s experience level [27]. 

Ensure that the patient is positioned correctly, that the scan is interpreted accurately, and that no artifacts are present. Because DEXA calculates fat mass indirectly by removing the mass of lean soft tissue and the mineral content, it is suggested that DEXA may impact fat mass calculation. The results of the DEXA test also show that the amount of lean soft tissue is an overestimate of the muscle mass. This type 
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of tissue may be responsible for the overestimation because lean tissue comprises different compart-ments that are not muscle, such as skin, connective tissue, and fat-free adipose tissue [28]. 

Inaccuracies in BMC measurements can impact the clinical interpretation of DEXA images. In 

humans, the inhomogeneity of the distribution of adipose tissue can lead to the imaging of bone marrow and other soft tissues placed outside of the bone in the path of the X-ray beam [29]. This can result in an incorrect diagnosis. Furthermore, where an MRI scan can discern between intramuscular and extramuscular lipid levels, a typical DEXA scan cannot provide the added benefit of being able to differentiate between the two [30]. DEXA is a method utilized to determine the BMD present in a specific two-dimensional area. This is different from the accurate three-dimensional volume of the bone evaluated by CT and MRI scans. Thus, DEXA cannot determine the volume of adipose tissue (AT) or differentiate between the numerous AT depots. 

Although DEXA employs low-dose radiation, there is still a concern over the possibility of repeated exposure. In particular, this is the case among populations who are more vulnerable to the effects of radiation, such as children and women who are pregnant. Additionally, inter-machine variability is possible, so the same machine ideally should be involved again for follow-up scans whenever feasible. The higher expense of the DEXA equipment and scans may be a barrier to the widespread deployment of this technology, particularly in environments where resources are restricted. Indeed, the results of a DEXA may be challenging to interpret, particularly in people with skeletal dysplasia or osteomalacia, which are disorders that affect bone density in a manner that is unique from osteoporosis [31]. Qualified medical practitioners must consider the clinical situation and any extra diagnostic information to interpret DEXA scans accurately. 

The presence of metallic hardware or other artifacts in or overlaying the spine and hip or soft tissue artifacts, such as imaging contrast material, can be some of the additional obstacles that may occur during DEXA measurement [32]. Before beginning the scan, it is necessary to remove any exterior metallic artifacts, such as buttons made of metal, money coins, jewelry, and other items of a similar nature. Specific knowledge and precise attention to detail are essential prerequisites for the acquisition, processing, and subsequent interpretation of DEXA scans. Considering the disadvantages of using DEXA (Table 6.4), it is of the utmost importance to acknowledge the physician and technologist’s role in obtaining and interpreting DEXA data to guarantee that the outcomes are consistently high quality.  

6.2.7   Alternatives to DEXA

Quantitative computed tomography (QCT) evaluations of the hip and spine, peripheral dual-energy X-ray absorptiometry (pDEXA) systems for evaluating the forearm, heel, or hand, and quantitative ultrasound (QUS) equipment for measuring the heel and other peripheral regions are all examples of the types 

TABLE 6.4

Disadvantages of using DEXA

Disadvantages: DEXA

Improper scan capture may invalidate outcome measures

Incorrect information fed into the DEXA machine may affect T- and Z-scores

Inaccurate estimation of fat mass

Potential overestimation of muscle mass

BMC results can be affected by inhomogeneity in adipose tissue distribution

Cannot distinguish between intramuscular and extramuscular lipids

Unable to determine the three-dimensional fat volume

Concerns about repeated radiation exposure

Relatively expensive and unavailable, especially in Africa

Inter-machine variability affecting accuracy and precision

Invalidation with the introduction of a contrast or nuclear material

Expertise required
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of diagnostic tools that fall under this category. QCT is a scanner that provides a three-dimensional scanning modality that addresses the two-dimensional limitations of DEXA [33]. This scanning modality allows for evaluating actual physical volumetric BMD (vBMD). Although QCT is typically used for whole-body CT, specialist techniques such as peripheral QCT (pQCT) and high-resolution peripheral QCT (HR-pQCT) can provide focused imaging [34]. 

These methods can accurately delineate and characterize the trabecular and cortical bone compart-ments, which DEXA cannot do. pDEXA and QUS devices offer a quick, simple, cost-effective, and straightforward process for evaluating bone health. They are, therefore, enticing for use in a more extensive variety of circumstances. These alternative evaluation methods, however, have a poor relationship with central DEXA of the spine and hip in actual practice. Concerning pediatric patients with spinal abnormalities, contractures, or metallic implants, assessing peripheral regions with pQCT is superior to DEXA scans in terms of its benefits [35]. 

MRI, a powerful imaging technique that does not ionize, includes noninvasive treatments, and does not cause any patients to experience discomfort, has gained popularity in recent years. The employment of a magnetic field in MRI allows for the development of a comprehensive cross-sectional image of both cortical and trabecular bone, making it easier to perform a study of bone micro-architecture with a high degree of precision. MRI can evaluate soft and hard tissues, making it a valuable clinical tool. The use of MRI is not commonplace because of the high expenses involved and the requirement that general anesthesia be administered to individuals under 18 [36]. 

Conversely, unlike DEXA and CT, ultrasound is a non-invasive imaging tool that does not use radiation. One of its many benefits is quickly isolating a specific anatomical region. It also offers additional benefits, such as being portable and inexpensive. Although its usefulness depends on the person using it, its benefits make it an effective evaluation tool for determining bone quality in children and adolescents. 

6.3   Advancements in DEXA Technology, Artificial 

Intelligence, and Future Directions

Due to technological breakthroughs, DEXA scans have improved their resolution and accuracy. This has led to the creation of three-dimensional DEXA (3D-DEXA) and high-resolution peripheral quantitative computed tomography (HR-pQCT) [37]. The 3D-DXA is a relatively recent technique that aims to reproduce three-dimensional images from two-dimensional DEXA scans. HR-pQCT is utilized to provide comprehensive insights into the micro-architecture of bones. This technique can produce high-resolution pictures of peripheral regions, such as the wrist and the ankle. These improvements can provide even more comprehensive evaluations of bone micro-architecture and strength, increasing the capacity of DEXA methods to make accurate predictions. Image processing and reconstruction techniques are anticipated to improve the quality of DEXA scans and their application in clinical settings, thereby providing considerable benefits to patients. Indeed, contemporary scanners can discern between cortical and trabecular bone, enabling them to provide more specific insights into bone health. Additionally, new imaging techniques have improved the capability of detecting spinal fractures, which are typically misdiagnosed. 

The use of artificial intelligence (AI) in conjunction with DEXA technology has improved the efficiency of data reporting and processing [38]. Furthermore, technologies driven by AI have the potential to aid in risk classification and the development of tailored treatment treatments. These technologies can use massive datasets to recognize patterns and generate predictions regarding the experiment’s outcomes. DEXA has the potential to contribute to the development of precision medicine in several ways, one of which is the creation of personalized treatments based on risk profiles and genetic predispositions. 

Personalized methods of bone health management can boost medication effectiveness while simultaneously minimizing the likelihood of patients experiencing adverse effects [3]. When DEXA data is combined with genetic testing and indications of bone turnover, it is possible to acquire a more comprehensive picture of a person’s bone health and the likelihood of bone fracture. Innovative techniques, including optical coherence tomography (OCT), QUS, spatially offset Raman spectroscopy (SORS), and wearable 
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devices, present significant advancements in bone health monitoring [39]. They deliver enhanced-resolution images and more comprehensive molecular-level information. Nonetheless, their application is frequently constrained by elevated expenses and specialized apparatus and training requirements. 

Bone health is essential for overall human well-being, and inadequate bone health can result in severe medical diseases, including osteoporosis, fractures, specific skeletal illnesses, and bone malignancies. 

Consequently, the surveillance and assessment of bone health are crucial for the early detection and intervention of possible abnormalities. Investigations are now being carried out to develop a technology that can be worn or carried around to check the status of bones. This technology would be considered wearable or portable. These devices can provide real-time bone density and quality monitoring. 

This intervention would significantly improve the accessibility and convenience of bone health care for patients. Progress in sensor technology and data analytics will be an essential component in the design of portable devices that are dependable and easy to operate. 

Bone remodeling entails the actions of osteoblasts, which generate new bone tissue, and osteoclasts, which resorb old bone tissue. Osteoblasts, responsible for bone formation, release collagen, the primary constituent of bone, and osteocalcin, which regulates bone development and calcium metabolism. 

Conversely, enzymes and acids secreted by osteoclasts decompose the mineralized matrix of bone tissue, thereby liberating minerals such as calcium into the bloodstream. The predominant techniques for evaluating bone health comprise QCT, DEXA, and the assessment of bone turnover indicators. Nonetheless, these approaches, particularly the biomarkers, need more accuracy and sensitivity to identify modest changes in bone turnover. 

Consequently, there is an immediate necessity for advanced sensing technologies to augment the precision, sensitivity, and ease of bone health evaluation. The integration of technologies, including ultrasound, MRI, and optical imaging, has demonstrated encouraging efficacy in detecting bone disorders and assessing treatment effects. These technologies provide non-invasive, precise, and efficient evaluation of bone health metrics, resulting in enhanced diagnosis, monitoring, and treatment of bone-related disorders. 

Progress in nano- and micro-electromechanical systems and AI has demonstrated the capacity to transform bone health evaluation through non-invasive, real-time monitoring [40]. Advanced sensing technologies could profoundly influence clinical practice, improve patient outcomes, and decrease healthcare expenses related to bone illnesses. They also contribute to enhancing specificity, sensitivity, early diagnosis, real-time monitoring, mobility, and cost-effectiveness of treatment. Emerging sensing technologies include wearable devices and biomarker-based sensors. These technologies provide ongoing and individualized monitoring, enabling individuals to actively oversee their bone health, herald-ing a new epoch of preventative healthcare. Predictive models utilizing machine learning and tissue engineering have the potential to transform bone health evaluation through early diagnosis and ongoing monitoring capabilities. 

6.3.1   Portable and Wearable Technologies

Wearable devices (WDs) are becoming popular for collecting biometric data during regular activities, especially in fitness contexts. Although these devices are prevalent and appear cost-effective, their precision in assessing health outcomes needs to be revised, particularly for older folks, as they are designed primarily for younger populations. Most wearable devices have been utilized to monitor cardiometabolic health indicators; however, new devices are being developed to evaluate alterations in mechanical load bearing during regular activities. Wearable devices that assess bone health by delivering real-time input on mechanical loads to avert age-related bone complications have demonstrated promise in the biomedical sector [41, 42]. Nonetheless, the direct correlation between these measurements and tangible bone health outcomes, including fracture risk estimates in older people, has yet to be determined. These devices may assist in selecting exercise programs for elderly individuals, especially those with knee ailments, by providing prompt feedback on the safety and efficacy of the exercises. 

Consequently, the existing wearable devices enable clinicians to conduct real-time assessments of bone health; however, there is an urgent necessity for ongoing research advancements and increased collaboration between scientific development and technology-oriented companies to augment the functionality 
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of these devices for broader applications. Due to WDs being a developing technology, its efficiency, specificity, and sensitivity differ among devices and applications; therefore, further study is necessary to achieve consistency among devices. Research on implantable biosensors for detecting bone health biomarkers is at the forefront due to several key advantages, including high sensitivity for specific biomarkers, enabling early diagnosis, real-time monitoring, non-invasive characteristics, enhanced specificity, and long-term stability. Despite their potential, implantable sensors necessitate the evaluation of biocom-patibility, long-term reliability, routine calibration and maintenance, and the problem of guaranteeing data confidentiality. Quantum dots, gold nanoparticles, and other nanomaterials enhance the sensitivity and selectivity of biosensors. These developing technologies present significant breakthroughs in bone health monitoring, facilitating more accurate, rapid, and personalized healthcare interventions. 

6.3.2   Health Initiatives, Big Data, and Predictive Analytics

To alleviate the burden of osteoporosis and related bone disorders experienced worldwide, efforts must be made to enhance access to DEXA technology in countries with low and intermediate incomes. 

International partnerships and funding initiatives can assist in disseminating DEXA equipment and training programs, ultimately leading to improved bone health outcomes worldwide. Engaging in advo-cacy and policy work is essential to elevate bone health to a higher priority and guaranteeing that all individuals have equal access to diagnostic and therapeutic resources. In bone health management, the implementation of big data and predictive analytics has the potential to bring about a complete and total transformation. Constructing prediction models by evaluating big datasets derived from DEXA scans and other sources is possible. This is something that can be taken into consideration. After that, these models can be applied to identify individuals who are at high risk and to optimize the therapy alternatives that are available to them. Through conventional analysis, machine learning algorithms can spot subtle patterns and risk variables that are not immediately visible. 

6.4   Conclusion

DEXA is an essential tool for evaluating and managing bone mineral metabolism. It has emerged as a vital instrument for therapeutic practice owing to its precision, noninvasiveness, and capacity to deliver comprehensive insights into bone health. Although DEXA has some disadvantages, the efficacy of DEXA technology is anticipated to increase further, owing to recent innovations and its integration with other diagnostic methods. By perpetually refining and expanding the applications of DEXA and embracing AI approaches, we can enhance bone health outcomes and promote the overarching objective of healthy aging. 

REFERENCES

1.   Haseltine KN, et al. Bone mineral density: clinical relevance and quantitative assessment.  J Nucl Med. 

2021;62(4):446–54. 

2.  Palermo A, et al. BMI and BMD: the potential interplay between obesity and bone fragility.  Int J 

 Environ Res Public Health. 2016;13(6):544. 

3.  Aibar-Almazán A, et al. Current status of the diagnosis and management of osteoporosis.  Int J Mol Sci. 

2022;23(16):9465. 

4.   Dimai HP. Use of dual-energy X-ray absorptiometry (DXA) for diagnosis and fracture risk assessment; WHO-criteria, T-and Z-score, and reference databases.  Bone. 2017;104:39–43. 

5.  Osuna PM, Ruppe MD, Tabatabai LS. Fracture liaison services: multidisciplinary approaches to secondary fracture prevention.  Endocr Pract. 2017;23(2):199–206. 

6.   Khan AA, et al. Osteoporotic fractures: diagnosis, evaluation, and significance from the international working group on DXA best practices.  Mayo Clinic Proceedings. Elsevier; 2024;99(7):1127–41. 

7.  Lewiecki EM, Binkley N. DXA: 30 years and counting: Introduction to the 30th anniversary issue. 

 Bone. 2017;104:1–3. 

76

 Diagnostic Advances in Precision Medicine and Drug Development 

8.   Hald JD, et al. Bisphosphonates for the prevention of fractures in osteogenesis imperfecta: meta‐analysis of placebo‐controlled trials.  J Bone Miner Res. 2015;30(5):929–33. 

9.   Zhou B, et al. Bone density, microarchitecture and stiffness in Caucasian and Caribbean Hispanic postmenopausal American women.  Bone Res. 2014;2(1):1–9. 

10.   Schini M, et al. An overview of the use of the fracture risk assessment tool (FRAX) in osteoporosis.  J 

 Endocrinol Invest. 2024;47(3):501–11. 

11.  Silver HJ, et al. Imaging body composition in obesity and weight loss: challenges and opportunities. 

 Diabetes Metab Syndr Obes. 2010:337–47. 

12.  Kang J. Status of DEXA instrumentation using direct and indirect detectors.  Adv X-ray Detector Technol. 2022; 2022:151–73. 

13.  Goldstein JI, et al.  X-Rays. Scanning Electron Microscopy and X-Ray Microanalysis; Heidelberg, Germany, 2018. p. 39–63. 

14.   Zemel BS, et al. Height adjustment in assessing dual energy x-ray absorptiometry measurements of bone mass and density in children.  J Clin Endocrinol Metab. 2010;95(3):1265–73. 

15.   Amarnath S, Kumar V, Das SL. Classification of osteoporosis.  Indian J Orthop. 2023;57(Suppl 1):49–54. 

16.  Sangondimath G, Sen RK. DEXA and Imaging in Osteoporosis.  Indian J Orthop. 2023;57(Suppl 1):82–93. 

17.  Keen R. Osteoporosis: strategies for prevention and management.  Best Pract Res Clin Rheumatol. 

2007;21(1):109–22. 

18.   Kanis JA, et al. Assessment of fracture risk.  Eur J Radiol. 2009;71(3):392–7. 

19.  Crandall CJ, et al. Comparative effectiveness of pharmacologic treatments to prevent fractures: an updated systematic review.  Ann Intern Med. 2014;161(10):711–23. 

20.  Lyu H, et al. Delayed denosumab injections and bone mineral density response: an electronic health record-based study.  J Clin Endocrinol Metab. 2020;105(5):1435–44. 

21.   Demerath EW, Fields DA. Body composition assessment in the infant.  Am J Hum Biol. 2014;26(3):291–304. 

22.   Elliott ME, Binkley N. Evaluation and measurement of bone mass.  Epilepsy Behav. 2004;5:16–23. 

23.  Guss CE, McAllister A, Gordon CM. DXA in children and adolescents.  J Clin Densitom. 

2021;24(1):28–35. 

24.   Adams JE. Advances in bone imaging for osteoporosis.  Nat Rev Endocrinol. 2013;9(1):28–42. 

25.   Schini M, et al. An overview of the use of the fracture risk assessment tool (FRAX) in osteoporosis.  J 

 Endocrinol Invest. 2024;47(3):501–11. 

26.   Carey JJ, Delaney MF. T-Scores and Z-Scores.  Clin Rev Bone Miner Metab. 2010;8(3):113–21. 

27.   Bazzocchi A, et al. DXA: Technical aspects and application.  Eur J Radiol. 2016;85(8):1481–92. 

28.   Rashmi R, Snekhalatha U. Evaluation of body composition parameters using various diagnostic methods: A meta-analysis study.  Obes Med. 2019;16:100150. 

29.   Bolotin H, Sievänen H, Grashuis J. Patient‐specific DXA bone mineral density inaccuracies: quantitative effects of nonuniform extraosseous fat distributions.  J Bone Miner Res. 2009;18(6):1020–7. 

30.  Skalsky AJ, et al. Assessment of regional body composition with dual-energy X-ray absorptiometry in Duchenne muscular dystrophy: Correlation of regional lean mass and quantitative strength.  Muscle Nerve. 2009;39(5):647–51. 

31.   Formosa MM, Christou MA, Mäkitie O. Bone fragility and osteoporosis in children and young adults. 

 J Endocrinol Invest. 2024;47(2):285–98. 

32.   Morgan SL, Prater GL. Quality in dual-energy X-ray absorptiometry scans.  Bone. 2017;104:13–28. 

33.  Löffler MT, et al. X-ray-based quantitative osteoporosis imaging at the spine.  Osteoporos Int. 

2020;31(2):233–50. 

34.  Wong AK. A comparison of peripheral imaging technologies for bone and muscle quantification: a technical review of image acquisition.  J Musculoskelet Neuronal Interact. 2016;16(4):265–82. 

35.  Binkley T, et al. Bone measurements by Peripheral Quantitative Computed Tomography (pQCT) in children with cerebral palsy.  J Pediatr. 2005;147(6):791–6. 

36.   Artunduaga M, et al. Safety challenges related to the use of sedation and general anesthesia in pediatric patients undergoing magnetic resonance imaging examinations.  Pediatr Radiol. 2021;51(5):724–35. 

37.  Gazzotti S, et al. High-resolution peripheral quantitative computed tomography: research or clinical practice?  Br J Radiol. 2023;96(1150):20221016. 

 Dual  X-Ray  Absorptiometry   

77

38.  Dimai HP. New horizons: artificial intelligence tools for managing osteoporosis.  J Clin Endocrinol Metab. 2022;108(4):775–83. 

39.   MacRitchie N, et al. Molecular imaging of inflammation - Current and emerging technologies for diagnosis and treatment.  Pharmacol Ther. 2020;211:107550. 

40.  Yadav D, et al. Smart diagnostics devices through artificial intelligence and mechanobiological approaches.  3 Biotech. 2020;10(8):351. 

41.  Chan M, et al. Smart wearable systems: Current status and future challenges.  Artif Intell Med. 

2012;56(3):137–56. 

42.   Mirmomeni M, et al. Chapter 12 - From wearables to THINKables: artificial intelligence-enabled sensors for health monitoring. In: Sazonov E, editor.  Wearable sensors, 2nd ed. Oxford: Academic Press; 2021. p. 339–56. 

Diagnostic Advances in Precision Medicine and Drug 

Artificial Intelligence in Diagnostic/Personalized Medicine

Development

10.1201/9781003486909-7

7

 Artificial Intelligence in Diagnostic/

 Personalized Medicine

Christian Obirikorang and Hubert Owusu

7.1   Introduction

Artificial intelligence (AI) is one of the fastest-growing fields in computer science. It refers to the design of intelligent machines that could perform tasks with human-like capabilities such as processing thoughts and making decisions. It involves the ability of an intelligent machine to solve problems while also learning to solve new ones [1, 2]. AI could also be thought of as the “artificial thinking power of computers”. 

It is a combination of the terms “artificial”, which means man-made, and “intelligence”, which indicates the capacity to reason independently. This then requires an AI system to be capable of perceiving its environment, including detecting input data and its parameters, analyzing the data, and making a prediction [3, 4]. Indeed, AI have shown themselves effective at performing these complex tasks at speeds far beyond human ability. This has made the capacity of AI systems to quickly and accurately analyze vast data in many areas of human life. Their impact has been very transformational in industries as widely varied as healthcare, education, banking and finance, retail and e-commerce, manufacturing, information technology, travel, and real estate, among many others. 

In recent years, there has been a growing interest in the application of AI in medicine. AI systems have been applied in many areas including clinical decision-making, disease diagnosis, surgery, and rehabilitation [5]. This excitement has also been intensified by the enormous availability of large datasets and advancements in computer processing powers, which have lowered the costs and technical hurdles involved in developing an AI application. Current AI applications are very efficient at diagnosing diseases or providing personalized treatment recommendations. They have also been very successful at improving clinical outcomes, reducing human errors, and streamlining administrative processes. This has freed up time and reduced the toll healthcare professionals experience at work [6]. 

7.2   Foundations of AI

7.2.1   History and Development of AI

In 1950, Alan Turing proposed the Turing test as a theory for checking a machine’s intelligence. The test is used to judge a machine as intelligent if it could fool a person interacting with it into believing that it is also human [7]. At this point, AI was a purely academic research endeavor. Christopher Strachey developed the first AI program and in 1956, a young Dartmouth College associate professor of mathematics, John McCarthy, coined the term “Artificial Intelligence” during the Dartmouth Conference [8]. This signaled a shift in the direction of AI research into mainstream, where many of those who attended the conference anticipated the creation of machine systems with human-level intelligence within a generation or two. After a decade of research, it became apparent that they had grossly misjudged the difficulty 78
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of the enterprise. Their research was limited in many ways, chief among them being the need for large datasets and more computing power [8]. Yet, they also had some success, which included the first real-world AI application to be deployed in healthcare. The MYCIN was a rule-based expert system designed at Stanford University in 1974 to assist clinicians in diagnosing bacterial infections and providing antibiotic recommendations [9]. As a rule-based AI system, the MYCIN system also relied on using rules and logical processes to mimic human reasoning. This limited its capacity to scale and adapt to new changes without manual adjustments being made to its predefined rules. Despite this, the MYCIN system succeeded in demonstrating the potential of AI applications within the medical decision-making process [9]. 

The 1990s saw AI research shift from a rule-based approach to machine learning algorithms and neural networks. Advancements in computational power and the availability of large datasets also made it possible to perform the complex computations needed to train these algorithms more cheaply and faster. This approach enabled computers to learn from large amounts of data rather than from predefined rules. International Business Machines Corporation (IBM) developed its Deep Blue algorithm during this period. In a highly publicized match in 1997, the Deep Blue algorithm became the first AI system to defeat a world chess champion, Garry Kasparov [8, 10]. A remarkable increase in medical datasets in the 2000s also pushed the applications of AI systems in healthcare to new heights, especially when combined with advancements in deep learning. Deep learning, which involves creating many layers of an artificial neural network to learn and identify complex patterns in a given dataset, made AI systems very much capable of handling intricate tasks such as image recognition and understanding speech. In healthcare, the deployment of AI systems started to show immense promise in areas like medical imaging and predictive analytics [8, 10]. Researchers started to train neural network models on vast datasets of medical images, thereby enabling the automated detection of abnormalities such as cancers. 

Another critical area of AI that has made significant strides in healthcare is natural language processing (NLP), which has enabled computers to process and understand human language. This subfield in AI has opened up new possibilities. AI systems are able to provide timely and efficient medical diagnosis by analyzing unstructured medical data including electronic health records (EHRs), physician notes, and medical literature [10, 11]. NLP systems have been useful in extracting insights from medical records, automating clinical documentation, and identifying patients for clinical trials. 

7.2.2   Machine  Learning

Machine learning is a subfield of AI that focuses on making computers learn without being explicitly programmed to do so. Since the development of computers, scientists have always wondered if computers could learn as humans do. This has allowed researchers to develop new algorithms that enable computers to learn from data to make predictions. To begin with, data is input into the machine learning system, which generalizes the examples in the data to create a mathematical model [12]. This model is then used to make predictions on new examples. In the application of AI systems in medical diagnosis, two of the most widely used machine learning techniques include supervised and unsupervised learning [5]. 

 7.2.2.1   Supervised  Learning

Supervised learning is the most widely used AI technique for classification problems. It uses algorithms to learn associations based on a labeled dataset – where a labeled dataset is one in which the output data of an example in the data is correctly matched with its input. An example would be computed tomography (CT) scan images of lung cancer that have been classified by a medical expert; that is, the diagnosis (label) for each example in the data is known. This information is then used to train a machine learning algorithm that creates a model for predicting the outcome of any new input data [5, 13]. 

In designing a machine learning model, there are two steps in the learning process, which include the training and testing stages. First, the data acquired for the learning process is divided into training and testing data. This begins the training process where the machine learning algorithm takes up the training data as input and uses features from the data to build a mathematical model [13, 14]. The accuracy of the model is then evaluated in the testing phase where it takes up the testing data as input and 
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makes predictions of their outcome [13, 15]. Results from the testing phase would then inform whether the model needs fine-tuning, or is production-ready. The labels provide the ground truth against which values predicted by the model can be compared. This makes evaluating the robustness of the algorithm much easier. However, given the heavy reliance of supervised learning algorithms on these labels, this also makes them very sensitive to the quality of that data [12, 14]. Data that is labeled poorly or incorrectly could lead to a model making biased or faulty predictions [5]. The labels on the data are also important in influencing the type of algorithm architecture to be employed. Depending on whether the label is continuous or discrete, a regressor or classifier algorithm may be used [12]. 

When the label in a dataset is continuous, a linear regression algorithm is used to train the data. It stands as the most commonly used regression algorithm and the basis for understanding other regression algorithms such as logistics regression for a classification problem. Linear regression aims at plotting a line, or curve, that best fits the given data. To accomplish this, it strives to strike a balance so that the plot does not fit the training data too closely to a point where it can accurately predict results for the training data but fails on the testing or external data. At that point, the model is deemed overfit [12, 13]. In healthcare, linear regression models have been used to predict how long patients may stay at the hospital, and healthcare costs. 

Classification algorithms are used to train a machine learning model when the label is a discrete value. 

It is worth noting that a regression dataset could also be transformed into a classification problem by grouping the continuous values into classes. Classification is a type of pattern recognition algorithm in which the model learns to find patterns in the training data in order to make predictions about the class of a new input [12, 13]. There are many types of classification algorithms that can be used depending on the available data. These include: logistic regression, which is used in predicting a binary outcome; decision tree, which is one of the most humanly understandable classification algorithms that classifies data by splitting them based on features in a hierarchical manner; support vector machine (SVM), which classifies data by finding the optimal hyperplane that separates the classes; and K-nearest neighbors (KNN), which classifies data based on the closest training example in feature space [10]. Over the years, classification algorithms have been used to predict whether a patient has a certain disease based on their symptoms, identifying genetic disorders, or categorizing abnormalities in medical images. 

 7.2.2.2   Unsupervised  Learning

Unsupervised learning algorithms are used for predicting the outcome of datasets with no labels. The aim is to deduce the classes or groups from the dataset without the need for labels. These algorithms are mostly used to identify correlations within a dataset, although they don’t have the ability to determine if the observed correlations have any statistical relevance. That is, unsupervised learning algorithms are more likely to identify clusters of little to no relevance to the problem if only such a pattern exists in the data [5, 12, 16]. Given that there are no labels to provide a ground truth basis against which to judge the accuracy of the model, unsupervised learning algorithms are considered to be a less objective method for classification problems than supervised learning algorithms. In view of that, it then becomes necessary for the user to have domain knowledge about the dataset otherwise they may not understand the predictions made by the model [14]. 

Unsupervised learning algorithms are said to be more difficult to model when compared to supervised learning algorithms. Given that unlabeled data are more abundantly available than labeled ones, the use of this technique has been growing steadily over the years. After all, there are many problems that are uniquely suited to be solved with unsupervised learning algorithms such as: building a recommendation system or classifying the behavior of customers on a website [12, 17]. 

One of the most popular unsupervised learning techniques is the clustering algorithm, which sorts data into clusters based on their similarities or differences. It is used to identify salient features of the data, form hypotheses, or gain new insights into a given data. Some clustering algorithms group each data point into a single cluster, while others may sort the same data point into one or more overlapping clusters [12]. The number of clusters used in the model is predefined by the user based on domain knowledge of the data. In practice, some methods have been developed to help guide the selection of the 

“perfect” cluster number. However, it is also generally understood that having domain knowledge about 
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the data could also provide an important perspective in this selection process [17, 18]. That is, faced with the challenge of creating T-shirt sizes for a company based on people’s height and weight, one could split the data into three clusters (S, M, and L) or five clusters (S, M, L, XL, and XXL) based on domain knowledge or market dynamics. 

Another widely used unsupervised learning algorithm is the  k-means algorithm, which is also an easier clustering algorithm to understand. It uses a set number of cluster centroids ( k) to classify data into  k distinct, non-overlapping clusters. It accomplishes this by assigning each data point to a centroid and then calculating and recalculating their Euclidean distance until each data point is in a cluster with the nearest centroid [18]. In 2020, Singh et al. developed an enhanced  k-means clustering and improved ensemble learning algorithm that combined data from multiple sources to help clinicians in the early diagnosis of hepatitis disease [19]. 

7.2.3   Deep Learning and Artificial Neural Networks

Deep learning is a form of AI algorithm where the machine itself performs classification or regression analysis by learning several internal representations from raw data. This differs from classical machine learning algorithms where experts carefully engineer features for the training data [20]. Deep learning algorithms, which are modeled with inspiration from the human brain, are built layer by layer, with each layer learning a set of hidden representations from the data. Each layer is represented as a non-linear composite of representations in the layers before it. As a result, representations learned by the model in the first layer are rather simple, which then combine to create unreasoningly more abstract and complex representations at each additional layer. One illustration of this is when deep learning algorithms are used in image classifications. First, the first layers of the model detect edges and strokes in the images, which combine into simple objects, and then into more complex objects at each other layer. As such, how the model arrives at a prediction is unexplainable due to the high level of abstraction involved, thereby becoming a black box for users [12, 21]. 

 7.2.3.1   Convolutional Neural Networks

A convolutional neural network (CNN) is a type of neural network mainly used for image analysis to find patterns or for object recognition [22]. A CNN algorithm splits an image into small patches with the assumption that each small area can be independently analyzed from the rest of the image in order to obtain basic features in that area. After this, it merges information in each area to create a more abstract representation of the image [21]. This has proved particularly useful in medical imaging diagnosis where CNN algorithms have been used to identify signs of pneumonia in a chest X-ray or malaria diagnosis of plasmodium parasites [23, 24]. 

 7.2.3.2   Recurrent Neural Networks

Recurrent neural network (RNN) is specifically used in analyzing sequential data such as text and time series. In the healthcare environment, such sequential data may include patient health records or their vital signs being monitored over time. In one step at a time, RNNs send data they receive to the hidden layers. However, the neurons in this network have a cyclical connection between them, thereby allowing the network to possess a short-term memory where information previously input into the network could be remembered and acted upon for future predictions [12, 22]. RNN works to predict the next sequence by utilizing information stored in their short-term memory and the current input. At the hospital, RNN 

systems have been used to predict patient outcomes, such as the likelihood of diabetic patients being readmitted to the hospital or the progression of a chronic disease [25, 26]. 
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 7.2.3.3   Generative Adversarial Networks

Generative adversarial networks (GAN), introduced in 2014 by Ian Goodfellow and his colleagues at Google, are based on two artificial neural networks that are competing with each other [27]. It is a generative modeling technique that gives rise to new examples of data such as images, text, or audio by analyzing and identifying patterns in the training data so that the newly generated data is indistinguishable from the training data. It has a generator as the first network to give rise to new data examples, while the discriminator, which is the second network, strives to differentiate between the newly generated examples and those from the original training data [28]. This is often alluded to as a competition between a bank and a scammer who is trying to produce counterfeit money. Anytime the scammer generates counterfeit money, the bank should possess the ability to identify if the money is counterfeit or not. Thus, just as the scammer becomes ever more creative at generating counterfeit money, the bank should also become more competent at identifying them. The hope is to train a GAN to the point where both the generator and discriminator are good at their game and reach a stalemate [12]. GAN have been successfully used to generate images of humans, animals, buildings, and text-to-image generation. In healthcare, some GAN systems have been used to generate synthetic medical images to be used in training CNN, which helps to address the prevailing challenge of having a scarcity of labeled medical images. 

GAN have also been used in medical imaging to enhance the quality of images by improving the resolution of images or eliminating noises such as artifacts [29, 30]. 

 7.2.3.4   Natural Language Processing

Natural language processing is a field of AI that gives computers the ability to understand human language in the manner in which it is written and spoken – otherwise known as natural language [31]. 

Computers have long had the ability to understand structured data obtained in the form of spreadsheets and database tables. However, human language, which comes in the form of text or voice, represents a great new challenge as unstructured data. Thus, by combining statistical modeling with deep learning, and computational linguistics, NLP systems are enabling computers to understand and generate text and speech [32]. Computational linguistics deals with analyzing the syntax and semantics of the human language, whereas syntactical analysis deals with the meaning of words, phrases, and sentences by using preprogrammed rules of the language’s grammar to parse the syntax of the words. On the other hand, semantical analysis deals with using algorithms to understand the meaning of words based on their syntactic output and using this to interpret their meaning within the sentence structure [33]. There are three different techniques used in NLP, and these include rules-based NLP, statistical NLP, and deep learning NLP. 

Rules-based NLP forms the earliest applications of NLPs. It uses handcrafted rules such as a simple if-then decision tree to extract meaning from texts. This system is limited in its ability to offer only answers to specific prompts and as such, unscalable [34]. Some studies have used this method to accurately extract clinically important information from radiology reports to identify stroke patients with cerebral edema or large vessel occlusion [35]. 

Statistical NLP, which was developed much later, uses machine learning algorithms to automate the extraction, classification, and labeling of text and voice data elements. It then assigns the various possible meanings of each element a statistical probability. Statistical NLP allows a language to be modeled by using mathematical methods to map the various elements of a language (grammatical rules and words) to a vector representation. As such, some statistical NLP models have been successfully deployed in sentiment analysis to determine the emotion expressed in a text [34]. In healthcare, NLP models have been used to gauge the feedback of patients, social media posts, or patient-provider interactions, thereby allowing healthcare providers to assess the sentiments of patients and identify areas for improvements. 

Deep learning NLP models are now the predominant method of creating NLP. They are considered as an upgrade of statistical NLP with their algorithms using neural networks. As such, they employ large datasets of raw and unstructured voice and text data to improve their accuracy [36]. There are many different subcategories of deep learning NLPs with the most popular being transformer models. 

These are large language models trained on vast amounts of text data to perform NLP-related tasks and 
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generate text like humans with high accuracy. Examples of these models include generative pre-trained transformer (GPT), which was developed by OpenAI, and bidirectional encoder representations from transformers (BERT) developed by Google [37, 38]. 

One area in which NLP systems have been used extensively is in the extraction of information such as diagnosis, medication, and symptoms from EHRs to improve patient care and provide personalized treatment. In 2022, researchers from the University of Waterloo successfully used an NLP model on patient health records to identify patients who were at risk of developing recurrent breast or colorectal cancer [39]. Zheng et al. also used an NLP model to more accurately identify patients at risk of developing an episode of recurrent atrial fibrillation, thereby allowing clinicians to develop more personalized intervention strategies for such patients [40]. 

Not only that, NLP models have also been used as social media-based surveillance tools to track and predict the outbreak of disease much earlier than traditional methods. In 2009, researchers from the University of Toronto showed that the analysis of tweets with the terms “swine flu” and “H1N1” could be used as a real-time tracking tool to predict the incidence of the pandemic [41]. This was also true during the COVID-19 pandemic where scientists used NLP models to detect and monitor early outbreaks of the disease in Europe [42]. 

7.3   Importance of AI in Medical Diagnosis

7.3.1   Diagnostic  Accuracy

One of the areas where AI systems have had an enormous impact on healthcare delivery is the extent to which they have enhanced the accuracy and speed of medical diagnosis [10]. Traditionally, healthcare professionals have had to rely on their own experience and expertise when making a diagnosis. This has led to diagnostic results that are subjective. On the other hand, AI systems provide a systematic way to quantify diagnostic parameters for a more objective diagnosis. They have the ability to analyze large datasets, which has increased their diagnostic accuracy [43]. Not only that, AI systems have also been used to provide highly consistent diagnoses regardless of the environment in which they are deployed, thereby assisting healthcare professionals to provide good medical diagnoses regardless of their own inefficiencies. 

In 2020, McKinney et al. developed an AI algorithm that, when tested on a large dataset of mammograms for the diagnosis of breast cancer, was able to show a better diagnostic performance than radiologists. Not only that, it was also able to bring down the level of false negatives and false positives by 9.4% and 5.7%, respectively [44]. Over the years, other researchers have also demonstrated the superior capabilities of some AI systems to humans, such as one that could quickly predict the onset of electrocardiogram abnormalities in patients, or identify people at risk of developing atrial fibrillation-related strokes [45]. Not only that, studies show that assisting healthcare professionals with AI systems significantly increases their overall performance in disease diagnoses. 

7.3.2   Decision  Support

In recent years, many AI systems deployed in the healthcare space have been marketed as diagnostic decision support systems (DDSS). These systems are meant to assist healthcare professionals in their decision-making process [46]. Traditionally, clinicians have had to rely on the second opinion of colleagues when reaching a medical decision on a confounding case. This has been a time-consuming effort that often leads to delays in patient care. Using DDSS provides greater insights into patient data, helping to ensure that critical conditions are not overlooked, or a condition misdiagnosed [46]. 

7.3.3   Handling Complex Data

With advancements in digital healthcare technologies, there has been a stratospheric rise in complex medical data obtained from such varied sources as medical imaging, genomic sequencing, electronic 
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health records, and wearable devices. AI systems excel at integrating and analyzing data obtained from these varied different sources, giving researchers a more holistic understanding of a medical condition. 

This has helped identify patterns and correlations in these complex data, allowing clinicians to identify unique diagnostic biomarkers to inform personalized treatment strategies [47]. Batras et al. recently developed an AI-based predictive system (AIPS) for lung cancer diagnosis that could predict somatic epidermal growth factor receptor (EGFR) gene mutations by analyzing lung nodules detected in CT 

images [48]. Whereas earlier studies have focused only on detecting lung nodules from CT images, the AIPS was able to accomplish this feat by being trained on a large dataset of EGFR gene sequencing and CT images, thereby providing a non-invasive method by which genotype information could be obtained from lung nodules. In resource-limited countries such as India where the general public cannot have access to panel-based next-generation sequencing, the AIPS aims to help oncologists effectively triage patients for targeted therapies by identifying and predicting the type of EGFR gene mutation a patient may have [48]. 

7.4   Applications of AI in Medical Diagnosis

Medical diagnosis is a process that uses a set of signs, symptoms, and/or test results established by medical professionals to identify specific disease conditions. It is a complicated process that involves gathering a sufficient amount of information about a patient and reasoning through them to identify what is affecting them [49]. The goal is to accurately determine if a patient has a disease or not so that an appropriate treatment plan can be developed. A conceptual framework developed by the Committee on Diagnostic Error in Health Care to help understand the process of disease diagnosis includes: first, a person experiencing symptoms of a condition and contacting a healthcare provider. The clinician would conduct a medical interview, review the patient’s clinical history, as well as conduct a physical examination and diagnostic tests. All this information is then gathered, collated, and interpreted to make a single or differential working diagnosis. This process can be repeated several times to gather more detailed information about the condition in order to zero in on a more accurate diagnosis. The working diagnosis is communicated to the patient and a treatment plan initiated [5, 50]. 

As earlier noted, medical diagnosis is a complex procedure with many opportunities for error depending on the clinician’s unique experiences, or their emotional or mental state at the time of assessment. 

This is also complicated by the need for several specialists from different disciplines to provide their input to reach a diagnosis. This also prolongs the timeline needed to reach a diagnosis, thereby delaying the administration of a treatment regimen [5]. Thus, in order to address some of the challenges inherent in the diagnosis process, many healthcare systems are increasingly relying on AI technologies to improve the process. 

7.4.1   Emergency  Department

A hospital’s emergency department (ED) is a unit that provides medical care for acute non-elective medical conditions such as injuries, illnesses, or life-threatening conditions needing immediate medical attention. It is often a chaotic and complex place operating on a 24-hour basis with a multidisciplinary team of healthcare professionals juggling to diagnose and manage a wide range of medical emergencies 

[3, 51]. Amid a rise in disease burden and an ever-increasing demand on healthcare providers, especially from patients with public insurance, EDs have become overcrowded. This has also led to EDs often functioning as primary care providers even though they are not designed for that purpose [52]. At the ED, any wrongful diagnosis can be both expensive and fatal, resulting in the worsening of a life-threatening condition, or patients waiting for long hours to receive treatment [3, 51]. Fortunately, AI systems are rapidly being deployed at the ED, to assist healthcare providers in their duties. 

Over the years, one area where AI systems have been widely researched for their application at the ED 

is in predictive modeling. ED healthcare providers have come to appreciate the positive impact of these AI systems in their workflow, especially in improving accuracy, efficiency, and overall patient outcomes. 
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With an increasingly high level of accuracy, AI systems have shown a great ability to identify high-risk patients for treatment by analyzing patient data, which helps to improve patient flow and reduce waiting times. At New York University, Klang et al. tested an ED algorithm on a US nationally representative sample and showed it was able to accurately identify emergency cases that would result in hospitalization within a day or death within 30 days [52]. Not only that, AI-powered symptom assessment tools are being used to predict or rule out the likelihood of a disease condition, thereby cutting down on needless visits to the ED. In 2020, Kim et al. developed a machine learning algorithm for screening septic shock at the ED [53]. 

Decision support systems that are powered by machine learning algorithms have also been employed to assist ED providers with real-time suggestions in diagnosis and treatment. By using demographic, clinical, and unstructured texts obtained from the notes of doctors and nurses, Klang et al. designed an algorithm that was able to predict and identify patients to be admitted to the neurosciences intensive care unit within 30 minutes of arriving at the ED [54]. Another important task being automated at the ED is crowd management [55, 56]. In 2019, Jilani et al. from the University of Nottingham presented a heuristic-based time series algorithm for addressing overcrowding at EDs by predicting patient attendance or better scheduling for staff and elective surgeries [57]. 

7.4.2   Clinical  Microbiology

AI systems have long existed in the clinical microbiology laboratory in the form of rule-based expert systems using a decision tree to automate microbial identification and susceptibility testing. These rule-based expert systems have been used in direct Gram stains for bacterial differentiation on rules such as bacterial stain color and shape [58]. Today, machine learning and deep learning algorithms have increased and expanded the use of AI systems in the clinical microbiology laboratory with more sophisticated tools. Much like the rule-based systems, new ML systems have also been deployed in the detection, identification, or quantification of microorganisms [59]. By using a CNN, Smith, Kang, and Kirby developed a Gram stain classification algorithm that was able to accurately differentiate between blood culture Gram stain images with 94.9% accuracy [60]. 

In microscopic imaging, other CNN algorithms have also been developed to aid healthcare providers in the detection and classification of malaria parasites in blood smears or intestinal helminths in stool 

[61, 62]. Some of these algorithms have then been deployed as smartphone-based AI-assisted tools to assist parasitologists in making a more timely and accurate malaria diagnosis [63, 64]. Other researchers have developed a digital in-line holographic microscopy combined with a machine learning algorithm for malaria parasite detection in unstained red blood cells. In low- and middle-income countries with overcrowded hospitals, such a system promises to provide a quick, accurate, and more economical diagnostic tool for malaria. By analyzing genomic data, machine learning algorithms have also been used to identify viral genotypes such as human papillomavirus (HPV), and further classification of the HPV 

risk type. 

In recent years, advancements in AI algorithms and their incorporation into clinical microbiology instruments have also led to substantial improvement in efficiencies in the laboratory workflow, especially with respect to automated blood culture and susceptibility testing instruments, as well as molecular platforms [58]. With many of these procedures being automated, clinical microbiologists can now have rapid diagnostic results for blood culture tests, thereby making it possible for a suitable antibiotic to be administered to the patient [59]. 

7.4.3   Precision  Medicine

Precision medicine, also referred to as personalized treatment or medicine, is a healthcare approach that uses a patient’s unique characteristics to customize medical care. This approach considers factors such as genomics, biomarkers, lifestyle, and the environment to enhance patient treatment outcomes 

[65]. Advancements in precision medicine have been accelerated by AI systems analyzing complex data from varied sources, making a diagnosis, and optimizing treatment strategies to offer a more targeted 

86

 Diagnostic Advances in Precision Medicine and Drug Development 

intervention [3]. They have been used to analyze large genomic datasets to identify patients with a specific genetic mutation and recommend a more specific treatment plan. This approach has become important to preemptively genotype patients in order to have information when the need arises [66]. 

Genomics is a relatively new and rapidly growing field in medicine where a patient’s genetic information is used to help prevent, diagnose, and treat diseases. This rise has been fueled by advancements in sequencing techniques, from low-throughput sequencing technologies (first-generation sequencing) which were only able to process a small number of deoxyribonucleic acid (DNA) sequences at a time, to high-throughput sequencing technologies (next-generation sequencing, NGS) with their ability to sequence millions of nucleotides in a single run [10, 67]. Sequencing entire genomes in a few hours became possible, generating large amounts of data. However, these data became very complex and too big for the human mind to analyze, or to do so with statistical methods. That is why AI algorithms have been used for this purpose [47]. First, AI systems have been applied to the genome sequencing process itself as a means to eliminate errors intrinsic to the sequencing process. Such applications include using machine learning techniques to improve sequencing accuracy by improving base-calling methods for short-read sequencing technologies [65]. After the data has been generated, AI applications are used to analyze them because of their ability to efficiently handle such large datasets. They are also able to perform complex computations that lead to the discovery of valuable insights far beyond our current understanding of genomic mechanisms and pathways. These insights have allowed scientists to expand their understanding of rare diseases and cancers. The use of AI algorithms in genetic analysis has led to promising breakthroughs in disease diagnosis, surveillance, and precision medicine. 

 7.4.3.1   Variant  Calling

One of the significant applications of AI algorithms in genomics is in the identification of genetic variants associated with diseases. In genome-wide association studies, machine learning algorithms have been used to identify genetic variants such as single-nucleotide polymorphisms (SNPs) that are linked to a specific disease or trait [10]. In 2014, researchers using a SVM classification algorithm trained on millions of high-frequency alleles in humans were able to identify both pathogenic and functional genetic variants with high accuracy [68]. Such models have been beneficial in aiding the discovery of new genetic biomarkers for disease conditions such as diabetes, cardiovascular diseases, and cancers. This has been particularly useful in the diagnosis of rare genetic disorders which often involves the identification of many potential genetic variations. Analyzing large genetic databases has also become very important in identifying what genetic variants make a given population more susceptible to a disease condition so that a more targeted screening, preventive, and intervention program could be designed for them [69]. 

In 2021, researchers from the Harvard Medical School used deep neural network to accurately identify genetic variants associated with autism spectrum disorder [70]. Another widely cited model used for the identification and classification of rare genetic mutations is DeepVariant, a CNN algorithm developed by researchers at Google Brain, that has improved the accuracy of variant calling [71]. Such application of AI technologies which aid in identifying genetic mutations associated with diseases is indistinguishably linked to precision medicine as it allows for the administration of more specific interventions [65]. 

 7.4.3.2   Pathogen  Genomics

In pathogen genomics, traditional microbiology assays are increasingly being replaced or being used alongside whole-genome sequences (WGS), which are producing large datasets of microbial genome. 

Machine learning has been used to classify and characterize virulent pathogens from non-virulent pathogens [72]. Public health professionals have also employed AI systems as disease surveillance tools to monitor emerging new threats such as the COVID-19 pandemic. As a novel virus, the complete viral genome was sequenced and a machine learning tool was used to define its lineage as a  Betacoronavirus 

[73]. After many different SARS-CoV-2 variants were sampled from patients, AI techniques were used to draw a phylogenetic tree that described the evolutionary relationships between these variants, allowing scientists to track the spread and molecular evolution of the virus [74]. A 2022 study used a real-time 
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machine learning application as an infection surveillance tool to analyze a combined dataset of EHRs and WGS that led to the prevention of up to 40% of hospital-borne COVID-19 infections [75]. 

 7.4.3.3   Cancer  Genomics

AI applications have also been used to understand how normal cells differ from cancerous ones in both their genetic sequences and expression. This has shed more light on the genetic, metabolic, or systemic factors that contribute toward the formation of tumors and their spread. AI systems provide valuable information for the diagnosis, classification, and management of cancers, especially in the identification of biomarkers. Studies show that the use of AI in genomic cancer diagnosis produces very reliable results [10], and in some instances such as breast cancer [76] and melanoma diagnosis [77], can surpass human experts. In 2017, researchers used deep learning to help identify BRCA1/2 gene mutations, which is a cancer-predisposing gene used in assessing breast cancer risks and selecting treatment [78]. With an ever-increasing availability of large amounts of data in genomics, transcriptomics, proteomics, and metabolomics, machine learning algorithms have made it possible to integrate and analyze these multiomics datasets, thereby allowing for a more comprehensive understanding of biological systems from DNA to metabolites [10, 65]. Multiomics data analysis has enabled scientists to learn more about disease mechanisms that would be impossible with a single omics dataset, thereby allowing for the development of new treatment strategies [79]. By combining transcriptomics and proteomics datasets, Jayaram et al. 

described the gonadotropin-releasing hormone (GnRH) signaling pathway [80], while Stemke-Hale et al. discovered the altered phosphoinositide 3-kinase (PI3K) pathway by combining genomics and proteomics datasets [81]. 

7.4.4   Medical  Imaging

Medical imaging refers to techniques used to visualize and take images of the body’s internal structures for clinical analysis and intervention. These imaging techniques have revolutionized the healthcare environment by providing medical specialists with a non-invasive way to visualize and look for injury, brokenness, or pathology inside the body [82]. Over the years, there has been a lot of advancement in imagining technologies from their use in routine clinical practice to cutting-edge human physiology and pathophysiology. Some of these technologies include X-rays, CT, magnetic resonance imaging (MRI), mammography, and ultrasound [83]. Interpreting images obtained from these techniques, radiologists have long relied on their professional experience and expertise to reach a diagnosis, which is prone to subjectivity and errors. That has led to the adoption of AI applications in medical imaging to help make more accurate diagnoses. Once a very subjective activity, the ability of deep learning techniques to identify complex patterns in images has turned the interpretation of medical images into one that is quantitative and reproducible. It has also improved healthcare decision-making by being able to identify important information in medical images that would have gone unnoticed by humans. Not only that, AI’s ability to analyze large amounts of data has made it possible to gather, integrate, and analyze data from diverse sources such as medical imaging, electronic health records, genomics, and pathology to gain a more comprehensive understanding of a disease condition [43]. AI-based systems are used to perform three main tasks when interpreting clinical images: detection, characterization, and disease monitoring. 

 7.4.4.1   Disease  Detection

Computer-aided detection (CAD) tools are AI-based assistant tools used for detecting and localizing objects of clinical importance. CAD tools use pattern recognition algorithms to detect specific characteristics in an image and then highlight them for the radiologist. CADs have become vital tools in reducing screening errors such as missing a diagnostic feature [43]. The usefulness of CAD systems is dependent on whether they can improve the diagnostic ability of a radiologist. In lung cancer screening, low-dose CT is considered a superior screening tool to chest radiography. However, the ability of radiologists to detect subtle lung nodules in numerous CT images is a time-consuming and challenging task [84]. A 
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CAD system developed by Mingzhu et al. was able to detect about 70% of cancers that radiologists had missed [85]. In breast cancer screening, mammography is considered one of the most reliable tools, with microcalcification clusters (MCC) serving as a biomarker of early breast carcinoma. By detecting MCCs in mammograms, Cheng et al. used a CAD to improve the diagnostic sensitivity of radiographers by 10% 

[86]. In 2022, Hills et al. designed an AI model that was able to detect pneumothorax in chest radiographs with an accuracy that far exceeded the United States Food and Drug Administration’s standard for CADs [87]. Although CAD systems are trained on large datasets annotated by radiologists, the ability of radiologists to provide consistently accurate diagnoses is limited by human bias and a propensity to restrict the region or analysis to a place of most clinical importance. Other CAD systems, such as the Zebra Medical Vision, have also been used as efficient assistant tools for radiologists to improve their diagnoses of osteoporotic vertebral compression fractures (VCF). VCF is frequently an asymptomatic condition yet a risk factor for morbidity and mortality that is often detected during CT scans for unrelated conditions [88]. 

 7.4.4.2   Disease  Characterization

Characterization of medical images consists of segmentation, detection, and staging. Segmentation involves defining the extent to which a condition is abnormal. This can include characterizing a condition as benign or malignant, which is important in treatment planning such as calculating the dosage of radiation to be administered in the management of cancer [43]. In clinical practice, defining the extent of a disease condition has been a subjective and qualitative task performed by radiologists, with even expert radiologists unable to consistently reproduce results. In contrast, quantitative features of a condition are processed systematically by CAD systems, making them more reproducible. In diagnosing lung nodules after CT scans, CAD systems have been used to assist radiologists in being more accurate in detecting and differentiating between benign and malignant nodules [89]. Gavrilov et al. developed a web-based CAD system that can be used to detect and classify benign and malignant skin tumors with a high level of accuracy [90]. Diagnoses of prostate lesions from multiparametric MRI have long seen many inconsistent results from expert radiologists. This has led to many studies aiming to design a more capable CAD system to overcome this challenge as current CAD systems have recorded area under the curve (AUC) below 0.90 [91, 92]. Staging is another way to characterize a disease condition such as cancer by categorizing them into predefined groups according to their appearance and spread. Although the commonly used classification system in cancer staging is TNM, most CAD systems are only capable of tumor detection and not staging [43]. Thus, recent CAD applications have extended this by defining other staging methods. A CAD system developed by Paing et al. was not only capable of detecting lung tumors in CT images but also able to extract locational features for cancer staging [93]. 

 7.4.4.3   Disease  Monitoring

CAD systems have been used to monitor disease changes over time, either naturally or in response to therapy. By analyzing imaging data from X-rays or CT scans, CAD systems have provided valuable support in assessing and managing patients recovering from fractures or orthopedic surgeries. It accomplishes this by detecting subtle changes in bone density, alignment, and callus formation or by comparing a series of images taken over time. In cancer treatment, the response evaluation criteria in solid tumors (RECIST) has a limited set of predefined metrics for estimating tumor burden and its response to treatment. RECIST also oversimplifies the geometries of tumors, thereby neglecting a lot of useful information that advanced imaging technologies [94]. The aforementioned limitation is particularly relevant in the case of osseous lesions, where chemotherapy improves survival rates for patients with bone metastases, although this benefit is not always evident in radiographic images as measured by RECIST [95]. In contrast, new CAD systems are being developed to offer a more nuanced approach by gathering images over time and identifying a wide range of discriminating features in a manner that surpasses what human readers measure. Despite the promise, this remains an active field of research. 
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7.4.5   Mental  Healthcare

Over the years, AI has seen rapid adoption and integration in physical healthcare, while its influence is only now being felt in the field of mental health [96]. Traditionally, mental health has been a patient-centered enterprise in which mental health practitioners have to heavily rely on interacting directly with patients and observing their behaviors and emotions for their analysis [97]. This often results in clinical data in the form of patient statements and notes that are both qualitative and subjective. Nevertheless, the field is beginning to see some benefits from AI applications, which are helping practitioners detect and diagnose mental health conditions early, as well as offering a more personalized treatment plan [96, 98]. 

In diagnosing a mental illness, there is still much that is unknown, such as how the biological, psychological, and social systems interact with each other to result in a mental health condition. The capability of AI systems to collate, integrate, and analyze complex data from varied sources offers hope of gaining a more comprehensive understanding of mental illnesses and helps to identify new biomarkers for a more quantitative and objective description of a condition [99]. AI is also being used to design risk assessment models to calculate a patient’s risk of developing a mental health condition. These applications are able to help monitor medication adherence and a patient’s responsiveness to treatment while also limiting the number of in-person patient consultations [3, 96]. 

With much of the data from mental health being text-based, many NLP applications have been developed to detect and identify symptoms of severe mental illness [100]. Some other NLP applications have been used to identify and classify patients having suicidal thoughts or have attempted suicide in EHR data [101]. Depression is one of the most studied mental disorders. AI has been used to predict patients who will develop depression from EHR data [102] or those who will remit into depression after a treatment course [103]. AI applications have also been used to identify symptoms of depression using data from people’s smartphones, or social media posts [104, 105]. Images from functional MRI scans have also been analyzed with AI to identify patients suffering from schizophrenia with 87% accuracy 

[106]. Studies have shown that making cognitive-behavioral therapies easily accessible to people, either through chatbots or web-based applications, is an effective way of addressing depression and delivering psychotherapeutic interventions to young adults [107]. Such AI-powered applications include Woebot, which has shown significant promise in alleviating symptoms of depression and improving anxiety and substance abuse [108]. 

7.5   Future  Directions

AI is rapidly evolving and reshaping many areas in healthcare. New advancements in AI promise to further extend these gains in improving patients’ outcomes and operational efficiencies. AI adoption in hospitals is expected to increase as more technologies that could easily be integrated into existing electronic infrastructure gain regulatory approval. This would also eliminate high costs associated with institutions seeking to build customized AI applications that would integrate seamlessly into their existing infrastructure [109]. 

As the accuracy of AI systems continues to improve and even surpass the ability of human experts, a major area in healthcare that is expected to see enormous benefit is in the early detection and diagnosis of diseases. Advancements in NLP models such as ChatGPT are expected to enhance the capabilities of AI systems to analyze and detect clinically important information in EHR data for the early diagnosis of diseases. Advancements in computer vision technologies are also expected to continue to improve, leading to AI systems with abilities surpassing human experts in the diagnosis of diseases. AI applications are also expected to be incorporated directly into medical imaging machines such as the microscope. 

New studies in AI seek to build intelligent light microscopes that are able to collaborate with human scientists with natural language to acquire and analyze samples. Most of the capabilities of this concept have reached the stage of proof-of-principle [110]. 

Another area where AI applications are expected to expand in improving patient outcomes is in personalized medicine. As the costs associated with genomic sequencing continue to fall, the adoption of high-throughput sequencing as a routine examination would make personalized care more widely available 
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to patients. The generation of such large datasets is also expected to fuel the training of powerful AI applications, allowing scientists to find new biomarkers, or gain a more comprehensive understanding of disease conditions. In short, there is much to expect in the future of AI applications in healthcare. 

However, several legal and socioeconomic concerns also need addressing in order to achieve this future. 

7.5.1   Data Quality, Sharing, and Privacy

As a digital system, the AI system also operates on the principle of the old adage “garbage in, garbage out”. This is especially true given the lack of quality clinical data on which AI systems can be trained; often producing biased or inaccurate predictions [3]. In training supervised learning algorithms, this challenge becomes particularly acute as these applications require good quality data with accurate labels. To address the challenge of obtaining quality data for AI applications, many researchers have resorted to data sharing. Although this solution presents many ethical and economic advantages, it also raises concerns about privacy [10]. 

With some data obtained from animal research, there’s an ethical benefit to reduce the need to repeat such experiments by sharing data among different laboratories. This aligns with the effort to promote health without causing unnecessary harm to animals. It is also more economical to store and share data than to reproduce it in a new experiment. This is particularly important in such fields as medical imaging and genomics, where costs associated with the advanced technologies used in generating data are still relatively high, especially among small laboratories that might be on tight budgets, or those in developing countries that might not have these resources readily available to them. In other words, data sharing could be thought of as a democratic effort to eliminate another barrier to cost that prevents small laboratories from embarking on research relevant to their communities. Not only that, data sharing has allowed for the aggregation and creation of large datasets needed to train and increase the accuracy of AI applications [10, 111]. 

In order to protect the privacy of individuals, large institutions that indulge in collaborative data sharing projects have invested heavily in software that anonymizes the data and also restricts access to them with well-defined protocols. Such protocols are meant to restrict sensitive and identifiable data such as the raw reads of genomic data to only qualified institutions [112]. As more data with high-dimensionality are being captured for research, the ability to anonymize them has become increasingly difficult with re-identification. Many studies have shown that linking strategies can be used to identify the majority of individuals in a given large dataset [113]. In large international data sharing projects, people can no longer exercise their right to discontinue being part of a research and have their data deleted due to the impracticality of keeping track of the data [10]. With advancements in AI, there have been debates on whether the benefits of these systems are worth the sacrifice of privacy. This has led to an ongoing effort to address the issue of privacy by using methods such as selective data suppression to prevent re-identification [114]. Other methods include k-anonymity, which generalizes certain identifiable attributes of the data so that any given record matches with at least k records on those attributes [115]. 

7.5.2   Legal, Ethical, and Economic Issues

The use of AI applications in healthcare has been to assist healthcare professionals in detecting and diagnosing diseases. However, these algorithms, especially classification algorithms, are prone to making false positive and false negative errors. Wrongfully classifying a patient as suffering from a condition (false positive) could result in unnecessary distress and costs from unnecessary screening examinations 

[116]. On the other hand, wrongfully classifying a positive diagnosis as negative (false negative) could result in unnecessary delays in treatment before the correct diagnosis is detected. In conditions such as cancers where the time of diagnosis and commencement of treatment could have a long-term effect on therapy outcome, such an error could be fatal [10]. In healthcare, AI prediction errors are a major source of legal and economic issues. Furthermore, any attempt to quantify the cost penalty based on classification performance has been difficult. While the costs associated with a false positive classification could be reasonably estimated, false negative classifications present a unique challenge akin to placing a price 
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on the value of a human life [117]. Then, there is also the question of who bears legal responsibility for the error: technology companies or the physician? To address the challenge of wrongful classification predictions by AI applications, researchers could define guidelines that require a human expert to re-examine any AI decision concerning a complex case [10]. Another path to addressing these concerns lies in designing an ad hoc AI system to reanalyze samples that have already been analyzed and classified as positive by the main AI application [118]. 

Another ethical concern affecting the rapid adoption of AI applications is the issue of data fairness with its many reports of AI systems exhibiting discriminatory behaviors against minority groups. The frequency of such reports has been surprisingly high in the healthcare environment where some AI applications have intentionally adjusted for race in a manner that has been harmful to minorities. A well-known example of this is the incidence of an AI system that consistently failed to refer racial minorities for “high risk care management” programs even though they might benefit from such programs [119]. 

Although the issue of discriminatory behaviors by AI applications abounds, this has been as a result of AI applications being trained on biased datasets that are not a true representation of the population. 

This is being addressed through large collaborative data sharing projects that collate data from different sources to create a unified, yet diverse, dataset [120]. 

7.5.3   Will AI Replace Healthcare Professionals? 

Technological singularity (TS) is a hypothesis of a point in future where human intelligence would be surpassed by super-intelligent AI technologies. Some scientists predict that this will occur by the year 2040 or 2050. At such a point, it is generally believed that AI applications would replace human healthcare professionals for much faster, accurate, and personalized care [121, 122]. In reality, the debate about this is no longer considered as an unfounded fear given the rapid advancements in AI technologies. 

However, having a fully autonomous AI system as a primary care provider presents many ethical and legal challenges which require serious public debates [123]. That is, will an AI system be legally liable for making a wrongful diagnosis? Should a less intelligent human expert even be present to second guess the predictions made by the AI? Surely, requiring human experts to second guess predictions made by a more intelligent AI system may seem counterintuitive. However, with healthcare professionals making life and death decisions every day in the course of their duties, the question is to what extent should such decisions be left entirely to an AI system. Given today’s social and ethical values, it seems highly unlikely that AI systems would be given such complete autonomy [124]. 

Another argument against completely replacing human healthcare professionals with AI technologies is the case for empathy. This involves having self-awareness and the ability to understand and share the feelings of another person [125]. Empathy from healthcare providers helps build trust, as well as improve patient satisfaction and their adherence to treatment plans. Thus, it is important for AI systems to exhibit some empathy in order to succeed in replacing human care providers. 
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8.1   Introduction

Digital health is a broad term that includes mobile health, health information technology, wearable devices, and personalized medicine. The supervision of digital health solutions is essentially determined by the level of risk they cause to patients [1]. Digital approaches in healthcare have traditionally been associated with health systems such as electronic health records (EHR), electronic medical records (EMR), laboratory information systems (LIS), hospital information systems (HIS), and middleware [1].  

As the digital healthcare revolution continues, artificial intelligence (AI), algorithms, and clinical decision aids are becoming more widely recognized and integrated into the world of healthcare. Laboratory findings and choices based on them are now being made outside of established laboratories, clinics, and hospitals. The COVID-19 pandemic greatly boosted the acceptance of digital healthcare internationally, with a projected annualized growth rate of 15.1% between 2021 and 2028 [2]. 

Recent years have seen a dramatic revolution in medicine as a result of the thorough incorporation of computer technology and AI. Medical specialities like radiography have evolved tremendously, transitioning from traditional to digital approaches [2]. Furthermore, there is an increase in the clinical utility of AI in healthcare; some of these include invoicing, diagnostic assessment, and workflow improvement. 

Anatomic pathology has also started this transformation by introducing whole slide imaging (WSI). 

Several pathology facilities have begun to use digital WSI for tissue examination and evaluation, with some labs substituting this with the typical light microscopes [3, 4]. However, the adoption of WSI in cytopathology has been delayed due to variances in the preparation of samples and technological barriers such as focus problems [5, 6]. Despite these challenges, recent improvements in scanners, infrastructure, and growing experience from surgical pathology have led many cytopathology laboratories to begin adopting WSI [7]. Concurrently, AI applications are being developed for clinical use in cytopathology practices [8]. 

Digital health has evolved into a phase that encompasses electronically collected data, technological and communication systems, and healthcare-related applications. Significant advances in digital health are transforming medical care and biomedical research by reframing and reengineering devices needed to create a healthier tomorrow. Cloud computing, AI, machine learning (ML), blockchain, digitally assisted diagnostics and therapy, telemedicine, and consumer-facing mobile health applications are now widely used in self-management, healthcare, and biological science fields. These developments are projected to enable quicker diagnoses and therapies, enhance overall health, and inspire greater participation by patients [9]. 

In the mid-20th century, the newly formed World Health Organization (WHO) defined health as “a state of complete physical, mental, and social well-being, and not merely the absence of disease or infirmity” (WHO, 2006). Even in prosperous nations like the United States, this integrative notion represents 
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an audacious and ambitious aim. The WHO’s concept underlines that health is far greater than just medical care. Since the foundation of the WHO, research has revealed how different factors other than medical care combine to impact health outcomes. According to studies, social and behavioral factors are more important in defining health status and regulating the impacts of genetics and physical settings [10 –12]. 

8.2   Current Trends in Digital Health Diagnostics

Technological advancement can now be found in all aspects of healthcare. Digital health technologies have many applicable areas; some of these are summarized in Figure 8.1. 

8.2.1   Digitalization in Healthcare

The integration of technology in the field of healthcare has improved tremendously. Statistics indicate that 66% of persons in the United States who are 65 years and above utilize online platforms. Among this, 42% possess a mobile device and 34% engage with social media [13]. According to a recent survey, 80% of internet users actively search for medical advice online, while 25% watch health information commercials and view care-related videos [14]. A significant number of individuals rely on internet-based tools and information to make informed health decisions, utilizing these resources to choose healthcare providers and treatment options [15]. Access to health information via mobile phones is also rising, with a significant portion of mobile phone users utilizing their devices for this purpose [16]. 

Many applications and websites currently enable the collection and monitoring of health data, while also offering prescription reminders and instructional resources [17]. These applications are extensively utilized to collect the most up-to-date medical data, providing patients with comprehensive information about their ailments. Employing such technology can decrease expenses associated with therapy, aid in the supervision of dietary habits and nutritional intake, and provide recommendations for nutritious food options. In addition, these technologies assist patients with identifying medicines, verifying drug interactions, and overseeing personal health care. This is especially advantageous for individuals with persistent illnesses who are prescribed many drugs. Several applications provide diagnostic assessments, and detailed knowledge about the indications and symptoms of diseases, serve as medical calculators, measure kidney functionality, and assist in the management of chronic kidney disease. Both consumers and healthcare professionals are increasingly utilizing online resources to remain informed about medical breakthroughs, as evidenced by testimonials that suggest alterations in treatment strategies based on search results [14]. 

FIGURE 8.1  Use of digital technology in healthcare and health services. 
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Programs such as SCAN-ECHO provide the delivery of educative sessions by health professionals to primary care physicians in rural or remote regions [18]. Videoconferencing facilitates the connection between primary care physicians and specialists, promoting learning among peers by allowing any practitioner to ask questions or debate clinical situations with an expert. Similarly, the term “digital pathology” is a broad term for computerized methods employed in pathology, specifically in anatomic pathology. This encompasses the utilization of entire slide imaging, algorithms for precise measurement, and analysis of shape and size, as well as sophisticated microscopic procedures that frequently include physical interfaces [19]. Digital pathology enables the real-time sharing of computerized images and video streams, facilitating the connection between local hospitals, educational institutions, and companies, regardless of their physical locations. Furthermore, it enables the spatial integration of pathological observations across several slides and staining techniques [19]. 

8.2.2   Artificial Intelligence and Machine Learning in Healthcare

The inclusion of AI into the field of mental healthcare signifies a substantial transformation in this aspect of healthcare. Historically, mental health has often been dismissed and sometimes disregarded; however, currently, it is recognized as a fundamental component of general well-being [20,  21]. The WHO has reported that mental health problems greatly add to the total disease burden worldwide [22]. 

Indeed, the increasing frequency of mental problems has resulted in excessive pressure on healthcare systems, thereby exposing the shortcomings of conventional mental healthcare approaches. The traditional method, which mostly depends on face-to-face consultations and treatments, is inadequate to satisfy the growing need for easily available, reasonably priced, and adaptable health services. This discrepancy in the availability of appropriate mental healthcare services necessitates creative ideas [23]. 

AI exhibits extraordinary capabilities, such as effectively managing large data and enabling the analysis of intricate designs and relationships. Within the field of mental health, where understanding complicated human emotions and behaviors is vital, AI has the power to transform the sector by generating solutions formerly impossible with traditional approaches [24]. This transforming technology offers virtual therapeutic platforms, tailored treatments, and sophisticated detection techniques. This can expand healthcare access, reduce stress, and enhance treatment outcomes [24]. 

AI inclusion into mental health care is transforming the sector. Although early intervention, individualized treatments, and broad access are promised with the use of AI, it raises ethical questions, legal difficulties, and the need for constant study and improvement. As the uses of AI in healthcare are investigated, cooperation between human knowledge and AI capacity could start a new age in mental health treatment [25]. 

AI has also made significant advancements in evaluating speech, words, and glances to identify early mental health issues. Natural language processing (NLP) approaches are employed to derive significant details from either written or spoken words [26]. For example, sentiment analysis can detect shifts in a person’s emotional condition by analyzing their online chat or written memoirs. Furthermore, alterations in speech patterns, such as fluctuations in pitch, tone, and timing, could potentially signify the presence of stress, depression, or other forms of mental illness [27 –30]. Facial expression analysis, typically employing computer vision techniques, offers valuable insights into one’s emotional condition by identifying minute facial movements and small alterations in facial characteristics. This technology facilitates remote psychological monitoring through video chats or mobile applications, allowing for rapid identification and intervention [31]. 

AI-powered mental health applications such as “Woebot” utilize sentiment analysis to assess user text input, providing advice or professional assistance when signs of depression or despair are identified [32]. 

The term “Cogito” employed in telemedicine services, tracks and analyses patient speech during treatment sessions, notifying therapists of any alterations that could potentially signify the presence of anxiety or despair. A company called “Affectiva” has created tools for analyzing facial expressions. These technologies have been utilized in mental health research for the timely detection of mental illness [33]. 

AI also demonstrates potential in examining EHRs for prompt identification of mental health issues. 

Furthermore, ML algorithms can analyze patient data and detect patterns that indicate the presence of a mental health disorder. These algorithms can then identify patients who are at risk and require 

100

 Diagnostic Advances in Precision Medicine and Drug Development 

TABLE 8.1

AI tools used in mental healthcare

AI tool

Function

References

Woebot

Uses sentiment analysis to provide guidance or recommend 

[44]

professional help based on user text input

Cogito

Monitors speech patterns during therapy sessions to detect 

[45]

anxiety or depression

Affectiva

Uses facial expressions to detect mental health issues early

[46]

Google Depression Screening 

Offers a depression assessment questionnaire

[47]

Tool

Ginger

Finds and helps mental health-risk individuals using predictive 

[48]

analytics

Watson for Drug Discovery

Identifies mental health drug candidates using genetic and 

[49]

chemical data

Mindstrong 

Smartphone usage trends can indicate mental health difficulties

[50]

Koko

Uses AI to offer peer support and analyze text for signs of 

[51]

distress

more careful monitoring. AI also enables the incorporation of mental health data into patient health profiles, promoting a comprehensive approach to healthcare. The “Google Depression Screening Tool” 

is designed to prompt users who search for depression-related topics to fill out a questionnaire. The tool then offers suggestions based on the users’ responses [34, 35]. 

Predictive simulation with AI takes individuals into account environmental factors, dietary habits, and genetic and social aspects of health to forecast the likelihood of acquiring mental health disorders [36, 

37]. Platforms such as “Ginger” utilize guessing analytics to identify persons who are at risk and provide preventive assistance. Wearable technologies and mobile health applications gather up-to-date information on habits like sleep patterns and physical activity, improving the accuracy of predictive models [38, 

39]. AI-driven predictive models help improve treatment outcomes by predicting patient responses to different treatments and ensuring personalized interventions (Table 8.1 and Figure 8.2). Additionally, these models can predict advancement in diseases, which can assist healthcare practitioners in making correct choices about treatment strategies and resources [40 –42]. IBM’s “Watson for Drug Discovery” 

uses AI to detect new pharmaceutical candidates for mental health disorders, expediting medication advancement and providing enhanced therapeutic interventions [43]. 

Recent evidence suggests that ML models outperform traditional cardiovascular disease (CVD) risk prediction tools. In a multi-ethnic study of atherosclerosis (MESA), researchers created an ML model utilizing the same inputs as the American College of Cardiology (ACC)/American Heart Association (AHA) atherosclerotic CVD risk estimator [52]. This ML model predicted CVD occurrences with an area under the receiver operator characteristic curve (AUROC) of 0.94, compared to 0.72 for the classical calculator. Statins were suggested for 46% of study participants by the ACC/AHA estimate, however, 24% of severe CVD events happened to non-statin users [52]. Only 11% of the group was advised statins by the ML model, whereas 14% of severe CVD events occurred in those not prescribed statins. The ML 

model may prescribe fewer statins and detect fewer events compared to the ACC/AHA estimator, resulting in more tailored treatment and better CVD risk identification. Due to low event frequencies, this ML 

model’s validation cohort was only non-Hispanic whites, underlining the need for more diverse validation [52]. ML may identify complex, non-linear interactions and improve its precision providing more accurate risk estimates than conventional risk estimators. 

8.2.3   Wearable Health Devices

Currently, the market for wearable biomedical devices that monitor vital signs is expanding rapidly. Key factors in the development of these wearable devices include low cost, minimal power consumption, 
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FIGURE 8.2  Application of AI in mental health treatment. 

FIGURE 8.3  Wearable telemedicine technology. 

compact size, and advanced intelligence. These wearable health devices (WHDs) offer numerous advantages, such as continuous clinical monitoring and real-time access to healthcare information [53]. WHDs are innovative tools that enable continuous monitoring of vital signs in everyday activities such as work, home, and sports (Figure 8. 3). These devices reduce discomfort and minimize interference with daily life. Introduced in the late 1990s, WHDs aim to place individuals at the center of the healthcare system, empowering them to manage their health and stay connected with care providers. The objective is to enhance health awareness, improve the quality of care, and leverage the latest technological advancements [54]. 

Health data is collected by an on-body hub using human body communication (HBC) from various wearable and implantable physiological sensors. Metal electrodes are used to connect the signal to the 
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body, and the wearable hub (WH) receives and transmits this data to a remote station via encrypted wireless media. The WH, equipped with a large battery for extended operation, can also securely store and transfer health data to a terminal using HBC [55]. Remote health tracking faces challenges due to limited energy supply, necessitating ultra-low-power communication solutions like wireless body area networks (WBANs). 

WBANs integrate physiological sensors using commercial, scientific, and medical bands, including 2.4 and 5.8 GHz frequencies. Ultra-Wide-Band (UWB) technology, operating in the 3.1–10.6 GHz range, offers fast data speeds (up to 1 Gbps) over short distances (up to 10 meters) with low power consumption. 

UWB antennas, beneficial for high data rate applications, face design challenges such as size reduction and interference from other applications within the frequency range. Various band-rejection strategies, including notch structures, have been developed to mitigate interference from Wi-Fi, WLAN, and Bluetooth, ensuring efficient WBAN functionality [56, 57]. 

8.2.4   Telehealth  Platforms

According to a study conducted by Goenka and colleagues [58], the Department of Radiation Oncology had a total of seven outpatient radiation treatment sessions and employed 20 faculty members in the metropolitan area of New York. Before March 2020, all patient consultations were conducted in person. 

Although a telehealth strategy had been in trial for three years, the complete execution commenced in mid-March 2020 due to the COVID-19 crisis. They implemented the HIPAA-compliant Amwell 

Telehealth System (American Well Corporation, Boston, MA), which had already been acquired for use in all outpatient facilities. The required equipment was promptly obtained, and the physicians were authorized for the 2-way audio-video technology. 

Secretarial and billing teams were trained to be involved in the telehealth workflow, scheduling telehealth appointments and assisting patients with platform access. Resident trainees were trained to initiate telehealth encounters and address technical issues before transferring the session to attending physicians [58]. As of March 28, 2020, all providers had obtained credentials for telehealth utilization. 

Telehealth was utilized for initial consultations, post-treatment meetings, and subsequent appointments, employing 2-way audio-video communication, with telephone-only meetings available as a contingency. 

On-treatment visits conducted in person proceeded without any changes. 

Goenka and colleagues analyzed billable interactions from six radiation oncology locations, utilizing the administrative database complied with HIPAA regulations. The analysis covered a period from January 1 to May 1, 2020. Every interaction was categorized as either face-to-face, over the phone, or through two-way audio-video communication. Patient income was estimated using 2018 census data, and age was calculated based on the encounter date (available for four facilities). From January 1 to May 1, 2020, a total of 2,997 billable assessment and leadership encounters occurred. In short, the amount of billable activity experienced a 35% decline between January and April. In January and February, all visits were conducted in person. This percentage decreased to 90% in March and further dropped to 21% in April. During April, 60% of telehealth visits were carried out using two-way audio-video communication, while the remaining 40% were conducted solely through telephone calls. Substantial growth in telephone-only consultation ( p < 0.01) was seen after the stabilization of the telehealth program [58]. 

An analysis was conducted on clinical and demographic factors to ascertain the probability of completing a two-way audio-video session compared to a telephone-only consultation. Univariate analysis revealed a significant association between older patient age ( p < 0.01; odds ratio, 0.97) and a reduced probability of 2-way audio-video encounters. The physician’s effect on the type of telehealth session was statistically significant ( p < 0.01), with the utilization of 2-way audio-video ranging from 22% to 100% 

across physicians. The type of telehealth visit was not influenced by patient income. After doing a multivariable analysis, it was shown that the physician providing the visit ( p < 0.01) and older patient age ( p = 0.01; odds ratio, 0.97) were factors linked with a decrease in the utilization of 2-way audio-video appointments. 
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8.3   Application of Digital Health Diagnostics

Case studies and scoping investigations from various global healthcare systems offer extensive insights into the drivers behind digital pathology deployment, its operational requirements, and effective business case planning [59]. These studies, mainly focusing on pathologists’ viewpoint, emphasize the requirements of digital pathology, such as necessary hardware and software. In addition, they offer a thorough examination of the digitalization procedure and possible frameworks for clinical execution. Nevertheless, there is uncertainty over the number of pathologists who provide information digitally. 

The study by Retamero et al. [60] is the only one that clearly states the adoption of digital pathology. 

According to their findings, within two weeks of implementation, all pathologists were utilizing digital pathology for initial diagnosis, and the traditional analog processes were discontinued. The precise proportion of pathologists utilizing computerized pathology for diagnostic procedures within individual departments or networks remains uncertain, with estimates ranging from 5% to 28%. Additionally, the long-term viability and widespread implementation of this technology are also unclear [61]. 

Digital pathology has mostly been implemented in healthcare settings by early adopters, assessment and verification studies, and larger networks like the three UK digital pathology/AI centers of excellence 

[62]. Diagnostic digital pathology has spread slowly, as is common for healthcare technologies [63]. 

Van Limburg et al. [64] mentioned financial and legal constraints, scattered innovation installation, and implementation strategies as structural impediments to healthcare innovation uptake. The adoption of telehealth solutions often lacks sustained use. To address these challenges, Greenhalgh et al. [65] have suggested the “Nonadoption, Abandonment, Scale-up, Spread and Sustainability (NASSS)” framework to improve the implementation of health technology innovations. 


8.3.1   Personalized  Medicine

The use of modern, data-driven biomedical tools like DNA sequencing, the field of proteomics imaging protocols, and cellular monitoring devices have shown large inter-individual variability in the etiology of diseases. This variability has prompted questions about how much these differences should influence decisions regarding the best ways to treat, monitor, or prevent diseases. It is now widely accepted that the inherent heterogeneity of many diseases necessitates strategies that are appropriate to each person’s unique profile. Numerous comprehensive reviews and textbooks on personalized medicine, intended for medical students and clinicians, have been published [66, 67]. 

Drugs like warfarin and imatinib have generated considerable interest due to their effectiveness or reduced adverse effects in patients with specific genetic profiles. This has led to a focus on identifying variations in genes that influence an individual’s reaction to different drugs and therapies. The emphasis on developing tailored medications has also expanded to encompass customized disease monitoring approaches, such as early detection and individualized preventive strategies [68]. 

Rather than following the traditional approach in drug development and then conducting observational studies to find characteristics that influence its effectiveness or adverse effects, as observed with warfarin and imatinib, current efforts focus on identifying genetic patterns in patients and designing therapies specifically targeted to those profiles. For example, ivacaftor was specifically designed for cystic fibrosis (CF) patients with particular pathogenic mutations in the CFTR gene. The CFTR gene influences various functions, including a gate-like structure in its encoded protein that regulates salt movement in and out of cells. When the CFTR gene is dysfunctional, the gate remains closed, leading to mucus buildup in the lungs. Different mutations cause different dysfunctions, such as a complete lack of CFTR production or gate mechanism failure. Ivacaftor targets mutations that result in the gate being closed by prolonging its opening, making it effective only for CF patients with these specific gating issues [69]. 

There are also a number of new drugs (immunotherapies) that are used in cancer management that have been developed based on genetic characteristics of the patient [70]. One of the approaches involves identifying the special genetic changes in a cancer patient’s tumor cells known as neo-antigens which, if correctly identified by the patient’s immune cells, can set off an immunological response. Under this immunotherapy, immune cells such as T cells are obtained from the patient, altered to especially target 
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the neo-antigens in the tumor, and subsequently reintroduced into the patient’s body to attack the tumor cells (releasing the neo-antigen signals). Although very patient-specific, cytotoxic T-cell treatments and other immunotherapies have demonstrated notable results. This specificity arises because each patient’s neo-antigen profile is unique, making targeted T cells effective only for tumors with matching neo-antigens. Additionally, using autologous constructs, where the patient’s T cells are modified, limits the therapy’s applicability to other patients, although research is ongoing to develop allogeneic constructs, where T cells from one individual are modified for use in another [70]. 

8.3.2   Early Disease Prevention

Although the scientific community is aware of the need to use genetic details to create customized disease prevention plans, their general clinical acceptance is lacking. Many cases show how genetic information can lower the risk of disease and adverse effects from accepted therapies and screening programs. In 2012, Liao et al. found that patients with a somatic PIK3CA mutation in their colorectal cancers who took postoperative aspirin had improved overall survival and reduced cancer-specific mortality compared to those with the wild-type PIK3CA gene [71]. In 2015, Nan et al. reported that aspirin’s effect on colorectal cancer risk varied by genotype, with some genotypes showing decreased risk, increased risk, or no change. Given aspirin’s potential adverse effects, such as intestinal and intracranial bleeding, it is ideal to prescribe it only to individuals whose genotypes predict substantial benefit [72]. 

Jeon et al. (2018) advanced risk prediction models for colorectal cancer screening beyond traditional guidelines based solely on age and family history. Their study demonstrated significant potential by incorporating additional factors such as environmental exposures and genetic profiles, particularly genetic variants associated with colorectal cancer [73]. They found that integrating these factors into the predictive model could lead to substantial changes in screening recommendations: up to 12 years earlier for men and 14 years earlier for women compared to guidelines based only on age and family history. This underscores the impact of personalized medicine in optimizing healthcare decisions. The accuracy of their predictive models was evaluated using the area under the curve (AUC), a metric where 1.0 represents perfect prediction. For models incorporating environmental and genetic factors, the AUC 

values were 0.63 for men and 0.62 for women. In contrast, models based solely on family history yielded lower AUC values of 0.53 for men and 0.54 for women. While the AUCs around 0.62 indicate room for improvement, the considerable enhancement over models lacking genetic and environmental data justi-fies their integration into clinical practice. This advancement suggests a promising future for enhancing risk prediction and guiding personalized screening strategies in colorectal cancer [67]. 

8.4   Challenges in Digital Health Diagnostics

Developing countries frequently have scattered digital health rules, where different parties exert influence without established responsibilities. The lack of structure can impede the efficient deployment of digital health technology, leading to possible health hazards and commercial inefficiencies. Regulatory authorities often struggle to keep up with the rapid speed of technological changes, resulting in obsolete norms and legal uncertainties that add complexity to the regulatory process. In India, various institutions, including the Central Drugs Standard Control Organization (CDSCO), the Ministry of Health and Family Welfare (MoHFW), and the Ministry of Electronics and Information Technology (MeitY), are involved in the regulation of digital health. Nevertheless, the lack of a well-defined system outlining their obligations can lead to perplexity, inefficiency, and regulatory inconsistencies [74]. Telemedicine and digital health services, which could increase access to care, are financially unattainable to many due to the lack of regulatory procedures requiring insurance companies to pay them. Regulation of digital health products including mHealth applications, wearable devices, and EHRs is complicated by their diversity. Indeed, regulatory processes and tool requirements are unclear due to this confusion. Some mHealth applications are regulated as medical devices, while others are not. This creates gaps that could compromise patient safety and data security [75]. 
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Technical incompetence among regulators is another issue in digital health regulation. This weakness affects digital health technology implementation and oversight. Regulatory staff may not comprehend the technologies they oversee, making at-risk and benefit assessments difficult. Thus, laws may be inefficient, misguided, or unduly restrictive, stifling innovation and reducing the health advantages of new technology [76]. 

8.4.1   Integrity

Every day, digital health companies manage enormous volumes of delicate patient data: personal identities, medical histories, genetic details, and more, all of which need strong security measures to defend the confidentiality of patients. Strong data protection rules help to reduce the possibility of data breaches exposing patient information. Indeed, privacy invasion or identity theft may cause patients to refuse to adopt digital health technology, therefore restricting their advantages. Regulating the gathering, preservation, and use of private health data is sadly lacking in some African nations. For example, one of the most populous countries in Africa, Nigeria only adopted its first thorough data security law in 2019. 

Generally, it has been challenging to enforce and apply these rules in many jurisdictions [77]. Such regulatory shortcomings reveal sensitive health data and might lead to breaches of privacy, therefore discouraging people from using digital health devices. Similar difficulties confront Southeast Asia. For example, records of HIV patients were unintentionally leaked in 2019 following a hack in a Singaporean health database. This event emphasizes the crucial requirement of strong data security policies since more medical treatments have migrated online [78]. 

8.4.2   Infrastructure and Maintenance

Inadequate infrastructure poses substantial technical difficulties that restrict the widespread implementation of electronic tools in medical facilities. The absence of reliable services, such as power and secure internet connectivity, restricts the successful adoption and utilization of digital health solutions. This issue has been documented in countries such as India and Brazil [79, 80]. Healthcare institutions located in rural places often have challenges in accessing crucial services, leading to limitations in device operation and disruptions in regular services. Internet connectivity is essential for the transfer of data, conducting online consultations, and viewing medical records. Nevertheless, the utilization of cloud-based applications and real-time telemedicine solutions is hindered in certain places due to sluggish or sporadic connections, resulting in adverse effects on patient care and decision-making procedures [80]. In Ethiopia, a comprehensive analysis revealed that inadequate infrastructure is a major obstacle to the use of electronic medical records [81]. Furthermore, problems in transmitting data might result in delays and errors when exchanging vital healthcare information, which may hinder the process of diagnosing and planning therapy. 

Insufficient infrastructure also weakens the effectiveness of telemedicine and remote assistance, making them unreliable or inaccessible in regions with connectivity difficulties [82]. For instance, in rural Nigeria, frequent blackouts impede the functioning of medical equipment, while unreliable internet connection hampers real-time counseling and data retrieval [83]. Moreover, the task of upkeeping and assisting digital health equipment is difficult due to the scarcity of skilled technicians and spare parts, leading to extended periods of inactivity and complications in replacing defective devices [84]. This problem is particularly widespread in sub-Saharan Africa. In Tanzanian hospitals, there were substantial delays in the repair of malfunctioning equipment, such as CT scanners and MRI machines, mostly caused by a scarcity of proficient technicians and essential replacement parts [85]. 

8.5   Future Directions in Digital Health Diagnostics

A recent research by WHO has identified a minimum of 12 functions that digital technology offers in healthcare. At present, they are in the process of establishing a set of suggestions for global 
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implementation [86]. The functions encompass the dissemination of accurate and concise information to the general public regarding health and disease, provision of immediate assistance to healthcare professionals and supervisors in the diagnosis and treatment of patients, maintenance of reliable and easily accessible records of births, deaths, and healthcare interactions, furnishing health managers at all hierarchical levels with crucial operational and strategic data about medication availability, financial matters, and human resource management. These effects will radically alter the way healthcare is provided in unanticipated ways. The subsequent five components delineate the anticipated impact of technological advances on healthcare delivery and society [87]

8.5.1   Health Workers Will Be Digitally Supported

Today’s system of care relies on properly trained health staff to diagnose, treat, and interact with patients. 

Training alone cannot guarantee high-quality care, but it is essential. Decision support technologies for clinical procedures or pathways are increasingly advocated by the WHO to improve quality. Each medical professional will soon have a computerized tool for evaluation, therapy, and patient communication 

[88]. Lists for routine treatment like antenatal check-ups, decision support for detecting illnesses, and provider-to-patient video or graphic counseling messages are examples. Numerous research has shown that decision help, video counseling, and digital monitoring increase care quality. These initiatives are still developing, but governments are adopting them as part of their health policies [89, 90]. Technology will also change training. Online instruction tailored to the health worker’s counseling interests and work environment will substitute direct instruction and interactions. Health workers will receive ongoing training. Regular education will become the standard, although face-to-face instruction will still be needed for surgery. Instead of memorizing each sign and its meaning, health personnel will learn to traverse the digital world and use decision support technologies to make better clinical decisions. 

Information will also change, with illustrations, animations, and graphics replacing vocal guidance from healthcare professionals [91]. 

8.5.2   Data Will Be Central to Health Systems

Data management and utilization will be greatly affected by digital technologies. Presently, despite significant financial commitments toward health information systems, only a limited number of low-income nations have dependable data. The majority of data is still documented on physical paper, consolidated solely at the national scale, and mostly utilized for reporting the occurrence of diseases or the number of patients. There is an imminent change about to occur [92]. Implementing digital data collection tools at the point of care will facilitate faster and more thorough data gathering, enhance data accuracy, and give health planners compelling reasons to employ the data for administration and planning [93]. One important advancement is that the gathering of data, which occurs as a result of tools for decision-making utilized by healthcare professionals, will become prompter and seamlessly incorporated into patient care. 

Entering data will be integrated into the clinical process, eliminating the need for it to be a distinct task. 

Data collected throughout the diagnostic process will be documented in a digital patient record, allowing for prompt access and utilization of individual data across all levels of the system. Providers will benefit from getting access to a patient’s history since it will simplify the diagnosis procedure. Implementing universal biometric authorization will reduce the necessity of repeatedly gathering demographic data. 

The collected information can be employed for reporting, monitoring, and planning. For example, sudden increases in complaints can be promptly examined to detect disease outbreaks such as diarrheal disorders or malaria [94]. 

8.6   Conclusion

The great progress in digital health diagnostics is revolutionizing healthcare. The current change is being driven by the combination of AI and ML, the advancement of wearable health devices, and the use of 
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telehealth platforms. These technologies empower customized medicine, expedite the early identification of diseases, and enhance long-term disease management. Nevertheless, the implementation of digital health diagnostics is not free of obstacles. Addressing the crucial challenges of data privacy and safety, legal compliance, and regulation and interoperability is essential. In order to fully harness the promise of digital health diagnostics, it is imperative to address and overcome these limitations. Eventual success of digital health diagnostics will depend on seamless connectivity with existing healthcare systems, developments in big data analytics, and the spread of services to marginalized areas. By focusing on these specific areas, digital health diagnostics can further develop and offer substantial advantages to healthcare systems globally, boosting the standard of care and better findings for patients. 
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9.1   Introduction

Before the advent of molecular techniques, diagnostic tools relied heavily on culture-based methods, biochemical assays, and immunoassays, each with limitations in sensitivity, specificity, and precision 

[1]. Developed by the 1993 Nobel Prize winner Mullis, the polymerase chain reaction (PCR) has since become an indispensable tool in biomolecular sciences and is renowned for its applications in genetics 

[2]. PCR involves the denaturation and renaturation of short segments of deoxyribonucleic acid (DNA) or ribonucleic acid (RNA) sequences using DNA polymerase I enzyme. PCR has become the cornerstone of modern healthcare and provides important information for disease detection, monitoring, and treatment. 

The ability of PCR to amplify specific segments of DNA or RNA has transformed diagnostics, allowing for unprecedented precision in identifying pathogens, detecting genetic mutations, and quantifying disease progression [3]. This chapter will explore the principles, technical aspects, applications, and future of PCR as a diagnostic tool, highlighting its pivotal role in reshaping molecular diagnostics. 

9.2   Principles of PCR

PCR involves the amplification of nucleic acids. The process entails denaturation and renaturation of short DNA or RNA sequences. There may be several cycles amplifying a specific DNA sequence using two complementary oligonucleotide primers flanking the target region. PCR allows for the in vitro detection and amplification of DNA sequences through enzymatic reactions [4, 5]. Each cycle consists of three main steps as depicted in Figure 9.1:

A. 

Denaturation: The double-stranded DNA template is separated into two single strands by heating to approximately 93–94°C. This high temperature breaks the hydrogen bonds between 

the strands. 

B. 

Annealing: The temperature is then lowered to around 50–65°C, enabling the primers (short, synthetic DNA sequences) to bind (or anneal) to their complementary sequences on the single-stranded DNA. 

C. 

Extension: DNA polymerase, typically Taq polymerase (derived from the thermophilic bacterium  Thermus aquaticus), extends the primers by adding nucleotides to synthesize new strands of DNA. This step occurs at a temperature of 72°C, which is optimal for the activity of Taq 

polymerase. 
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FIGURE 9.1  Steps in conventional polymerase chain reaction. 

PCR amplification occurs when the nucleic acid template is combined with a mixture which includes thermostable DNA polymerase, two specific primers, magnesium chloride (which serves as a cofactor for the enzyme), deoxynucleotide triphosphates (dNTPs), and buffering agents. The primers are synthetic single-stranded oligonucleotides and are complementary to the forward and reverse strands of the target DNA, referred to as forward and reverse primers. The reaction is subjected to a series of temperature changes, starting with the denaturation step, where the double-stranded DNA template is heated to over 90°C to separate the strands. Next, the temperature is lowered to allow the primers to anneal (bind) to complementary sequences on the single-stranded DNA, which depends on the melting temperature of the primers. This is followed by the extension step, where the DNA polymerase extends the primers from their 3′ ends, synthesizing new DNA strands in the 5′ to 3′ direction [6]. In the early days of PCR technology, polymerases which were not thermostable were used, meaning more enzymes had to be added during each amplification cycle. This necessitated the introduction of thermostable DNA polymerase thus making PCR more reliable and forming the basis for how it is used today in research and diagnostics [7]. 

Primers are present in excess in the reaction mix to ensure they bind to the target sequences rather than to each other or the template strands. During the first PCR cycle, the original DNA template serves as the only template for amplification. In the second cycle, target fragments flanked by the primers begin to form, and by the third cycle, these fragments are available as templates for further amplification. 

Throughout the cycles, the amount of the target DNA sequence can become 25–30 times more abundant in the products compared to the initial amount, and the DNA can multiply exponentially, potentially resulting in millions of copies [8]. 

9.3   Variations of PCR

Since its invention, PCR has evolved significantly, leading to several variations that cater for different diagnostic needs. Aside conventional PCR used in diagnostics, real-time PCR, digital PCR, reverse transcription PCR, nested PCR, and multiplex PCR are other variations of PCR (Figure 9.2). Each of these PCR types has its own strengths and is chosen based on the specific diagnostic requirements, such as sensitivity needs, quantification requirements, or the complexity of the target being analyzed. Results from conventional PCR are visualized after the reaction is complete, typically using gel electrophoresis. 

As a primarily qualitative procedure, conventional PCR is used for detecting the presence or absence of a specific DNA sequence [9, 10]. 

[image: Image 15]
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FIGURE 9.2  Variations of polymerase chain reaction. 

9.3.1   Real-Time or Quantitative PCR

Unlike conventional PCR, real-time or quantitative PCR (qPCR) measures fluorescence after each PCR 

cycle to monitor the amplification of DNA. At the initial stages, the fluorescence may be too weak to distinguish from background noise. As amplification progresses, the intensity of fluorescence increases and becomes detectable, indicating the presence of DNA amplicons. The technique offers superior sensitivity, detecting even trace amounts of nucleic acids, and provides accurate quantification of initial template amounts. These features make qPCR an indispensable tool across diverse fields, from basic research to clinical diagnostics [11]. 

Despite its widespread use, qPCR has several limitations. The use of standard curves for quantification may introduce errors and potentially lead to false positives. Additionally, variations in experimental conditions, reagents, instruments, and data analysis can result in inconsistent results between laboratories. 

These challenges have led to the development of more advanced PCR techniques [12]

9.3.2   Digital  PCR

Digital PCR (dPCR) addresses many of the limitations of qPCR by offering absolute quantification without the need for standard curves. This innovative approach represents a significant advancement in PCR technology, providing enhanced sensitivity and precision. In dPCR, the sample is partitioned into numerous nanoscale droplets, with each randomly containing zero or one copy of the target DNA. After amplification, fluorescence intensity is measured in each compartment, with positive reactions scored as 1 and negatives scored as 0 (Figure 9.3). This binary scoring system, combined with Poisson statistics, enables precise calculation of initial copy numbers. This approach grants dPCR unprecedented sensitivity, allowing absolute quantification from minute amounts of target DNA without the need for standard curves. As a result, dPCR has emerged as a powerful molecular tool, offering unparalleled precision in quantifying low-abundance targets or rare genetic variants [13]. 

9.3.3   Reverse transcription PCR

Reverse transcription PCR (RT-PCR) is a variation of the conventional PCR. It enables the amplification and analysis of RNA. This method has become indispensable in molecular biology and diagnostics, particularly for studying gene expression and detecting RNA viruses. The RT-PCR process occurs in two main steps. First, the target RNA is converted into complementary DNA (cDNA) using an enzyme called reverse transcriptase. This step effectively transforms the unstable RNA into more stable DNA, which can then undergo standard PCR amplification. Once the cDNA is created, traditional PCR techniques are applied to amplify the target sequence, allowing for its detection and analysis. RT-PCR has proven 

[image: Image 16]
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FIGURE 9.3  Steps in digital PCR. 

invaluable in detecting RNA viruses. Notable examples include its use in testing human immunodeficiency virus (HIV) and, more recently, its critical role in diagnosing severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infections during the coronavirus disease 2019 (COVID-19) pandemic. 

Furthermore, RT-PCR can be combined with qPCR technology, resulting in a technique known as 

reverse transcription quantitative PCR (RT-qPCR). This powerful variant allows for the real-time quantitative analysis of RNA, offering a more precise measurement of gene expression or viral load. The versatility and sensitivity of RT-PCR and its variants have made it an essential tool in molecular biology, diagnostics, and biomedical research [14]. 

9.3.4   Multiplex  PCR

Multiplex PCR allows the simultaneous amplification of multiple target sequences in a single reaction. 

The process uses multiple primer pairs to amplify different targets concurrently allowing the detection of multiple pathogens or genetic markers in a single test. As an advantage, this variation of PCR saves time and resources, and is especially useful in complex diagnostic scenarios [15]. 

9.3.5   Nested  PCR

This is a two-step process designed to increase sensitivity and specificity. Nested PCR involves two sets of PCR reactions, with the second reaction using primers that bind within the first PCR product. It is particularly useful for detecting very low copy number targets or for improving specificity in complex samples; however, there is a higher risk of contamination due to the two-step process [16]. 

9.4   Application of PCR in Diagnostics

PCR has revolutionized diagnostic practices across various fields, from infectious diseases to genetic disorders. Its ability to amplify specific DNA or RNA sequences makes it invaluable for detecting and quantifying genetic material with high sensitivity and specificity. 

9.4.1   Detection of Infectious Disease Pathogens

PCR is widely used for detecting and identifying pathogens which cause infectious diseases. The technique offers rapid and accurate diagnosis, even in cases where pathogens are present in low quantities. 

PCR is used to identify bacteria such as  Mycobacterium tuberculosis, the causative agent of tuberculosis (TB). It can detect specific genetic markers of the bacteria, which is crucial for early diagnosis and treatment [17]. For example, the GeneXpert MTB/RIF assay is a PCR-based test that does not only detect TB 

but also identifies rifampicin resistance [18]. PCR is also essential in detecting viral infections, including HIV, hepatitis B and C, and SARS-CoV-2 [19 –21]. In the case of HIV, PCR detects viral RNA in blood samples, which is critical for diagnosing infection, monitoring viral load, and assessing treatment 
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efficacy [22]. The real-time PCR assay used during the COVID-19 pandemic enabled rapid identification of infected individuals, significantly impacting public health responses [23]. 

9.4.2   Genetic Disorder Screening

PCR plays an important role in diagnosing genetic disorders by amplifying and analyzing specific genes or mutations associated with certain disease conditions. For conditions such as cystic fibrosis, Duchenne muscular dystrophy, and sickle cell anemia, PCR can detect mutations in the relevant genes [24 –26]. 

In cystic fibrosis, PCR can identify deletions in the cystic fibrosis transmembrane conductance (CFTR) gene, allowing for early diagnosis and management [27]. Non-invasive prenatal testing using PCR techniques can detect fetal DNA in maternal blood, and this can aid in the screening of conditions such as Down syndrome and other chromosomal abnormalities. This method provides a safer alternative to invasive procedures like amniocentesis [28]. 

9.4.3   Cancer Diagnostics and Monitoring

PCR is extensively used in oncology for the detection, diagnosis, and monitoring of cancer. PCR can detect specific genetic mutations and gene expressions associated with different types of cancer. For instance, PCR assays can identify the BCR-ABL fusion gene in chronic myeloid leukemia, guiding diagnosis and treatment decisions. PCR is employed to monitor minimal residual disease in cancer patients 

[29]. This involves detecting low levels of cancer cells that remain after treatment, which can indicate relapse. PCR-based measurable residual disease assays are used for various hematologic malignancies, including leukemia and lymphoma [30]. 

9.4.4   Forensic Science Application

In forensic science, PCR is used for DNA profiling and identification. PCR enables the amplification and analysis of DNA from crime scene samples, which can be compared to DNA profiles of suspects or databases. This has been instrumental in solving crimes and exonerating the innocent. In mass disasters, PCR can help identify victims from degraded or fragmented DNA samples. The technique aids in matching DNA profiles from victims to their relatives or existing records [31, 32]. 

9.5   Future  Directions

So far, PCR technology has been marked by continuous innovations aimed at enhancing its efficiency, accessibility, and scope. Thus, it is expected that newer innovations would be added in the near future. 

One significant trend is the development of point-of-care (POC) PCR systems that allow for rapid and on-site testing. These systems are designed to be compact, user-friendly, and capable of delivering results within minutes. Portable PCR devices could revolutionize diagnostics in remote or underserved areas, providing real-time results for infectious disease detection and other applications [33]. 

Digital PCR is poised to become a standard tool in precision medicine due to its ability to provide absolute quantification of nucleic acids with high sensitivity. Future developments may focus on expanding its use in high-throughput settings, allowing for simultaneous analysis of large numbers of samples or targets. This could be particularly valuable in genomic research, cancer monitoring, and epidemiological studies [34]. 

The integration of artificial intelligence (AI) and machine learning (ML) with PCR data analysis holds promise for improving diagnostic accuracy and predictive capabilities. AI algorithms can analyze complex PCR data to identify patterns and make predictions about disease progression or treatment outcomes. This fusion of technologies could lead to more personalized and effective healthcare solutions 

[35]. 
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9.6   Conclusion

PCR has undeniably transformed diagnostic sciences, offering rapid, sensitive, and accurate detection of nucleic acids. From its application in detecting infectious diseases to its role in personalized cancer treatment and forensics, PCR has made a profound impact on modern medicine. As advancements in PCR technology continue to unfold, its applications will expand, ushering new possibilities for diagnosis and treatment in healthcare. The future of diagnostics lies in the continuous evolution of techniques like PCR, ensuring better healthcare outcomes for patients worldwide. 
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10.1   Introduction

The primary benefits of magnetic resonance imaging (MRI) over other imaging modalities are its capacity to identify soft tissue lesions, whether they are located inside or outside of bone, and its three-dimensional lesion visualization capability. MRI creates high-resolution images using radio waves and strong magnetic fields instead of other imaging methods that employ ionizing radiation. This capability makes MRI particularly useful in diagnosing various conditions, from neurological disorders to musculoskeletal injuries. The functional capabilities of MRI include but are not limited to functional MRI (fMRI), real-time MRI, interventional MRI, molecular imaging, parallel MRI, quantitative MRI, magnetic resonance spectroscopy (MRS), and hyperpolarized gas MRI. 

10.1.1   Functional  MRI

By identifying variations in blood flow, a specialized method called functional magnetic resonance imaging (fMRI) maps and quantifies brain activity [1]. It is frequently utilized to study neurological disorders and brain function in research and therapeutic settings. Regarding pre-surgical planning for patients with brain tumors or epilepsy, fMRI is very helpful since it may identify and retain important functional domains including language, motor abilities, and sensory processing [2]. Mapping these areas enables surgeons to minimize the risk of postoperative deficits. Additionally, fMRI is used to study cognitive processes, including memory, attention, and emotion, providing insights into normal brain function and the effects of various neurological and psychiatric conditions [3]. Research applications of fMRI include understanding brain plasticity, studying the effects of neuropsychiatric disorders, and evaluating the impact of therapies [4]. The non-invasive nature of fMRI, combined with its ability to generate real-time functional information, makes it a powerful tool for advancing our understanding of the human brain and improving patient care. 

10.1.2   Real-time  MRI

Continuous real-time imaging of anatomical structures in motion, like the heart, is referred to as real-time magnetic resonance imaging. Based on radial Fast Low-Angle Shot Magnetic Resonance Imaging (FLASH MRI) and iterative algorithms, this approach is one of many that have been developed since the early 2000s. This results in images with an in-plane resolution between 1.5 mm and 2.0 mm with a temporal resolution between 20 ms and 30 ms [5]. Although FLASH MRI produces worse contrast of images between the myocardial and blood pool, balanced Steady-State Free Precession (bSSFP) imaging causes extreme banding artifacts when the magnetic field heterogeneity is strong. In the past, real-time MRI was feasible only with low image quality or low temporal resolution since MRI is based on the laborious scanning of k-space. These restrictions have lately been removed owing to an iterative reconstruction 
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approach now being used. Real-time MRI holds great potential to provide valuable insights into musculoskeletal and cardiac disorders. In numerous instances, patients may now find MRI exams becoming simpler and more comfortable. Real-time MRI may offer valuable information on heart and joint problems and, in many situations, make MRI exams more comfortable and easy for patients, particularly those with arrhythmias or difficulty holding their breath [6]. 

10.1.3   Interventional  MRI

MRI is a good option for interventional radiology because it doesn’t negatively affect the patient or the operator. During interventional MRI, the images generated by the MRI scanner are used to guide less invasive procedures. These less invasive procedures don’t require any ferromagnetic equipment [7]. 

Intraoperative MRI, in which an MRI is used during surgery, is a specialized and expanding subset of interventional MRI. Concurrent imaging with the surgical operation is possible with certain sophisticated MRI equipment. Usually, an MRI is used to evaluate the procedure’s success or direct further surgical work, therefore the surgical process is briefly stopped [8]. Interventional magnetic resonance imaging is frequently used to guide heat ablation of tissue, remove tumors, take lesion samples, and perform other treatments. It is frequently employed in neurosurgery, where a patient’s prognosis might vary depending on every millimeter of tissue preserved after operation [7]. 

10.1.4   Molecular Imaging By MRI

MRI is highly recommended for morphological and functional imaging and has very high spatial resolution. However, MRI does have a number of drawbacks. Initially, MRI’s sensitivity can be highly restrictive compared to other imaging modalities, which ranges between 10−3 mol/L and 10−5 mol/L [9]. The extremely tiny population difference between the nuclear spin states at ambient temperature accounts for this. For instance, the difference between the high- and low-energy states is around 9 mol/2 million at 1.5 

Tesla, which in clinical MRI is the normal magnetic field (BO) strength [9]. Enhancements to augment BO intensity and induce hyperpolarization through optical pumping or dynamic nuclear polarization are two ways to enhance magnetic resonance sensitivity. Numerous chemical exchange-based signal amplification techniques are available to further boost sensitivity [9]. A high degree of specificity and relaxivity (sensitivity) in targeted MRI contrast agents is necessary to obtain molecular imaging of disease biomarkers by MRI. A great deal of research has been done to enable molecular imaging by MRI and create targeted MRI contrast agents. Typically, targeting is accomplished by using small protein domains, antibodies, peptides, and tiny ligands. These targeting moieties are typically coupled to high payload or high relaxivity MRI contrast agents to increase the contrast agents’ sensitivity [10]. A novel group of gene-targeting magnetic resonance contrast media has been developed to highlight the distinct mRNA and gene transcription factor protein gene actions [11, 12]. Viral, mRNA, and microRNA-specific cells may all be traced using these novel contrast agents, which can also detect a living brain’s tissue reaction to inflammation [13]. According to TaqMan analysis, optical, and electron microscopy, the MR indicates a change in gene expression that is positively correlated [14]. 

10.1.5   Parallel  MRI

Using successive applications of magnetic field gradients to collect MRI data is time-consuming. The gradient switching rate has physiological and physical limits, even for the most efficient MRI sequences 

[15, 16]. Parallel MRI gets around these restrictions by collecting part of the data concurrently rather than sequentially as is customary. Broadband radiofrequency (RF) detector coil arrays, each featuring a different depiction of the body, are used to achieve this. By using a smaller number of gradient steps, the residual spatial data is completed by merging signals from different coils according to their established patterns of spatial sensitivity [15]. Parallel MRI can be used to achieve 2–4 times the initial acceleration with suitable coil array configurations, and significantly higher accelerations have been demonstrated 
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with specialized coil arrays [15]. The main limitations are the total number of coils and the signal-to-noise ratio, which decreases with increasing acceleration [15, 16]. 

Following the introduction of the Simultaneous Acquisition of Spatial Harmonics (SMASH) technology in 1997, parallel imaging was the subject of much research and application. Prior to this, the MRI field largely ignored numerous early recommendations for using detector arrays to accelerate imaging 

[15]. The parallel imaging techniques that are now most often used in medical practice are Generalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) and SENSitivity Encoding (SENSE) [16, 17]. 

Since the introduction of parallel MRI, a significant amount of research and development has been conducted on RF coil design and image reconstruction. Additionally, the number of receiver channels accessible on commercial MR systems has rapidly increased. Nowadays, a variety of anatomical structure investigations and research procedures use parallel MRI on a regular basis [16]. 

10.1.6   Quantitative  MRI

The primary goal of most MRIs is to obtain spatial maps of relative differences in signal strength that are 

“weighted” by specific parameters [18]. This allows for the qualitative interpretation of MR data. Rather than using qualitative approaches, quantitative methods aim to quantify specific geographical features or create spatial maps with accurate tissue relaxometry parameter values and magnetic fields [18]. 

T1-mapping, which is mostly utilized in cardiac magnetic resonance imaging, is one example of a quantitative MRI technique [19]; T2-mapping [20]; the process of mapping quantitative susceptibility (QSM); certain forms of cerebrospinal fluid flow MRI are quantitative fluid flow MRI [21]; and MR 

elastography (MRE) [22]. 

Prior to recently, lengthier scan periods were necessary for quantitative MRI, which strives to improve the reliability of MR images and interpretations [18]. Sometimes, multiparametric quantitative MRI 

– which maps several tissue relaxometry parameters in a single imaging session – is more precisely referred to as quantitative MRI (or qMRI) [23]. Sequences that map many parameters simultaneously have been generated in an attempt to expedite multiparametric quantitative MRI. This has been achieved by fitting the MR signal’s evolution to a multiparameter model or using distinct encoding techniques for each parameter in the sequence [24 –26]. 

10.1.7   Magnetic Resonance Spectroscopy

By using a range of single-voxel or imaging-based methods, magnetic resonance spectroscopy (MRS) is utilized to quantify the concentrations of several metabolites in bodily tissues [2]. An isotope being 

“excited” can have various chemical configurations represented in the resonance spectrum produced by the MR signal. In addition to providing information about tumor metabolism [4], this signature is utilized in the diagnosis of certain metabolic diseases, particularly those that impact the brain. 

MRSI, or magnetic resonance spectroscopic imaging, creates spatially localized spectra from within the patient or material by combining both spectroscopic and imaging techniques. Each voxel’s spectra include information on several metabolites, despite the significantly reduced spatial resolution (which is restricted by the available SNR) [27]. Higher field strengths are necessary for MRSI to achieve high SNR since the available signal is utilized in encoding spectral and spatial data [27]. Their expensive acquisition and maintenance is a major barrier to the acceptance of MRIs with very high field strengths. 

Suggested software techniques (like SAMV) that utilize compressed sensing can attain super-resolution even at high field strengths [28]. 

10.1.8   Hyperpolarized Gas MRI

Hyperpolarized gases are used to increase the sensitivity and spatial resolution of MRI, which is often referred to as hyperpolarized helium-3 MRI or HPHe-3 MRI. Imaging the lungs and other body parts with low tissue density is just one of the possible medical uses of this imaging technique. Nowadays, spirometric pulmonary function testing (PFT) is the gold standard for identifying lung illnesses and 
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tracking their trajectory. However, these tests are typically not sensitive enough to identify functional alterations in the gas exchange areas and small airways; instead, they only evaluate the lung as a whole. 

This insensitivity has earned these areas the moniker “silent zone” [1]. 

Due to the reduced number of water molecules containing protons that the magnetic field can activate, traditional magnetic resonance imaging produces subpar images of lung tissue. Lung ventilation abnormalities can be detected using an MRI scan using hyperpolarized gas. Prior to the scan, the patient is instructed to breathe in a mixture of hyperpolarized xenon and either nitrogen or helium buffer gas. 

Compared to a typical MRI, the resultant lung images are of far greater quality. 

10.2   Applications of MRI in Medical Specialties

10.2.1   Neuroimaging

MRI is a cornerstone of neuroimaging, providing unparalleled detail and clarity in the visualization of the brain and spinal cord. It is especially effective in diagnosing a variety of neurological disorders, including brain tumors, multiple sclerosis, stroke, and neurodegenerative diseases such as Alzheimer’s. The ability to produce detailed images of both the brain’s structure and function sets MRI apart. Techniques like diffusion-tensor imaging (DTI) and functional MRI (fMRI) offer insights into brain connectivity and activity, respectively [29]. For example, fMRI measures changes in blood flow to different brain areas, indicating neuronal activity and thus enabling the mapping of brain functional areas [30]. This is crucial in pre-surgical planning for brain tumor resections, where it is important to avoid critical areas involved in speech or motor function [31]. Moreover, advanced MRI techniques like perfusion and spectroscopy provide additional layers of information about brain metabolism and physiology, further aiding in the diagnosis and management of complex neurological conditions [32]. The application of MRI images in neuroimaging is shown in Figure 10.1 and Figure 10.2. 

10.2.2   Musculoskeletal  MRI

MRI excels in musculoskeletal imaging due to its superior contrast resolution and ability to visualize soft tissue structures [33]. It is particularly valuable in diagnosing sports injuries, arthritis, infections, and tumors. For instance, MRI can detect tears in ligaments and tendons, cartilage defects, bone marrow edema, and other soft tissue abnormalities that are not visible on X-rays or CT scans. This detailed imaging is critical for planning surgeries and other interventions. For example, in the diagnosis of Osteochondritis Dissecans (OCD), MRI can determine the stability of the lesion and the condition of the cartilage, guiding treatment decisions between conservative management and surgical intervention [34]. Additionally, MRI is invaluable in assessing chronic conditions like rheumatoid arthritis and osteoarthritis, providing detailed images of joint anatomy, including the synovium, cartilage, and bone 

[35, 36]. This helps in monitoring disease progression and evaluating the effectiveness of treatments [37]. 

10.2.3   Cardiovascular  Imaging

Cardiovascular MRI (CMR) is a powerful tool for assessing cardiac anatomy and function. It provides high-resolution images of the heart and great vessels, enabling the detailed evaluation of myocardial structure, function, and viability. CMR is particularly useful in diagnosing cardiomyopathies, congenital heart disease, valvular heart disease, and coronary artery disease [38, 39]. For instance, in patients with myocardial infarction, CMR can differentiate between viable and non-viable myocardium, which is crucial for determining the best treatment approach [40]. Techniques such as late gadolinium enhancement (LGE) highlight areas of myocardial scarring, providing essential information for risk stratification and management [41]. Additionally, CMR can assess myocardial perfusion and blood flow, offering insights into ischemic heart disease and guiding revascularization strategies [19]. The ability to visualize blood-flow dynamics without the need for ionizing radiation makes CMR a preferred modality for repeated evaluations and long-term follow-up of cardiac patients. 

[image: Image 17]
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10.2.4   Abdominal and Pelvic MRI

MRI is highly effective in diagnosing a range of abdominal and pelvic conditions, providing excellent soft tissue contrast and the ability to image in multiple planes. It is particularly useful for evaluating liver lesions, pancreatic disorders, renal masses, and gastrointestinal conditions like Crohn’s disease 

[42]. In liver imaging, MRI with contrast agents like gadolinium can characterize lesions, distinguishing between benign and malignant tumors with high accuracy [43]. For example, hepatocellular carcinoma (HCC) and haemangiomas have distinct enhancement patterns on MRI, aiding in their differentiation 

[43]. Additionally, MRI is the modality of choice for evaluating pelvic conditions such as uterine fibroids, endometriosis, and ovarian masses [44, 45]. It provides detailed images that guide surgical planning and treatment strategies. For patients with renal impairment, MRI offers a safer alternative to CT, as it does not require nephrotoxic contrast agents [46]. Visualizing structures in multiple planes and providing functional information, such as bowel motility in Crohn’s disease, enhances its diagnostic utility [47]. 

10.2.5   Breast  Imaging

MRI has become an indispensable tool in breast imaging, especially for high-risk patients and those with dense breast tissue. It is highly sensitive in detecting breast cancer, often identifying lesions that are not visible on mammography or ultrasound. Breast MRI is used to screen high-risk patients, evaluate the extent of cancer, assess treatment response, and monitor recurrence. The use of contrast-enhanced MRI helps differentiate benign and malignant lesions by analyzing the pattern of contrast uptake and washout. 

For example, malignant tumors typically show rapid uptake and washout of contrast, whereas benign lesions exhibit different enhancement characteristics [48, 49]. MRI is also valuable in evaluating breast implants for rupture and in planning surgeries, particularly in patients undergoing breast-conserving surgery or mastectomy [50]. Its ability to image the entire breast and adjacent structures in three dimensions provides a comprehensive assessment that enhances surgical planning and treatment outcomes. 

10.3   Accuracy and Sensitivity of MRI in Disease Detection

MRI is known for its high accuracy and sensitivity in detecting a wide range of diseases, making it a reliable diagnostic tool in healthcare. 

10.3.1   Cerebrovascular Accident (Stroke)

Cerebrovascular accidents (CVAs), commonly known as strokes, are major contributors to global illness and death [51, 52]. The role of MRI in diagnosing CVAs is vital for early detection and treatment. MRI is essential in managing stroke patients by offering detailed brain images that help doctors identify the 

FIGURE 10.1  Diffusion-weighted imagery. 

[image: Image 18]
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FIGURE 10.2  Images from the time-of-flight (TOF) effect during MRA. 

type of stroke and determine the appropriate treatment [51, 52]. MRI is non-invasive, painless, and free from ionizing radiation [53]. It can detect ischemic strokes, which are caused by a sudden drop in blood flow to the brain, and can also visualize the penumbra, the at-risk but not yet damaged brain tissue [51]. 

MRI provides more accurate diagnoses than other imaging methods. For example, Vessel Wall MRI (VW-MRI) surpasses lumen-based imaging techniques and enhances the etiological assessment of ischemic stroke [51]. 

MRI’s sensitivity, specificity, and accuracy in diagnosing strokes are remarkable [51, 52]. MRI is approximately five times more sensitive and twice as accurate as immediate non-contrast CT for identifying ischemic stroke [53], with a sensitivity of 99% and a specificity of 92% [52]. These statistics highlight MRI’s reliability in diagnosing ischemic strokes, which comprise most CVAs [51, 52]. Thus, MRI’s high sensitivity and specificity establish it as an essential tool in stroke diagnosis and management [51, 

52]. Nonetheless, MRI use must be balanced with factors such as patient safety, resource availability, and time constraints. It is also known to be more complex and time-consuming than CT scans. MRI’s diagnostic utility in strokes is substantial, providing detailed and precise information crucial for patient management. Despite its limitations, its advantages in diagnosing and managing strokes are clear. 

10.3.2   Lung  Nodule

Lung nodules, also called pulmonary nodules, are abnormal lung growths often found during imaging tests. The use of MRI to diagnose lung nodules is an area of ongoing research [54]. MRI is increasingly used to evaluate pulmonary nodules. MRI provides detailed soft tissue images, making it effective for detecting and characterizing lung nodules [55]. MRI can help distinguish between malignant and benign tumors using techniques like diffusion-weighted imaging [54]. However, its use is limited by technical challenges such as low signal-to-noise ratios and motion artifacts [54]. 

MRI’s sensitivity, specificity, and accuracy in diagnosing lung nodules are critical considerations [56]. 

A meta-analysis indicated that both CT and MRI have high diagnostic accuracy for pulmonary nodules, but CT outperforms MRI in accuracy. Specifically, the detection accuracy in MRI, compared to the reference CT, was 100% for lesions measuring 6 mm or larger, 80% for those between 4 and 6 mm, and 23% 

for those smaller than 4 mm [56]. These results suggest that while MRI can be helpful in some cases, it may not be as reliable as CT for diagnosing lung nodules. Therefore, the choice of imaging method should depend on the individual patient’s situation and available resources. Recent advancements in MRI technology have enhanced its effectiveness in evaluating pulmonary nodules, making it a valuable diagnostic tool despite its limitations. However, MRI cannot currently replace CT in diagnosing these nodules. In conclusion, while MRI shows promise in evaluating lung nodules, further research is needed to fully understand its diagnostic utility compared to other methods like CT. 
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10.3.3   Spondyloarthritis

Spondyloarthritis (SpA) is a group of complex disorders characterized by inflammatory back pain, primarily affecting younger male patients [57]. The diagnostic utility of MRI in SpA is increasingly recognized [58, 59]. MRI is essential for diagnosing and managing SpA [58, 59]. MRI offers detailed images of the sacroiliac joints (SIJ) and spine, detecting active inflammation, new bone formation, erosive bone damage, and fusion of facet joints. These detailed images allow for more accurate diagnoses than other imaging methods [59]. MRI can identify SIJ changes that appear years before they are visible on radiographs [58]. 

MRI’s sensitivity, specificity, and accuracy in diagnosing SpA are significant [60, 61]. Diagnoses of axial spondyloarthritis with sacroiliitis by MRI have a 97.2% sensitivity and 94.2% specificity when paired with at least one particular clinical characteristic in a young adult with chronic back pain [36]. 

These high figures indicate that MRI is highly reliable for diagnosing SpA, representing a major field advancement [62]. Therefore, MRI’s high sensitivity and specificity make it indispensable for diagnosing and managing SpA. It aids in early detection and guides treatment plans, potentially mitigating the debilitating effects of SpA. 

A standardized examination of MR imaging of the SIJ can allow patients with non-specific back pain (NSBP) and those with spondyloarthritis (SpA) to be differentiated from one another [63]. Ordinarily, when young patients present with plain radiographs of the sacroiliac joints and exhibit normal results, it is still challenging to diagnose early spondyloarthritis (SpA). It may take several years for conventional radiography to reveal post-inflammatory structural changes in the SIJ’s subchondral bone, despite these changes being there. [64, 65]. 

Widely acknowledged as the most sensitive imaging technique for sacroiliitis detection – the hallmark of SpA – MRI can identify inflammatory alterations in bone marrow and soft tissues [65]. As a result, before radiography, anomalies in SIJ may be identified. MRI’s overall sensitivity and specificity for diagnosing SpA were 0.90 with a positive likelihood ratio (LR+) of 9.0, according to a 2004 systematic literature review [66] that reviewed studies that examined the diagnostic utility of MRI in patients with either established AS or IBP. Since then, this estimation of diagnostic usefulness has been included in clinical practice diagnostic algorithms for SpA diagnosis, which depend on estimations of the extent to which a positive MRI raises the pre-test chance of SpA [66]. 

However, there are a few reasons why this diagnostic utility estimate needs to be reevaluated. Because dynamic (as opposed to standard) contrast-enhanced magnetic resonance imaging is expensive, unreliable, and not commonly used in clinical practice, most of the studies included in the systematic review did not have age- or sex-matched controls [77–71]. Furthermore, the need to incorporate specific meth-odological elements into study designs is becoming more widely acknowledged. Examples of these elements include agreement on definitions of abnormalities visible on MRIs, standardization of MR image acquisition and reading techniques, and uniform training and calibration of readers from various sites. 

These requirements aim to ensure the external validity of study conclusions [69]. 

First of all, a positive MRI showing sacroiliitis is now considered an acceptable imaging criterion indicative of axial spondyloarthritis [72]. However, this criterion requires the presence of at least one clinical feature of spondyloarthritis. This information was recently published in the Assessment of SpondyloArthritis (ASAS) International Society classification criteria. A working group within ASAS 

has also put forth a consensus definition of a positive MRI for sacroiliitis, which is based solely on the existence of osteitis on the T1-weighted gadolinium-enhanced sequence (T1 post-Gd) or bone marrow edema on the short tau inversion recovery (STIR) sequence [73]. 

Many discoveries have consequential clinical impacts on the utilization of MRI in SpA [63]. MRI has substantially more diagnostic usefulness than previously described, as demonstrated by implementing a systematic and consistent method for examining SIJ [63]. Second, individuals with SIJ who have had symptoms for less than a year can still clearly see the early disease course structural alterations. Third, comparatively non-specific BME and fat infiltration that extends into successive slices or is present in more than one SIJ quadrant can happen to healthy, asymptomatic people [63]. Fourth, SpA is somewhat unique when it comes to erosion. The fifth drawback of restricting evaluation to BME is that it can miss important diagnostic data from MR sequences acquired during standard screening [63]. 
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Clinical practice frequently employs MRI protocols that use T1-weighted and STIR sequences to evaluate SIJ in patients with clinically suspected SpA; however, two recent studies found that the evaluation of SIJ in this clinical setting does not benefit from the additional, costly, and prolonged contrast-enhanced MRI sequences over STIR and T1-weighted sequences alone [74]. The primary diagnostic tool for patients exhibiting clinical symptoms of SpA with equivocal radiographs should be T1W and STIR 

MRI of the SIJ imaged in the tilted coronal orientation [75]. 

10.3.4   Multiple Sclerosis Lesions

A considerable fraction of lesions in multiple sclerosis (MS) are found in the cerebral cortex, and this location is correlated with the severity of disability felt by the patient, according to a number of magnetic resonance imaging studies [76]. In a recent study, Abdelrahman et al. [77] showed that double inversion recovery (DIR) is more sensitive in identifying the various forms of cortical lesions. In addition to being found to be more effective than Fluid-Attenuated Inversion Recovery (FLAIR) in detecting the MS plaque numbers of cortical plaque types, DIR was also found to be significantly more effective than FLAIR in detecting the MS plaque numbers of overall cortical types (juxtacortical and juxtacortical extended MS plaques) and in detecting the MS plaque numbers in the infratentorial region, subcortical white matter, periventricular white matter, and overall multiple sclerosis plaques burden [77]. 

According to the findings of their study, there is a substantial link between the total cortical MS plaque types and the overall MS plaque burden, as well as the duration of the MS disease, the frequency of episodes, and EDSS. This means that 3D DIR MRI imaging is a superior delineator and a dependable tool for identifying cortical subtypes [77]. 

10.3.5   Demyelinating and Infectious Brain Lesions

While the T1-weighted sequence is generally considered the gold standard for post-contrast MRI exams, CE-FLAIR is becoming more and more popular these days [78]. The synergistic effects of gadolinium’s T1 shortening and the lesions’ combined T2 lengthening can account for the contrast enhancement seen on FLAIR [79]. Contrast enhancement is possible because FLAIR images come with an innate T1-weighting component. As a result of the slow-flowing superficial blood arteries, the T1-shortening effect of gadolinium, and perhaps magnetization transfer effects, CE-FLAIR is especially sensitive when depicting leptomeningeal enhancement [80]. In an attempt to increase diagnostic sensitivity, a variety of intracranial diseases have been investigated with post-contrast FLAIR [81]. CE-FLAIR has been a valuable sequence for assessing a variety of diseases over the past ten years. Meningeal enhancement in CE-FLAIR images is easily identifiable due to the abrogation of cerebrospinal fluid signal, subtle vascular augmentation compared to T1WI, and a degree of T1 relaxation effect [82]. Additionally, compared to CET1WI, CE-FLAIR is more sensitive in detecting low gadolinium concentrations [83]. This suggests that lesions that show faint enhancement on CE-T1WI may be easier to distinguish on CE-FLAIR [84]. 

Therefore, when compared to the routine CE-T1W sequence, CE-FLAIR offers greater lesion identification capabilities, enhanced contrast-to-background resolution, and higher image enhancement. As a result, it provides improved diagnostic information directly supporting prompt diagnoses and improved patient management [84]. 

10.4   Conclusion

The book chapter has explored the diverse forms of MRI imaging (functional MRI – fMRI, real-time MRI, interventional MRI, molecular imaging, parallel MRI, quantitative MRI, magnetic resonance spectroscopy – MRS, hyperpolarized gas MRI) and has presented the applications and diagnostic capabilities of MRI technology, highlighting its significant role in facilitating accurate disease detection, treatment planning, and monitoring of therapeutic interventions. An extensive overview of MRI in Neuroimaging, Musculoskeletal MRI, Cardiovascular Imaging, Abdominal and Pelvic MRI, and Breast Imaging has 
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been presented. The discussion showed the accuracy and sensitivity of MRI in the detection of disease conditions such as cerebrovascular accidents, lung nodules, spondyloarthritis, multiple sclerosis lesions, and demyelinating and infectious brain lesions. 
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11.1   Complementary  Medicine

Complementary medicine encompasses a range of therapeutic and diagnostic practices that predominantly operate beyond the confines of conventional healthcare. Initially emerging in the 1970s and 1980s, these disciplines primarily served as alternatives to conventional healthcare, earning them the collective label of “alternative medicine”. Over time, the term “complementary medicine” gained prominence as both systems began to be utilized in tandem, complementing each other’s approaches [1]. 

Complementary medicine and therapies represent healthcare approaches that have originated outside the mainstream Western medical paradigm. Three terms, often used interchangeably but with distinct meanings, warrant clarification: complementary, alternative, and integrative. “Alternative” refers to non-mainstream practices utilized instead of conventional medicine. “Complementary” denotes non-mainstream practices employed alongside conventional medicine. “Integrative” signifies the integration of conventional and complementary approaches in a coordinated manner. 

Presently, the use of alternative medicine is rare, with most individuals opting for complementary approaches in conjunction with conventional treatments [2]. Commonly employed complementary and alternative medicine therapies encompass non-vitamin, mineralogy products, practice deep breathing, meditation, chiropractic care, yoga, massage, and diet-based therapies [3]. 

The National Institutes of Health have categorized complementary and alternative medicine into five domains, which, to some extent, overlap, as outlined below:

1. Biologically based practices encompass a broad spectrum of approaches. These may involve 

the utilization of various vitamins and mineral supplements, as well as natural products like chondroitin polysulfate sodium sourced from shark cartilage. Additionally, herbals such as 

ginkgo biloba, are commonly included in this category. Unconventional dietary strategies, such as the low-carbohydrate approach popularized by Robert Atkins, also fall under this umbrella. 

2. Manipulative and body-based therapies encompass a range of practices, including massage, 

with roots tracing back throughout history. In the 19th century, the United States witnessed the emergence of formal manipulative disciplines: chiropractic medicine and osteopathic medicine. These disciplines arose from efforts to alleviate structural pressures on vertebrae and spinal nerve roots. 



3.  Mind-body medicine draws upon the age-old belief across various cultures that the mind profoundly impacts bodily functions, and vice versa. 



4.  Alternative medical systems offer diverse perspectives on health and healing. While the ancient Greeks emphasized the equilibrium of vital humors, Asian customs placed a strong emphasis 
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on the body’s vital energy circulation and equilibrium. For instance, acupuncture, a practice rooted in this philosophy, aims to restore the flow of vital energy by strategically placing needles at key points on the body. 

There is also energy medicine that employs therapies utilizing energy, whether through biofield or bio-electromagnetic-based interventions. An instance of the former is Reiki therapy, where the goal is to rebalance and enhance the flow of beneficial energies by harnessing the energy emitted from the hands of a skilled practitioner [4]. 

11.1.1   History of Complementary and Alternative Medicine

 11.1.1.1 Traditional Chinese Medicine

Emerging from ancient China, traditional Chinese medicine (TCM) has undergone millennia of evolution. TCM encompasses the utilization of herbs, dietary therapy, and mind-body practices such as acupuncture and tai chi. While the precise count of TCM users in the United States remains elusive, the National Center for Complementary and Integrative Health (NCCIH) estimated in 1997 that over 10,000 

practitioners attended to more than 1 million patients annually. Among the various TCM modalities, acupuncture and tai chi emerged as the most prevalent choices. 

 11.1.1.2 Homeopathy

Homeopathy, the most ancient form of complementary and alternative medicine in Europe, traces its roots back to Samuel Hahnemann and emerged in Germany in the late 18th century. Two fundamental principles guide homeopathic medicine: “like cures like” and the “law of minimum dose”. Homeopathic preparations are made up from herbs, minerals, or animals, often administered in the form of sugar pellets. It’s important to note that treatments can differ among individuals with the same ailment, as homeopathic remedies are typically customized to meet each person’s specific requirements. 

 11.1.1.3 Ayurvedic Medicine

Ayurveda, with its roots tracing back over 3,000 years to India, stands as one of the most ancient medical systems globally. Numerous practices within Ayurveda have been transmitted orally, predating written documentation. This holistic approach to health comprises three main categories of action: elimination therapies, pacification therapies, and nourishing therapies. Practitioners tailor customized treatments, incorporating a blend of herbal compounds, dietary adjustments, exercise regimes, yoga practices, physical manipulations, and lifestyle advice. 

 11.1.1.4 Native American Traditional Healing

In contrast to conventional Western methods, Native American wellness and traditional healing prioritize the harmony of mental, physical, and spiritual well-being. The fundamental connection that exists between Native American communities, the natural world, customs, and the Great Spirit is the basis of this approach and ensures the continued life of these traditions. While specific practices may vary among tribes, fundamental aspects of Native American healing encompass the use of plants, storytell-ing, tobacco, music, smudging, and ceremonies. Although healers or medicine men play a role in guiding these treatments within communities, there’s a deep-rooted belief that maintaining health and well-being ultimately rests on individual responsibility [5]. The terms “complementary” and “alternative” refer to practices and products individuals adopt either in conjunction with or in lieu of Western medical methods. Many of these practices lack scientific evidence and are met with skepticism by medical authorities. 

To streamline research efforts into these approaches, the United States requires a structured agenda. 
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11.1.2   Safety of Complementary and Alternative Medicine

After thorough analysis, several complementary and alternative medicine treatments were shown to be usually safe and beneficial. These consist of, among other things, yoga, meditation, and acupuncture. 

Others, on the other hand, could cause adverse effects or adversely interact with conventional drugs. 

Complementary and alternative medicine encompasses a diverse range of botanicals and nutritional products, including herbal supplements, dietary supplements, and vitamins. Unlike conventional medications, these products do not require approval from the Food and Drug Administration (FDA) before use in the population, and a prescription is not necessary for their purchase. Consequently, the responsibility falls on individuals to determine what is most suitable for them. Despite advertisements or historical usage claims, these factors alone do not guarantee safety or effectiveness, especially when used in conjunction with medications [6]. 

11.2   High-Performance Liquid Chromatography

High-performance liquid chromatography (HPLC) is an analytical technique to separate, identify, and quantify components in a mixture. HPLC works by forcing a liquid mobile phase through a column that is filled with a stationary phase under high pressure. Chromatography has developed over time using a variety of stationary phase materials. It is a technique for separating mixtures according to how their constituents interact with stationary and mobile phases. The need for quicker, more effective methods for the analysis of particular classes of analytes is increasing due to developments in adsorbent materials. One of the most popular, up-to-date, reliable, and flexible chromatographic techniques for separating ingredients in herbal extracts or products is HPLC. It makes it possible to identify and measure individual components and to create chemical fingerprints, or profiles, for crude mixtures. 

The herbal product industry and its regulatory agencies use HPLC extensively for the identification and measurement of both known and unknown chemicals in herbal product quality assurance. Its flexibility includes the ability to accurately identify and measure secondary metabolites found in both source materials and derived products while analyzing a wide range of consumables, including food, drinks, and fragrances. Additionally, HPLC is an essential instrument for detecting and quantifying pollutants arising from adulteration. 

11.2.1   Normal Phase HPLC

This method mirrors that of thin-layer chromatography or column chromatography. Despite its label as 

“normal”, it isn’t the most prevalent type of HPLC. Utilizing tiny silica particles packed within the column and a non-polar solvent such as hexane, this technique employs columns typically with an internal diameter of about 4.6 mm or smaller and lengths ranging from 150 to 250 mm. Polar compounds within the sample adhere more strongly to the polar silica, causing them to elute from the column at a slower rate compared to non-polar compounds, which pass through more rapidly [7]. 

11.2.2   Reversed Phase HPLC

In this case, the column dimensions stay the same, but the silica is modified to become non-polar by long hydrocarbon chains connected, typically with 8 to 18 carbon atoms, to its surface. Using a polar solvent, a mixture of water and methyl alcohol, for example, creates a sturdy bond between the solvent and the polar molecules in the sample. On the other hand, there is very little interaction between the polar molecules and the hydrocarbon chains that are attached to the silica (the stationary phase). Polar molecules therefore tend to travel with the solvent, whereas non-polar chemicals interact with the hydrocarbon through van der Waals dispersion forces. Moreover, non-polar chemicals must break hydrogen bonds in order to move between molecules of water or methyl alcohol since they are less soluble in the solvent, which results in a shorter period in solution and a slower flow along the column. Additionally, polar 
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molecules traverse the column at a swifter pace. Reversed-phase HPLC has emerged as the predominant HPLC due to these operational principles [8]. 

11.2.3   Principles of HPLC

The separation principle of HPLC is based on the distribution of the analyte (sample) between a mobile phase (eluent) and a stationary phase (packing material of the column). Depending on the chemical structure of the analyte, the molecules are retarded while passing the stationary phase. The specific intermolecular interactions between the molecules of a sample and the packing material define their time “on-column”. Hence, different constituents of a sample are eluted at different times. Thereby, the separation of the sample ingredients is achieved. A detection unit, for example, ultraviolet (UV) detector recognizes the analytes after leaving the column. The signals are converted and recorded by a data management system (computer software) and then shown in a chromatogram. After passing the detector unit, the mobile phase can be subjected to additional detector units, a fraction collection unit, or waste. In general, an HPLC system contains the following modules: a solvent reservoir, a pump, an injection valve, a column, a detector unit, and a data processing unit. The solvent (eluent) is delivered by the pump at high pressure and constant speed through the system. To keep the drift and noise of the detector signal as low as possible, a constant and pulseless flow from the pump is crucial. The analyte (sample) is provided to the eluent by the injection valve [9]. 

The processing of a crude source material to provide a sample suitable for HPLC analysis as well as the choice of solvent for sample reconstitution can have a significant bearing on the overall success of natural product isolation [10]. The source material, for example, dried powdered plant, will initially need to be treated in such a way as to ensure that the compound of interest is efficiently liberated into solution. In the case of dried plant material, an organic solvent (methanol or chloroform) may be used for the initial extraction following a period of maceration. Afterward, the solid material is then removed by decanting off the extract by filtration [11, 12]. The filtrate is then concentrated and injected into HPLC 

for separation. 

The usage of guard columns is necessary in the analysis of crude extract. Many natural product materials contain a significant level of strongly binding components, such as chlorophyll and other endogenous materials that may in the long term compromise the performance of analytical columns. Therefore, the guard columns will significantly protect the lifespan of the analytical columns. To begin compound identification with HPLC, the initial step entails choosing a suitable detector. Once the detector is chosen and optimized for detection, the next phase involves crafting a separation assay. This assay’s parameters should be carefully adjusted to ensure the chromatograph exhibits a distinct, unadulterated peak corresponding to the known sample [13]. 

11.2.4   Instrumentation of HPLC System

A reservoir for the mobile phase or solvent, a system for delivering the solvent, a device for introducing samples, a column, post-column apparatus, a detector, a system for data collection and output, post-detector eluent processing, and tubing with fittings for connectivity are the nine basic components of an HPLC system. All of these elements are necessary for the performance of an HPLC system, with the exception of the post-column equipment [14]. 

 11.2.4.1 Solvent Reservoir

The mobile phase storage can be any clean, inert container. It can carry anywhere from 0.5 and 2 L of solvent. It includes a cap that fits over a tubing input line so that the mobile phase may be delivered to the solvent delivery system more easily. This cap does several tasks: it prevents dust from entering the container, reduces solvent evaporation, allows pressurization of the container, provides ports for extra intake lines, and facilitates sparging, which is the process of distributing argon or helium into the mobile phase to decrease dissolved air. Depending on the application, the material selection for the mobile phase 
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reservoir is frequently critical. When doing tiny molecule analysis, glass is typically chosen over plastics to avoid any potential material leaching [14]. 

 11.2.4.2 Pump

The operating pressure range for the high-pressure pump is 500 to 20,000 psi. Its main purpose is to provide the column with a mobile phase that is pulsation-free, precise, accurate, consistent, and repeatable. At the moment, syringe-based or displacement pumps, constant flow pumps, and constant pressure pumps are the three main types of HPLC pumps used. Constant flow pumps are the most popular option because of their adaptability and versatility, whereas constant pressure and syringe-based pumps provide difficulties when adjusting to gradient solvent delivery [14]. 

 11.2.4.3 Sample Injector

The injector can function as either a standalone unit or as part of an automated system. Specifically tailored for HPLC applications, it ensures precise liquid sample injections ranging from 0.1 to 100 mL, maintaining high reproducibility even under pressures reaching 4000 psi. It is also designed to endure the severe pressures of the liquid system. As an alternative, an autosampler offers automatic functionality. This is especially helpful when managing a large number of samples or when manual injection is not feasible. In order to maintain precision at a high degree, injectors must be inert and repeatable in order to deliver samples into the mobile phase stream consistently [15]. 

 11.2.4.4 Columns

Columns typically have internal diameters of 2 to 5 mm and lengths ranging from 50 to 300 mm. They are typically composed of polished stainless steel. They are often filled with a stationary phase made up of particles that range in size from 3 to 10 μm. Additionally, microbore columns, characterized by internal diameters smaller than 2 mm, are widely used in the field. Maintaining consistent temperatures for both the mobile phase and the column is optimal during analysis. Frequently referred to as the “core element” of the chromatograph, the column employs a stationary phase with varied physical and chemical properties to effectively separate target sample constituents. Under normal flow circumstances, the presence of tiny particles in the column causes a rise in back pressure; this suggests that a considerable amount of pumping effort is required to drive the mobile phase across the column [16]. This component is crucial and requires proper maintenance according to the supplier’s instructions to achieve consistent separation efficiency from one run to the next. The main column types are:



1. Guard column: To prolong the lifespan of the analytical column, a guard column is installed upstream. Particulate particles, pollutants from solvents, and sample elements that create permanent bindings with the stationary phase are its main functions likewise it eliminates sol-

vent losses from the analytical column by saturating the mobile phase alongside the stationary phase. Similar to the analytical column, the packing material in the guard column frequently has greater particle sizes. The guard column can be completely replaced with a new one or 

repacked in the event of contamination. 

2. Analytical columns: The central component of HPLC is the liquid-chromatographic column, 

usually ranging from 100 to 300 mm in length. These columns are frequently straight but, when necessary, they can be connected to form longer columns. Liquid columns typically have inside diameters between 4 and 10 mm, and the most typical packing particle sizes are 5 or 10 µm. 

A typical column configuration is 250 mm long, 4.6 mm in diameter inside, and filled with 5 

µm-sized particles. Columns that satisfy these requirements usually show between 40,000 and 

60,000 plates per meter of plates [17]. 
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 11.2.4.5 Detectors

HPLC analysis requires a detector to track the substances that are separated in the column in order to quantify and identify them. The particular substance being detected determines which detector is best. 

Solute and bulk property detectors are the two types of detectors. 



1.  Solute Property HPLC Detectors

a. Mass 

Spectroscopic 

Detectors

Mass spectroscopy detectors are extremely accurate and precise. Its identification is con-

tingent upon the splitting of molecules by an electric field, and its separation depends on 

the mass-to-charge ratio of these broken molecules. Interestingly, this detector is thought 

to be harmful [18]. 

b. UV/VIS 

HPLC 

Detectors

The ultraviolet (UV) or visible (VIS) detector stands as the prevalent choice in HPLC due 

to its excellent stability, user-friendly operation, and high sensitivity. Within this category, one finds fixed wavelength detectors, variable wavelength detectors, and diode array detectors [19]. 

c.  Photodiode Array (PDA) Detectors

With many individual diodes, resolution components, or pixels, the PDA can detect mul-

tiple wavelengths at once when used as a UV detector. It functions as the perfect detector 

in a UV/VIS dispersive spectrophotometer to capture the whole spectrum [20]. 

d. Fluorescence 

Detectors

Excellent sensitivity is provided by fluorescence detectors for certain component groups. 

They use a specific wavelength to activate the component atoms, causing them to release a 

light signal. The component’s concentration can be measured by assessing the intensity of 

the light that is released. Clinical samples, pharmaceuticals, natural materials, and petro-

leum products are all known to exhibit fluorescent absorbance [21]. 



2.  Bulk Property HPLC Detectors

a. Electrical 

Conductivity 

Detectors

Since conductivity detectors are used to measure conductivity, they are categorized as bulk 

property detectors. The ability to detect charged species and surfactants with great sensi-

tivity is one of their main characteristics. They work by measuring electrical resistance, 

and the amount of ions in the solution is proportionate to the result that is seen [22]. 

b.  Refractive Index Detectors (RID)

A refractive index detector assesses the analyte’s refractive index concerning the solvent. 

It operates based on the principles of light deflection and reflection within the solution. 

Various types of RID detectors include the thermal lens detector, the Christiansen effect 

detector, the dielectric constant detector, and the interferometer [23]. 

c. Electrochemical 

Detectors

The purpose of the electrochemical detector is to detect and quantify the electric currents 

generated by oxidation-reduction reactions in substances. The oxidation-reduction reaction 

of each molecule requires a different voltage, which is why the electrochemical detector 

has such excellent selectivity and sensitivity. Interestingly, the way this detector works is harmful [24]. 

d.  Light Scattering Detectors

The scattered light that the eluent emits is picked up by a light scattering detector. It works especially well with compounds that have a large molecular weight, such as carbohydrates, 

lipids, and surfactants. The low-angle laser light scattering detector and the multiple-angle laser light scattering detector are the two types of light scattering detectors that are accessible [25]. 
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 11.2.4.6 Detectors Hyphenated with HPLC

Hyphenated procedures are those that combine an HPLC system with an independent analytical 

approach. Although other techniques like infrared spectroscopy (LC-IR) and nuclear magnetic resonance (LC-NMR) are also often used, mass spectrometry (LC-MS) stands out as the principal approach. 

Although mass spectrometry is increasingly adopted as a routine HPLC detector, comprehensive reviews detailing its utility and other hyphenated techniques are accessible for further insights [26]. 

 11.2.4.7 System for Data Collection and Output

A computer, integrator, recorder, or other data gathering and output device is connected to the detector’s electronic output. This device receives the detector’s electronic signal and generates a graphical representation of the response over time, known as a chromatogram. This chromatogram provides both qualitative and quantitative information upon evaluation. Although standalone recorders are rarely utilized nowadays, integrators and computers provide the capability to integrate chromatogram peaks and store data for subsequent processing. Computer-based collection systems enable data export to diverse programs and applications. Furthermore, computers commonly oversee and regulate the entire HPLC system, making computer-controlled data collection and output systems prevalent in modern HPLC setups. 

 11.2.4.8 Post-detection Eluent Processing

The eluent is normally sent to a designated trash container after exiting the detector; this container has to be appropriately labeled for disposal in an ecologically responsible manner. A mobile phase recy-cling device may be put after the detector in isocratic chromatography cases. The clean mobile phase is returned to the reservoir by this device, which runs during instrument runtime, when no injections are being produced, or at times when no peaks are eluted. After the detector, a fraction collecting device is installed if it is necessary to collect the eluted peaks. Fixed time intervals, movable phase volume, or detector signal output can all be used as the basis for this collection. Furthermore, for enhanced usability, fraction collectors may be managed by the HPLC’s computer. 

 11.2.4.9 Connective Tubing

When it comes to materials inert to solvents and components of the mobile phase, tubing used in HPLC 

systems must be composed of stainless steel or polymer-based materials such as Teflon or PEEK. Tubing is connected to HPLC components using fittings and unions in an effort to reduce dead volume and sur-plus volume. Fittings with low dead volume (LDV) and zero dead volume (ZDV) are essential to minimizing band-broadening effects. Since more column volume reduces the effectiveness of separation, assembly of the columns and fittings must be done carefully to guarantee correct matching and flat fitting. A nut and ferrule are commonly seen on fittings, and they function in tandem to provide leak-proof connections with tubing openings. Due to its impermeability, buffer and solvent tolerance, adaptability, and simplicity of handling, polymer-based (PEEK) tubing and fittings are commonly used [27]. 

11.3   Applications of HPLC in Complementary Medicine

Medicinal plants serve as vital reservoirs of new natural compounds, offering a rich chemical diversity crucial for pharmaceutical development. They form the foundation for numerous complementary and alternative medicines, dietary supplements, cosmetics, and even medical devices. However, the intricate nature of herbs and extracts, catering to diverse markets and regulatory frameworks, presents significant challenges in classification and quality assurance. This underscores the necessity for robust analytical methods for their identification, standardization, and detection of adulterants and contaminants. Customs laboratories frequently encounter herbal samples, spanning herbal medicines, dietary supplements, tobacco, cannabis, and more, prompting inquiries ranging from identity verification to 
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contamination assessment, risk mitigation, and legal compliance. Recent years have witnessed notable progress in the processing and investigation of medicinal plants, facilitated by modern extraction techniques and the identification of key components. Analytical methods such as HPLC and hyphenated HPLC have emerged as indispensable tools for assessing the identification and quality of herbal products 

[28]. 

11.3.1   Quality Control of Herbal Medicine

In the discovery domain, the identification (quantitative and qualitative) of active compounds from the herbal extract is the most difficult and challenging task. In modern discovery, processes like isolation with preparative bio-activity do not match the pace as they are slow and tedious, whereas modern systems prefer easy, accurate, and fast processes to be utilized. Traditional techniques, which use multiple isolations, can lead to a decrease or complete vanishing of the activity of the active compound. So to overcome the drawbacks, profiling of compounds with HPLC analytical technique is done in modern discovery to identify the multiple compounds accurately due to the versatility of the analytical technique 

[29]. 

For quality assurance, herbs and traditional medicinal products obtained from the extract of plants can be estimated for the chemical components with the HPLC technique. In the identification of phytoconstituents in herbal medicine products, the standardization technique with the marker profile is of greater benefit as the quantifications of the multiple constituents from the herbal medicinal formulations have issues related to safety and efficacy [30]. 

Separation of components using traditional polyherbal medicinal formulation is a convincing analytical technique and it has been gaining importance in the quality control of herbs for qualification, quantification, and authentication. Further, harvesting season, drying techniques, plant origin, presence of heavy metals, and microbial contents are the major reasons which vary the quality of the herbs [31]. 

11.3.2   Detection and Quantification of Active Constituents

When it comes to HPLC detectors, the UV detector is the most often used and simple choice. It is not without limits, especially when it comes to herbal constituents that do not include UV chromophores, all things considered, it offers the finest combination of sensitivity, linearity, flexibility, and reliability of any LC detector that has been made to date. The majority of natural goods absorb UV light between 200 and 550 nm, which includes compounds that have unshared electrons or double bonds. Therefore, compounds with moderate chromophores, such as triterpene glycosides, can be effectively detected by UV at short wavelengths (203 nm). However, as they may make it more difficult to identify natural compounds with weak chromophores, care must be taken to avoid mobile phase components with high UV 

cut-offs [32]. 

The crude extracts that have been distinguished frequently necessitate gradient elution, which modifies baseline at low wavelengths. Modifiers such as trifluoroacetic acid (TFA) or phosphate buffers with low UV cut-offs can be used to get around this problem. Such modifiers are not the best choice for multi-hyphenated systems that need HPLC-MS, though, and they should be avoided in such situations due to their non-volatility and tendency for ion suppression [33]. 

Due to its simplicity and cost-effectiveness, HPLC-UV finds widespread use in numerous pharmacopoeias for quantifying individual natural products in quality control processes for herbal drugs, as well as for detecting and quantifying active constituents. In both the European and United States pharmaco-poeias [34], HPLC-UV (at 203 nm) systems are employed to ascertain the total ginsenoside content of ginseng roots and measure the ratio of ginsenosides [35]. Some clinical applications of these are shown in Figure 11. 1. 

[image: Image 19]
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FIGURE 11.1  Application of HPLC in the detection of compounds in plants. 

11.3.3   Identification of Adulterants and Contamination

The integrity of both raw herbal materials and their derived formulations is compromised by substitutions and adulterations. Adulterants, originating from various sources, encompass heavy metals, microbial agents, radioactive materials, synthetic compounds, and undisclosed substances. Additionally, chemical ingredients and prescription drugs, posing health risks, may be present as adulterants. Herbal products span diverse categories such as weight loss aids, blood pressure regulators, cholesterol-lowering agents, skin lighteners, and sexual performance enhancers. Unfortunately, these formulations often harbor undeclared synthetic drugs, steroids, and hazardous substances. Instances of contamination include arsenic in cancer treatment formulations, mercury in skin whitening creams, and carcinogenic and mutagenic compounds like β Asarone, Xanthotoxin, Berberine, Benzyl cyanide, and Digitalis glycosides in herbal medicine. Synthetic adulterants, spanning analgesics, antibiotics, antidiabetic drugs, aphrodisiacs, hormones, and anabolic substances, are sometimes added to enhance the efficacy of herbal medicine. Various studies have detected benzodiazepines, tricyclic antidepressants, cyproheptadine, ibu-profen, and dipyrone in different herbal formulations, underscoring the pervasiveness of adulteration across categories [36]. A comprehensive list of common adulterants in each category is provided in Table 

11.1 [37 –39]. 

HPLC is a frequently used chromatographic technique aimed at identifying medicine adulteration. MS 

and UV are two examples of the detectors that may be connected to HPLC. The sensitive and repeatable analytical findings provided by HPLC-UV analysis techniques are enhanced by their quick analysis 

TABLE 11.1

Categories of adulterants

Adulterant 

Examples

Heavy metal

Lead, Arsenic, Mercury, Cadmium, Aluminum, Nitrate and nitrite, Calcium, Copper, 

Iron, Potassium, Sodium

Microbial/biological

 Aspergillus flavus,  Aspergillus funigatus,  Astralagus sarcocolla, Coliform and fecal coliform,  Bacillus cereus,  Aeromonas hydrophilia,  Shigella spp.,  Enterobacter sp., Escherichia coli,  Vibrio fluvialis

Earthworms, Amoeba, Moulds, Protozoa, Yeasts, Nematode. 

Viruses

Insects

Synthetic drugs

Tramadol, Caffeine, Fluoxetine, Rizatriptan, Venlafaxine, Methadone, Glibenclamide, 

Sibutramine hydrochloride, Sildenafil, Fenproporex
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times, low sample needs, and excellent accuracy and precision when identifying several chemicals in a sample at once. For example, HPLC-UV can be used to analyze undeclared synthetic pharmaceuticals in herbal items such as phenolphthalein, sildenafil, and butramine. HPLC may be coupled not only with a UV detector but also with tandem mass spectrometry (MS/MS) [40, 41]

11.3.4   Standardization of Complementary Medicine

It is necessary to define qualitative and quantitative values, set consistent standards, and guarantee quality, safety, efficacy, and repeatability in order to standardize herbal medications. This entails identifying the distinctive qualities of the medications through testing and observation in order to establish and align technical standards. Thus, standardization is an essential tool for quality control [42]. 

The World Health Organization (WHO) states that a thorough procedure of physicochemical examination of raw materials is required for the standardization and quality control of herbal products. In this process, raw materials are chosen and handled, the finished product’s stability, safety, and effectiveness are assessed, safety and risk information is documented based on experience, consumer product information is given, and the product is promoted. These evaluations use a range of analytical techniques and instruments to conduct physical, chemical, and biological analyses [43]. 

Pharmaceutical companies commonly utilize preparative and analytical HPLC for the extraction and purification of herbal constituents. Preparative HPLC can be categorized into low pressure usually less than 5 bar and high pressure greater than 20 bar systems. High-pressure preparative HPLC involves larger stainless steel columns and packing materials with particle sizes ranging from 10 to 30 micrometers. Analytical HPLC prioritizes resolution, sensitivity, and rapid analysis. While preparative HPLC 

is geared toward isolating or purifying compounds, analytical HPLC focuses on obtaining information about the sample, which is essential for the swift release of new natural and synthetic products into the pharmaceutical market. This efficient purification method enables reduced synthesis time for optimal synthesis conditions [44]. 

11.3.5   Determination of Marker Compound

A marker compound is a chemical component found in a medicinal substance that helps determine its strength or authenticity. These flag chemicals are sometimes referred to as active components or substances that verify the original material’s proper botanical identification. Finding appropriate marker compounds for traditional medicinal substances is challenging, as some medicines contain unidentified active constituents, while others consist of several active components. 

Analytical methods are pivotal for ensuring the quality, safety, and effectiveness of plant materials. 

These approaches often involve the use of spectroscopic techniques like fluorescence, MS, and differential absorption spectrum (DAD) in conjunction with chromatographic methods like HPLC and gas chromatography (GC). Additionally, they may involve the use of generic detectors like charged aerosol, or specific detectors like electrochemical and ion capture. Although these approaches have inherent limits, the correct identification of elements depends on reference standards and composite database sources. It is well known that, although important, main chemical markers cannot include all of the active metabolites in an extract. One notable example of an easy-to-use and reasonably priced analytical method for identifying low-molecular-weight chemicals in a variety of pharmaceutical, environmental, and dietary samples is thin-layer chromatography (TLC). Its popularity surpasses that of other chromatographic methods like GC and HPLC owing to its versatility, cost-effectiveness, accessibility, simplicity, minimal solvent and reagent usage, and ability to analyze multiple samples concurrently [45]. 

Identifying marker compounds using HPLC involves several steps:



1.  Sample Preparation: Prepare your sample for analysis. This might involve extraction, filtration, dilution, or other sample pretreatment steps to ensure compatibility with the HPLC system. 
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2. Instrument Configuration: Configure the HPLC system in accordance with the specific 

demands of your analysis. This entails selecting the suitable column, mobile phase, detector, and operational parameters such as flow rate, temperature, and injection volume. 

3. Method Optimization: Develop an HPLC protocol tailored to effectively separate and detect the target marker compound(s). This process entails fine-tuning parameters such as column 

selection, mobile phase composition, elution method, and detector wavelength. 

4. Sample Evaluation: Introduce your prepared sample into the HPLC system and execute the 

analysis following the established method. Gather data from the detector, typically acquiring chromatograms displaying compound retention times and peak areas. 

5. Compound Verification: Contrast the retention time and spectral attributes (if accessible) of peaks in your sample chromatogram with those of established standards or references in the 

literature. Validation may additionally encompass fortifying your sample with recognized standards to authenticate the existence of the marker compounds [46, 47]. 

11.3.6   Ensuring Batch-to-Batch Consistency

In pharmaceutical manufacturing, products are made using standard operating procedures which are specific for each product. As a result, it is expected that any number of batches of the same product selected at random for evaluation should either have the same results for all tested criteria or the difference between them should be within the acceptable limits. Batch-to-batch consistency study of herbal products is an important quality control parameter for assessing their reproducibility, efficacy, and safety profile. To assess the batch-to-batch consistency of a herbal product, parameters such as color, odor, taste, pH, and total solid residue can be utilized. 

11.3.7   HPLC Fingerprints for Herbal Medicine

As the herbal medicine market continues to grow, the use of HPLC chromatogram fingerprinting has become essential for analyzing plant-based remedies both qualitatively and quantitatively. Methods like principal component analysis and hierarchical clustering analysis, which typically rely on particular biomarkers or reference standards, are commonly used in the qualitative identification and validation of unknown plant extracts. However, in the absence of a suitable reference standard, a simple and standard chromatographic fingerprint of the herbal product will suffice to pass regulatory requirements [48]. 

11.3.8   Pharmacokinetic  Studies

Pharmacokinetic investigation offers a pragmatic method for pinpointing potentially significant compounds, those bioavailable at target sites with substantial exposure levels following herbal medicine administration. Enhancing comprehension of the pharmacokinetic characteristics of these absorbable substances is crucial for assessing the medicinal advantages and possible drawbacks of herbal remedies, in addition to their interplay with pharmacokinetics. This becomes more important when conventional therapy is combined with herbal medication [49]. 

11.3.9   Bioavailability and Metabolism of Herbal Compounds

Bioavailability pertains to how quickly and to what extent the phytochemical or active component is absorbed from the ingested matrix, enabling it to arrive to the intended action point. This definition stems from two primary factors governing the efficacy of any compound in vivo: first, the active compound must reach the site of action to exert its biological effect, and second, the concentration and duration of exposure of the active compound at the site of action influence the level of activity [50]. 

It is generally recognized that bioactive substances have the ability to elicit biological reactions that result in changes in metabolism that are beneficial to human health. These reactions might entail enhancing particular physiological processes or reducing the likelihood of certain diseases. Bioactive 
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chemicals, which vary greatly in their chemical makeup and biological function, are abundant in plants. 

Minerals, vitamins, and other non-nutrient elements known as phytochemicals are a few examples of these health-promoting substances that may be found in plants. Among other things, phytochemicals include glucosinolates, phytosterols, phenolic compounds, carotenoids, and terpenoids [51]. 

The bioavailability, pharmacokinetics, and metabolism of bioactive chemicals have been investigated using a variety of experimental models, with in vitro models being widely used for this purpose. When hyphenated techniques are used, they play a crucial role in metabolomics. This combination reduces complexity and matrix effects, improves selectivity, and makes it easier to separate chemicals before-hand. Although analytical techniques are versatile, most studies on bioavailability and metabolism primarily employ high- or ultrahigh-performance liquid chromatography coupled with mass spectrometry. 

Given the significant advantages of LC-MS detection, the utilization of the DAD in such studies is declining. Nonetheless, some studies still integrate DAD, often in conjunction with an MS detector (LC–DAD–MS) [52]. 

Standard parameters including maximum plasma concentration (C ), the area under the plasma 

max

concentration-time curve (AUC), time to achieve C  (t ), and elimination half-life (t ) are routinely max

max

1/2

calculated in studies concentrating on bioavailability and pharmacokinetics [53]. 

11.3.10   Studying Interaction between Different Components

Herb-drug interactions can have significant clinical consequences and increase the risk of microbial resistance when using herbal products contaminated with conventional medications. The complex content of herbal remedies renders it challenging to positively identify adulterants. An analytical technique is recommended for identifying adulteration in herbal products [54]. Combined methods, such as HPLC-MS/MS, offer enhanced selectivity and sensitivity, making it possible to definitively screen herbal products for adulterants [55]. Instances of herb-drug interactions are provided in Table 11.2 [56 –60]. 

11.3.11 HPLC Analysis of Common Plant Products

Complementary and alternative therapies that fall within the category of herbal medicine can be analyzed using HPLC. Several studies have been conducted in this regard [61 –71]. A summary of these studies is shown in Table 11.3. 

11.3.12   Comparisons of Traditional and Modern Analytical Techniques

There are several important phases involved in the standardization and quality assurance processes for herbal medicine. These include analyzing the finished product’s stability, efficacy, and safety; evaluating the physical and chemical properties of the raw materials; and offering comprehensive information 

TABLE 11.2

Some common herb-drug interactions

Herb

Drug

Interaction

Garlic

Antihypertensive drugs

Herb may decrease blood pressure

 Ginkgo bibola

Acetaminophen, anticonvulsants/tricyclic 

Subarachnoid hemorrhage

antidepressants, thiazides

Increase seizures

May lead to hypertension

Grape fruit

Calcium channel blockers and many drugs

Increase oral bioavailability

St. John’s Wort

Zolpidem

Likely increases CYP3A4 activity, leading 

to a reduction in the plasma concentration 

of zolpidem

 Andrographis 

Glipizide

Alter the pharmacokinetic of glipizide

 paniculata
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to help customers. The evaluation process typically includes visual examinations, chemical analyses, and biological tests of samples. There are three main approaches to analytical evaluation: analyzing marker compounds or individual components, creating fingerprints or profiles of the herbal material, and conducting metabolomic studies. Marker compounds act as references for potency and are frequently selected from the variety of chemicals found in the plant. However, depending just on marker chemicals to standardize data might occasionally produce inaccurate findings, particularly if the marker of choice is not a good representation of the active components of the plant. 

Furthermore, the therapeutic benefits of herbal medicine may arise from complex interactions among various constituents, making one or a few markers insufficient predictors of overall effectiveness. In contrast, fingerprinting methods analyze the complete chemical makeup of the botanical sample. When combined with statistical analysis of multivariate data or chemometrics, this intricate profile may be compressed to a unique pattern that correlates with particular biological or pharmacological action. This offers a starting point for evaluating certain materials or formulas. The origins of plant species may be determined and genuine herbal treatments can be distinguished from fakes using fingerprinting techniques. The creation of phytochemical patterns frequently involves the use of chromatographic methods like TLC and HPLC. Other technologies such as capillary electrophoresis, molecular spectroscopy, and DNA-based methods can also generate molecular or chemical fingerprints for comparable objectives 

[72]. 

11.3.13   Improving the Quality and Safety of Complementary Medicine Products

One of the biggest challenges facing researchers is creating dependable analytical techniques for complex herbal medicines that can precisely profile their phytochemical content. These techniques include quantitative studies of marker/bioactive molecules and other important elements. Standardization is essential for the production of herb medicines to ensure consistent biological activity, a consistent chemical profile, and the execution of quality assurance processes. Due to the fact that HPLC can assess active indicators that are chemical or biological in origin both subjectively and quantitatively, it has become a regularly used method in the standardization of complicated herbal remedies. Through the efficient removal of instrumental interference, correction of retention time shifts, enhancement of selectivity, increase of chromatographic separation capabilities, and assurance of measurement precision, hyphenated chromatographic and spectrometric procedures provide significant gains in performance [73]. 

11.4   Challenges and Future Perspectives

The pursuit of sensitive, all-encompassing HPLC detection with consistent response factors for every analyte remains unfulfilled. Currently, there is no perfect answer, and the kind of natural products being examined must be considered while selecting certain detectors. One reason why it is still difficult to create universally applicable HPLC techniques is the lack of a sensitive and universal detection approach suited for qualitative and quantitative analysis under various circumstances. Approximately, 20% of HPLC applications are HPLC-MS (with roughly one-third pertaining to MS-MS), whereas over 70% of HPLC applications are carried out utilizing HPLC-UV and HPLC-DAD [74]. Evaporative light scattering detector (ELSD) accounted for 1.5%, HPLC-electrochemical detection (ECD) for 3%, and HPLC-NMR for 2%. Other detection methods are mentioned in fewer than 1 percent of all HPLC applications. 

Most analyses are still carried out with HPLC-UV, which is a popular choice in many labs. 

HPLC-MS is a powerful and adaptable instrument renowned for its sensitivity and ability to function as both a particular and an all-purpose detection technique. Its popularity across several fields of herbal product research is expected to expand with the introduction of more user-friendly benchtop equipment, even if they are currently rather expensive. However, because HPLC-MS is susceptible to the ionization process, it is still not as robust as other techniques for quantitative analysis. This might cause problems with ionization suppression when working with complicated matrices. The increased separation speed 
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TABLE 11.4

Overview of the benefits and constraints of each liquid-chromatographic detection methods

Hyphenated 

No. 

technique

Benefits

 Constraints

Utilization 

1

UV

Widespread, affordable, 

Not suitable for substances 

All natural products with 

simple to use, and suited to 

lacking chromophores, 

chromophores (even weak 

a sizable variety of natural 

not particularly selective, 

chromophores: 203 nm)

compounds, with 

and incompatible with 

low-wavelength detection

components of the mobile 

phase that have strong UV 

cut-offs

2

DAD

Recording of all 

UV spectra only provide 

Every natural substance that 

wavelengths, the ability to 

little structural 

has a distinctive 

modify provided spectra for 

information for 

chromophore, particularly 

dereplication, and 

dereplication

polyketides, alkaloids, 

simultaneous monitoring of 

quinones, and polyphenols

several wavelengths 

3

FD

Excellent selectivity and 

Restricted to natural 

Mostly aflatoxins, with 

sensitivity

products that naturally 

fluorescent tags used to 

glow or need a laborious 

selectively detect other NPs 

derivatization process

following derivation

4

EC

Low cost, perceptive, and 

Redox response 

Any and all natural products 

somewhat discerning

understanding and 

with electroactive groups, 

possible optimization are 

including ethers, quinones, 

required, 

phenols, aromatics, amines, 

involvement, the sample is 

thiols, olefins, and ester

changed by detecting

5

RID

Universal, affordable

Sensitive to temperature, 

Polymers, certain terpenes, 

pressure, and flow rate 

and carbohydrates

variations; poor 

sensitivity; not suitable to 

gradients 

6

ELSD

Adaptable, widely used, 

Non-linear response, 

Every natural product, mostly 

simple to operate, and 

requiring drift tube 

employed for identifying 

consistent with gradient 

temperature and gas flow 

natural products with weak 

elution

optimization

chromophores, such as 

terpenes and carbs

7

CAD 

Wide dynamic range, higher 

Non-linear reaction

Used for lipids, 

sensitivity than ELSD, and 

polysaccharides, and 

universality (4 orders of 

medicines; not yet used for 

magnitude)

natural products

8

MS

Broadly applicable, precise, 

Response depending on the 

All natural products; limited 

sensitive, and able to deliver 

compound, incompatible 

sensitivity for non-polar 

molecular formula (HR 

with buffers which are not 

Natural products

mode) or structural MW 

volatile, susceptible to ion 

information (LR mode)

suppression effects in 

intricate matrix systems, 

and costly 

9

MS-MS

Universal, pervasive, 

Similar to MS, the MS-MS 

Similar to MS, fragment 

sensitive, offering very 

spectra’s reliance on the 

information provides 

precise detection (MRM 

instrument and the 

valuable details mostly on 

mode) and fragmented 

absence of an MS-MS 

glycosides and/or 

information

database for Natural 

polyphenols

products

( Continued)
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TABLE 11.4  (CONTINUED)

Overview of the benefits and constraints of each liquid-chromatographic detection methods

Hyphenated 

No. 

technique

Benefits

 Constraints

Utilization 

10

NMR

All-encompassing and 

Inexpensive, poor 

All natural products, on-flow 

crucial structural data for 

sensitivity, response 

for identifying those with a 

real-time de novo structure 

dependent on the mode of 

distinctive 1H pattern, and 

determination

operation (on-flow, 

on-line for determining the 

stop-flow, at-line)

detailed structure (1D and 

2D)

CAD = Charged aerosol detector; DAD = Differential absorption spectrum; EC = electrochemical; ELSD = Evaporative light scattering detector; FD = Fluorescence detection; UV = Ultraviolet; MS = Mass spectrometry; MS/MS = Tandem mass spectrometry; NMR = Nuclear magnetic resonance; RID = Refractive index detection. 

provided by these new separation techniques presents a problem for LC detectors hoping to provide quicker answers. 

HPLC-DAD-MS is an essential strategic tool for online structure determination; it is mostly utilized for dereplication in drug development laboratories. Nevertheless, the possibilities for automation and prediction in the dereplication process are constrained by the absence of extensive HPLC-MS datasets. 

Recent years have seen significant progress in this field, especially in the areas of HPLC-based on-flow bioassays and activity profiling. These strategies offer completely integrated lead-finding platforms by progressively integrating with multi-hyphenated methodologies. Detection in HPLC is still a difficult problem because of the increasing need for metabolomics, dereplication, quality assurance, profiling, and fingerprinting.  Table 11.4 presents a summary outlining the benefits and constraints of each LC 

detection method [74, 75]. 

Conventional analytical methods struggle to meet the demands of modern natural product research due to increasing complexities. Hyphenated techniques offer an advanced solution, merging separation and spectroscopic methods to leverage their respective strengths. Notable progress in hyphenated systems has greatly expanded their utility in analyzing natural products. Combining separation and spectroscopic systems has proven effective in both quantifying and identifying unknown phytoconstituents in extracts or fractions. These techniques facilitate the thorough characterization of chemical profiles in herbal extracts, medicines, and formulations. 

Currently, infrared or Fourier-transform (IR or FTIR) spectroscopy serves as a valuable technique for identifying organic compounds, utilizing the mid-IR region where organic compound 

structures exhibit characteristic absorption bands corresponding to specific functionalities such as 

−OH, −COOH, and more. Although less sensitive than techniques like UV and MS, IR spectros-

copy remains effective in compound identification. Recent advancements in HPLC-IR techniques, achieved through the integration of two fundamental approaches, form the basis of HPLC-IR or HPLC-FTIR techniques [75]. 

LC-MS denotes the pairing of a mass spectrometer with liquid chromatography. The utilization of LC-MS-MS is experiencing rapid growth due to its effectiveness in combining biological screening with natural products. This encompasses techniques like HPLC coupled with UV and mass spectrometry, which are considered the most compatible interfaces in phytochemical analysis [76]. 

Among spectrometric techniques, NMR stands out as the least sensitive but highly advantageous for elucidating the structure of natural products. These studies may be carried out with systems operating at 0.5, 0.6, and 0.8 GHz and equipped with 1H, 13C, 2H, 19F, and 31P probes. They can be carried out in together continuous-flow and stop-flow modes. New developments in hardware and software have improved this hyphenated technology by creating new avenues for the direct connection of LC and NMR 

[77]. 
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11.5   Conclusion

This chapter highlights key considerations when using HPLC in the analysis of complementary medicines. The complex nature associated with the separation of compounds in plant products remains a significant challenge with the use of HPLC. Nevertheless, this approach is recognized as an adaptable and reliable method for examining secondary metabolites in plants, providing a range of uses in the isolation, as well as the quantitative and qualitative evaluation of active molecules. Furthermore, HPLC 

offers insights into advanced extraction methods aimed at isolating and purifying compounds from plant sources. 
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12.1   Introduction

Personalized medicine is an evolving field that takes into account the clinical, genetic, and environmental factors of a patient. It involves a strategic and evidence-based approach to customizing patient care, spanning from maintaining health to managing disease. By leveraging on molecular insights, personalized medicine enhances preventative health and enables the early initiation of drug therapy. The ultimate goal is to tailor medical care and improve outcomes for each patient [1]. The concept of personalized medicine is not entirely new; it has deep historical roots. Over two and a half millennia ago, Hippocrates, often referred to as the “Father of Medicine”, acknowledged the uniqueness of each individual by stating, 

“Every human is unique, and this affects both disease prediction and treatment”. This early concept laid the foundation for the principle that treatments should be tailored to each patient; an idea that remains central to personalized medicine today [2]. 

The evolution of personalized medicine continued through the 20th century, marked by significant scientific breakthroughs. One such milestone occurred in 1956 when researchers discovered the genetic basis of “favism”, a condition in which certain individuals experience severe reactions to fava beans. 

This adverse reaction was found to be caused by a deficiency in the enzyme glucose-6-phosphate dehydrogenase (G6PD), a crucial metabolic enzyme. The identification of G6PD deficiency as a genetic factor as the basis for this condition highlighted the importance of genetics in determining health outcomes and reinforced the idea of customizing treatments [2]. 

Another pivotal moment in the development of personalized medicine occurred in 1985 when Nobel laureate Renato Dulbecco proposed that sequencing the human genome could significantly advance cancer research. Dulbecco highlighted the genetic basis of diseases, and the need to develop more targeted and effective therapies. The Human Genome Project, a scientific breakthrough that mapped the entire human genome, was inspired by Dulbecco. This project has since provided invaluable insights into genetic variations that contribute to diseases, paving the way for more precise and personalized treatment [2]. 

Overall, the journey of personalized medicine from Hippocrates’ early insights to the modern era of genomic research reflects a long-standing commitment to understanding health and disease. As this field continues to develop, it holds the promise of revolutionizing healthcare by providing customized treatments that consider each patient’s unique genetic makeup, environment, and lifestyle, ultimately improving the quality of care and patient outcomes [2]. The human genome is the foundation of personalized medicine and is viewed as the future of diagnosis and therapy. 

The treatment of malaria, which is regarded as the first personalized therapeutic strategy, emphasizes the necessity of novel diagnostic technologies and treatment approaches. Advanced biochemical 
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advancements, including biochips, genotyping, and single-nucleotide polymorphisms (SNPs), have brought personalized medicine into practice [2]. Furthermore, extensive molecular and clinical data over the past few decades has transformed personalized medicine, raising expectations for its ability to propel biomedical research and healthcare [3, 4]. Indeed, personalized medicine involves utilizing an individual’s genetic profile to guide decisions related to disease prevention, diagnosis, and treatment 

[5]. Personalized medicine, a related data-driven approach, integrates an individual’s medical, genetic, behavioral, and environmental information to deliver tailored therapies [6]. This overview charts the evolution of customized medicine and highlights key milestones [2]. 

12.2   Relevance of Personalized Medicine

While there are considerable challenges to overcome before personalized medicine can be widely adopted in everyday clinical practice, its principles are increasingly being applied across various fields of medicine, with oncology at the forefront [4]. Significant advancements have been made in eye care by identifying genetic variants associated with both simple and complex ocular diseases, such as glau-coma and macular degeneration. While differences in therapeutic responses to eye treatments have been noted for many years, practical application of personalized ocular therapy in clinical settings is not widespread. The primary advantage of personalized medicine lies in its ability to transform clinical management and drug delivery approaches. When properly implemented, personalized medicine can be preventive, precise, and cost-effective [7]. 

With personalized medicine, emphasis is often given to preventive care. For instance, genetic screening for BRCA1 and BRCA2 mutations is commonly used to identify women at high risk of developing breast cancer [8]. Women with these mutations are informed about their risk and possible preventive measures, such as more frequent mammograms, prophylactic surgery, and chemoprevention, following the guidelines of the National Cancer Institute [8]. Currently, there are more than 2,000 genetic tests available in clinical settings to identify risks for a wide range of diseases, from mild to severe. Although not every test is linked to a specific treatment, knowing hereditary risks can enable proactive and targeted prevention strategies [7]. 

Personalized medicine can offer more effective treatments, as seen in the management of specific subtypes of breast cancers. A notable example is the treatment of breast cancer characterized by high levels of human epidermal growth factor receptor 2 (HER2), which represents up to 30% of all breast cancer cases [9]. Standard treatments are not effective for these patients; however, the antibody Herceptin (trastuzumab), when used alongside chemotherapy, can significantly lower tumor recurrence by 52%. 

Indeed, a molecular diagnostic test for HER2 expression is routinely performed as part of the standard care to identify these patients before starting treatment [9]. 

As a matter of fact, personalized medicine will be fully realized when doctors can accurately provide the right treatment to the right patient at the right time. This has always been a priority for physicians, but the necessary scientific knowledge and technological advancements were not available until the recent discovery of the human genome [7]. It took 50 years to progress from identifying deoxyribonucleic acid (DNA)’s four repeating nucleotides to fully sequencing the human genome. Personalized medicine involves working with a much more complex subject: an individual whose genetic variations and phenotypic expressions change in response to environmental factors. Indeed, achieving personalized medicine as a component of clinical practice will require significant collaborative efforts [7]. 

12.3   Advanced Diagnostic Techniques in Personalized Medicine

At the heart of personalized medicine are advanced diagnostic techniques that offer detailed insights into the genetic and molecular foundations of diseases. These diagnostic tools play an important role in customizing healthcare to meet the needs of each patient. There are a number of diagnostic approaches 
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that aid personalized medicine, some of these include: computational tools, machine learning tools, bioprinting technology, and stereolithography, among others. 

12.3.1   Computational  Approaches

Personalized medicine involves treating patients according to their distinct clinical characteristics [1]. 

This approach customizes treatment plans by considering a patient’s unique traits, making it more sophisticated than standard methods [10]. Recent studies indicate that genetic differences may account for inter-individual variability in drug response [11]. Advances in high-throughput technology have generated a large amount of molecular data, uncovering new insights into cellular processes. Additionally, computational tools utilize this extensive data to understand disease mechanisms, enhance patient diagnosis, and explore treatment options. These tools can categorize patients into subgroups based on their genomic and treatment response profiles, which helps in predicting diseases, making clinical decisions, and providing personalized treatments [2]. 

Several research groups have applied computational methods (disease models) to various aspects of personalized medicine [12]. Additionally, these approaches not only enhance existing disease models but also assist in developing predictive models for a range of diseases [2]. Such analyses help differentiate between the molecular mechanisms in normal or control states from those in disease conditions. These technologies enable the development of predictive models for rare diseases, ensuring that patients with these diseases receive the most appropriate therapy. 

Computational models play an important role in medicine and drug development, encompassing areas such as disease modeling, biomarker research, and evaluations of therapeutic efficacy and safety [13]. 

Both the scientific community and regulatory agencies like the Food and Drugs Authority (FDA) and European Medicines Agency (EMA) acknowledge the importance of these models, often referred to as digital evidence, in medical research [14, 15] There are two main types of models: data-driven and mechanistic. Mechanistic models use equations to represent physiological processes, offering insights into their underlying mechanisms. In contrast, data-driven approaches depend on artificial intelligence (AI) techniques and algorithms [16, 17]. 

 12.3.1.1   Molecular Interaction Maps

Molecular interaction maps (MIMs) are networks that illustrate the physical and causal relationships between biological entities using knowledge-based information [18]. They explore the molecular pathways and regulatory modules involved in diseases such as Parkinson’s [19] and cancer [20]. MIMs apply graph theory to uncover static features of networks, such as identifying crucial nodes, detecting communities, and predicting unseen connections. These maps enable visualization of interactions between regulators and their targets [13]. 

 12.3.1.2   Genome-Scale Metabolic Models

Genome-scale metabolic models (GEMs) offer a mathematical framework to understand a cell’s metabolic capabilities, facilitating comprehensive analysis of genetic changes, exploring diseases, and identifying enzymatic reactions and potential drug targets [21]. This modeling approach is commonly used across medical conditions such as cancer, obesity, and Alzheimer’s disease [2]. 

 12.3.1.3   Boolean  Models

Basic logic-based models, or Boolean models (BMs), assign nodes to either activation or inactivation [22, 

23]. Logical operators like AND, OR, and NOT are used to define the regulatory relationship between targets (downstream nodes) and regulators (upstream nodes). Big biological systems can benefit from BM’s capacity to estimate parameters without requiring a great deal of kinetic data. This approach is frequently employed in medicine-based cancer research [22]. 
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 12.3.1.4   Quantitative  Models

Quantitative Models (QMs) examine the quantitative dynamics of biological reactions over time. QMs involve a series of differential equations that describe how a system responds to different stimuli or disturbances [23]. This approach focuses on individual pathways and necessitates detailed kinetic data to estimate parameters accurately. In personalized medicine, such a model is employed in identifying biomarkers [24], assessing medication responses, and developing customized therapies [25]. 

 12.3.1.5   Pharmacokinetic  Models

Pharmacokinetic models describe the concentrations of medications in plasma and tissues. These models are frequently used to anticipate drug-induced reactions. Pharmacokinetics can be modeled using compartmental approaches or physiologically based approaches [26, 27]. 

12.3.2   Machine Learning Approaches

Machine learning excels at detecting rules, patterns, and statistical relationships within large datasets 

[28]. The application of machine learning in personalized medicine is expanding, with a strong emphasis on genomic and proteomic data. By analyzing genome sequencing data, machine learning helps identify the most effective treatment strategies for individuals [29]. This approach has enhanced our understanding of disease mechanisms and the development of biomarkers for various diseases. 

Machine learning aids in unlocking the full potential of personalized medicine in clinical settings. 

It has facilitated the creation of algorithms tailored to specific diseases. For example, the FDA has approved the MammaPrint predictive test for breast cancer, which utilizes 70 gene signatures [30]. Using a microarray, MammaPrint analyzes fresh tissue samples or formalin-fixed paraffin-embedded (FFPE) samples [31]. Additionally, the BluePrint test provides expression data that could support personalized treatment strategies in the Microarray In Node negative Disease may Avoid ChemoTherapy (MINDACT) and IMPACt trials [32]. 

Machine learning and AI can integrate different data types including metabolomic, genetic, epigenomic, transcriptomic, genomic, medical images biobanks, and electronic health records [28, 33]. 

Machine learning has two main functions: regression and classification. Regression seeks to forecast continuous and real-valued outcomes, such as cholesterol levels in the blood, based on other biomarkers. Classification aims to predict the category of a large group of individuals, such as patients who have longer survival times than the average. Indeed, using machine learning can assist in identifying genetic networks responsible for diseases and speed up the drug discovery process [34]. 

12.3.3   Bioprinting  Technology

The two primary elements of bioprinting are the materials and the printing procedures. The ideas and developments in these fields to improve performance are covered in this section. The four main technologies used in bioprinting are inkjet, extrusion, laser-assisted, and stereolithography. While each approach has pros and cons of its own, it can be customized for particular uses to promote personalized treatment 

[35]. 

 12.3.3.1   Inkjet  Printing

The innovative bioprinting method known as inkjet makes use of a cartridge that holds bio-ink. It is renowned for being inexpensive and simple to use since commercial printers can frequently be modified to work with this technology [35 –37]. Inkjet printing also demonstrates high cell viability, with 80–90% 

of cells remaining functional [38]. This method uses either thermal or piezoelectric actuators to consistently eject droplets of bio-ink. In addition, the thermal actuator generates pressure through heat-induced bubble formation to expel the droplet, with temperatures typically ranging from 100 to 300ºC. However, the high temperatures involved in thermal inkjet printing can induce cellular stress in the bio-ink [39]. 
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 12.3.3.2   Extrusion  Printing

Extrusion-based bioprinting is a variation of inkjet printing that applies constant force to the bio-ink during deposition [40]. This technique produces a cylindrical stream of bio-ink that forms a continuous line on the surface being printed [41, 42]. Extrusion-based bioprinting has some drawbacks and these include reduced cell viability due to mechanical stress and lower resolution beyond 100 µm [40]. 

 12.3.3.3   Laser-Assisted  Printing

A high-pressure bubble is used in laser-assisted printing, a bioprinting method, to project bio-ink onto a printing surface [43, 44]. An energy-absorbing layer is included in the “donor layer”, or ribbon, which is the first step in this process. This layer is evaporated at a focal point by a high-energy laser pulse [43]. 

The bio-ink is mixed with a thin layer of glass or metal to form the donor layer, which is vaporized into a high-pressure bubble that pushes the bio-ink onto the surface [45]. The process can have a 4000 µm² 

spot size at a laser intensity of 1.4 J/cm² [46]. This technique provides great cell viability and excellent resolution [42]. 

 12.3.3.4   Stereolithography

Stereolithography utilizes ultraviolet (UV) or visible light to solidify bio-ink layer by layer [43]. This technique is notable for its ability to eliminate shear pressure during nozzle-based printing due to its fast and highly accurate resolution, ranging from 5 to 300 µm [44]. The solidification occurs through photopolymerization as the light exposure hardens each layer [45]. Gauvin and colleagues successfully created 3D structures using UV light and a gelatin-based prepolymer solution [46]. However, exposure to UV light can pose a risk of cytotoxic damage to the bio-ink cells from photo-initiators, potentially decreasing cell viability [43]. To tackle this issue, researchers experimented with adding two monomers containing thiol or alkene groups, which react spontaneously under UV light at 266 nm. After three days, they observed a significant improvement in cell viability compared to the control, achieving a level of 95% [47]. The high cost of 3D bioprinters has been a barrier to progress in personalized medicine. Enhanced technology may result in higher costs, making it difficult for medical laboratories and institutions to access equipment like laser-assisted printers, which could restrict advanced research in personalized medicine [43]. 

12.3.4   Clustered Regularly Interspersed Short Palindromic Repeats-Based Diagnostics

Early clustered regularly interspersed short palindromic repeats (CRISPR)-based diagnostic techniques utilize variations of Cas9 that target double-stranded DNA. Cas9-based DNA detection methods involve strategies such as the guided reassembly of split proteins by inactive fragments, cleavage of protospacer adjacent motif (PAM)-containing sequences, and the unwinding of the non-target DNA strand to enable isothermal amplification [48]. 

The Cas9-based technique, called nucleic acid sequence-based amplification (NASBA)-CRISPR 

cleavage, makes use of a toehold sensor for output, PAM-dependent detection by Cas9 cleavage, and isothermal pre-amplification of targets via NASBA [49]. Toehold triggers are connected to NASBA-amplified ribonucleic acid (RNA) fragments through reverse transcription. If the RNA fragment contains a PAM sequence, Cas9-mediated cleavage results in a shortened RNA without the trigger sequence. 

Conversely, if the PAM sequence is absent, the full-length RNA with the trigger activates the toehold switch, causing a color change. This technique differentiates viral lineages by detecting strain-specific PAM sites [49]. 

The main aim of CRISPR-based diagnostics is to identify pathogens by detecting their DNA or RNA, including viruses, bacteria, and parasites. These methods have been used to detect RNA viruses such as parvovirus B19, members of the Flaviviridae family (like dengue, Zika, and Japanese encephalitis virus), Ebola, and Coronaviridae. The SHERLOCK technique for detecting severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) involves two steps: first, recombinase polymerase amplification 
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(RPA)-based pre-amplification, and then T7 transcription followed by Cas13a-mediated target detection 

[48]. In a clinical study validated by qPCR, 154 samples were tested using both fluorescence readouts and lateral flow, while an additional 380 PCR-negative samples were tested using fluorescence only [50]. 

The assay demonstrated a limit of detection (LOD) of 42 RNA copies per reaction, with a sensitivity of 96% for fluorescence readouts and 88% for lateral-flow readouts. Both methods showed 100% specificity. 

CRISPR-based diagnostics are capable of detecting RNA molecules associated with non-infectious diseases. For instance, CRISPR-based detection of human CXCL9 messenger RNA (mRNA) identified acute cellular rejection in kidney transplants with 93% sensitivity and 76% specificity in 31 urine cell pellet samples [48]. MicroRNAs (miRNAs) have also been detected utilizing these diagnostics; examples of this include the electrochemical detection of miR-19b in serum samples from medulloblastoma patients and the rolling-circle transcription-based detection of miR-17 and miR-21 in RNA isolated from breast cancer cell lines [48]. 

CRISPR-based diagnostics are particularly effective at identifying point mutations and small deletions due to the single-nucleotide specificity of Cas enzymes. This high level of specificity allows for the detection of various genetic changes, including mutations linked to Duchenne muscular dystrophy, antimicrobial resistance markers, and SNPs in the E3 ubiquitin ligase gene that influence eye color [51]. 

Additionally, CRISPR-based techniques can detect circulating variants of SARS-CoV-2 that have different levels of pathogenicity and transmissibility [48]. 

12.3.5   Genomic  Sequencing

New technologies, such as genetic testing, are enhancing the ability to predict and prevent diseases. 

Familial hypercholesterolemia, which is characterized by heterozygous gene mutations found in approximately 1 in 500 people, is a notable example of this advancement in disease prediction and prevention. 

This condition significantly raises the risk of cardiovascular disease and is inherited in an autosomal dominant manner [52]. Since 2007, the National Institute for Health and Care Excellence (NICE) has recommended risk-reducing strategies for individuals with hypercholesterolemia. Molecular diagnosis and familial cascade testing through genotyping can identify those who need intensive lipid-lowering treatment, representing a promising approach for primary prevention [1]. Additionally, secondary genetic testing results for unrelated conditions could help identify more families affected by familial hypercholesterolemia.  Table 12.1 highlights the clinical applications of some genomic tests carried out in clinical settings. 

Personalized medicine focuses on customized treatments and targeted therapies, moving away from a one-size-fits-all approach. Advancements in technologies like genomics enhance our understanding of diseases and their underlying biological processes, enabling more individualized interventions. 

Additionally, other testing methods, such as transcriptomics (RNA-based analysis), metabolomics (the study of a person’s metabolites), and proteomics (the analysis of all expressed proteins), are expected to play an increasingly significant role [1]. 

 12.3.5.1   Targeted Therapy Based on Efficacy

Mutations in BRCA1 and BRCA2 have long been used in oncology to predict cancer progression and to offer personalized risk-reduction strategies. These insights are increasingly shaping therapeutic practices. Understanding the molecular effects of specific mutations in the cancer genome can aid in predicting responses to treatment. For example, the BRAF V600E mutation, commonly associated with malignant melanoma, activates downstream signaling pathways that enhance cellular proliferation [15]. 

NICE recommends vemurafenib, a drug that inhibits the mutant BRAF protein, as it provides better overall survival compared to standard treatments [15]. 
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 12.3.5.2   Development of New Targeted Therapies and 

 Prediction of Adverse Drug Reactions

Many diseases have seen advancements through gene identification, understanding their causes, and developing treatments. For instance, the discovery of FGFR3 signaling pathways has shed light on impaired bone growth in achondroplasia. BMN111, a treatment now in phase III clinical trials, has shown promising results in preclinical and early-phase studies, indicating potential improvement in bone development [16, 17]. Genetic variations can predict therapeutic responses and adverse effects in various clinical contexts. For example, with the use of the drug abacavir for human immunodeficiency virus (HIV), genetic testing can forecast the likelihood of severe adverse reactions. This approach has led to the successful use of alternative antiretroviral medications. 

12.4   Application of Advanced Diagnostic Tools in Personalized Medicine

Advanced diagnostic tools are pivotal in the application of personalized medicine, enabling healthcare providers to tailor treatments and interventions to individual patient profiles. These tools, including genomic sequencing, proteomics, and advanced imaging techniques, provide detailed insights into a patient’s genetic predispositions, disease mechanisms, and potential responses to therapy. By leveraging these technologies, clinicians can identify the most effective treatments for each patient, minimize adverse effects, and improve overall health outcomes. 

12.4.1   Biomarker-Based Personalized Medicine

Biomarker-based personalized medicine represents a significant advancement in tailoring medical treatment to the unique characteristics of each patient. This method is based on biomarkers, which are biological molecules that can be discovered in tissues, blood, or other bodily fluids and can show aberrant or normal processes or conditions. In personalized medicine, biomarkers are utilized to aid prediction of disease progression, identify patients who will benefit from specific therapies, and monitor treatment responses [24]. 

The identification of biomarkers has been significantly enhanced by diagnostic technologies such as next-generation sequencing (NGS) and mass spectrometry. These advanced tools provide deep insights into genetic, proteomic, and metabolomic profiles, allowing for the discovery of biomarkers linked to a 

TABLE 12.1

Clinical applications of genomic tests [53]

Test

Indication

Clinical 

Ethical concerns

application

Cytogenomics

Utilized in the diagnosis of 

Diagnosis and 

May identify copy number 

congenital defects, chromosomal 

counseling

variation (CNV) in the parents 

abnormalities, and intellectual 

of the impacted child

impairments

Tumor genetic

Used to determine which cancer 

Identifies the most 

Identifies non-cancer-related 

testing

treatment to use depending on the 

effective medicine 

germline mutations

existence of a certain mutation or 

for treating specific 

genetic rearrangement that 

tumor types

indicates how a particular 

medicine will work

Genome/exome

Utilized where indications and 

Specific therapy, 

Potential for identifying 

sequencing

symptoms suggest a genetic 

diagnosis, and 

medically relevant incidental 

illness, but there isn’t a single 

counseling

observations

gene that accounts for the entire 

phenotype
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range of diseases, including cancer, cardiovascular diseases, and neurological disorders. By analyzing these profiles, researchers and clinicians can pinpoint specific biomarkers associated with various conditions, paving the way for more targeted and effective treatments [54]. 

Diagnostics also play a crucial role in patient stratification, which involves classifying patients based on their biomarker profiles. This process is essential for selecting individuals who are most likely to respond positively to particular therapies. By doing so, personalized medicine aims to optimize treatment efficacy while minimizing adverse effects [24]. For instance, in oncology, the presence of specific genetic mutations, such as HER2-positive status in breast cancer, allows for the use of targeted therapies designed to inhibit the pathways affected by these mutations. This approach not only improves the likelihood of a successful treatment outcome but also reduces the risk of unnecessary side effects [24]. 

Furthermore, monitoring treatment response through regular diagnostic testing is integral to personalized medicine. By measuring changes in biomarker levels over time, clinicians can evaluate the effectiveness of treatments and make necessary adjustments. Liquid biopsies, which analyze circulating tumor DNA in blood samples, illustrate the benefits of non-invasive monitoring methods. These biopsies enable real-time tracking of cancer progression and response to treatment, providing valuable information that helps clinicians refine and optimize therapeutic strategies [54]. This approach represents a significant leap in medical practice, one where treatments are more precisely aligned with individual patient needs, ultimately leading to better outcomes and reduced adverse effects (Figure 12.1). 

12.4.2   Cell and Gene Therapies

Cell and gene therapies are at the cutting edge of medical innovation, offering the potential to cure conditions that were previously deemed untreatable. These therapies work by altering a patient’s cells or genes to treat or prevent diseases, promising long-lasting effects [54]. Additionally, genetic testing helps pinpoint specific mutations or deficiencies that therapies are designed to address. For instance, gene therapy can be considered for patients with certain inherited retinal diseases by delivering a functional version of defective gene. Before administering cell and gene therapies, thorough diagnostic testing is necessary to ensure the treatments are both safe and effective. This process involves evaluating the genetic integrity of modified cells, assessing potential immune reactions, and verifying that therapeutic genes are delivered accurately to intended tissues [54]. 

During treatment, diagnostics are still important to detect any side effects and evaluate long-term efficacy. This involves tracking the persistence and functionality of the modified cells, identifying any adverse immune responses, and confirming that the therapeutic benefits remain effective over time. 

Advanced techniques such as imaging, flow cytometry, and molecular assays are commonly used to perform these evaluations [29]. 

12.4.3   Combining Diagnostics with AI and Machine Learning

The integration of AI and machine learning with diagnostic technologies is ushering in a transformative era for personalized medicine. These advanced computational tools enable analysis of extensive diagnostic data, uncovering patterns and insights that traditional methods might miss [54]. AI and machine learning significantly enhance data analysis by efficiently processing complex datasets from genomics, proteomics, and imaging studies. These algorithms surpass the analytical capabilities of human analysts, facilitating a deeper understanding of biomarkers and disease mechanisms. As a result, the development of targeted therapies is accelerated, leading to more precise and effective treatments [54]. 

Predictive analytics is another area where AI and machine learning are making substantial contributions. AI-driven predictive models leverage diagnostic data to forecast disease progression and treatment outcomes. This allows for the early identification of patients who are at risk of adverse reactions or who may not respond to certain therapies. Such foresight enables timely interventions and personalized adjustments to treatment plans, optimizing patient care and enhancing therapeutic efficacy [54]. 

Moreover, AI-powered image analytic tools are revolutionizing fields like radiology and pathology. These tools are capable of detecting subtle changes and anomalies with remarkable accuracy. By 
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improving the diagnosis and monitoring of diseases, AI-driven image analysis supports more informed clinical decisions, ultimately leading to better patient outcomes [29]. In summary, the fusion of AI and machine learning with diagnostic technologies represents a major leap in personalized medicine. These advancements enhance data analysis, enable predictive analytics, and improve image analysis, collectively driving forward the development of personalized treatments. 

12.5   New Diagnostic Tools for Personalized Medicine

12.5.1   Digital Tools to Access Genetic Information and Navigate Care

According to a 2020 Canadian study, access to internet health data increased by 35% in 2019, and 79% 

of participants said they would prefer to have electronic access to their personal health information [55]. 

Digital tools, such as patient portals and various applications, provide direct access to personalized health data for clinicians, patients, and their families. In the realm of personalized medicine, these technologies facilitate access to genetic test results, help users understand the findings, and offer opportunities for meaningful discussions with healthcare professionals that could enhance health outcomes [55, 

56]. With the rise of comprehensive tests like whole-genome sequencing or extensive gene panels that analyze numerous genes or biomarkers, the complexity of information can be overwhelming. Also, tools that simplify this complexity and provide platforms for patients, families, and healthcare professionals to interpret genetic information could enhance patient experiences, support patient-centered care, and promote shared decision-making [57]. 

As these and future digital tools become more widely adopted, they may present new opportunities and challenges for health systems [58]. For example, these technologies may make patient counseling services offered by clinical geneticists, genetic counselors, or primary care physicians more accessible in light of the growing need for genetic testing. Certain digital technologies have the potential to enhance workflow efficiency by decreasing administrative duties, such as creating charts and other documents 

[58]. 

FIGURE 12.1  Engineering precision medicine technology platforms. 
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The proliferation of digital genomics tools underscores the need to prioritize patient data privacy and security, which are major concerns for patients, as is the case with the larger digital health space. 

Ensuring that genetic test results from medical records may seamlessly connect with patient-facing digital tools while protecting sensitive information, such as genetic risk factors, would need strengthening data privacy regulations in order to meet safety concerns [59]. Additionally, the broader adoption of these technologies across the globe will likely depend on considerations of digital health equity, including efforts to improve health literacy, the potential for technology to overcome geographical barriers, and the enhancement of technological infrastructure, such as internet access in rural and remote areas. 

ShareDNA, a new technology from Seattle, United States, is a free smartphone application that enables patients to securely upload and share their genetic test results while also learning how to interpret those results without requiring extensive personal information [60]. An initial user-testing survey indicated that users felt comfortable using the application, though there was a need for more detailed information about data security. The project is partially funded by the Kaiser Permanente Washington Health Research Institute and National Institutes of Health in the United States [61]. 

12.5.2   Omics-Based Sequencing Technologies

Whole-genome sequencing, exome sequencing, and transcriptome sequencing are considered “omics-based” personalized medicine technologies because they provide a comprehensive overview of the molecular information present in an individual’s cells and tissues [62]. This contrasts with focused methods that solely analyze a subset of genes, genomic areas, or proteins. Due to the wide range of applications for omics-based sequencing, it is possible to perform a single test instead of several separate ones at the time of clinical presentation, which may enhance the precision of the diagnostic data and expedite the diagnostic procedure [63]. While exome, whole-genome, and transcriptome sequencing have been widely used in research settings, these technologies may become much more common in routine clinical care over the next five years due to their ability to provide more detailed and broader information compared to targeted or single-gene tests [64]. 

Whole genome and exome sequencing are particularly valuable for diagnosing rare diseases, pediatric conditions, and adult conditions that involve multiple organ systems. These technologies, for instance, might speed up the diagnosis of seriously unwell newborns with unidentified illnesses, potentially improving outcomes in acute care settings [65]. Furthermore, actionable mutations (genetic alterations that can be selectively targeted by medicines) in patients with uncommon or undetected cancers can be found by profiling tumors utilizing these methods. Omics-based sequencing has clinical benefits for common malignancies, but its wide use in normal treatment is hindered by issues including cost and system compatibility [66]. However, with decreasing costs of sequencing, the increasing availability of personalized-based therapies targeting specific mutations, and ongoing research into their real-world application, omics-based technologies could significantly transform diagnostic and treatment pathways 

[64]. 

Emerging technologies and initiatives in omics-based sequencing that may be useful in the future include ultrarapid nanopore genome sequencing, which aims to provide whole-genome sequencing results in under eight hours, potentially reducing the need for additional diagnostic procedures in critical care settings like neonatal intensive care units [67], and the Marathon of Hope Cancer Centres Network, which is expanding access to whole-genome and transcriptome sequencing across Canada through inter-provincial networks and pilot projects, potentially benefiting thousands of cancer patients by integrating personalized medicine into routine care [68]. 

12.5.3   Liquid Biopsy for Informing Cancer Treatments

Liquid biopsy is an emerging technology that detects genomic information from bodily fluids and has the potential to transform traditional cancer care. Unlike traditional personalized-based testing, which often requires surgical biopsies, liquid biopsies offer a less invasive alternative by primarily targeting cell-free DNA in the blood [69]. Moreover, DNA can be found in other fluids like saliva, urine, and cerebrospinal 
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fluid using these technologies. This method is based on mounting evidence that suggests that certain malignancies’ tumor cells leak DNA into body fluids. When examined using the right equipment, these DNA fragments can have different genomic profiles from DNA from healthy cells and offer vital information about the features of the cancer [69]. 

While there are many different liquid biopsy technologies available, one of the most promising developments in personalized medicine is the development of technologies expressly intended to inform treatment choices following a cancer diagnosis, as opposed to screening. The majority of currently accessible methods use polymerase chain reaction (PCR)-based single-gene assays or multigene panels, although NGS technologies, which can evaluate many genomic targets, are becoming more developed and widely used [69]. 

Through minimally invasive techniques like blood-based assays, liquid biopsies can also provide information regarding possible therapeutic targets (as a companion diagnosis), therapeutic response (including drug resistance), cancer progression, and symptoms of recurrence [70]. Liquid biopsies may be used as a substitute or addition to tissue-based diagnostics for patients who are at high risk for surgical biopsies or for whom it is not practical to do many surgical biopsies throughout the course of their clinical journey. This could improve patient outcomes and quality of life [71]. Although liquid biopsy technology is most widely used in the management of non-small cell lung cancer (NSCLC) due to the cancer’s heterogeneity and variety of treatment options, it is expected to become commonly used for other types of cancer [70]. 

12.6   Challenges with Implementation of Advanced 

Diagnosis in Personalized Medicine

The integration of advanced diagnostic tools into personalized medicine presents several challenges that need to be addressed to fully realize its potential. One major issue is the high cost of these cutting-edge technologies, which can limit their accessibility and widespread adoption in routine clinical practice. 

Additionally, there are significant concerns regarding the standardization and validation of diagnostic methods, as variations in techniques and interpretations can lead to inconsistent results. Ethical and legal considerations, such as data privacy and the handling of genetic information, also pose substantial barriers, requiring robust regulatory frameworks to protect patient confidentiality and ensure ethical use. Furthermore, there is a need for comprehensive education and training for healthcare professionals to effectively utilize these complex tools. Overcoming these challenges will require coordinated efforts across the healthcare ecosystem, including advancements in technology, policy development, and education. 

12.6.1   Disparities in the Implementation of Personalized 

Medicine Technologies and Mitigation Strategies

In many health systems, there are disparities in access to and use of personalized medicine technologies. These disparities can stem from various factors such as cost, availability, geographic location, and awareness. These can be exacerbated as personalized medicine technologies become more widespread. For instance, geographic inequalities might arise if new tests are mainly reimbursed through specialized research centers with more funding, restricting access for those not treated at these centers. 

Implementing personalized medicine in lower-resource settings, especially in areas with geographically dispersed populations, presents unique challenges compared to higher-resource settings [71]. 

Health systems are developing targeted approaches to improve personalized medicine and address disparities. For instance, the Silent Genomes Project of Genome British Columbia aims to enhance the presence of First Nations, Inuit, and Métis communities in pediatric cancer genomics databases [70]. 

Comparably, the National Institutes of Health-funded US All of Us project seeks to create a broad and 
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inclusive collection of social, environmental, and genetic data [72]. Both projects involve active community engagement and oversight. Additionally, efforts to enhance diversity and inclusivity in healthcare involve workforce planning, education, and co-designing personalized medicine services with underrepresented groups [73]. These initiatives also focus on collecting data to address disparities in access and outcomes of personalized medicine. 

12.6.2   Increased Demands on Health System Capacity and Mitigation Strategies

Healthcare systems will face increased pressure as a result of the growth of customized treatment, including a requirement for more personnel, infrastructure, and physical resources. Physical resources include hospital space, freezers, and the equipment needed to analyze and store genetic samples. Throughout a patient’s treatment, continuous testing may be required for certain malignancies and other illnesses; this emphasizes the growing significance of having a suitable infrastructure to retain samples. Enhancing the system’s capability and workflow to carry out and handle testing, maintain information databases, and offer strong information technology (IT) support are additional potential infrastructure modifications. 

Furthermore, it will be essential to have an adequate number of experts who can conduct and interpret tests related to customized medicine, such as sequencing tests that need to adhere to tight quality control guidelines [71]. 

The adoption and application of personalized medicine, as well as its long-term sustainability, may be impacted by these heightened expectations. However, with the right application, customized medicine technologies can decrease needless medical intervention, enhance patient outcomes, and eventually increase the effectiveness of healthcare. Beyond merely building out infrastructure and resources, there are ways to improve customized medicine. In addition to hiring more skilled workers, improving clinical workflows, investing in technology-enabled care, and building new care models that take genetics-based patient care into account are all potential ways to increase the capacity of the health system [71]. 

To address health systems’ capacity issues in genetic testing, several approaches are being pursued. 

For instance, the GenCOUNSEL project by the BC Children’s Hospital Research Institute focuses on scaling up genetic counseling services by developing decision support tools and assessing the needs of genetic counseling services [71]. In England, the NHS Genomic Medicine Service is advancing genomic medicine by centralizing laboratories, integrating workforce training, and co-designing services with patients and the public [59]. Additionally, implementing alternative models of care, such as centralized testing infrastructures and technology-enabled communication tools like e-consult, can enhance coordination between healthcare professionals and streamline workflows. Supporting the adoption of digital platforms and patient portals also facilitates better information sharing across clinics and among patients and providers [59]. 

12.6.3   Complexity in Interpreting Test Results and Mitigation Strategies

Healthcare providers face difficulties in obtaining and interpreting the findings of the growing number of customized medicine tests available at every stage of the care; from diagnosis and screening to treatment and prognosis. Test results for customized medicine can have varying therapeutic importance, and not all of them are actionable, which means they don’t always immediately guide a particular course of treatment [52]. Many medical personnel claim to be unaware of how to order and interpret test findings for customized treatment, including pharmacists, oncologists, and primary care physicians. Additionally, they find it difficult to interpret these findings in a way that makes them therapeutically relevant when placed alongside other phenotypic data, such as social and environmental determinants of health [74]. 

These difficulties are often intensified when caring for individuals who are underrepresented in healthcare [73]. Additionally, the potential for incidental and secondary findings (unexpected information not directly related to the reason for testing) and their implications for patients and family members add further complexity. 
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The difficulties in deciphering intricate genetic data may have an impact on the extent to which medical practitioners use personalized medicine technology and how their treatment is organized to best serve their patients’ needs as well as theirs. Ordering tests can be challenging in health systems where personalized medicine is not completely incorporated into the clinical process [71]. Depending on variables including whether the test is publicly sponsored or reimbursed, ordering procedures for tests might vary between institutions and geographical areas. To further complicate the interpretation and delivery of results, the healthcare provider ordering the test might not be the same as one who interprets the results or notifies the patient of any necessary follow-up [75]. 

To address the complexity of interpreting personalized medicine test results, several strategies can be implemented. Building patient-centered care models ensures that patient experiences shape care pathways, including deciding which professionals assist patients throughout their testing journey and allowing extra time during consultations to discuss test ordering and results [71]. Other approaches involve creating shared decision-making models and developing tools that align with technological advances and clinical practices to aid in ordering and interpreting tests, as well as assessing their impact on patient outcomes. Additionally, establishing clear processes for managing incidental and secondary findings is crucial, such as obtaining informed consent from patients on whether they wish to receive these results and providing guidance if they are medically actionable [71]. This may also include using e-consultations and telehealth to facilitate specialized support when needed. Furthermore, enhancing equity through targeted training and workforce initiatives is essential, such as increasing education on personalized medicine for healthcare professionals, especially to address the needs of underserved or racialized populations, and creating resources to support consistent interpretation of results [71]. 

12.7   Future Prospects of Diagnostics in Personalized Medicine

As the field of medicine advances, diagnostics will continue to play a pivotal role, particularly in emerging therapies such as immunotherapy and regenerative medicine. These cutting-edge treatments rely on sophisticated diagnostic tools to enhance their effectiveness and ensure their safe application. 

Immunotherapy, for example, heavily relies on diagnostics for patient selection and monitoring treatment progress. Biomarker tests, such as those measuring PD-L1 expression, are crucial for identifying patients who are likely to respond to checkpoint inhibitors, helping to determine the best candidates and guiding the administration of immunotherapy. Additionally, diagnostics are essential for tracking immune-related side effects, ensuring the safety and effectiveness of these treatments. Similarly, in regenerative medicine, which includes stem cell therapies and tissue engineering, diagnostics are vital for assessing the quality and functionality of stem cells before therapeutic use. Diagnostic tests also play a key role in monitoring the integration and performance of engineered tissues after implantation, providing ongoing evaluation that helps improve these advanced treatments and ensure their effectiveness and safety. 

Successfully integrating validated precision and personalized medicine into clinical practice will require more than just technological advancements. Challenges related to healthcare economics, ethics, and data privacy must be addressed after technology validation. Rising global healthcare costs create both barriers and opportunities for new technologies, making innovation from the perspectives of payers and policymakers crucial. Demonstrating value will necessitate improved treatment outcomes, fewer complications, and reduced costs. 

AI-based approaches in drug development hold promise for addressing these needs by lowering development costs, enhancing drug accessibility, and improving cost-effectiveness. As drug prices increase, implementation of precision medicine will be essential in reducing costs and increasing accessibility. 

To effectively implement personalized medicine on a global scale, a convergence of enabling technologies, regulatory frameworks, public policy, education, and funding is necessary. Biomedical engineering will play a key role in driving breakthroughs that enhance individual patient outcomes. With better 
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regulatory and pairing strategies, we can anticipate further advancements in personalized medicine across diverse populations. 

12.8   Conclusion

Diagnostics are foundational to the innovation seen in biomarker-based personalized medicine, and cell and gene therapy. Additionally, diagnostics are critical in post-market care, where they help ensure the continued safety and success of treatments, ultimately leading to better health outcomes for patients. As diagnostic technologies continue to evolve, they will unlock new possibilities in personalized medicine, revolutionizing the future of healthcare. The integration of AI and machine learning, combined with advancements in immunotherapy and regenerative medicine, will further expand the potential of diagnostics, ushering in a new era of medical excellence. Moreover, accelerating in vitro diagnostic trials will be essential for making these advanced diagnostic tools more readily available. 
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13.1   Introduction

Cancer, also termed malignancy or neoplasm, generally refers to a group of diseases capable of affecting any part of the body [1]. Cancers are grouped according to their organ or tissue of origin but also based on the molecular characteristics of their respective cell [2]. Generally, cancers are characterized by the rapid growth of abnormal cells which extend beyond their boundaries, with the potential to invade neighboring tissues; this process is termed metastasis and is mostly the primary cause of death from cancers [1]. Additionally, cancer cells are able to reprogram several metabolic pathways to meet their needs for bio energy, biosynthesis, and redox control [3]. Changes in the metabolism of nutrients such as glucose, amino acid, and fatty acid are associated with cancer risk and can be regulated with healthy lifestyles including healthy diet, calorie restriction, and regular physical activity [4]. Aside from changes in metabolism, many other factors including radiation, chemicals, and viruses have been implicated in the etiology and pathogenesis of the disease [5]. 

Understanding the location, size, stage, and molecular characteristics of cancer is very essential for cancer diagnosis and management. Diagnostic tools play a crucial role in the detection, characterization, and monitoring of tumors leading to better disease outcomes [6]. Cancer detection focuses on identifying symptomatic patients as early as possible and may also involve screening healthy individuals to identify those having cancers before symptoms appear.  Characterization however refers to determining the stage and prognosis of the tumor, while monitoring focuses on observing the progression of the tumor, its response to treatment, and how it impacts the rest of the body over time [7, 8]. Early diagnosis has been shown to improve the effectiveness of various therapies and significantly reduce the adverse effects of these therapies [9]. 

Currently, traditional diagnostic approaches such as: physical examination, laboratory investigations to detect biomarkers, combination of radiologic and nuclear medicine-based non-invasive imaging modalities like; computerized X-ray scan (computed tomography (CT) scan), ultrasonography (US), magnetic resonance imaging (MRI), bone scan, positron emission tomography; histopathological examination of biopsies and immunological probes coupled with flow cytometric analysis have all played a significant role in the diagnosis of cancer [10]. Among these diagnostic methods, imaging is widely used for the purposes of screening, staging, and monitoring tumor progression, and is able to identify a diverse category of cancers [11]. 

Over the past decades, these diagnostic techniques have played a central role in reducing cancer-related morbidities and mortalities. However, most of them lack clinical and cost-effectiveness and have inherent limitations of non-specificity and poor efficiency especially, in cases of early-stage malignancies [10]. Based on the limitation of these traditional methods, highly advanced strategies are essential to track disease onset and analyze response to treatment to improve prognosis, enhance quality of life, and 170
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improve the recovery rate in patients. Thus, emerging diagnostic biomarkers and approaches are being optimized to effectively track disease onset and monitor therapy efficiency to improve disease outcomes. 

Emerging diagnostic approaches such as nanoparticles, extracellular vesicles, targeted therapy, gene therapy, cell-free DNA, microRNAs, OMICS (molecular omics – genomics, transcriptomics, proteomics, metabolomics; and structural omics – radiomics, pathomics), and artificial intelligence are being optimized to detect cancer-specific signals in real time to improve cancer management [12 –14]. Compared to the traditional methods, these emerging strategies hold great promise in providing a high degree of accuracy, sensitivity, and specificity for the efficient and early detection of cancers. Additionally, most of these methods are non-invasive, thus posing minimal or no injury to patients during the process of diagnosis. Similarly, some of these techniques are able to predict appropriate and specific treatment plans hence enhancing treatment outcomes. 

The subsequent sections of this chapter will elaborate on the burden of cancer, the various traditional methods of cancer diagnosis with their accompanying strengths and limitations, the emerging methods of cancer diagnosis with their strength and limitations, and a future perspective. 

13.2   Burden of Cancer

The incidence and mortality rates of cancer have been on the rise globally making cancer one of the leading causes of premature death. In the year 2020, an estimated 19.3 million new cancer cases and almost 10.0 million cancer deaths were recorded globally [15]. Figure 13.1 depicts the most common cancers diagnosed in men and women globally in 2020. Female breast cancer was the most diagnosed cancer (11.7%), followed by lung (11.4%), colorectal (10.0 %), prostate (7.3%), and stomach (5.6%) cancers respectively [15]. Lung cancer however recorded the most deaths (18%), followed by colorectal (9.4%), liver (8.3%), stomach (7.7%), and female breast (6.9%) cancers [15] (Figure 13.1). 

In the United States, mortality rates for prostate, stomach, and uterine corpus cancers are reported to be two-fold higher in black people compared to White people. Similarly, liver, stomach, and kidney cancers are reported to be two-fold higher in Native American people compared to White people showing some disparity in cancer incidence and mortality in this region [16]. Overall, an estimated 2,001,140 new cancer cases and 611,720 cancer deaths are estimated to occur in the United States in the year 2024 [16]. 

Similarly in sub-Saharan Africa in the year 2020, an estimated 801,392 new cancer cases and 520,158 

cancer deaths were reported [17]. In women, breast and cervical cancers are the two most common cancers with breast cancer emerging as the leading cancer in 28 countries, followed by cervical cancer as the leading cancer in 19 countries [17]. In men, prostate cancer reported the highest incidence in 40 


countries, followed by liver cancer and colorectal cancer [17]. Although cancer incidence appears lower 

FIGURE 13.1  Cancer incidence in 2020. 
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in countries with lower Human Development Index (HDI) – that is countries with lower life expectancy, education, and per capita income indicators – cancer deaths are generally higher [18]. For example, breast cancer incidences in countries with high HDI is reported to be about 1 in 12 women in their lifetime, and death is about 1 in 71 women while incidence in countries with low HDI is reported to be 1 in 27 women in their lifetime, and deaths, 1 in 48 women [18]. 

Globally, an estimated 35 million new cancer cases are expected to occur in the year 2050, a staggering 77% increase from the estimated 20 million cases in 2022 [18]. The greatest increase in incidence is expected to occur in high HDI countries with an additional 4.8 million new cases [18]. Yet the most striking increase in incidence is projected to occur in low (142%) and medium (99%) HDI countries; cancer mortalities are expected to double in these countries by the year 2050 [18]. These increasing cancer burdens reflect increasing population aging and growth, as well as increasing risk factors such as tobacco, alcohol, obesity, exposure to carcinogenic substances, and more [18]. 

Though significant progress has been made in the early detection, treatment, and care of cancer patients, disparities in cancer outcomes exist between high and low-income regions and also within countries [19]. Hence the need for efficient and affordable diagnostic and treatment options to bridge the gap of inequalities in cancer management and outcomes. 

13.3   Traditional Approaches to Cancer Diagnosis

Traditionally, cancer diagnosis methods comprise various techniques to detect the presence and type of cancers. Typically, patients are physically examined for lumps or irregularities in the body as well as any noticeable changes in the skin or mucous membranes. Imaging may also be carried out to detect tumors in bones and certain organs. Sometimes examination of blood, urine, and biopsies are carried out to identify tumor markers and cancer cells or unusual substance levels in the body. Figure 13.2 summarizes the traditional approaches to cancer diagnosis

Physical examination is usually the first step in cancer diagnosis and has a great clinical utility. 

Suspicion of cancer is typically followed by clinical history and a methodical, comprehensive physical examination to detect a possible primary area of the cancer and map out the extent of disease [20]. 

Lymph node examination for example helps to clinically differentiate benign from malignant nodes, determine disease stage, or discover unknown primary cancer location [20]. A comprehensive physical examination is very useful in identifying features such as masses, jaundice, pleural effusions, hepato-megaly, ascites, and raised intracranial pressure, all suggestive of metastatic disease [20]. Physical examination is usually followed by a battery of laboratory tests including complete blood count, creatinine level,  electrolyte level,  calcium, magnesium, and phosphate levels;  liver function test, including albumin level test,  international normalized ratio test,  lactate dehydrogenase level,  serum protein electrophoresis, and tumor markers; with a combination of radiologic and nuclear medicine-based non-invasive imaging modalities as appropriate [11]. In spite of the great clinical utility of physical examination, it has long 

FIGURE 13.2  Traditional approach to cancer diagnosis. 
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been plagued with limitations such as; differences in the skill and experience of the examiner, variations in the definition of outline and in the texture of the cancer, variations in the texture of the normal surrounding tissue, and biologic variations in the threshold size of a cancer before distant metastases occur [21]. These limitations have been shown to contribute to inadequacies and errors in the outcome of a physical examination leading to delayed diagnosis, incorrect diagnosis, unnecessary treatment, no or delayed treatment, unnecessary diagnostic cost, unnecessary exposure to radiation or contrast, and complications caused by treatments [21]. 

13.3.1   Biomarkers

Biomarkers are biological molecules, structures or activities present in the body that can be used to predict the occurrence of any disease [22]. Biomarkers have been used for decades in oncology and can be found in blood, urine, cerebrospinal fluid, or other body tissues and are mostly elevated in association with cancer [23]. Tumor markers on the other hand are a subset of biomarkers and include heterogeneous group of molecules including; hormones (β-human chorionic gonadotropin), enzymes (prostate-specific antigen), glycoproteins (cancer antigen 125], and oncofetal antigens (carcinoembryonic antigen and α-fetoprotein) which indicate the presence of cancer or provide information about the likely future behavior of a cancer [24]. In clinical practice, tumor markers are frequently examined as non-invasive indicators to diagnose cancer, evaluate tumor progression, and predict prognosis [25]. For example carcinoembryonic antigen (CEA) is used in the diagnosis of colon and hepatocellular cancers; carbohydrate antigen 19-9 is used to predict pancreatic and bile duct cancer; Urinary 5-HIAA is used for neuroendocrine cancer; cancer antigen 15-3 is used for breast cancer; cancer antigen 125 for ovarian cancer; prostate-specific antigen (PSA) for prostate cancer; Alpha-Fetoprotein (αFP) for hepatocellular cancer and germ cell cancers; Beta-Human Chorionic Gonadotropin (βHCG) for germ cell and gestational trophoblastic cancer; thyroglobulin for thyroid cancers; Fecal Occult Blood Test (FOBT) for colorectal cancer; Vanillylmandelic Acid and Homovanillic Acid (VMA/HVA) for neuroblastoma; pepsinogen for gastric cancer; and Ki-67 proliferation index in breast cancer and microsatellite instability (MSI) status in colorectal cancer used to determine prognosis [20, 25, 26]. 

Generally, an ideal tumor marker is expected to have a high positive and negative predictive value, be inexpensive, have a simple, standardized, and automated assay with clearly defined reference limits, be acceptable to subjects undergoing the test, have its clinical value validated in a large prospective trial, be highly specific to a given tumor type, provide a lead-time over clinical diagnosis and have levels that correlate reliably with the tumor burden [27].  Table 13.1 outlines the currently used tumor markers in clinical practice and their associated malignancies. 

Currently, the ideal tumor marker does not exist. Available markers routinely used in clinical practice lack sufficiently high specificity and sensitivity and are mainly used as laboratory tests to support diagnosis or in monitoring disease progression [43]. Assays such as high-performance liquid chromatography (HPLC), polymerase chain reaction (PCR), Western blotting, radioimmunoassay (RIA), enzyme-linked immunosorbent assay (ELISA), and immunohistochemistry (IHC) are mostly used for tumor marker analysis. These assays are however limited in terms of sensitivity, specificity, and stability further reducing the overall efficiency of tumor markers in cancer diagnosis [25]. 

13.3.2   Medical Imaging Techniques

Medical imaging is one of the most widely applied techniques in medical practice to assist with cancer diagnosis, staging, surgery, radiotherapy and to monitor a patient’s response to treatment [44]. Medical imaging creates images of the human body by incorporating radiology, endoscopy, thermography, medical photography, and microscopy [45]. Tools such as X-ray, Computed Tomography, Ultra Sonography (US), Magnetic Resonance Imaging, and Positron Emission Tomography (PET), are mostly employed to shed light on the physical structure, metabolic activity, and functional status of the cancer tissue [45]. 
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TABLE 13.1

Tumor markers used in clinical practice

Tumor marker

Cancer type

Reference

Steroids, Catecholamines

Adrenal cancer



CA 15-3, 27.29; 

Breast cancer

[28]

ER/PR/ HEGFR-2

FDP, NMP/22, BTA, CEA

Bladder cancer

[10]

CEA, FOBT

Colorectal cancer

[29]

Pepsinogen, 

Gastric cancer

[30]

CA 19-9

Pancreatic, bile duct cancers

[31]

KIT

Gastrointestinal cancer

[10]

5-HIAA 

Neuroendocrine, Carcinoid cancers

[32, 33]

CA 125, HE4

Ovarian cancers

[34]

PSA 

Prostate cancers

[35]

αFP, CEA

Hepatocellular cancer 

[36]

αFP, βHCG

Germ cell cancer

[37]

βHCG

Gestational trophoblastic cancer

[38]

TG, Calcitonin 

Thyroid cancer

[39, 40]

LDH, Cytogenetic alterations

Lymphomas

[26]

Tyrosinase 

Melanoma

[41]

HVA and VMA

Neuroblastoma

[42]

CA 15-3, 27.29: Cancer antigen 15-3, 27.29; CA 19-9: Carbohydrate antigen 19-9; ER: Estrogen receptor; PR: Progesterone receptor; HEGFR: Human epidermal growth factor receptor 2; HE4: human epididymis protein 4; EGFR: Epidermal growth factor receptor; FDP: Fibrinogen degradation product; NMP/22: Nuclear Matrix Protein 22; BTA: Bladder tumor antigen; CEA: Carcinoembryonic antigen; FOBT: Fecal Occult Blood Test; KIT: tyrosine kinase; 5-HIAA: 5-hydroxyin-doleacetic acid; PSA: Prostate-specific antigen; αFP: Alpha-Fetoprotein; βHCG: Beta-Human Chorionic Gonadotropin; TG: thyroglobulin; VMA and HVA: Vanillylmandelic acid and Homovanillic acid. 

 13.3.2.1   X-Rays

X-rays are high-energy electromagnetic radiation with short wavelengths and one of the most widely used electromagnetic waves in clinical practice able to penetrate solids and ionizing gases [46]. X-ray images (radiographs) are obtained by positioning the patient in such a way that the part of the body being imaged is located between an X-ray source (X-ray machine) and an X-ray detector. X-rays are then released from the machine and projected toward the image detector placed behind the patient’s body causing darkening of the X-ray plate [47]. X-rays are partly hindered by soft tissues, showing up as gray on the X-ray plate; while bone and other hard tissues massively block the rays, resulting in a light-toned shadow. X-rays are therefore more appropriate for visualizing hard body structures such as teeth and bones [47]. Excessive exposure to high-energy radiations such as X-rays has the potential to damage cells and cause changes that can lead to cancer hence more sophisticated and safer imaging techniques are currently in use; nonetheless, X-ray is still utilized in medical imaging, especially for bone and teeth 

[47]. The hazards of X-rays to the patient and the operator are managed by proper shielding and limiting exposure [47]. Typically, conventional X-ray is only able to capture two-dimensional images of the body from a single angle; current imaging techniques however are able to produce three-dimensional images revealing aspects of the body functioning [48]. 

 13.3.2.2   Computed  Tomography

Computed tomography is a non-invasive computerized X-ray imaging technique which utilizes computers to analyze multiple cross-sectional X-ray images (slices) [49]. During CT scans, the patient is placed on a motorized platform and the computerized axial tomography (CAT) scanner moves quickly to rotate at 360 degrees about the patient, taking images in the process [50]. The computer then combines these 
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slices into a two-dimensional view of the scanned area revealing in-depth details about structures in the body [50]. CT images are called tomographic images and contain more detailed information such as the size of a mass down to a millimeter, than conventional X-rays [50]. 

Technological advancements have improved both the hardwares and softwares used for CT scanning, enabling the capture of exquisite soft tissue detail in a non-invasive fashion within a short period of time 

[51]. Tomographic images are more desirable for evaluating soft tissue masses such as brain, thoracic and abdominal viscera, and lungs, due to their higher contrast sensitivity than conventional radiography [47]. 

However, CT scanning exposes patients to a higher dose of radiation compared to X-rays predisposing patients to an increased risk of developing cancer [52]. 

 13.3.2.3   Magnetic Resonance Imaging

Magnetic Resonance Imaging is a non-invasive medical imaging technique that relies on the principle that matter emits radio signals when exposed to magnetic fields and radio waves [53]. The application of MRI in detecting morphological changes is grounded in its capacity to identify variations in proton density and the relaxation times of magnetic spins [54]. An MRI scanner is typically composed of a primary magnet, a radio frequency (RF) component, and a magnetic field gradient system [55]. The main magnet produces a consistent magnetic field, and the system’s three perpendicular gradient coils help to localize signals. Additionally, the RF component which consists of a transmitter coil creates a rotating magnetic field to stimulate the spin system, and a receiver coil, which converts the resulting magnetization into electrical impulses. Subsequently, the MRI scanner picks up signals that are then reconstructed into images by a digital computer [55]. A significant benefit of MRI is that it does not expose patients to radiation; however, it is highly expensive and associated with significant discomfort [56]. Additionally, individuals with iron-containing metallic implants, such as internal sutures or certain prosthetic devices cannot undergo MRI scanning due to the risk of dislodging these implants [57]. 

 13.3.2.4   Positron Emission Tomography

Positron emission tomography is a non-invasive imaging technique that provides physiological information through the injection of radioactive compounds known as radiotracers, the detection of emitted radiation, and the reconstruction of the radiotracer’s distribution [58]. The radiation emitted by PET 

scans is short-lived, making it relatively safe for administration to the body [59]. PET scans are instrumental in depicting various physiological activities, including nutrient metabolism and blood flow within organs, and are extensively utilized in diagnosing a multitude of conditions such as cancer, brain and heart diseases [60]. The type of information provided by PET is based on the imaging agent and the disease present and may include detection, classification, staging, prognosis, treatment planning, assessing response to therapy, and surveillance [61]. 

 13.3.2.5   Ultrasonography

Ultrasonography is a well-established clinical imaging technique that uses high-frequency sound waves transmitted into the body to create an echo signal, which is then converted by a computer into a real-time image [62]. Ultrasonography is used in sensitive situations such as pregnancy because it is safe and the least invasive of all imaging techniques [63]. It also provides real-time, quantitative, anatomical, and physiological information in humans and is mostly applied in the study of heart function, blood flow in the neck or extremities, gallbladder disease, and fetal growth and development [64]. Ultrasonography is frequently used for guiding interventional clinical procedures because it lacks ionizing radiation and has relatively low purchase and maintenance costs [65]. Nevertheless, ultrasonography is unable to penetrate bone and gas and the image quality is heavily dependent on the operator. Also, it has inherent limitations in resolution, sensitivity, and contrast generation thus hindering its ability to effectively detect, characterize, and monitor cancer growth and progression [45]
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13.3.3   Histopathological Techniques for Cancer Diagnosis

Histopathological techniques are widely regarded as the gold standard for diagnosing and grading cancers [66]. The technique employs the use of dyes such as Hematoxylin and Eosin (H and E) stains to enhance the visualization of tissue structures obtained from patients through biopsies, surgical resection, fine needle aspiration, and autopsy with the aid of a microscope [67]. During the process of H and E 

staining, hematoxylin complexes with aluminum to become positively charged thus acting as a basic dye 

[68]. The positive charge permits it to bind to the acidic structures of tissues and cells (basophilic cell components) such as chromatin, ribosomes, and RNA-rich cytoplasmic areas, thus imparting a blue or purple color as a result [68]. In reverse, Eosin is anionic and acts as an acidic dye. It is negatively charged and binds to the basic structures of the cell (acidophilic components), such as amino groups on proteins in the cytoplasm imparting various shades of pink [69]. Images generated from histopathological staining are freely scalable, which enhances the visualization of microscopic details in tissues, thereby improving detection and accuracy [70]. Pathologists typically use a microscope to directly observe, analyze, and grade tissues to diagnose cancer. However, this process is cumbersome and can lead to diz-ziness and cervical fatigue for the pathologist [71]. 

13.3.4   Immunological Probes and Molecular Biology 

Techniques for Cancer Diagnosis

 13.3.4.1   Immunological  Probes

Immunological probes play a crucial role in cancer diagnosis due to their ability to detect specific antigens that are associated with cancer [72]. These probes leverage on the body’s immune system or synthetic antibodies to recognize and bind to antigens, enabling the identification and characterization of cancerous cells or tissues [73]. Monoclonal or polyclonal antibodies are mostly designed to target-specific antigens that are over expressed or uniquely expressed on cancer cells, allowing for precise detection to distinguish cancerous cells from healthy ones [74]. Immunological probes are utilized in assays such as immunostaining, ELISA, flow cytometry, and DNA and RNA-based hybridization for the diagnosis of cancers [75]. 

Immunostaining, also called immunolabeling or immunolocalization, uses antibodies to assess antigen distribution in healthy and diseased tissues, relying on tumor antigen expression in cancer cells for diagnosis [76]. The technique is widely used in medical research and clinical practice because it is easy to perform, provides quick and cost-efficient results, and enables evaluation of protein localization in tumor structures. It can be applied to both cells (immunocytostaining) and tissues (immunohistostain-ing) [76]. During the process of immunostaining, monoclonal or polyclonal antibodies are labeled with a fluorochrome (fluorescent dye), enzyme, and so on. When a fluorescent dye is used to label the antibody, the technique is termed immunofluorescence, similarly, the term immunoenzyme/immunochemistry is used when an enzyme is used to label the antibody [77]. 

Based on these factors, techniques such as immunohistochemistry (IHC), immunocytochemistry 

(ICC), immunocytofluorescence (ICF), and immunohistofluorence (IHF) have emerged in the pathology lab [77]. The labeled antibody is usually incubated with the sample of choice containing the target antigen and the resulting bound antigen-antibody complex is visualized under a light or fluorescent microscope to identify the areas marked by the fluorescence or the chromogen [78]. In IHC, various enzymatic labels such as horseradish peroxidase (HRP) or alkaline phosphatase (AP) are used, along with chromogens like 3-Amino-9-Ethylcarbazole (AEC), 3,3′,5,5′-Tetramethylbenzidine (TMB), and 3,3′-Diaminobenzidine (DAB) to produce different colors for detecting the antigens of interest. On the other hand, IF relies on fluorescent signals from fluorophores such as Fluorescein isothiocyanate (FITC), Texas Red, Cyanine5 (Cy5), and Alexa Fluors, combined with a nuclear label, typically 4′,6-diamidino-2-phenylindole (DAPI) or Hoechst[77]. The brightness of the fluorescence or the intensity of the color is used to gauge the proportion of the tumor cells harboring the antigen of interest. These techniques are extensively applied to target antigens expressed by very specific forms of cancers, thus useful for diagnosing specific cancers [79]. 
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TABLE 13.2

Strengths and weaknesses of immunostaining methods

Immunostaining methods

Strengths

Weaknesses

Immunohistochemistry (IHC)

Provides permanent labeling of 

Have a lower range of targets

antigens in tissues

Tissue architecture can be clearly 

Not convenient for multiplexing

visualized

It has a stronger sensitivity

Not appropriate for co-localization 

studies

Immunofluorescence (IF)

Appropriate for co-localization 

Provides a non-permanent labeling of 

studies

target



Convenient for multiplexing and 

Prone to autofluorescence

simpler to perform



Has a higher range of target

Has a lower sensitivity

Immunohistochemistry and immunofluorescence both aim to visualize protein expression patterns, yet they differ in detection methods, visualization techniques, multiplexing capabilities, and their various applications [80]. Immunohistochemistry is well-suited for tissue-based analysis and clinical diagnostics, whereas immunofluorescence is valuable for high-resolution imaging and multiplexed protein detection in experimental settings [80]. Table 13.2 summarizes the strengths and weaknesses of each method. 

There are currently two immune-staining methods in use regardless of the enzyme or fluorochrome used: direct and indirect [76]. Direct immunostaining involves a primary antibody directly linked to a label, known as a conjugate antibody. On the other hand, the indirect method uses an unconjugated primary antibody specific to the target antigen, followed by a labeled secondary antibody that binds to the primary antibody [76]. The direct method is often the preferred choice when a large amount of conjugated primary antibody is available. Additionally, it involves fewer steps with a large signal-to-noise ratio resulting from the reduced number of non-specific sites to which secondary antibodies bind. However, this method is associated with reduced sensitivity hence a large amount of antibody is mostly utilized to improve the sensitivity [76]. Some researchers prefer the indirect method because the primary antibody is relatively stable and the method provides enhanced signal strength through the binding of one or more secondary antibodies to the primary antibody; however, it is time-consuming [81]. 

 13.3.4.2   Molecular Biology Techniques

Polymerase Chain Reaction is a fundamental technique in molecular biology revolutionizing cancer diagnosis and research [82]. PCR is utilized to amplify specific DNA sequences, enabling the detection of genetic alterations associated with cancer [82]. Usually, specific primers to known mutation sites such as oncogenes and tumor suppressor genes are designed to identify mutations that drive cancer development [83]. 

PCR-based methods are utilized for the detection of mutations in frequently mutated genes [84]. For example, quantitative PCR (qPCR) is used to measure the amount of DNA in a sample, thereby providing quantitative data about gene expression levels, gene copy number variations, or the prevalence of specific mutations [84]. Similarly, reverse transcription PCR (RT-PCR) or nested PCR are useful in detecting fusion genes resulting from chromosomal translocations, which are hallmark events in certain types of cancer [85]. Digital PCR (dPCR) and single-cell PCR are advanced techniques used to detect rare mutant alleles associated with diseases and analyze genetic alterations at the single-cell level to understand tumor heterogeneity and clonal evolution [86]. Methylation-specific PCR (MSP) however is employed to detect DNA methylation patterns associated with cancer development, serving as a potential biomarker for early cancer detection and prognosis [87]. PCR-based methods are also useful in detecting viral 

[image: Image 23]
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DNA or RNA sequences in cancer tissues, aiding in the diagnosis and management of virus-associated cancers [88]. 

Aside from PCR-based methods, in situ hybridization is another molecular diagnostic technique that uses labeled DNA probes to detect chromosomal abnormalities in cancer [89]. Fluorescence in Situ Hybridization (FISH) and Chromogenic in Situ Hybridization (CISH) are used in the field of molecular pathology and molecular oncology to identify chromosomal aberrations such as rearrangements resulting from translocations, insertions or inversions, and losses (deletions) and gains aiding in tumor classification [90]. Both methods of in situ hybridization are based on the same principle of attaching to the region of interest, detecting genetic markers that are crucial in patient risk stratification, and evaluating treatment decisions [90]. CISH has been reported to have a sensitivity of 97.5% and a specificity of 94% 

for detecting HER-2/neu gene amplification, making it comparable to FISH [91]. 

Despite the significant clinical benefits of traditional diagnostic methods in cancer management, some, like biopsies, are invasive and can cause discomfort, pain, and potential complications [92]. Early-stage cancers, often asymptomatic, may not be visible or detectable by many traditional techniques. 

For example, histopathological examinations depend on pathologists’ expertise, introducing subjectivity; different pathologists may interpret the same sample differently, leading to inconsistent results 

[93]. Moreover, traditional methods can be time-consuming, potentially delaying treatment initiation and worsening prognosis [94]. Repeated imaging tests, such as CT scans, expose patients to ionizing radiation, increasing the risk of secondary cancers [52]. Additionally, diagnostic imaging and biopsy procedures can be costly, adding to the overall expense of cancer care [95]. Consequently, there is a need for advanced diagnostic technologies like liquid biopsies, molecular imaging, and advanced genomic techniques, which aim to overcome these challenges by offering less invasive, more precise, and quicker diagnostic alternatives. 

13.4   Emerging Technologies in Cancer Diagnosis

Emerging diagnostic approaches are being optimized to detect cancer-specific signals in real time [12 

–14].  Figure 13.3 gives a summary of some emerging approaches in cancer diagnosis. 

13.4.1   Nanoparticles

Nanoparticles are becoming increasingly important in the field of cancer diagnosis due to their unique characteristics and diverse functionalities [96]. They enhance the sensitivity and specificity of various imaging technologies including MRI, CT, and PET [96]. They can also be tailored to specifically target cancer cells, resulting in clearer and more precise images [96]. Nanoparticles are adopted for use as contrast agents that selectively accumulate in cancerous tissues, thereby improving the differentiation between healthy and diseased tissues in imaging procedures thus enabling better visualization and delineation of tumors [97]. 

Furthermore, nanoparticles are being linked to specific biomarkers or ligands that bind to cancer-specific molecules, facilitating molecular imaging [98]. This allows for the detection of cancer at early stages by identifying molecular changes before structural changes occur [98]. Most importantly, nanoparticles enable less invasive diagnostic procedures compared to traditional biopsy methods [99]. For example, liquid biopsies using nanoparticle-based assays can detect cancer-related biomarkers in bodily fluids such as blood, reducing the necessity for surgical tissue samples [99]. 

FIGURE 13.3  Emerging technologies in cancer diagnosis. 
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In summary, nanoparticles are a potent and adaptable tool in cancer diagnosis, offering improved imaging capabilities, targeted delivery, and real-time monitoring, all of which contribute to more accurate, early, and minimally invasive cancer detection and management. 

13.4.2   Liquid  Biopsies

Liquid biopsies are a minimally invasive diagnostic method used to detect cancer and other diseases through a blood sample [100]. Unlike traditional tissue biopsies that require surgical procedures to extract tissue samples, liquid biopsies analyze extracellular vesicles, cell-free DNA (cfDNA), circulating tumor DNA (ctDNA), circulating tumor cells (CTCs), and other biomarkers in the blood [100]. This technique is non-invasive allowing for more frequent monitoring of the disease, helping in the detection of recurrence or progression, and evaluating the effectiveness of treatments [101]. Liquid biopsies are able to detect cancer at an early stage with the potential to provide a more comprehensive view of the genetic landscape of a tumor, thus capturing heterogeneity that might be missed with a single tissue biopsy [102]. Research and development are ongoing to improve the sensitivity, specificity, and clinical utility of liquid biopsies. 

 13.4.2.1   Extracellular  Vesicles

Extracellular vesicles (EVs) are tiny membrane-bound particles released by cells, and play a significant role in intercellular communication [103]. EVs carry various biomolecules, including proteins, lipids, RNA, and DNA, which reflect the state of their parent cells [104]. Tumor-derived EVs are employed as biomarkers for different cancer types and can be isolated from bodily fluids such as blood, urine, and saliva, making them accessible through non-invasive or minimally invasive methods, unlike traditional biopsy [105]. 

Changes in the composition and abundance of EVs can occur early in cancer development, potentially enabling earlier diagnosis compared to traditional methods [106]. Thus monitoring EVs can offer insights into tumor dynamics and response to treatment, aiding in personalized therapy and real-time monitoring of disease progression [106]. 

Recent advances in isolation and characterization techniques, such as ultracentrifugation, microfluidics, and high-throughput sequencing, have improved the sensitivity and specificity of EV-based diagnostics; and represent a promising, non-invasive diagnostic tool with the potential to revolutionize cancer detection and management (Havers et al., 2023). 

13.4.3   Cell-Free  DNA

Cell-free DNA (cfDNA) is another promising technique for cancer diagnosis. It involves analyzing DNA fragments found in the blood plasma, originating from normal or cancer cells [107]. cfDNA is obtained through a simple blood draw, making it a non-invasive alternative to traditional biopsy methods that require tissue samples [108]. It can detect cancer at an early stage by identifying specific genetic mutations, chromosomal abnormalities, and epigenetic changes associated with cancers [108]. It is applicable to various cancer types and useful for cancers that are difficult to biopsy [108]. Advances in next-generation sequencing (NGS) and digital PCR have improved the sensitivity and specificity of cfDNA analysis, allowing for the detection of low levels of tumor DNA [109]. 

Though cfDNA can provide a comprehensive overview of the genetic landscape of tumors, including mutations, copy number variations, and methylation patterns; its low concentrations in early-stage cancers make detection challenging, requiring standardized protocols and guidelines for consistent and accurate results across different laboratories [110]. Also, distinguishing between cfDNA from tumor cells and normal cells requires sophisticated bioinformatics tools and expertise making the procedure cumbersome [111]. In summary, cell-free DNA offers a non-invasive, sensitive, and personalized approach to detecting and monitoring cancer. However, further research and standardization are needed to fully realize its potential in clinical practice [112]. 
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13.4.4   Circulating Tumor DNA

Circulating tumor DNA (ctDNA) is a promising biomarker for cancer diagnosis and monitoring. ctDNA refers to small fragments of DNA released into the bloodstream by tumor cells [113]. These fragments can provide valuable information about the genetic makeup of tumors, making them useful for various applications in oncology [113]. Detecting ctDNA in blood samples can help identify the presence of cancer at an early stage, often before symptoms appear offering a non-invasive alternative to traditional tissue biopsies. ctDNA is useful in determining the type of cancer and its genetic mutations, aiding in accurate diagnosis and personalized treatment planning [114]. The quantity and genetic characteristics of ctDNA can provide prognostic information, helping to predict the likely course and outcome of the disease. Techniques such as NGS, Digital PCR, and BEAMing (Beads, Emulsion, Amplification, and Magnetics) are very useful for the comprehensive analysis of genetic mutations in ctDNA [115]. 

13.4.5   Circulating Tumor Cells

Circulating tumor cells are cancer cells that have detached from a primary tumor and are found in the bloodstream. They are a key area of research and clinical interest owing to their utility in early cancer detection and diagnosis [116]. These cells are shed by tumors into the bloodstream, identifying them can indicate the presence of cancer before it is detectable by imaging or other methods [117]. The number and characteristics of CTCs can provide important prognostic information; for example, higher counts of CTCs are often associated with a poorer prognosis and can indicate more aggressive disease. A decrease in the number of CTCs during treatment often correlates with a positive response, while an increase may indicate treatment resistance or disease progression [118]. Studying and characterizing CTCs can help researchers understand the process of metastasis and potential ways to intervene as these cells are responsible for spreading cancer to distant organs [119]. By understanding the specific mutations and pathways active in CTCs, therapies can be tailored to target those mechanisms [120]. 

Currently, the only FDA-approved method for CTC detection in clinical settings is CellSearch System which uses immunomagnetic separation and immunofluorescent labeling to identify and count CTCs 

[121]. However, microfluidic devices are able to capture CTCs based on size or other physical properties and are designed to process blood samples and isolate CTCs with high efficiency [122]. PCR and NGS 

can be used to detect specific genetic markers and detailed genetic analysis of CTCs, providing a sensitive and specific approach to identification and revealing mutations, gene expression profiles, and other molecular features [123]. Ensuring that CTC detection methods are both sensitive (able to detect low levels of CTCs) and specific (accurately distinguishing CTCs from other cells) is critical. More research is needed to integrate CTC analysis into routine clinical practice, including standardizing methods and demonstrating clear clinical benefits. Research into CTCs holds promise for improving cancer diagnosis, treatment, and understanding of metastasis, potentially leading to better outcomes for patients 13.5   MicroRNAs

MicroRNAs (miRNAs) on the other hand are small, noncoding RNA molecules that play a critical role in gene regulation [124]. They exhibit distinct expression patterns in different types of cancers, allowing for accurate identification and classification of cancer types [124]. miRNAs serve as biomarkers for early cancer detection and prognosis and levels can be detected in body fluids such as blood, urine, and saliva, making them accessible and minimally invasive diagnostic tools [125]. Also, they provide high specificity and sensitivity in cancer detection, even in the early stages, thus improving the chances of successful treatment [126]. Similarly, circulating miRNAs found in blood allow for non-invasive diagnostic tests, which are less painful and risky compared to traditional biopsy methods and profiles can aid in the development of personalized medicine approaches by tailoring treatments based on individual miRNA expression patterns [127]. 

In summary, miRNAs are valuable in cancer diagnosis due to their distinct expression in various cancers, ease of detection in body fluids, and potential to guide personalized treatment strategies [128]. 
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13.6   OMICS

OMICS refers to the collective technologies used to explore the roles, relationships, and actions of the various types of molecules that make up the cells of an organism [129]. The major types of omics include genomics, transcriptomics, proteomics, and metabolomics, and are emerging as powerful tools in cancer diagnosis due to their ability to provide comprehensive and detailed insights into the molecular mechanisms underlying cancer [129]. Genomics, the study of the entire genome including the complete set of DNA in an organism is able to identify genetic mutations, alterations, and variations associated with cancer [130]. Techniques such as NGS allow for the detection of mutations in cancer-related genes, helping to diagnose specific types of cancer and predict patient outcomes [131]. Alternatively, transcriptomics involves the study of the transcriptome, the complete set of RNA transcripts produced by the genome [132]. This provides insights into gene expression profiles and how they differ in cancerous cells compared to normal cells [132]. RNA sequencing (RNA-seq) can identify upregulated or downregulated genes, contributing to the understanding of cancer biology and aiding in the identification of biomarkers for early diagnosis [133]. 

Similarly, proteomics involves the study of the proteome, the entire set of proteins expressed by a genome, cell, tissue, or organism, and examines protein expression, modifications, and interactions 

[134]. Mass spectrometry and protein microarrays are used to identify protein biomarkers and signaling pathways involved in cancer, offering potential targets for diagnosis and therapy [133]. 

Finally, metabolomics examines the metabolome, the complete set of small-molecule metabolites found within a biological sample [135]. It analyzes metabolic changes in cancer cells. Techniques like nuclear magnetic resonance (NMR) spectroscopy and mass spectrometry detect alterations in metabolites that can serve as biomarkers for cancer detection and provide insights into the metabolic pathways altered in cancer [136]. 

Combining data from genomics, transcriptomics, proteomics, and metabolomics provides a holistic view of cancer biology. Integrated omics approaches can identify complex molecular signatures and pathways involved in cancer, improving the accuracy of diagnosis and allowing for personalized treatment strategies [137]. Additionally, OMICS technologies are instrumental in discovering new biomarkers for various types of cancer, enhancing the specificity and sensitivity of diagnostic tests [138]. 

Managing and interpreting the vast amount of data generated by omics technologies is complex and requires advanced bioinformatics tools [139]. However, translating OMICS research findings into clinical practice involves rigorous validation and standardization of methods, and the high costs and the need for specialized equipment and expertise can limit the widespread adoption of OMICS technologies in routine clinical settings [140]. In summary, OMICS technologies are transforming cancer diagnosis by providing detailed molecular insights, enabling early detection, and paving the way for personalized medicine. Despite challenges, ongoing advancements in omics and bioinformatics are likely to enhance their clinical utility and accessibility [140]. 

13.7   Artificial  Intelligence

Artificial intelligence (AI) in medicine involves using algorithms and software to emulate human cognitive processes for analyzing, interpreting, and understanding complex medical and healthcare data [141]. 

Within this domain, AI encompasses various subfields such as machine learning, natural language processing, robotics, and computer vision [141]. 

In oncology, AI encompasses the deployment of sophisticated computational algorithms and machine learning methods to improve cancer diagnosis, treatment, and research (Kourou et al., 2021). Artificial intelligence is playing a crucial role in the early detection and diagnosis of cancers [142]. AI algorithms, particularly those based on deep learning, a subfield of machine learning, can analyze medical images such as X-rays, CT scans, MRI scans, and mammograms with high accuracy, and identify patterns and anomalies that might be missed by human eyes [142]. AI systems can assist pathologists by analyzing tissue samples and processing large volumes of data quickly, thus helping to identify cancer at a 
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microscopic level with greater precision [143]. In genetics, AI tools are being optimized to analyze genetic information to identify mutations and other genetic markers associated with different types of cancers; thus enhancing the understanding of the genetic basis of cancer, predicting cancer risk, and aiding in personalizing treatment plans based on an individual’s genetic profile [144]. Furthermore, AI models are being employed to assess an individual’s risk of developing cancer by analyzing various factors including family history, lifestyle, and environmental exposures; these models can provide personalized risk scores, enabling proactive monitoring and preventive measures [144]. AI models are also useful in streamlining the process of matching patients with appropriate clinical trials based on their unique cancer profiles, thus facilitating access to cutting-edge treatments and accelerating the development of new cancer therapies [145]. Overall, AI enhances the accuracy, efficiency, and personalization of cancer diagnosis and treatment, offering significant potential to improve patient outcomes and revolutionize oncology [146]. Though these emerging technologies of cancer diagnosis hold great promise, they are still being optimized and are associated with limitations of cost, accessibility, technical complexity, ethical, and privacy concerns [147]. 

13.8   Future  Direction

The future of emerging technologies in cancer diagnosis is promising, driven by rapid advancements in various fields such as genomics, AI, imaging technologies, and liquid biopsies. These innovations are expected to enhance early detection, accuracy, and personalized treatment of cancer [148]. Next-generation sequencing allows for comprehensive genomic profiling of tumors, enabling the identification of specific genetic mutations and alterations. This facilitates the development of targeted therapies tailored to an individual’s genetic profile (Mahmood et al., 2024). CRISPR technology is being explored for its potential in identifying and validating new cancer biomarkers, which can improve early detection and treatment strategies [149]. 

AI algorithms are also being developed to enhance the accuracy of imaging techniques like MRI, CT, and PET scans to assist radiologists in identifying subtle patterns and anomalies that may indicate early-stage cancer [150]. Machine learning models for instance can analyze large datasets to predict cancer risk and outcomes, aiding in early diagnosis and personalized treatment plans [146]. Advanced imaging techniques such as molecular imaging and hyperpolarized MRI have great potential to provide detailed images at the molecular level and to enhance the visibility of metabolic changes in tissues, potentially allowing for the early detection and characterization of cancerous changes [151]. Currently, research is uncovering links between the microbiome and cancer to discover new biomarkers for early cancer detection [152]. 

Embracing emerging technologies has the potential to revolutionize cancer diagnosis. By combining expertise from genomics, bioinformatics, engineering, and clinical practice, comprehensive diagnostic solutions to harness big data and cloud computing can be developed. This integration and analysis of diverse datasets can provide better diagnostic insights, ultimately facilitating more individualized diagnostic and treatment approaches based on a patient’s unique biological profile. Overall, these advancements aim to enhance early cancer detection and improve accurate diagnosis, leading to better patient outcomes and more effective treatment strategies. 
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14.1   Introduction

The nervous system can be affected by over 600 disorders, including dementia, multiple sclerosis (MS), Parkinson’s disease (PD), brain tumors, epilepsy, stroke, and traumatic brain injuries. Typical symptoms of neurological disorders include pain, seizures, muscle weakness, difficulty with coordination, and loss of consciousness [1]. Additionally, several infections can also affect the nervous system: bacterial infections like  Mycobacterium tuberculosis and  Neisseria meningitidis, fungal infections like  Aspergillus and Cryptococcus, parasitic infections like Chagas disease and malaria, and viral infections like West Nile Virus, Zika, and Enteroviruses [2 –6]. These atypical neurological disorders can affect a large proportion of the population and are not always associated with specific neurological disorders [7]. 

Dementia is a progressive neurological disorder that affects cognitive functions such as memory, orientation, reasoning, calculation, language, comprehension, judgment, and the ability to learn. Alzheimer’s disease (AD) is the leading cause of dementia, responsible for about 75% of cases due to neurofibrillary tangles and cortical amyloids [8 –10]. While dementia mainly affects people over the age of 65, around 2% of cases occur in those younger than 65. The prevalence of dementia doubles every five years with advancing age, and genetic variation increases the risk for about 25% of the population [11, 12]. 

MS, marked by inflammatory demyelination of the nervous system, is the most prevalent neurological disorder. It primarily affects young individuals and affects around 2.5 million people globally. Magnetic resonance imaging (MRI) is frequently used in diagnosing MS, but there are currently no treatment options for this condition [13]. 

PD is a chronic neurodegenerative disorder that can manifest with non-motor symptoms such as hypos-mia, paresthesia, depression, and pain [14, 15]. PD is a condition with an incidence rate of 4.5–19 per 100,000 people [16] annually. PD can affect individuals of all genders and ages. Treatment approaches vary based on the patient’s severity, mental health, and age. Gálvez and colleagues assessed the impact of Binaural Beats on gait, cognition, electroencephalography (EEG) power, anxiety, and functional connectivity in patients with Parkinson’s disease on a short-term basis [17]. 

A stroke is a brain injury that lasts more than 24 hours and has no known cause other than vascular disorder [18]. In developed countries, approximately 75–80% of strokes result from brain ischemia, while intracerebral hemorrhage accounts for 10–15% of cases. Stroke diagnosis is reliable and is based entirely on a physician’s clinical assessment [7]. 

In the past decade, there have been significant technological advancements in the examination of the neurological system. Developments in MRI, particularly high-resolution imaging and functional MRI (fMRI), have substantially improved the ability to identify diseases of the central nervous system. Furthermore, real-time diagnostic data is now available from new digital sensors and wearable 190
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technology, which help with the diagnosis of neurodegenerative diseases [19]. Moreover, whole-exome sequencing has become a common tool in the clinical diagnosis of a number of diseases, including complex neurological disorders [20]. Computer-aided diagnosis (CAD) systems can also assist primary healthcare providers such as neurosurgeons, neurologists, and radiologists in making improved clinical decisions by utilizing artificial (AI) and machine learning (ML) techniques [7]. 

14.2   Current Methods and Technology for Diagnosis of Neurological Diseases

The landscape of diagnosing neurological diseases is evolving rapidly with the advent of advanced methods and technologies. Traditional diagnostic approaches, often reliant on clinical evaluations and imaging techniques, are now complemented by innovative tools that offer deeper insights and greater precision. 

Current methods include the use of MRI, single-photon emission computed tomography (SPECT), and genetic testing, which enable real-time monitoring of neurological activity and disease progression. 

14.2.1   Magnetic Resonance Imaging

MRI generates comprehensive three-dimensional anatomical images by utilizing a combination of computer-generated radio waves and a strong magnetic field. During an MRI scan, the machine’s magnet creates a powerful magnetic field that aligns hydrogen ions within the patient’s body. When exposed to radiofrequency waves, these aligned hydrogen ions are temporarily displaced and then return to their original state, emitting a radiofrequency signal. A series of smaller magnetic pulses are used to encode the locations of these echoes, which are then processed by a computer system to generate images [21]. 

MRI is used to diagnose various conditions, including brain and spinal cord tumors, traumatic brain injury, and stroke. Furthermore, MRI can be employed in diagnosing abnormal brain development, inflammation, vascular irregularities, brain damage related to epilepsy, and infection. MRI is also employed in diagnosing and monitoring conditions such as multiple sclerosis [22]. Over the last 30 

years, substantial advances in MRI techniques, as well as the integration of MRI with other diagnostic procedures have greatly aided the creation of novel diagnostic methods. Table 14.1 gives an overview of the current applications of MRI in diagnosing neurological diseases. 

 14.2.1.1   MRI in Diagnosing MS

MRI has become a cornerstone in the diagnosis of MS, significantly enhancing the accuracy and reliability of detecting this complex neurological disorder. The integration of MRI with medical history and clinical examination has transformed the diagnostic approach, particularly for cases of clinically isolated syndrome, which can present initial symptoms that are ambiguous and overlap with other conditions [21]. 

MRI is instrumental in diagnosing MS by revealing lesions in the brain indicative of demyelination. 

These lesions help differentiate MS from other neurological disorders that might present with similar symptoms. Before the advent of MRI, diagnosing MS often relied on less definitive or more invasive techniques, such as lumbar punctures. The introduction of MRI has markedly improved diagnostic precision, providing a clearer picture of brain pathology and leading to more accurate diagnoses across diverse racial, ethnic, and gender groups [21]. 

The technology behind MRI allows for highly accurate detection of demyelination in the brain. This demyelination disrupts neural transmission and results in a range of physical effects, underscoring the importance of MRI in understanding the extent and impact of the disease. MRI’s ability to detect and monitor MS lesions has advanced considerably, offering unparalleled insights into the disease’s progression and its effects on brain networks [21]. 

In terms of accessibility, MRI machines are widely available across medical centers, hospitals, and clinics worldwide. However, disparities in access to MRI reflect broader inequalities in medical care. 

While MRI provides a high degree of diagnostic accuracy, previous methods could not match its precision in identifying demyelination, often leading to missed or delayed diagnoses [21]. 
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TABLE 14.1

Applications of magnetic resonance imaging in neurological diagnosis [21]

Technique

Applications

References 

Susceptibility-weighted MRI

Diagnosis of traumatic brain damage, neurodegenerative 

[23]

disorders, arterial stroke, cerebral amyloid angiopathy, 

and brain malignancies

Functional MRI

Assessment of how neurodegenerative diseases like 

[24]

Alzheimer’s and Huntington’s, trauma, and stroke affect 

brain function

Diffusion-tensor imaging MRI

Assessment of Huntington’s disease, brain tumors, 

[25]

epilepsy, multiple sclerosis, Parkinson’s disease, Williams 

syndrome, Alzheimer’s disease, and fragile X syndrome

FLAIR MRI

Used in situations of metastasis, multiple sclerosis, 

[26]

subarachnoid hemorrhage, and tuberous sclerosis

Diffusion-weighted MRI

Diagnosis of stroke caused by acute brain ischemia, white 

[27]

matter diseases, spinal cord injury, peripheral nerve 

imaging, and brain tumors

MR spectroscopy

Used for identifying demyelinating disorders, brain 

[28]

neoplasms, infective focal lesions, and inherited 

metabolic disorders

Brain volumetric analysis

Applied in the evaluation of dementia, multiple sclerosis, 

[29]

epilepsy, and traumatic brain injury

MRI scans are capable of identifying varying degrees of lesion presence in the brain. While a single lesion may be difficult to interpret, multiple lesions typically confirm an MS diagnosis. The presence of numerous lesions usually correlates with a more advanced stage of MS, indicating widespread involvement of brain networks. Accurate interpretation of MRI results depends on the expertise of trained technologists and radiologists. Misinterpretation or oversight by inadequately trained personnel can significantly impact the validity of test results [30]. 

Despite its widespread adoption as a best practice in medical diagnostics, MRI is not infallible. In rare cases, MRI images may appear normal or inconclusive for MS. When this occurs, additional diagnostic methods, like evoked potentials, spinal fluid analysis, or alternative imaging techniques, are employed to provide a definitive diagnosis [30]. The combination of MRI with these supplementary techniques ensures a comprehensive approach to diagnosing and managing MS. 

 14.2.1.2   Diffusion-Weighted MRI in Diagnosing Acute Stroke

Diffusion-weighted MRI (dwMRI) has emerged as a valuable tool in the early detection and diagnosis of acute ischemic stroke. Recent studies highlight the technique’s potential not only in detecting ischemic stroke but also in distinguishing brain tumors, mapping brain fibers, and assessing conditions such as epilepsy and neurotoxicity [31]. The primary advantage of dwMRI lies in its ability to detect changes in brain tissue much earlier than traditional MRI methods. One of the most significant benefits of dwMRI is its ability to identify ischemic stroke-related changes 30 minutes after onset, compared to the eight hours required for conventional MRI [31]. This early detection is crucial because it allows for timely intervention, potentially improving patient outcomes by addressing pathological changes before they become pronounced. 

In the context of ischemic stroke, dwMRI offers superior identification of the stroke onset area compared to conventional MRI. The technique enhances accuracy in localizing affected regions within the first 48 hours of the stroke. Moreover, dwMRI has shown promise in prognosis assessments for patients who have undergone thrombectomy following an ischemic stroke. Research utilizing dwMRI-based predictive algorithms has demonstrated its ability to accurately forecast the risk of disability, achieving a high level of precision for all patients studied [32]. 
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Despite its widespread availability, the expertise required to perform and interpret dwMRI is less common, leading to disparities in access. Factors such as geographic location and insurance coverage can influence availability, and while disparities in stroke assessment and diagnosis have not been extensively studied, they remain a concern. Timeliness is critical in the diagnosis and treatment of ischemic stroke. Traditional MRI methods typically require at least eight hours to detect significant changes in brain tissue, whereas dwMRI can reveal alterations much sooner. This rapid detection ability is essential for initiating appropriate treatments and improving patient outcomes [31]. Furthermore, dwMRI measures water displacement over distances of 1–20 micrometers [33]. The identification of lesions through dwMRI provides valuable insights into patient outcomes, with more extensive lesion presence linked to poorer functional outcomes at three months post-hospital discharge. Patients with lesions identified by dwMRI are nearly six times more likely to experience worse functional outcomes and have a lower chance of recovering in a 2–3-month time frame [34]. 

For accurate results, dwMRI should be requested by primary healthcare providers knowledgeable about ischemic stroke and dwMRI, administered by trained technologists, and interpreted by experienced radiologists. Inaccurate results can arise if these criteria are not met. A key challenge in the broader adoption of dwMRI is the high cost of hardware upgrades necessary for enhanced image quality and strength. Additionally, translating technological advances into clinical practice must consider patient safety, post-processing methods, and contrast agents [31]. 

While dwMRI offers significant advantages, it is not without limitations. The technique can produce images of lower quality, with increased noise and artifacts compared to conventional MRI sequences. 

The effectiveness of dwMRI is also constrained by power and hardware limitations. Nonetheless, ongoing improvements in acquisition times and technology are enhancing image resolution and reducing artifacts, gradually addressing these challenges [31]. 

 14.2.1.3   Functional MRI and Its Application

Functional MRI (fMRI) is a noninvasive imaging technique that measures slight changes in blood flow while a patient performs activities like moving and speaking within an MRI scanner. By tracking blood flow and oxygen levels, fMRI provides insights into neuronal activity in the brain. This allows for precise identification of brain regions responsible for essential functions such as thinking, speaking, seeing, moving, and sensing. Furthermore, because fMRI can detect abnormal neural activity, it is also used to assess the impact of conditions like stroke, trauma, AD, and other disorders in the brain [35]. 

14.2.2   Genetic Testing in Diagnosing Neurological Disorders

Genetic testing has become an integral tool in neurology, especially for diagnosing a wide range of neurological disorders when clinical examinations and other diagnostic methods fail to provide a definitive diagnosis. Disorders such as PD, Kennedy’s disease, AD, Huntington’s disease, Duchenne muscular dystrophy, and amyotrophic lateral sclerosis, among others, are commonly diagnosed through genetic testing. Additionally, genetic testing plays a crucial role in guiding treatment plans for various conditions, including autism [36]. 

This technique marks a significant advancement in neurological diagnostic capabilities by pinpointing the specific gene or genes responsible for a patient’s condition. This ability to provide a clear diagnosis is consistent across different ethnic, racial, and gender sub-populations across the globe, offering equitable benefits in identifying the genetic basis of neurological disorders. Unlike traditional diagnostic methods that often focus on identifying the symptoms or impairments themselves, genetic testing reveals the underlying genetic causes of these conditions. Moreover, genetic testing can offer predictive insights into how a disorder may progress, even before symptoms fully manifest [21]. 

Genetic sequencing has been available as a practical tool since the mid-2000s, following the development of next-generation sequencing and the commercialization of related tools. Despite its widespread use, there are disparities in access due to the relatively high cost of genetic testing. Although the costs are gradually decreasing, the technique remains expensive, and insurance coverage is not always 
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guaranteed. Consequently, individuals unable to afford out-of-pocket expenses may face limited access to this diagnostic option [21]. 

The limitations of previous diagnostic techniques primarily revolved around their inability to identify the specific gene responsible for a condition. In some cases, these older methods could not conclusively diagnose a particular disorder. Conversely, genetic testing can detect specific genetic variants in a patient’s genome that are associated with a particular condition. This identification not only clarifies the physiological pathways involved in the disorder but also suggests potential treatment options [36]. 

Before ordering genetic testing, a thorough clinical examination is essential to guide the process. A multidisciplinary team, including a physician familiar with genetic disorders, a genetic counselor, a geneticist, and a pathologist should be involved. The genetic counselor, in particular, plays a vital role in helping patients understand their diagnosis and make informed decisions based on the test results. 

Testing should be conducted in an accredited laboratory to ensure the accuracy and reliability of the results [21]. 

Despite its potential, the widespread adoption of genetic testing as a standard medical practice faces challenges. The high cost of genetic testing remains a significant barrier, as does the availability of trained personnel to administer and interpret the tests. It is important to note that while genetic testing can identify the genetic basis of a condition, it does not offer insight into the severity of the physical deficits or impairments that may arise from the condition. Therefore, while genetic testing is a powerful tool for diagnosis, it must be used in conjunction with other clinical assessments to fully understand a patient’s condition and plan appropriate treatments [21]. 

14.2.3   Single-Photon Emission Computed Tomography

SPECT is a sophisticated nuclear imaging method used to evaluate specific brain activities. It can be used in the diagnosis of neurological and psychiatric disorders. SPECT enables healthcare providers to investigate and monitor the underlying pathophysiology of complex brain disorders. For instance, SPECT scans are instrumental in diagnosing stroke, AD, epilepsy, and dementia [37]. The technique produces an accurate three-dimensional map of how blood flows through the brain, which can reveal altered blood flow and blocked blood vessels, aiding in the diagnosis and assessment of vascular brain diseases [21]. 

 14.2.3.1   SPECT with DaTscan™  for Diagnosing Parkinsonian Syndromes

The Food and Drug Administration (FDA) authorized the use of ioflupane i-123, also marketed as DaTscanTM, a radiopharmaceutical agent in 2011 with the goal of helping with the identification of different Parkinsonian disorders. When injected into the bloodstream, DaTscanTM can help in the management of depression. Upon reaching the brain, DaTscanTM binds to dopamine transporters located in dopaminergic neurons. The SPECT imaging system, which detects the radioactive signals emitted by DaTscan™, then generates a detailed map showing the locations and quantities of these neurons in the brain. By highlighting the areas where dopaminergic neurons are damaged, this imaging technique can reveal the presence and severity of PD [38]. 

Although DaTscan™ can accurately diagnose PD, it may not provide further information beyond 

what a comprehensive clinical exam can reveal. However, there are certain cases where DaTscan™ can enhance the diagnostic process. Research suggests that DaTscan™ can be particularly useful in distinguishing between PD and other forms of Parkinsonism, such as drug-induced or vascular Parkinsonism. 

DaTscan™ is primarily FDA-approved for distinguishing between PD and essential tremor. Although clinicians can often differentiate between these two conditions by closely observing the characteristics of a patient’s tremors, there are instances where making a definitive diagnosis through clinical examination alone may not be sufficient. In such cases, DaTscan™ can provide the additional diagnostic clarity needed [39]. 
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14.2.4   Electromyography and Its Clinical Applications

Electromyography (EMG) is a diagnostic tool that records the electrical activity in skeletal muscles, providing essential insights into muscle and nerve function. When muscles are damaged or nerves are impaired, they produce abnormal electrical signals, which can be detected through EMG. This ability makes EMG particularly useful in diagnosing a range of conditions, including nerve and muscle disorders, amyotrophic lateral sclerosis (ALS), and spinal nerve root compression. A specific variation of EMG, known as surface electromyography (sEMG), involves the placement of multiple electrodes on the skin to capture muscle activity just beneath the surface. Although sEMG cannot detect electrical signals from muscles located as deep within the body as those measured by traditional needle-based EMG, it offers the advantage of obtaining information over a broader area of muscle tissue [21]. Additionally, sEMG’s effectiveness and utility have greatly improved over time, largely due to significant advancements in analytical tools used to interpret sEMG signals [40]. Today, sEMG is widely employed in neurophysiological research [41] and in rehabilitation practices [42]. Despite its potential, the clinical adoption of sEMG has been limited, though a number of neurophysiologists advocate for its broader use in clinical settings [40, 41]. 

Currently, sEMG is applied clinically in several key areas. It is used to assess muscle coordination, particularly during clinical gait analysis. It also aids in the functional diagnosis and monitoring of therapy outcomes for neurological disorders such as cerebral palsy and stroke. sEMG is also useful for examining orthopedic disorders, such as back pain and degenerative joint disease [41]. However, widespread clinical use of sEMG is hampered by the lack of standardized protocols and consensus on its application. 

For example, while sEMG shows promise in assessing muscle co-contraction during gait in individuals with neurological impairments, the absence of agreed-upon standards prevents it from being routinely recommended for this purpose [43]. 

14.3   Emerging Technologies for Diagnosing Neurological Disorders

Emerging technologies are revolutionizing the diagnosis of neurological disorders, offering new avenues for early detection and more accurate assessments. Among these advancements, machine-learning-based computer-aided diagnosis (ML-CAD) systems stand out for their ability to analyze complex data and identify patterns indicative of neurological disorders [7]. ML-CAD tools leverage AI to enhance the interpretation of imaging and clinical data, improving diagnostic accuracy and efficiency [7]. In parallel, the development of advanced biomarkers is providing critical insights into neurological diseases. These biomarkers, whether derived from blood, cerebrospinal fluid, or digital sources, offer valuable information about disease presence, progression, and response to treatment [44]. By integrating ML-CAD with emerging biomarkers, healthcare providers can achieve a more comprehensive understanding of neurological disorders, leading to more precise diagnoses and personalized treatment strategies. 

14.3.1   Machine-Learning-Based Computer-Aided Diagnosis

A computer-aided diagnosis system enhances clinical decision-making for neurologists, neurosurgeons, radiologists, and other medical professionals by employing AI, advanced signal processing, and ML 

techniques in an automated system. In recent years, research in this area has significantly accelerated. 

Figure 14.1 illustrates a standard ML-based CAD system comprising five stages: a) signal transformation, b) feature extraction, c) feature dimensionality reduction, d) optimal feature selection or ranking, and e) classification [7]. 

 14.3.1.1   Input  Data

Input data for CAD systems often comprise signals and/or images. In the case of PD, many CAD systems rely on speech analysis and EEG for diagnosis. Image-based methods typically employ SPECT and MRI scans [7]. For epilepsy, a frequently used resource is the EEG dataset from Bonn University. In 

[image: Image 24]
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FIGURE 14.1  A typical machine-learning-based computer-aided diagnosis system [7]. 

diagnosing MS, T1- and T2-weighted MRI scans are commonly used, where T1 and T2 refer to the intervals between magnetic pulses and the timing of image capture. Systems designed for AD predominantly use T2-weighted MRI scans from the Open Access Series of Imaging Studies (OASIS) and Alzheimer’s Disease Neuroimaging Initiative (ADNI) databases [7]. 

 14.3.1.2   Image  Transformation

In image processing, the initial step usually involves eliminating redundant information, which is followed by feature extraction. This process involves collecting pertinent details necessary for extracting relevant features [7]. 

 14.3.1.3   Feature  Extraction

The signal-based approach often uses the Discrete Wavelet Transform (DWT) to decompose signals into high and low-frequency components [7]. The curvelet transform, which is a more advanced form of DWT, represents images from various angles and scales. Additionally, higher-order spectra (HOS) features are employed for representing and extracting these features. The extracted features are designed to uncover subtle patterns within the input data [45, 46]. 

Image preprocessing techniques involve intensity normalization, adaptive histogram equalization 

[47], and background subtraction to highlight regions of interest [48]. For image analysis, gray-level co-occurrence matrix features are commonly used, with entropy and energy metrics frequently discussed in the literature [49, 50]. Additionally, wavelet-based energy and entropy features are applied. Statistical measures such as Zernike moments, Hu’s moments, statistical moments, and central moments are also employed in developing CAD systems for neurological disorders, incorporating both signal- and image-based approaches [7]. 

 14.3.1.4   Dimensionality  Reduction

Feature extraction algorithms can sometimes produce redundant landscapes, which increases processing demands and can make real-time applications impractical. To address this, various dimensionality reduction techniques are commonly employed. Independent component analysis (ICA), linear discriminant analysis (LDA), and principal component analysis (PCA) are among the most frequently used methods. Additionally, advanced variants of PCA, such as kernel PCA, have also been explored in the literature [7]. 
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 14.3.1.5   Optimal Feature Selection and Ranking

To achieve optimal classification performance, it is essential to eliminate redundant information from features. For problems involving multiple classes, analysis of variance (ANOVA) is typically the method of choice. Effective feature selection techniques include the Student’s  t-test, entropy measures, Wilcoxon rank tests, Bhattacharyya distance, receiver operating characteristic (ROC) analysis, as well as optimization methods such as particle swarm optimization, genetic algorithms, and ant colony optimization 

[7]. Researchers often combine different selection strategies to identify the most relevant features [51]. 

Max-relevance feature and Fuzzy logic-based min-redundancy selection methods have been employed for diagnosing PD [52]. 

 14.3.1.6   Feature  Classification

Classification methods generally consist of two stages: training and testing. These models are first trained using historical data before being applied to classify new cases. Different classifiers employed for diagnosing neurological disorders include probabilistic neural networks, support vector machines (SVM) with polynomial kernel functions, Naive Bayes, linear discriminant analysis,  k-nearest neighbors, random forests, and Gaussian mixture models. Support vector machines are among the most commonly used classifiers. Recently, an enhanced probabilistic neural network has been employed to effectively diagnose PD [53 –56]. 

14.3.2   Deep Learning-Based Techniques

Deep learning methods have been created to overcome the limitations of traditional ML approaches. 

Convolutional neural networks (CNNs) represent a key advancement in this field. They provide several advantages over conventional ML-based CAD systems. CNNs are designed with a multilayer architecture that efficiently processes large datasets, handles imbalanced data, and produces unbiased results. 

Typically, CNNs include convolutional, pooling, and fully connected layers in their architecture [57]. 

Additional layers can be incorporated into CNNs to address particular needs. CNN-based methods have proven effective in diagnosing neurological disorders [7]. For early detection of issues, a more intricate network design may be required. Deeper architectures enhance the ability to extract detailed features from signals by applying kernels defined at each layer [57]. Deep neural network techniques have been utilized to tackle complex challenges across various domains, such as pavement crack detection, image recognition, vehicle type identification, structural damage assessment, transportation systems, big data time series forecasting, computer-brain interfaces, and concrete strength estimation [7]. Several researchers have developed CAD systems using deep learning techniques, which excel at identifying patterns in biological signals and images. Recent studies have demonstrated the effectiveness of these techniques in both signal-based and image-based CAD systems [58 –60]. 

Deep learning methods are categorized into two types: supervised learning and unsupervised learning. CNNs fall under supervised learning, while autoencoders are part of unsupervised learning. For instance, Antoniades et al. [61] used deep learning to analyze epileptic intracranial EEG data, while Johansen et al. [62] applied CNNs to various fields including epileptiform spike detection [63], vehicle type identification [64], transportation systems [65], big data time series forecasting [57], concrete strength estimation[66], and computer-brain interfaces [67]. 

Ullah et al. [68] applied deep learning methods for diagnosing epilepsy, while Martinez-Murcia et al. 

utilized CNNs to analyze neuroimaging data for PD [69].  Figure 14.2 shows a common CNN architecture featuring convolutional layers, fully connected layers, max-pooling, and a softmax layer. More recent advancements include 3D CNNs and CNN-Recurrent Neural Network (RNN) models, which are being 

used for diagnosing PD, epilepsy, and AD [70]. Different variations of CNNs are being tested for detecting PD and ischemic stroke. While CNN-based methods generally outperform traditional handcrafted techniques, they often require a larger number of training examples to achieve optimal performance. 
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FIGURE 14.2  Conventional framework of convolutional neural networks [7]. 

14.3.3   Electrical Impedance Myography

A low-intensity, high-frequency electrical current is delivered to a specific muscle or muscle group during electrical impedance myography (EIM), and the voltages that arise are recorded [69]. This noninvasive technique has been proposed as a possible main diagnostic tool and is helpful in assessing a variety of neuromuscular disorders [71 –74]. 
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While EIM shows promise in neurological disease diagnosis, its primary use among clinicians and researchers has been to evaluate disease severity, monitor progression over time, and assess therapeutic responses. Notably, EIM has been utilized in clinical trials for several neuromuscular conditions, such as ALS, spinal muscular atrophy, Duchenne muscular dystrophy, sarcopenia, and facioscapulohumeral muscular dystrophy [71, 73]. This technique allows for easier or more sensitive muscle evaluation compared to traditional methods. 

There is a growing number of researchers who use EIM in assessing neuromuscular disorders and total muscle health. These studies are focused on direct therapeutic applications or technology developments. 

It is expected that bioimpedance theory will progressively become part of the conventional toolsets for neuromuscular assessments as the medical community learns more about it and becomes acquainted with the uses of EIM [71]. 

14.3.4   Digital Biomarkers in Diagnosing Neurological Diseases

Digital biomarkers are an emerging technology that holds promise for diagnosing and managing neurological diseases. By leveraging data collected from digital devices like smartphones, wearables, and other connected tools, digital biomarkers offer a new way to assess and monitor health conditions in a more dynamic and continuous manner. These biomarkers consist of quantifiable physiological and behavioral data points that provide valuable insights into an individual’s health status, particularly concerning neurological diseases [75]. 

One of the most promising applications of digital biomarkers lies in their ability to facilitate early diagnosis. For example, in AD, changes in cognitive functions such as memory, speech patterns, and motor skills can serve as early warning signs. Through smartphone applications that analyze speech patterns, it is possible to detect subtle cognitive shifts that might otherwise go unnoticed until the disease has progressed. Similarly, in PD, wearable devices can monitor key motor functions such as tremors, gait, and balance. These metrics are crucial for both diagnosing the condition and managing its progression [76]. 

Beyond early diagnosis, digital biomarkers are revolutionizing the continuous monitoring of patients with chronic neurological conditions. Traditionally, such patients would require frequent in-person visits to assess their condition. Digital biomarkers, however, enable the collection of real-time data in everyday environments, offering a more accurate and holistic view of a patient’s health over time. This continuous data stream allows for the early detection of any changes, enabling more timely interventions [77]. 

Standardizing procedures and developing certified reference materials and methodologies are essential for the effective implementation of biomarkers [78, 79]. Recent diagnostic criteria for multiple sclerosis now incorporate the presence of cerebrospinal fluid (CSF) oligoclonal bands [80]. The success of CSF 

biomarkers in diagnosing AD has encouraged research into other neurodegenerative conditions, such as frontotemporal dementia, PD, and dementia with Lewy bodies. Innovative protein aggregation assays, originally designed for prion diseases, now present new opportunities for diagnosing tau, α-synuclein and TAR DNA binding protein-43 pathologies [81]. These assays hold the potential to be used in diagnosing α-synucleinopathies and other related disorders in the future. 

Blood-based biomarkers have greatly advanced neurology research. Despite initial doubts about the viability of peripheral markers due to the constraints of the blood-brain barrier, recent technological progress has enabled the detection of low-concentration analytes in various biofluids. Cutting-edge equipment, such as single molecule molecule arrays (SIMOA) and mass spectrometry, now provide high analytical sensitivity [75]. Neurofilaments in the blood serve as indicators of neuronal damage in a range of neurological conditions, including neurodegenerative diseases, traumatic brain injury, peripheral neuropathies, multiple sclerosis, and neurological damage associated with coronavirus disease 2019 

(COVID-19). This represents a major breakthrough in the field [82 –84]. 

The capability to measure central nervous system indicators from a readily accessible source enables the use of blood markers to monitor disease progression in both clinical settings and research studies. 

Blood levels of neurofilament light protein (NfL) are useful for evaluating disease progression in conditions such as multiple sclerosis, cardiac arrest, and traumatic brain injury, among other applications. 
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Besides NfL, several other blood analytes show potential for clinical use. Recently, methods for detecting various isoforms of phosphorylated tau have also been reported [85]. 

All of these assays can detect AD with excellent accuracy and are predicted to become clinically useful. Imaging markers in neurology have improved significantly. Novel MRI modalities are crucial for analyzing small changes in brain structure in various neurological disorders [75]. New Tesla-MRI scanners offer excellent resolution to detect minute changes in neurological disorders. The discovery of radiotracers capable of binding protein aggregates in the brain marked a significant advancement in imaging research. Amyloid positron emission tomography, employing Pittsburgh compound B, was the first to be produced. Other 18F-based radiotracers have since followed suit [86]. 

Radiotracers have received approval in several countries for diagnosing AD. More recently developed tau tracers are being utilized in the treatment of chronic traumatic encephalopathy, AD, and other tauopathies [87]. 

14.4   Ethical Considerations, Effective Governance, 

and Regulation of Neurotechnology

The rapid convergence of neurotechnologies with other emerging fields, particularly AI, has introduced a level of unpredictability and complexity that complicates their regulation. As these technologies increasingly intertwine, their combined effects become more difficult to foresee, making effective regulation and anticipation of long-term impact a significant challenge. While the excitement surrounding the potential of neurotechnologies is understandable and should be encouraged, it is equally important to acknowledge their limitations and address valid concerns related to governance, regulation, patient safety (especially in the context of invasive technologies), and critical considerations of ethics and human rights [88 –90]. 

Many neurotechnologies remain in the research and development stage, and the process of bringing these innovations into clinical practice is often protracted and fraught with challenges. Successfully navigating the technological, clinical, ethical, legal, and commercial obstacles requires a collaborative effort. The United Nations Educational, Scientific and Cultural Organization (UNESCO) has highlighted the profound ethical implications of neurotechnologies, which have the capacity to decode and alter perception, behavior, emotion, cognition, and memory. These capabilities raise significant concerns about mental privacy and the potential modification of identity, beliefs, and desires, ultimately challenging the essence of our “humanness”. Consequently, there is a growing call for the establishment of specialized 

“neuro-rights” that would encompass concepts such as mental privacy (the right to control access to one’s neural data) and cognitive liberty, which refers to the freedom to govern one’s mental processes, cognition, and consciousness [88, 90, 91]. 

To protect personal data privacy, especially as private companies may seek to collect and commercial-ize this data for marketing and consumer engagement, robust governance frameworks are essential. As neurotechnologies evolve, enabling not only the reading of brain data but also the potential to influence it, the risk of “brain hacking” becomes a genuine concern. This term describes the potential manipulation or weaponization of individuals’ behaviors, thoughts, and feelings. While this scenario has not yet materialized, it represents a significant future risk that demands proactive discussions, agreements, and the implementation of ethical and regulatory frameworks to prevent misuse when the technology becomes feasible [92]. 

Another critical issue is the increasingly blurred line between medical and consumer neurotechnology 

[93]. Neurotechnology has been used for decades in managing neurological disorders, but there is now rapid growth in its application within the consumer sector, including areas such as personal well-being, sports, marketing, and even workforce monitoring. This crossover raises concerns about safety and underscores the need for stringent regulations in the development and testing phases to prevent the generation of inaccurate data and potential biases, which could lead to discrimination and other harm [94]. 
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The Organization for Economic Co-operation and Development (OECD) has created the first global standard in the field of neurotechnology in response to the demand for ethical innovation in this field. 

This standard seeks to support innovation while guiding policymakers and entrepreneurs in tackling the moral, legal, and societal issues raised by cutting-edge neurotechnologies. In order to tackle urgent health challenges and social requirements, the OECD has highlighted a number of structural improvements that could speed up the development of neurotechnologies, provided that these advancements are made responsibly and with the required safeguards in place. These include fostering responsible research by considering ethical, legal, and social issues and encouraging collaboration among all stakeholders throughout the development process. Additionally, anticipatory governance, proactively addressing these issues to implement regulatory frameworks in a timely manner, will be crucial [92]. 

Promoting open innovation, where public and private stakeholders collaborate, invest, and share assets, can help mitigate the investment risks and high failure rates associated with clinical trials in neurotechnology. It is also important to avoid “neuro-hype” by controlling unproven claims and myths about neurotechnology, promoting realistic expectations through evidence-based policies and guidelines. Last, addressing socioeconomic disparities is vital to ensuring access to neurotechnological innovations, particularly in resource-limited countries. As we move forward with advancements in neurotechnology, it is essential to consider these factors carefully to maximize the significant benefits of these technologies while minimizing any potential risks. 

14.5   Conclusion and Future Directions

Neurotechnology is rapidly advancing, with current and future developments poised to significantly alter brain chemistry and create new neural connections within the nervous system [95]. These advancements hold immense therapeutic potential for a wide range of neurological conditions, such as stroke, chronic pain, paralysis, and psychological disorders like anxiety and post-traumatic stress disorder. Already, brain stimulation technologies are being used to help restore damaged brain tissue, demonstrating the profound impact neurotechnology can have on the brain function [96, 97]. 

Within the next decade, commercial implants designed for memory stimulation are likely to become available. Looking further ahead, within the next 20 years, it is plausible that neurotechnological innovations will enable the manipulation of memories, including the potential to delete negative or traumatic ones. The fields of brain-computer interfaces (BCI) and robotics are also expected to see transformative advancements. For example, these technologies could dramatically improve the lives of individuals who have lost limbs by allowing them to control robotic prosthetics intuitively [92]. 

Over the coming decades, provided that appropriate regulations are in place, the rapid progress in neurotechnology is likely to yield positive outcomes. These benefits will extend beyond neurology, impacting the diagnosis and management of neurological disorders and contributing to the well-being of individuals and society as a whole. Neurotechnology can help individuals live longer, healthier, and more comfortable lives by improving our understanding of the pathophysiology of diseases and facilitating the adoption of focused treatments and preventive policies. Furthermore, the arrival of revolutionary assistive technology in the home and workplace is imminent, presenting fresh opportunities to improve the lives of many. 

To realize these ambitious goals, it is crucial that multiple stakeholders: researchers, clinicians, policymakers, and others, collaborate in the responsible development and implementation of neurotechnologies. Ensuring that the benefits of these technologies are fully realized will require careful consideration of several challenges. One of the most critical challenges is the need for “ground truth”, or information that is definitively known to be real or true, which is essential for training and validating neurotechnologies. In the field of neurology, generating such data can be particularly complex due to unclear pathologies, varying diagnostic criteria, and the reliance on observational or subjective data of inconsistent quality. Overcoming these challenges will be key to the successful development and application of neurotechnological innovations. 
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 Electrophoresis: A Current Tool in the 

 Diagnosis of Protein and Lipid Disorders

Richmond Owusu Ateko

15.1   Introduction

Electrophoresis has emerged as a fundamental tool in clinical diagnostics due to its ability to separate and analyze molecules based on their size, charge, and mobility in an electric field [1]. Electrophoresis is crucial in diagnosing various disorders, particularly those involving proteins and lipids [2]. Proteins and lipids are essential components of biological systems, performing diverse functions vital for cellular structure, signaling, and metabolism. Dysregulation or abnormalities in protein and lipid profiles can indicate underlying health conditions, ranging from inherited genetic disorders to metabolic diseases. 

This chapter explores the application of electrophoresis techniques in diagnosing protein and lipid disorders, highlighting their significance in modern healthcare. By leveraging electrophoresis principles, clinicians can obtain valuable insights into the composition and distribution of proteins and lipids in biological samples, aiding in identifying and characterizing pathological conditions. Electrophoresis offers a versatile platform for diagnostic evaluation, from detecting aberrant protein patterns indicative of hemoglobinopathies to assessing lipid profiles associated with hyperlipidemia. 

This chapter will explore the principles of electrophoresis, the techniques available, and their utility in diagnosing a spectrum of protein and lipid disorders. Additionally, the chapter will discuss clinical applications, challenges, and future perspectives surrounding electrophoresis use in clinical practice. 

By elucidating the role of electrophoresis in diagnosing protein and lipid disorders, this chapter aims to underscore its significance as a valuable tool in modern healthcare diagnostics. 

15.2   Brief History of Electrophoresis Techniques

The history of electrophoresis began around 1807 when Russian Chemists Peter Ivanovich Strakhov and Ferdinand Frederic Reuss first observed the electrokinetic phenomenon. They noticed that clay particles dispersed in water moved when a constant electric current was applied [3]. Michaelis officially coined the word “electrophoresis”, derived from the Greek words “elektron” (amber), historically associated with electricity, and “phorein” (to carry) [4]. However, Arne Tiselius significantly advanced the technique in the 1930s. He developed the first electrophoretic apparatus in 1937, known as the “Tiselius apparatus”, for moving-boundary electrophoresis [5]. This apparatus opened up new possibilities for using electrophoresis to analyze chemical mixtures. 

A significant limitation of the Tiselius apparatus was its ineffectiveness in separating compounds with similar electrophoretic properties. In response to this challenge, new electrophoresis techniques were developed in the late 1940s, employing solid or gel matrices to achieve better separation. These techniques allowed compounds to be separated into discrete, stable bands, improving both the clarity and 
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stability of the results. In 1950, Tiselius recognized the significance of these advancements and coined the term “zone electrophoresis” to describe these methods [6]. In 1955, Oliver Smithies introduced starch gel as a medium in electrophoresis, leading to the widespread adoption of zone electrophoresis gained widespread use [7]. This innovation and the subsequent use of polyacrylamide and other gel types significantly enhanced protein separation efficiency. Throughout the 20th century, controlling factors such as pore size and polyacrylamide gel stability remained a major challenge, even with significant advances in high-resolution electrophoresis techniques. A significant breakthrough occurred in the early 2000s with standardized polymerization times for polyacrylamide gels. As a result, researchers could conduct detailed structural analyses with greater accuracy and reliability, greatly enhancing biochemical studies of complex protein mixtures. [4]

Since the 1950s, electrophoresis methods have significantly diversified, with continuous development in new techniques and applications. Innovations such as capillary electrophoresis, affinity electrophoresis, free flow electrophoresis, electroblotting, isotachophoresis, preparative native polyacrylamide gel electrophoresis (PAGE), and pulsed-field gel electrophoresis have emerged. These advancements have expanded electrophoresis’s capabilities in scientific research, allowing for more precise and varied analysis of molecular components [4]. 

15.3   Principle of Electrophoresis

Electrophoresis is a laboratory technique that separates molecules based on size, charge, and shape. The principle underlying electrophoresis is that charged molecules will move through a conductive medium, such as a gel, when subjected to an electric field [1]. Molecules like proteins, deoxyribonucleic acid (DNA), and ribonucleic acid (RNA) carry a charge. When placed in an electric field, these molecules will move toward the electrode with an opposite charge. Positively charged molecules migrate to the cathode (negative electrode), and negatively charged molecules travel to the anode (positive electrode) [8]. 

The charged molecules move through various mediums, including compact materials such as paper, films, or gels (like agarose or polyacrylamide). The choice of medium affects the resolution and the separation quality; gels provide a porous matrix that sieves molecules based on size and shape [9]. A buffer system maintains a stable pH and ionic strength, which is crucial for consistent electrophoretic movement. Although the movement of the charged molecules is constant under specified conditions, it is influenced by their shape, size, charge, and temperature. Electrophoretic conditions are defined by both the electrical parameters (current, voltage, and power) and various medium-specific factors, such as ionic strength, pH value, viscosity, and pore size, which influence the movement of molecules [10]. The electrophoresis unit generally consists of a chamber where a supporting medium, such as gel, is placed. 

It includes electrodes to create an electric field and buffer reservoirs to maintain pH and conductivity. 

The medium can be supported horizontally or vertically, and a lid or cover is used to maintain a stable environment. The power supply controls the voltage and current applied to the gel [11]. 

15.4   Types of Electrophoresis

Electrophoresis can be classified into various types, as shown in Figure 15.1. This classification depends on the medium used, the specific application, and the type of analysis required. This chapter will not cover all types of electrophoresis but will instead focus on the protein and lipid analysis techniques. 

15.4.1   Electrophoresis Methods for Protein Analysis

This section explores some of the electrophoretic techniques utilized in protein analysis. Electrophoresis methods are indispensable tools in molecular biology, biochemistry, and proteomics. They have proven effective in studying clinically significant proteins and aiding in elucidating their characteristics. 

[image: Image 26]
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FIGURE 15.1  Types of electrophoresis. 

 15.4.1.1   Free Flow Electrophoresis

Free flow electrophoresis (FFE) is a highly adaptable method that employs a continuous-flow system to separate proteins based on their charge and size. This method operates in a liquid medium, allowing for the separation of proteins in their native state [12]. This method is particularly advantageous for separating large quantities of proteins and for preparative applications, as it can process samples continuously without the need for gel matrices [1]. The FFE apparatus comprises a separation chamber where the sample is injected into a flowing buffer. An electric field is applied perpendicular to the flow direction, causing proteins to migrate based on their charge [13]. One key benefit of FFE is its ability to maintain protein functionality, making it suitable for studies involving enzyme activity, protein-protein interactions, and protein-ligand binding. 

 15.4.1.2   Paper  Electrophoresis

Paper electrophoresis is a simple and cost-effective method used to separate and analyze amino acids, peptides, and proteins [14]. This approach uses high-quality filter paper or electrophoresis paper. The paper strip is placed between two buffer reservoirs, arranged either horizontally or vertically, and connected to the ends of the strip directly or using wicks or gauze [15]. After the electrophoretic process, direct densitometric analysis can detect the separated molecules on the paper strip [16]. Interestingly, the combination of paper electrophoresis and chromatography was instrumental in determining the cause of sickle cell anemia [17]. Despite its simplicity and historical use, paper electrophoresis presents several challenges. These include limited resolution, variability in paper quality and consistency, the need for large sample amounts, and low sensitivity. 

 15.4.1.3   Cellulose Acetate Electrophoresis

Cellulose acetate was introduced as an alternative to paper in electrophoresis due to the challenges of using paper. It is preferred because it does not adsorb substances and does not have impurities like nitrogen, hemicellulose, and lignin compounds. Additionally, cellulose acetate exhibits greater homogeneity and a more uniform pore size compared to paper [1]. The procedures for using cellulose acetate in electrophoresis are identical to those for paper. This method is beneficial for the clinical analysis of serum and the separation of hemoglobin from blood samples [16]. 
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 15.4.1.4   Capillary Isoelectric Focusing Electrophoresis

Capillary isoelectric focusing separates protein molecules based on their isoelectric points. A pH gradient is made in a capillary tube by filling it with an ampholyte solution. As the analytes migrate through the tube, they stop moving and become electrically neutral at their specific isoelectric points. This method effectively separates proteins and peptides with discrete isoelectric points. However, it is time-consuming as it requires isoelectric point calibration, and resolving complex samples can be challenging 

[18, 19]. 

 15.4.1.5   Capillary Gel Electrophoresis

Capillary gel electrophoresis is a powerful analytical technique that employs a sieving matrix, typically a cross-linked polymer, within a capillary tube to achieve high-resolution separation of molecules. During the electrophoretic process, larger molecules move more slowly through the matrix than smaller ones, enabling effective separation. This method helps separate proteins and allows for the accurate determination of differences in molecular weights. Capillary gel electrophoresis has been successfully employed in analyzing complex protein samples such as bovine immunoglobulin G and human erythrocyte membrane proteins, achieving high reproducibility and quantification accuracy [20]. However, a significant drawback is that the reliance on the gel matrix for separation makes capillary gel electrophoresis time-consuming [21 –23]. 

 15.4.1.6   Agarose Gel Electrophoresis

Agarose gel electrophoresis (AGE) is typically used to separate DNA fragments but can also effectively separate high molecular weight proteins. Agarose, a natural polysaccharide derived from seaweed, has large pore sizes that make it suitable for separating large plasma proteins. [24]. Native agarose gels can be used to electrophorese proteins and protein-protein complexes in a horizontal gel system. This method offers advantages such as simplicity in setup, short runtime, and avoiding toxic components [24, 25]. 

While agarose gel electrophoresis primarily separates larger proteins, Wu and Kusukawa developed a sodium dodecyl sulfate (SDS) agarose gel method in 1998 that can resolve smaller proteins [26]. The findings demonstrate that AGE, traditionally used for nucleic acid separation, has been successfully adapted for protein analysis, yielding promising results. 

 15.4.1.7   Polyacrylamide Gel Electrophoresis

Polyacrylamide gel electrophoresis is the preferred technique for analyzing protein mixtures, assessing protein purity, and determining molecular weights. The polyacrylamide matrix is formed by polymerizing acrylamide monomers with a cross-linking agent, typically N, N′ -methylene-bisacrylamide (bisacrylamide) [27]. The cross-linking process is catalyzed by ammonium persulfate (APS) and N, N, N′, N′-tetramethylethylenediamine (TEMED) [12] (Figure 15.2). Polyacrylamide gels have smaller pores than agarose gels, making them more suitable for separating proteins. The pore size can be adjusted by varying the acrylamide-to-cross-linker ratios, allowing for the separation of proteins with different molecular weights [28]. Acrylamide concentration and pore size are inversely related, so the acrylamide concentration can be tailored to the specific proteins that need to be separated, providing the required polyacrylamide pore size. Table 15.1 provides a general guideline for selecting the appropriate gel concentration based on the protein size. 

Protein PAGE is typically performed using a discontinuous buffer in a vertical gel system (Figure 

15.3). The electrophoretic system consists of two chambers: an upper chamber that houses the negative electrode and a lower chamber that contains the positive electrode [29]. The polymerization occurs between two glass plates. Once the gel has polymerized, it is positioned so that the top part is immersed in the upper chamber buffer while the bottom part is placed in the lower chamber buffer. When current is applied, the charged analytes and the buffer ions move through the gel from the upper to the lower chamber. This movement separates the analytes based on their size, with smaller molecules moving 

[image: Image 27]
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FIGURE 15.2  Polymerization of bis-acylamide with acrylamide monomer. 

TABLE 15.1

Acrylamide concentration and protein separation range

Polypeptide separation range (kDa)

Acrylamide concentration (%)

(amino acid length)

8

25–200

(225–1800)

10

15–100

(135–900)

12.5

10–70

(90–630)

15

8–60

(55–550)

20

4–40

(36–360)

faster, resulting in fragments of different sizes [1]. Native PAGE and SDS-PAGE are the two main types of polyacrylamide gel electrophoresis [30]. 

Native PAGE is commonly used to separate proteins in their natural forms based on size, charge, and shape at the pH of the running buffer [12]. This method maintains the native conformation of proteins, making it particularly useful for studying protein-protein interactions, protein folding, and enzyme activity. Native PAGE is performed in a non-denaturing buffer system, allowing proteins to retain their functional structure [1]. However, it may not provide accurate molecular-weight estimates, as the migration rate can be influenced by factors other than molecular weight, such as shape and charge. An advantage of this technique is that native gel proteins can be isolated and used to make antibodies that can be used for proteomic work and structural studies [16, 31]. 

Sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) is widely used to separate proteins based on their molecular weights. This method utilizes sodium dodecyl sulfate, an anionic detergent, which denatures proteins by unfolding them and giving them a negative charge proportional 

[image: Image 28]
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FIGURE 15.3  Polyacrylamide gel electrophoresis. 

to their length [28]. The resulting uniform charge-to-mass ratio enables the separation of proteins based solely on size during electrophoresis. The proteins travel through the gel toward the anode, with smaller proteins moving faster and larger proteins moving more slowly. The most popular SDS-PAGE dye is Coomassie Brilliant Blue R-250, which stains the protein bands blue. In contrast, silver stains, which offer better sensitivity, color the protein bands black or brown [32, 33]. SDS-PAGE is commonly used to analyze protein purity, determine subunit composition, and estimate molecular weights. Thus, it is an essential tool for protein research, providing valuable information about protein structure and function. 

15.4.2   Electrophoretic Methods for Lipid Analysis

This section explores electrophoretic techniques in lipid and lipoprotein analysis, highlighting their importance and applications. The primary methods include capillary electrophoresis, AGE, and polyacrylamide gradient gel electrophoresis (PGGE). These techniques have significantly contributed to understanding lipid composition, structure, and function and have advanced the study of lipid-related diseases. 

 15.4.2.1   Capillary  Electrophoresis

Capillary electrophoresis has emerged as a practical analytical tool for lipid analysis, offering high selectivity and sensitivity for a diverse range of lipid classes. The method separates lipids based on their charge-to-mass ratio within a capillary tube under an applied electric field. In addition to its high resolution, capillary electrophoresis requires only small sample volumes, making it an efficient and effective tool for lipid analysis [34]. 

Capillary electrophoresis has been used to identify various lipids, including fatty acids, glycerolipids, sphingolipids, and sterols [35]. In this technique, the lipid components in a mixture are separated by their differential migration, influenced by electrophoretic force and electroosmotic flow. Recently, a method for fractionating plasma for lipid analysis using capillary electrophoresis has been developed and implemented in different species, yielding quantitative results [36]. When coupled with mass spectrometry, capillary electrophoresis enhances lipid profiling capabilities. It is particularly valuable in clinical research and settings where lipids play crucial roles in pathophysiological conditions such as atherosclerosis [34]. 

 15.4.2.2   Agarose Gel Electrophoresis

Agarose gel electrophoresis is a reliable method for separating and analyzing lipids based on their size and charge, especially in lipoprotein profiling. The agarose gel provides a stable medium that supports 
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the migration of lipid-protein complexes under electrophoretic conditions [37]. One of the primary applications of this technique in lipid analysis is the characterization of lipoproteins, which are complexes of lipids and proteins essential for lipid transport in the bloodstream. Researchers or clinicians can visualize and differentiate various lipoprotein fractions, such as high-density lipoproteins (HDL), low-density lipoproteins (LDL), and very low-density lipoproteins (VLDL), using a variety of staining techniques 

[38, 39]. This capability is crucial for studying lipid metabolism and diagnosing lipid-related disorders, including cardiovascular diseases. 

Agarose gel electrophoresis offers several advantages, including simplicity, relatively low cost, and the ability to handle large sample volumes. Additionally, it preserves the native state of lipid-protein complexes, allowing for subsequent functional assays. However, AGE has limitations in resolution compared to other electrophoretic techniques, such as capillary electrophoresis, which may be more suitable for separating complex lipid mixtures or identifying minor lipid components [34]. Despite these limitations, its simplicity and cost-effectiveness make it a popular diagnosis choice in resource-limited clinical settings. For example, a broad  β band on AGE suggests dysbetalipoproteinemia (dysβ) [40]. 

 15.4.2.3   Non-denaturing Polyacrylamide Gradient Gel Electrophoresis

Non-denaturing polyacrylamide gradient gel electrophoresis is an effective method for analyzing lipoproteins. This technique employs a gradient gel with varying acrylamide concentrations from top to bottom, enabling the separation of a wide range of lipoprotein sizes. Previous studies have utilized PGGE 

to analyze LDL and HDL subclasses as a simpler and more cost-effective alternative to ultracentrifugation [41, 42]. In 2003, Blom et al. described a modified version of the non-denaturing PGGE specifically for separating apoB-containing lipoproteins. The method used a 2–8% acrylamide gradient gel and effectively separated LDL particles, triglyceride-rich lipoproteins (TGRL), and their remnants [43]. 

Polyacrylamide gradient gel electrophoresis is a valuable tool for detecting subtle changes in lipoprotein particle size and diagnosing lipid disorders. 

15.5   Protein  Disorders

Protein disorders or proteinopathies arise from several factors, including genetic mutations, environmental stressors, and post-translational modifications. These factors can cause proteins to misfold, aggregate, or become dysfunctional, leading to cellular damage and disease [44]. Protein disorders can affect various organ systems and are associated with multiple diseases, from neurodegenerative conditions to metabolic syndromes, as shown in Table 15.2. 

TABLE 15.2

Some protein disorders and associated defective proteins

Protein disorder

Defective protein (s)

Alzheimer’s disease

Amyloid  β peptide; Tau protein

Cerebral  β-amyloid angiopathy 

Amyloid  β peptide

Parkinson’s disease

 α-Synuclein

Amyotrophic lateral sclerosis 

Superoxide dismutase, ubiquilin-2

Huntington’s disease

Huntington

Type II diabetes 

Islet amyloid polypeptide, amylin

Cystic fibrosis

Cystic fibrosis transmembrane conductance regulator (CFTR) protein

Sickle cell anemia

Hemoglobin 

Nephrogenic diabetes insipidus

Aquaporin-2/vasopressin

Multiple myeloma

Antibody light chain

α1 antitrypsin deficiency

 α1 antitrypsin
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Neurodegenerative diseases like Alzheimer’s, Parkinson’s, and Huntington’s are among the most studied protein disorders. They are marked by the buildup of misfolded proteins, forming aggregates and plaques that disrupt normal cellular functions and eventually result in neuronal death [45]. 

Protein disorders play a significant role in neurodegenerative diseases and metabolic diseases. Enzyme deficiencies due to protein misfolding or degradation can lead to metabolic imbalances, as seen in conditions like cystic fibrosis and Gaucher’s disease. Cystic fibrosis, for example, is caused by mutations in the CFTR protein, leading to its misfolding and improper function, resulting in thick mucus accumulation and respiratory complications [46]. 

15.5.1   Role of Electrophoresis in Diagnosing Protein Disorders

Serum protein electrophoresis (SPE) is a popular laboratory method that analyzes and separates serum proteins based on size and charge. It is an essential diagnostic tool for diagnosing protein disorders by identifying abnormalities in protein structure and function [47]. Various support mediums, such as agarose, cellulose acetate, and capillary mediums, are used for separating serum proteins, as discussed in  Section 15.4.1. Serum protein electrophoresis is extensively used to diagnose various conditions, including acute and chronic inflammations, monoclonal gammopathies, nephropathy, liver diseases, and malnutrition [48]. Furthermore, SPE serves as a screening tool for detecting unexplained physiological changes, including pathological fractures, peripheral neuropathy, infections, kidney failure, anemia, hypercalcemia, proteins in urine, and renal dysfunction [49]. 

Serum protein fractions are typically categorized into five fractions based on their electrophoretic mobilities: albumin,  α1,  α2,  β , and  γ globulin [50] (Figure 15.4). Albumin, the most abundant fraction, is crucial in maintaining osmotic balance and transporting substances such as hormones and fatty acids. 

The globulin fraction includes  α1,  α2,  β , and  γ globulins, each serving specific functions such as lipid transport and immune defense [49]. Analyzing these serum proteins using techniques like electrophoresis helps diagnose proteinopathies and detect abnormalities in protein levels. 

15.5.2   Protein Disorders Diagnosed Using Electrophoresis

Some common protein disorders diagnosed using electrophoresis include monoclonal gammopathies, hemoglobinopathies, nephrotic syndrome,  α1 antitrypsin deficiency, and amyloidosis. 

 15.5.2.1   Monoclonal  Gammopathies

Monoclonal gammopathies are a group of disorders that involve the abnormal growth of a single clone of plasma cells in the bone marrow, leading to the production of large amounts of monoclonal immunoglobulins, also known as M-proteins. The spectrum of monoclonal gammopathies includes benign conditions, such as monoclonal gammopathy of undetermined significance (MGUS), and more severe diseases like multiple myeloma and related plasma cell neoplasms [47]. M-proteins are typically detected 

FIGURE 15.4  Normal pattern of serum protein electrophoresis. 

[image: Image 30]
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FIGURE 15.5  Abnormal pattern of serum protein electrophoresis. 

using electrophoresis in the serum or urine, employing methods like agarose gel electrophoresis or capillary zone electrophoresis [51]. 

Multiple myeloma represents the most severe form of monoclonal gammopathy, where malignant 

plasma cells accumulate in the bone marrow and interfere with the production of normal blood cells. 

M-proteins are a hallmark feature of multiple myeloma and can be detected using serum protein electrophoresis [52] (Figure 15.5). 

MGUS, conversely, is a common benign condition where abnormal plasma cells produce M-proteins without causing significant health problems initially. However, MGUS carries a risk of progressing to multiple myeloma or related disorders in a small percentage of cases. Regular monitoring through electrophoresis helps clinicians assess the risk of progression and decide on appropriate management strategies [53]. Waldenström macroglobulinemia is another rare monoclonal gammopathy characterized by abnormal plasma cells’ excessive production of IgM monoclonal immunoglobulins. Electrophoresis techniques are essential for diagnosing and monitoring Waldenström macroglobulinemia, distinguishing it from other types of gammopathies based on the specific characteristics of the immunoglobulin involved [47]. 

Protein electrophoresis offers a simpler and cost-effective method for diagnosing and classifying monoclonal gammopathies by identifying and quantifying M-proteins in serum or urine samples [54]. 

This technique helps differentiate between various gammopathies and provides valuable information for disease management and prognosis. Early detection through electrophoresis allows for timely initiation of treatment in symptomatic patients and close monitoring of individuals at risk for disease progression. 

 15.5.2.2   Hemoglobinopathies

Hemoglobin electrophoresis separates the different hemoglobin types according to their charge and size to identify abnormal hemoglobin variants. This technique is beneficial for diagnosing conditions such as sickle cell disease, thalassemia, and other hemoglobin variants like hemoglobin C (HbC), hemoglobin D 

(HbD), and hemoglobin E (HbE) [55]. 

In hemoglobin electrophoresis, a blood sample is applied to a gel or capillary system in either acidic or alkaline buffers. When an electric current is applied, normal adult hemoglobin (HbA) and other variants migrate at different rates, forming distinct bands. These bands can be visualized and compared to known standards. The resulting pattern shows the types and proportions of hemoglobin present in the sample, enabling accurate diagnosis of hemoglobinopathies [56]. By analyzing these patterns, clinicians can diagnose various hemoglobinopathies, determine carrier status, and guide treatment decisions. For instance, identifying a predominant HbS band confirms a diagnosis of sickle cell disease, while an elevated HbA2 level suggests beta-thalassemia. Hemoglobin electrophoresis is also essential in newborn screening programs, enabling early detection and management of hemoglobin disorders. 
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 15.5.2.3   Nephrotic  Syndrome

Nephrotic syndrome typically presents with significant proteinuria, hypoalbuminemia, hyperlipidemia, and edema [50]. Electrophoresis plays a crucial role in diagnosing and managing this condition by analyzing the protein content in blood and urine samples [57]. This technique helps identify abnormalities in protein levels and types, providing essential information for accurate diagnosis and effective management of nephrotic syndrome. 

In nephrotic syndrome, serum protein electrophoresis typically shows a reduction in the albumin and  γ 

globulin fractions but an increase in the  α2 fraction. In cases of severe nephrotic syndrome, all fractions except the  α2 fraction are reduced [49, 58]. Urine protein electrophoresis complements SPE by detecting and characterizing the types of proteins excreted in the urine, which is particularly useful for diagnosing nephrotic syndrome due to the significant proteinuria associated with the condition [59]. A study by Mehta et al. [2022] found similar results when comparing urine and serum protein electrophoresis using polyacrylamide gel in patients with nephrotic syndrome. These patients exhibited proteins, such as β globulins and albumin, in their urine. The study emphasized the importance of using both urine and serum protein electrophoresis to diagnose and differentiate the various stages of nephrotic syndrome 

[57]. 

 15.5.2.4  α1 antitrypsin deficiency

 α1 antitrypsin (AAT) deficiency is a genetic disorder that affects the production of the AAT protein, crucial for protecting the lungs from inflammation. When deficient, there are lower levels or dysfunctional forms of AAT, leading to uncontrolled activity of neutrophil elastase, which can cause damage to the lungs and liver disease. The clinical manifestations of AAT deficiency can vary widely, ranging from asymptomatic individuals to those with severe lung and liver disease. Symptoms can include shortness of breath, wheezing, chronic cough with sputum production, recurrent respiratory infections, fatigue, jaundice, and other signs of liver disease in infants and adults [60, 61]. 

Diagnosing AAT deficiency typically involves genetic testing to identify mutant variants, combined with electrophoresis techniques such as serum protein electrophoresis and isoelectric focusing. Serum protein electrophoresis enables the visualization of the  α1 globulin band, where AAT protein is typically detected. In individuals with AAT deficiency, this band may show reduced or absent presence, indicating lower levels of AAT protein. Both capillary and agarose gel electrophoresis can be used for serum protein electrophoresis [62]. A recent study by Fernández-Gomez in Spain using capillary serum electrophoresis in free solution demonstrated the effectiveness of using SPE in screening for AAT with 91% 

sensitivity [61]. In resource-limiting settings, SPE can serve as a useful screening test for AAT before more detailed tests, like genetic tests, are conducted for confirmation. 

 15.5.2.5   Amyloidosis

Amyloidosis is a group of rare but serious diseases that involve the unusual buildup of amyloid proteins in various tissues and organs. These amyloid deposits can disrupt normal organ function, leading to a range of clinical symptoms depending on the organs affected [63]. The most prevalent form of systemic amyloidosis is amyloid-light-chain (AL) amyloidosis. This condition arises when plasma cells in the bone marrow produce abnormal light chains, which then aggregate to form amyloid deposits [64]. 

Electrophoresis can aid clinicians in effectively diagnosing amyloidosis by identifying the type of amyloid protein involved and monitoring the progression of the disease. 

Serum protein electrophoresis coupled with immunofixation electrophoresis (IFE) is a routine screening tool for diagnosing amyloidosis. Serum protein electrophoresis can reveal the presence of monoclonal immunoglobulin light chains, either kappa or lambda, often associated with the disease. Meanwhile, IFE can detect and characterize these monoclonal immunoglobulins or light chains in the serum or urine, which indicate AL amyloidosis. Combining SPE, IFE, and urine protein electrophoresis can detect 90% of affected patients [63]. Additionally, capillary electrophoresis offers high resolution and sensitivity, aiding in the detection of monoclonal proteins and differentiation between types of amyloidosis [65]. 
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15.6   Lipid  Disorders

Lipid disorders, often called dyslipidemias, encompass abnormalities in blood lipid levels, including cholesterol, triglycerides, and associated lipoproteins [66]. Hyperlipidemia is the most prevalent type of dyslipidemia and is characterized by elevated cholesterol levels, triglycerides, LDL cholesterol (LDL-c), and reduced HDL cholesterol (HDL-c) levels. Hyperlipidemia poses a significant risk factor for developing cardiovascular diseases (CVDs) such as coronary artery disease (CAD), stroke, and peripheral artery disease (PAD) [67]. 

The traditional classification of dyslipidemia, developed by Frederickson in the 1960s, categorized the disorder into five types based on distinct lipoprotein patterns and phenotypes identified through electrophoresis and ultracentrifugation [68] (Table 15.3). However, dyslipidemia is now more commonly classified as either primary or secondary, depending on the underlying cause. 

Primary hyperlipidemias are genetic disorders that disrupt lipid metabolism, leading to abnormal lipid levels in the blood. These inherited conditions often result in elevated cholesterol and triglyceride levels, increasing the risk of cardiovascular diseases. There are several types of primary hyperlipidemias, each characterized by specific genetic mutations and lipid abnormalities. Familial hypercholesterolemia (FH) is the most common form caused by variants in the LDL receptor gene [69]. This leads to elevated LDL-c levels, significantly raising the risk of premature coronary artery disease due to LDL-c accumulation in the blood. Another highly atherogenic primary hyperlipidemia is dysbetalipoproteinemia, which results from variants in the apolipoprotein (apo) E gene. The disorder is marked by the accumulation of lipoprotein remnants in the blood, resulting in elevated cholesterol and triglyceride levels. Dysbetalipoproteinemia is associated with an increased risk of atherosclerosis and cardiovascular diseases such as CAD and PAD [70]. 

Secondary hyperlipidemias are lipid disorders that result from underlying conditions, lifestyle factors, or medications rather than genetic mutations [71, 72]. Unlike primary hyperlipidemias, which are inherited, secondary hyperlipidemias arise from external factors that affect lipid metabolism. Common diseases that result in hyperlipidemia include diabetes mellitus, hypothyroidism, obesity, chronic kidney disease, and liver disorders [73, 74]. Additionally, lifestyle factors such as a diet high in saturated fats and trans fats, excessive alcohol consumption, and lack of physical activity can trigger hyperlipidemia. 

Certain medications, including corticosteroids, beta-blockers, and diuretics, can also induce or exacerbate lipid abnormalities [75]. 

TABLE 15.3

Dyslipidemia classification according to Fredrickson

Lipoproteins 

Lipids

Hyperlipoproteinemia type

Name

affected

affected

I

Familial

Elevated CM

Elevated TG

hyperchlomicronemia

IIa

Familial

Elevated LDL

Elevated TC

IIb

hypercholesterolemia

Elevated LDL, 


Elevated TG, 

VLDL

TC

III

Familial dysbetalipoproteinemia

Elevated VLDL, IDL

Elevated TG, 

TC

IV

Familial

Elevated VLDL 

Elevated TG

hypertriglyceridemia

V

Familial combined hyperlipidemia

Elevated CM, VLDL

Elevated TG, 

TC

CM = Chylomicron; TG = Triglyceride; TC = Total cholesterol; LDL = Low-density lipoprotein; VLDL = Very-low-density lipoprotein; IDL = Intermediate-density lipoprotein
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15.6.1   Role of Electrophoresis in Diagnosing Lipid Disorders

Electrophoresis is essential for diagnosing lipid disorders by separating and analyzing lipoprotein fractions in blood samples. This technique can identify and quantify the various lipoproteins based on their electrophoretic mobility, which is influenced by their size, shape, and charge. Electrophoresis is particularly valuable in diagnosing lipid disorders for several reasons. First, it characterizes lipoproteins, allowing the identification of abnormal patterns indicative of specific lipid disorders. Additionally, electrophoresis differentiates between various lipoproteins, aiding in diagnosing mixed hyperlipidemia, where multiple lipoprotein fractions are elevated [43]. This differentiation is essential for accurate diagnosis and the development of tailored treatment plans. 

Inherited conditions like FH and dysβ can be effectively diagnosed using electrophoresis. Significantly elevated LDL levels identify familial hypercholesterolemia, whereas dysβ shows increased IDL. 

Electrophoresis plays a crucial role in detecting these distinct patterns, aiding in accurate diagnosis. 

Moreover, electrophoresis can detect secondary lipid disorders resulting from medical conditions, medications, or lifestyle factors. Abnormal lipoprotein patterns identified through electrophoresis may indicate underlying conditions such as diabetes, hypothyroidism, or the impact of specific medications. 

15.6.2   Lipid Disorders Diagnosed Using Electrophoresis

 15.6.2.1   Familial  Hypercholesterolemia

Familial hypercholesterolemia is primarily caused by variants in the LDL receptor (LDLR) gene,  APOB 

gene or proprotein convertase subtilisin/kexin type 9 (PCSK9) gene [76, 77]. These genetic alterations impair the body’s ability to clear LDL-c from the blood, leading to elevated LDL-c levels. The high level of LDL-c in individuals with FH significantly increases their risk of CVDs. Early detection and management of FH are critical to prevent severe cardiovascular events. Despite its importance, FH remains undiagnosed in many regions due to insufficient screening practices [78]. 

Diagnosing FH involves identifying these genetic mutations and analyzing lipid profiles to determine elevated LDL-c levels and abnormal lipoprotein patterns. Researchers and clinicians can use electrophoretic techniques such as AGE and PAGE to identify abnormal lipoprotein patterns indicative of FH. 

Agarose gel electrophoresis is a simple yet affordable method that can effectively identify and quantify LDL particles. It helps assess LDL-c levels and detect abnormal lipoprotein patterns indicative of FH by providing a visual representation of the various lipoprotein bands [79, 80]. Non-denaturing polyacrylamide gel electrophoresis can separate LDL particles into different subclasses, providing information about particle size distribution [81]. In 2014, Pathak and colleagues introduced a cost-effective native PAGE method for lipoprotein sub-fractionation. This method could particularly be advantageous in diagnosing FH in regions with limited access to expensive techniques [82]. 

 15.6.2.2   Dysbetalipoproteinemia

Dysbetalipoproteinemia, or familial type III hyperlipoproteinemia, is a rare hereditary disorder characterized by abnormal lipoprotein metabolism resulting in elevated plasma cholesterol and triglyceride levels, cutaneous and subcutaneous lesions, and an increased risk of premature vascular disease [83]. 

This autosomal disorder has delayed penetrance and requires additional genetic defects or environmental factors (“second hit”) to precipitate hyperlipidemia [84]. Diagnosis of this highly atherogenic disorder often relies on ultracentrifugation, which is expensive and not widely available in most clinical settings 

[85]. Thus, alternative methods have been sought to screen for this order, particularly in patients with mixed hyperlipidemia. 

Electrophoresis has been instrumental in diagnosing dysβ. Fredrickson and colleagues initially used paper electrophoresis to identify  β -lipoproteins in whole plasma, marking the first diagnosis of this condition [86]. However, this technique was insufficient for identifying a significant proportion of dysβ patients [87]. Consequently, various electrophoretic methods, including immunoelectrophoresis, PAGE, and agarose gel with magnesium chloride/heparin, were developed over the years to improve 
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the diagnosis of dysβ in serum or whole plasma [43]. While these techniques were relatively simple and inexpensive, they lacked the specificity and sensitivity needed for definitive diagnosis. 

Non-denaturing polyacrylamide gradient gel electrophoresis for apoB-containing lipoproteins has significantly improved the screening for dysβ in patients with mixed hyperlipidemia. This technique allows multiple samples to be analyzed simultaneously on a single gel, enabling easy comparisons between samples and standards for LDL particle size. Furthermore, it requires only small sample volumes (about 100 µl), making it both practical and efficient for identifying apoB-containing lipoproteins and their subtypes [43]. 

The non-denaturing PGGE method involves preparing a 2–8% acrylamide gradient to separate apoB-containing lipoproteins. After the electrophoretic process, the gels are visually examined, and LDL 

particle sizes are categorized into five groups based on size, ranging from A (largest) to B (smallest). 

The presence of VLDL-IDL-sized lipoproteins without LDL is indicative of the dysβ phenotype. This method provides a detailed assessment of lipoprotein subtypes and offers greater diagnostic sensitivity compared to traditional agarose gel electrophoresis. Consequently, PGGE is a valuable tool for screening and diagnosing dysβ, especially in resource-limited settings where advanced diagnostic equipment may be scarce. 

15.7   Challenges and Limitations

Despite the widespread use of electrophoresis methods for separating and analyzing biomolecules like proteins and lipids, these techniques face several challenges and limitations that can impact their effectiveness and reliability. This section discusses some challenges and proposes strategies for overcoming them. 

 15.7.1   Limited Sensitivity and Specificity

One of the primary challenges is the limited sensitivity and specificity of some electrophoresis methods, which can result in incomplete or inaccurate identification of biomolecules. Traditional methods like paper and agarose gel electrophoresis often fail to distinguish closely related molecular species [88]. 

More refined techniques, such as PAGE and CE, can be employed to enhance sensitivity and specificity. 

Additionally, incorporating fluorescence labeling and immunoblotting can improve the detection and identification of specific proteins. 

 15.7.2   Large Sample Volumes

Another challenge is that some electrophoresis techniques require relatively large sample volumes, which can be problematic when dealing with scarce or precious samples [89]. This limitation can hinder the analysis of valuable or limited biological materials, such as rare proteins from endangered species. 

To overcome this, using miniaturized electrophoresis systems, such as microfluidic devices, can significantly reduce the required sample volume. These devices minimize sample usage and offer faster separation times and the potential for high-throughput analysis [90]. Additionally, optimizing sample preparation protocols and improving the sensitivity of detection methods can further mitigate the issue of limited sample availability, making electrophoresis more practical and efficient for a broader range of applications. 

 15.7.3   Resolving Complex Mixtures

Some electrophoretic techniques also struggle to resolve complex mixtures of biomolecules, particularly when the components have similar physical properties. This challenge can result in overlapping bands and unclear separation, making identifying and quantifying individual molecules problematic [91]. Such 
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limitations can lead to complications in analyzing complex biological samples, where precise separation is crucial for accurate results. 

Multidimensional electrophoresis techniques, such as 2D gel electrophoresis, can enhance resolution by separating molecules based on multiple properties, such as isoelectric point and molecular weight [1]. 

Additionally, combining electrophoresis with advanced techniques like mass spectrometry (MS) can provide detailed analysis and identification of complex mixtures [92]. 

 15.7.4   Gel Preparation and Handling

Gel preparation and handling, especially when using PAGE, can be labor intensive and prone to inconsistencies leading to variability in results. These challenges arise from the meticulous process required to cast and handle the gels, which can affect the quality and reproducibility of the results [93]. However, using pre-cast gels or automating the gel preparation process can help mitigate this limitation, enhance consistency, and reduce human error. Furthermore, optimizing gel composition and running conditions can improve reproducibility, ensuring more reliable and accurate separation of biomolecules. 

 15.7.5   Technical Expertise and Cost

While electrophoresis is an essential tool for analyzing biomolecules, operating advanced equipment often requires significant expertise. The effective application of some current electrophoretic techniques necessitates a specific skill level and understanding of the underlying principles. This expertise is crucial for optimizing separation conditions and interpreting results accurately. Additionally, the need for specialized equipment and consumables can lead to high costs. For instance, capillary gel electrophoresis, although robust and reliable for protein analysis, incurs substantial expenses due to the cost of capillar-ies, matrices, and detection systems [21]. Furthermore, techniques like 2D gel electrophoresis provide high resolution and reproducibility, but the need for pre-labeling of proteins and sophisticated imaging equipment adds to the expense [94]. Consequently, the high costs associated with some electrophoretic techniques can be prohibitive for some laboratories, particularly those with limited funding, and may influence their choice of methods used for diagnostic purposes. 

Investing in training programs for laboratory staff can help build the necessary expertise for effective electrophoresis. Developing and promoting cost-effective electrophoresis systems can also make these technologies more accessible. Collaborating with well-equipped institutions and resource sharing can also alleviate financial constraints, ensuring broader access to advanced diagnostic tools. 

15.8   Future  Perspectives

Since its introduction in the 19th century, electrophoresis has evolved significantly and continues to hold great promise for advancing clinical diagnostics and research. One key area of ongoing improvement is the sensitivity and specificity of electrophoretic techniques in detecting biomarkers associated with various diseases. Improvements in gel compositions, detection methods (such as immunoblotting and fluorescent labeling) and integration with other technologies like MS are expected to enhance the precision of biomolecule analysis [92]. 

Second, moving toward miniaturization and automation of electrophoretic systems, like microfluidic devices, promises to transform how clinicians diagnose diseases [95]. These techniques require small sample volumes, have short run times, and facilitate point-of-care testing, thereby enhancing accessibility and efficiency in healthcare settings. 

Future electrophoresis systems may also be able to handle high-throughput analysis and multiplexing capabilities. This technology will enable the simultaneous detection and quantification of multiple biomarkers from a single sample, offering comprehensive diagnostic insights and personalized treatment strategies. For instance, a study by Hu et al. in 2022 demonstrated the use of a capillary 
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electrophoresis-based multiplex PCR assay for carrier screening in a Chinese population, highlighting the potential for multiplexing in electrophoresis [96]. 

Last, the future of electrophoresis techniques in personalized medicine is promising due to their ability to precisely profile biomarkers and therapeutic targets. Electrophoresis will be instrumental in analyzing therapeutic proteins and drug targets, aiding in developing drugs tailored to individual patient characteristics [97]. This personalized approach is expected to enhance therapeutic efficacy and patient outcomes. 

15.9   Conclusion

This chapter explored the utility of electrophoresis as a current tool in diagnosing protein and lipid disorders. Electrophoresis has been used extensively by researchers and clinicians to separate and analyze biomolecules. Different electrophoretic techniques provide effective means to screen for and diagnose common protein and lipid disorders, offering significant benefits, particularly in resource-limiting settings. 

Moreover, the advancements in electrophoresis, including developing more sensitive and specific techniques, have enhanced its diagnostic accuracy and reliability. The coupling of electrophoresis to other analytical methods and automation of processes promise to improve diagnostic efficiency further. In the future, electrophoresis is expected to remain an essential tool in clinical diagnostics, contributing to better patient care and management by enabling precise and comprehensive analysis of protein and lipid disorders. 
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16.1   Introduction

Chemiluminescent assay (CLA) is a technique that uses the emission of light resulting from a chemical reaction between labeled molecules to detect and quantify specific substances in samples [1]. In general, luminescence is the emission of visible or near-visible ( λ = 300–800 nm) radiation generated when an electron transitions from an excited state to a ground state. The resultant potential energy in the atom is released in the form of light [2]. There are different types of luminescence, each differing in how they achieve the excited state. In chemiluminescence, light is produced by a chemical reaction. This chemiluminescent substance is excited through an oxidation reaction, forming an intermediate [3]. When this intermediate returns to a stable ground state, a photon is released, which the luminescent signal instrument detects. The emitted luminescence indicates the presence of the antigen. The intensity of the luminescence corresponds to the amount of the specific biological molecule present in the sample. Various substrates are used for chemiluminescence, with luminol and its derivatives being the most widely used 

[4]. 

Compared to absorbance and fluorescence assays, chemiluminescent (CL) assays offer higher sensitivity due to their lower background signals. However, many CL-based reactions have low quantum efficiency, resulting in weak luminescence, which can limit their application in analytical assays [5]. 

Recently, the use of nanomaterials has significantly improved CL assays. These nanomaterials, with their exceptional optical, electronic, and catalytic properties, enhance the performance of CL assays by serving as catalysts and fluorescence acceptors [5]. 

16.2   Advantages of Chemiluminescence Assay

Chemiluminescence (CL) assays offer several significant advantages over traditional detection techniques, making them a powerful tool in analytical and diagnostic applications. One of the primary benefits of CL assays is their high sensitivity [6]. Unlike absorbance and fluorescence assays, CL does not require an external light source, which minimizes light scattering and enhances the signal-to-noise ratio (SNR). This intrinsic feature allows for a broader linear dynamic range and improved detection sensitivity [6]. Since the discovery that horseradish peroxidase (HRP) can catalyze the oxidation of luminol by hydrogen peroxide, resulting in amplified CL signals, a variety of CL substrates have been developed, including acridinium ester, peroxyoxalate, and 1,2-dioxetane and their derivatives. These advancements have significantly enhanced the sensitivity and versatility of CL assays. 

Chemiluminescent assays can be automated, significantly reducing the time and labor required for testing [2]. Automation enhances efficiency by enabling consistent and accurate handling of numerous 226
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samples simultaneously. This capability is particularly essential in high-throughput settings like clinical laboratories, where large volumes of tests need to be processed swiftly and accurately. Rapid turnaround times are crucial in these environments to ensure timely diagnosis and treatment, allowing healthcare providers to make prompt and informed decisions regarding patient care. Additionally, automation minimizes human error, ensures standardization, and optimizes resource utilization, further improving laboratory operations’ overall workflow and reliability. 

Chemiluminescent assays provide both qualitative and quantitative data, enabling the detection of specific antibodies and precisely measuring their concentrations [7, 8]. This dual capability is essential for comprehensively understanding the immune response to various diseases, including COVID-19. By identifying the presence of specific antibodies, these assays can confirm exposure to the virus or the success of vaccination. Furthermore, by quantifying antibody levels, they can monitor the progression of the immune response and the effectiveness of treatments over time. This information is crucial for tailoring individual patient care, developing public health strategies, and guiding decisions on booster vaccinations and other interventions. 

Other advantages of chemiluminescence assays include rapid acquisition of the analytical signal, high signal intensity, high stability of reagents and their conjugates, absence of interfering emissions (i.e., high specificity), low consumption of reagents, random access, reduced incubation time, and full compatibility with immunology assay protocols (homogenous or non-homogenous). 

16.3   Types of Chemiluminescence Assay

16.3.1   Direct Chemiluminescence Assay

Direct chemiluminescence (CL) involves the direct emission of light from a chemical reaction in which the target analyte is labeled directly with a chemiluminescent compound. When the labeled analyte binds to its specific antibody or receptor, the chemiluminescent label produces light upon the addition of the appropriate substrate [3]. One of the earliest examples of direct CL dates back to 1928 and involves the oxidation of luminol by hydrogen peroxide (H O ) [9]. This reaction produces a strong blue 2

2

light emission with a peak wavelength of 425 nm, observable through a reverse intersystem crossing (rISC). The emission duration can range from a second to several hours, influenced by factors such as the amount of reacting species, the presence of specific additives, and the method of “feeding” the reaction. 

 16.3.1.1   Direct Chemiluminescence (CL) by Luminol and Its Derivatives

Luminol is commonly used in aqueous solutions where H O  acts as the oxidant. However, it can also be 2

2

oxidized by other agents like ozone, singlet oxygen (1O ), and hypochlorites in the presence of transition 2

metal ions [10]. In aprotic solvents, such as dimethyl sulfoxide (DMSO), luminol’s chemiluminescence depends on the pH (requiring basic conditions) and the presence of oxygen (O2) [11, 12]. The decomposition of the dianionic cyclic peroxide intermediate (CP2−), formed during the reaction, leads to chemiexcitation and subsequent light emission [13]. 

Catalysts, such as horseradish peroxidase (HRP), can enhance the chemiluminescence of luminol. 

HRP, for example, produces a luminol free radical from luminol anions, thereby amplifying the light emission [3]. Additionally, cobalt-doped hydroxyapatite nanoparticles (CoHA-NPs) have been shown to enhance luminol CL intensity significantly, due to the formation of metal-hydroperoxide intermediates on their surface. 

 16.3.1.2   Direct Chemiluminescence by Chemiluminescence from Other Probes

Beyond luminol, various other compounds have been developed for direct CL applications. Cypridina luciferin, for instance, emits blue light upon oxidation by molecular oxygen, catalyzed by cypridina luciferase [14 –16]. Other notable chemiluminescent compounds include peroxyoxalates, dioxetane, acridinium, and chromone derivatives. 
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 16.3.1.3   Direct Chemiluminescence by Peroxyoxalate

Peroxyoxalate chemiluminescence (PO-CL) is a base-catalyzed reaction where an aromatic oxalic ester reacts with H O  in the presence of a fluorophore, generating light [17]. This reaction produces high-2

2

energy intermediates, such as 1,2-dioxetanedione, which decompose to emit light [18]. Imidazole is commonly used as a catalyst in this reaction, enhancing the chemiluminescence efficiency [19]. 

 16.3.1.4   Direct Chemiluminescence by Acridinium Esters

Acridinium ester derivatives are another significant class of CL molecules. These compounds become luminescent upon activation, producing light through a dioxetane intermediate [20 –24]. Acridinium derivatives are valued for their high quantum yields and simplicity of synthesis, making them suitable for various sensing and analytical applications [24 –26]. 

16.3.2   Indirect  Chemiluminescence

Indirect chemiluminescence (CL) involves a process where the energy from a chemiexcited molecule (energy donor, D) is transferred to another molecule (energy acceptor, E), which then becomes excited and emits light. This energy transfer can occur through various mechanisms, with Förster Resonance Energy Transfer (FRET) and Dexter Energy Transfer being the primary modes [3]. 

 16.3.2.1   Mechanisms of Energy Transfer

 16.3.2.1.1   F ö rster Resonance Energy Transfer

To achieve a highly efficient CL-initiated cascade FRET, adherence to a three-criteria rule has been reported [27]. 

•  In FRET, the donor and acceptor molecules do not need to be in direct contact but must be within a proximity of about 1–10 nm. 

•  The efficiency of energy transfer depends on the lifetime of the donor’s excited state and the overlap between the emission spectrum of the donor and the absorption spectrum of the acceptor. A higher degree of overlap results in more efficient energy transfer. 

•  FRET is particularly effective when the donor is a CL reagent and the acceptor is a fluorophore, a process referred to as Chemiluminescence Resonance Energy Transfer (CRET). 

 16.3.2.1.2   Dexter Energy Transfer

Unlike FRET, Dexter energy transfer requires direct overlap of the wavefunctions of the donor and acceptor, implying close proximity and physical contact between the molecules [27]. 

 16.3.2.2   Modes of Indirect Chemiluminescence Emission

 16.3.2.2.1   Intermolecular CL Emission

This occurs when the donor and acceptor molecules are separate entities. The distance between them plays a crucial role in the efficiency of energy transfer [3]. Examples include systems where the energy is transferred from a chemiexcited intermediate to an acceptor molecule, leading to secondary emission. 

For instance, spiroadamantane 1,2-dioxetanes have been used in vivo to visualize enzymatic activity through CL emission. 

 16.3.2.2.2   Intramolecular CL Emission

This occurs when the donor and acceptor are part of the same molecule, often linked covalently. This setup generally leads to a more efficient energy transfer due to the fixed proximity. For example, a CL 
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probe for imaging pH in live animals was developed using a 1,2-dioxetane scaffold linked to a pH-sensitive fluorophore [3]. 

16.4   Current Applications of Chemiluminescence 

Assay in Immunology and Serology

16.4.1   Exploring Autoimmune Diseases

Chemiluminescence assays offer valuable insights into the pathophysiology of autoimmune diseases. 

They provide a means to monitor disease activity, assess immune function, and explore potential therapeutic interventions. The intricate interplay between antibodies, immune complexes, and cellular responses forms the basis of many applications in autoimmune disease research. In autoimmune diseases like systemic lupus erythematosus (SLE), rheumatoid arthritis (RA), and vasculitis, immune complexes contribute to tissue damage by activating neutrophils [28]. Chemiluminescence assays have demonstrated the presence of immune complexes on the surface of polymorphonuclear leukocytes (PMNs) and their role in inducing reactive oxygen species (ROS) production [29]. Conversely, fluid-phase IgG 

can modulate ROS generation by PMNs, highlighting the complex regulatory mechanisms involved in immune responses and tissue damage [30]. 

Familial studies of autoimmunity have utilized chemiluminescence assays to investigate genetic predispositions and immune system dysregulation [31]. Researchers have identified potential genetic markers associated with disease susceptibility by studying monocyte phagocytic activity in families with autoimmune diseases. These findings contribute to our understanding of the genetic factors influencing autoimmune disorders and aid in developing personalized treatment approaches. Alterations in nitric oxide (NO) metabolism have been implicated in neuroimmunologic disorders, impacting disease prognosis and treatment outcomes. Chemiluminescence assays have been employed to evaluate the effects of NO-modulating compounds on leukocyte and erythrocyte adhesion properties in multiple sclerosis patients [32]. Such studies elucidate the role of NO-dependent pathways in disease pathogenesis and suggest novel therapeutic targets for intervention. Regulation of ROS emissions is central to autoimmune disease pathogenesis, influencing various cellular processes such as growth, apoptosis, and immune responses. Chemiluminescence assays, in conjunction with molecular techniques like PCR/RT-PCR, enable the assessment of redox signaling pathways and the expression of components of the NADPH 

oxidase system in autoimmune tissues [33]. This study provided insights into the molecular mechanisms underlying tissue damage and immune dysregulation in autoimmune disorders. 

Moreover, chemiluminescence assays facilitate the evaluation of immune function and infection risk in autoimmune patients. For example, in primary Sjogren’s syndrome, activation of neutrophils may contribute to increased susceptibility to bacterial infections [28]. Chemiluminescence assays have been utilized to assess neutrophil function and metabolic changes, guiding therapeutic decisions and disease management strategies. 

In summary, chemiluminescence assays serve as indispensable tools in autoimmune disease research, offering valuable insights into disease mechanisms, genetic predispositions, immune dysregulation, and therapeutic interventions. By elucidating the complex interplay between antibodies, immune complexes, and cellular responses, these assays contribute to our understanding of autoimmune pathophysiology and aid in the development of targeted therapies for improved patient outcomes. 

16.4.2   To Study Immunodeficiency Disorders

Chemiluminescence assays offer valuable insights into the pathophysiology of immunodeficiency disorders, providing a means to assess immune function, evaluate treatment efficacy, and explore underlying mechanisms. 

Chemiluminescence assays have been instrumental in investigating the effects of highly active antiretroviral treatment on neutrophil and monocyte function in patients with moderately advanced HIV-1 

infection. These assays measure the functional activity of granulocytes by assessing chemotaxis and 
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oxidative burst, crucial aspects of an immune response [34]. By comparing chemiluminescence levels in patients and healthy controls, researchers can evaluate the efficacy of specific therapies and identify individuals who may not respond adequately to antimicrobial treatments. 

Furthermore, chemiluminescence assays offer a valuable tool for evaluating genotoxic effects in infants born to HIV-positive women receiving antiretroviral nucleoside analog drugs [35]. By employing a PCR-based chemiluminescence detection method, researchers can assess mitochondrial DNA copy numbers, providing insights into the potential adverse effects of antiretroviral therapy on mitochondrial function in newborns. In primary immunodeficiencies, where many etiologies remain elusive, chemiluminescence assays have been instrumental in uncovering new alterations in cellular responses [36]. 

These findings contribute to our understanding of disease pathogenesis and may guide the development of improved treatment strategies for patients with immunodeficiency disorders. 

Moreover, chemiluminescence assays offer promise for addressing clinical challenges associated with measuring chemotaxis, a critical aspect of immune function [37]. By quantifying cell migration through ATP content determination using chemiluminescence, researchers can overcome the limitations of conventional methods and explore abnormalities in chemotactic responses more accurately and efficiently. In summary, chemiluminescence assays serve as valuable tools in the study of immunodeficiency disorders, providing insights into immune function, treatment efficacy, and underlying pathogenic mechanisms. By leveraging the sensitivity and versatility of chemiluminescence techniques, researchers can advance our understanding of these complex disorders and develop more effective diagnostic and therapeutic strategies for patients affected by immunodeficiency. 

16.4.3   To Study Infectious Diseases

Chemiluminescence (CL) assays have emerged as powerful tools in the study of infectious diseases, providing insights into immune function, pathogen interactions, and the efficacy of therapeutic interventions. The utility of CL in this context is evident across various aspects of infectious disease research, from immune response assessment to pathogen detection and monitoring treatment outcomes. 

One notable application of CL assays is in understanding changes in immune function associated with aging. Elderly populations are particularly susceptible to infections and tumors due to alterations in their immune responses [38]. Braga et al. demonstrated that elderly individuals exhibit reduced luminol-amplified CL compared to younger controls. This reduction in CL signals a weakened immune response, suggesting the potential use of CL assays to determine the necessity for vaccines and immunomodulators in elderly populations to bolster their defenses against infectious diseases. CL assays are also instrumental in studying the interaction between pathogens and host immune cells. For instance, Aldinil et al. utilized CL to analyze the interaction between Treponema pallidum and isolated rat Kupffer cells, measuring the production of ROS to assess phagocytic activity [39]. Similarly, Carlyon et al. used CL to evaluate the effects of  Anaplasma phagocytophilum on neutrophils’ NADPH oxidase assembly and ROS 

production, highlighting alterations in phagocytic responses due to infection [40]. 

Opsonization significantly enhances neutrophils’ phagocytic efficiency, which is crucial for pathogen destruction. The oxidative burst of neutrophils, a key component of this process, can be measured using luminol-enhanced CL [41 –43]. This technique assesses oxidative bursts in both opsonized and non-opsonized states, providing valuable information on the immune system’s readiness to combat various pathogens. Additionally, CL assays can investigate the opsonic requirements for phagocytosis of different bacterial serotypes [44]. 

The inflammatory response involves recruiting neutrophils to infection sites. Hofman et al. studied this process by evaluating transepithelial migration and phagocytosis using luminol-mediated CL, demonstrating the role of neutrophils in controlling inflammation during infections [45]. Furthermore, CL 

assays facilitate the rapid and quantitative detection of pathogens. The Digene Hybrid Capture System, for instance, uses CL to detect and quantify cytomegalovirus DNA in leukocytes, offering a fast and objective measure of viral activity even when clinical symptoms are not present [46]. 

Monitoring infection progression and treatment efficacy is another critical application of CL assays. 

Barbour et al. used CL to evaluate the activation state of neutrophils in patients with active bacterial infections, noting that CL production decreases with effective therapy [47]. This correlation underscores the 
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potential of CL assays in assessing patient responses to treatment. CL assays can also highlight defects in immune cell function in various diseases. For example, leukocytes from diabetic patients exhibit a reduced CL response, indicating impaired bacterial killing capacity, which may explain their heightened susceptibility to infections [48]. Moreover, CL assays can measure oxidative stress and inflammation in patients, using markers like C-reactive protein and ferritin to evaluate disease activity and mortality risk. 

CL assays have proven invaluable in specific infections and conditions. In the study of postoperative infections, reduced CL responses reflect decreased microbicidal capacity of granulocytes [49]. In sepsis models, CL assays help evaluate the impact of infection on neutrophil function and oxidative stress [50]. 

Furthermore, CL can assess the capacity of specific antibodies to induce opsonization and enhance phagocytosis of pathogens like  Haemophilus influenzae [28]. 

Automated CL immunoassays are also effective for diagnosing infections and monitoring disease progression. For instance, a novel CL immunoassay for human cytomegalovirus showed high sensitivity and specificity for detecting recent infections [51]. Similar methods are used to diagnose infectious mononucleosis and neurocysticercosis [52]. 

16.4.4   Evaluate Immune Response against Tumors

Chemiluminescence (CL) assays have proven to be powerful tools in evaluating the immune response against tumors, providing critical insights into oxidative stress, the role of ROS, and the effectiveness of various therapeutic interventions. These assays enable the quantification and analysis of superoxide production and other oxidative activities, which are crucial in understanding tumor biology and developing targeted treatments. 

One significant application of CL assays in cancer research is the measurement of oxidative stress through superoxide quantification using lucigenin-amplified CL. Tumors often produce higher levels of ROS compared to non-neoplastic tissues, making this a valuable marker for tumor activity and oxidative stress. For instance, the addition of ROS scavengers to the therapy for gastric tumors has been shown to play a role in the prevention of gastric carcinoma [53]. This approach can also be extended to evaluate the efficacy of anti-inflammatory drugs in reducing oxidative stress and tumor progression. 

Studies have highlighted the presence of nitric oxide (NO) in the inner mitochondrial membrane and its role in producing superoxide anion and hydrogen peroxide (H O ) [54, 55] These ROS participate 2

2

in the modulation of cell proliferation and mitochondrial function [56, 57]. In murine tumor models, decreased oxidative phosphorylation and defective tumoral mitochondrial NO-dependent H O  produc-2

2

tion have been linked to persistent tumoral growth, mimicking embryonic behavior [58]. This relationship was demonstrated using western blotting analysis with an enhanced CL detection system to monitor changes in oxidative activity. By detecting these oxidative changes, researchers can gain insights into the metabolic state of tumors and the potential mechanisms driving their growth. 

Additionally, CL assays have been employed to study the effects of therapeutic agents on tumors. For example, the impact of eniluracil, a drug that inactivates dihydropyrimidine dehydrogenase activity, was assessed on human solid tumors, including colorectal tumors [59]. The use of CL in this context was crucial in demonstrating the reduction of drug resistance in human colorectal cancer. This highlights the utility of CL assays in evaluating the effectiveness of cancer treatments and their impact on tumor metabolism and ROS production. 

16.4.5   To Study Endocrine Disorders

Chemiluminescence (CL) assays have emerged as valuable tools in studying endocrine disorders, offering precise and efficient ways to measure hormonal levels and dynamics. These assays are particularly useful in evaluating the pulsatile secretion of hormones and their responses to various physiological changes or disease conditions [28]. 

One notable application of CL assays in endocrine research is in determining the secretory patterns of growth hormone (GH). N. Shah and colleagues used an ultrasensitive GH CL assay to evaluate the GH secretory responses during a continuous 24-hour intravenous infusion of saline versus the potent 
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hexapeptide, GHRP-2, in estrogen-unreplaced postmenopausal women [60]. This paired, randomized design study provided insights into the kinetics of hormonal responses, showcasing the ability of CL 

assays to detect subtle changes in hormone levels over time. 

CL assays have also been employed to measure the concentrations of human GH and prolactin (PRL) in media and cell extracts. These assays were used to compare the activity of hormone analogs on hormone release by cultures of secreting pituitary adenomas [61]. The nonisotopic, automatic CL assays provided reliable intra- and inter-assay coefficients of variation for GH and PRL, demonstrating their accuracy and reproducibility. This approach enabled researchers to effectively assess the effects of different hormone analogs on pituitary function, facilitating a better understanding of pituitary adenomas and their treatment [61]. 

In addition to GH and PRL, CL immunoassays have been used to determine the concentrations of adrenocorticotropic hormone (ACTH), luteinizing hormone (LH), and follicle-stimulating hormone (FSH). These assays, conducted using a nonisotopic, automatic CL immunoassay system, yielded consistent intra- and inter-assay coefficients of variation for these hormones [61]. Compared to conventional techniques, the ease of use and shorter time required to obtain results with CL assays make them a superior choice for hormone determination in clinical and research settings. The application of CL assays in endocrine studies extends beyond the measurement of hormone levels. Their high sensitivity and rapid turnaround time are crucial for real-time monitoring of hormonal fluctuations, which is essential in understanding endocrine disorders’ pathophysiology and therapeutic interventions’ impact. For instance, the ability to accurately measure hormone levels in response to specific stimuli or treatments can help in tailoring individualized therapeutic strategies for patients with endocrine disorders. 

16.4.6   Explore the Inflammatory Response of Airways

Chemiluminescence (CL) assays have proven to be instrumental in exploring the inflammatory response of airways, particularly in conditions characterized by oxidative stress and neutrophil (PMN) activity. 

These assays provide a sensitive and specific method to measure the production of ROS and the activity of immune cells, which are crucial in understanding and managing inflammatory pulmonary diseases. 

Oxidative stress during sepsis is a critical factor that contributes to multiorgan injuries. CL techniques have demonstrated that ex vivo treatments with Vitamin E and simvastatin can inhibit the production of superoxide (O2−) radicals by inactivating NADPH oxidase [62]. This finding highlights the potential of CL assays in selecting and evaluating drugs aimed at reducing oxidative stress and its harmful effects during sepsis. 

Inflammatory pulmonary diseases, particularly severe asthma, commonly involve increased numbers and activities of PMNs. Lucigenin-amplified CL has emerged as a suitable technique for measuring the activity of alveolar macrophages, especially when PMNs constitute a small proportion of mixed cell populations [63]. This method allows researchers to explore the heightened PMN activity in cells obtained from asthmatic airways, providing insights into the inflammatory processes underlying asthma. 

Environmental factors, such as inhalation of dust and toxins, are often linked to pulmonary diseases. A luminol-dependent CL assay was developed to study inflammation in phagocytic cells and lung tissue from animals exposed to dust [64]. This assay showed significantly higher CL signals in dust-exposed animals compared to a saline-treated control group, indicating its effectiveness in detecting and quantifying inflammation due to environmental toxins. 

Furthermore, CL assays have been used to investigate the effects of treatments on inflammatory responses in pulmonary diseases. For instance, in a rat model of cystic fibrosis, CL assays suggested that ginseng treatment activated PMNs and modulated the IgG response to  Pseudomonas aeruginosa 

[65]. This enhanced bacterial clearance and reduced the formation of immune complexes, leading to milder lung pathology. Such findings underscore the therapeutic potential of certain treatments in mitigating inflammatory responses and improving clinical outcomes in cystic fibrosis. Additionally, the role of PMNs in causing pulmonary damage in adult respiratory distress syndrome (ARDS) has been elucidated using CL assays [66]. These assays demonstrated that activated circulating PMNs release high levels of inflammatory mediators, including ROS, contributing significantly to pulmonary damage. 
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Understanding the functional status of PMNs in ARDS through CL assays can aid in developing strategies to manage and mitigate lung damage in affected patients. 

16.4.7   Evaluate Cellular Activation

Chemiluminescence (CL) assays are invaluable in evaluating cellular activation, particularly their ability to measure ROS production and phagocytic cell activity. These assays provide critical insights into the oxidative bactericidal mechanisms of polymorphonuclear leukocytes (PMNs) and mononuclear phagocytes (MNs), identifying intrinsic defects in their function and assessing the effects of various agents, such as drugs and opsonins, on these cells [67]. 

When various substances stimulate phagocytes, they release highly reactive oxygen species, which can be quantitatively measured using CL [68]. The specificity of these measurements can be enhanced by using superoxide scavengers like superoxide dismutase and selective inhibitors of phagocyte NADPH 

oxidase. This allows researchers to dissect the contributions of specific ROS to the overall oxidative response. Furthermore, a range of substances, including cytokines, can modulate antigen-induced CL, demonstrating the assay’s versatility in studying immune modulation [69]. Luminol, a lipid-soluble substance, is commonly used in CL assays because it can easily penetrate cells and tissues. It enables the measurement of luminescence in single phagocytic cells, groups of cells, and even cells within tissue. 

The production of ROS such as singlet oxygen, superoxide anion, hydrogen peroxide, hypochlorous acid, and hydroxyl free radicals can be monitored using luminol-dependent CL [70, 71]. This makes it possible to study the dynamic processes of ROS production and their roles in cellular activation and inflammation. 

CL techniques are instrumental in examining the initiation and resolution of inflammation. For instance, Towbin et al. developed a CL assay to investigate the balance between interleukin-1 (IL-1) and its receptor antagonist (IL-1ra) during inflammatory reactions [72]. This assay also assessed the impact of anti-inflammatory agents on IL-1 and IL-1ra expression in bodily fluids, highlighting the regulatory mechanisms of inflammation. Luminol-dependent CL is valuable for studying the earliest events in inflammation, as it predominantly reflects the production of hydrogen peroxide (H O ) in con-2

2

junction with nitric oxide (NO) and peroxynitrite formation [73 –75]. This makes it an effective method for exploring the mechanisms underlying inflammatory responses and evaluating potential therapeutic agents’ effects. A novel CL assay has recently been developed to detect the endotoxin activity of lipopolysaccharide (LPS) in whole blood. This assay is based on the in vitro activation of neutrophils and utilizes the priming effects of complement-opsonized immune complexes on the respiratory burst activity of neutrophils. The resulting chemiluminescent emission indicates membrane NADPH oxidase and myeloperoxidase activity disturbances providing a sensitive measure of neutrophil activation [76]. 

Furthermore, CL assays can analyze NADPH oxidase activity in the presence of inhibitors of the arachidonic acid cascade, aiding in the investigation of phospholipase A2 (PLA2) products and their roles in cellular activation [77]. These assays also allow for the study of the kinetics and magnitude of the oxidative burst capacity of granulocytes from peripheral blood, offering early criteria for cell activation 

[28]. This has implications for developing immune modulators and future carriers for vaccinal epitopes. 

Whole blood CL assays offer the advantage of evaluating both oxygen radicals released by phagocytes and serum opsonin activity using minimal blood samples [78]. This makes them particularly useful for the early detection of postoperative infections and for assessing host defenses against infection. 

16.4.8   Evaluate Drugs and Chemical Products

Chemiluminescence (CL) assays are highly effective tools for evaluating the effects of drugs and chemical products on cellular and immune responses. These assays utilize the principle of light emission during chemical reactions to measure various biological activities, providing sensitive and quantitative insights into how different substances interact with cells and affect their functions. 

One significant application of CL assays is examining antifungal agents’ impact on immune responses. 

For instance, the luminol-enhanced CL assay has been used to study the effects of various antifungal 
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drugs, such as bifonazole, fluconazole, itraconazole, and terbinafine, on the chemiluminescence response of mouse spleen cells [79]. The observed reduction in CL response indicates an inhibition of the cellular immune response, which is critical in understanding the immunomodulatory effects of these drugs. 

Moreover, the assay can evaluate how antifungal drugs influence the phagocytic activity of polymorphonuclear neutrophils (PMNs). This is particularly important in preventing septic shock, as the drugs can inhibit the PMN-mediated inflammatory cascade without compromising their phagocytic activity [80]. 

Flavonoids, the primary constituents of many herbal medicines, have been shown to inhibit the growth of  Helicobacter pylori, a bacterium linked to gastric ulcers and cancer [81]. CL techniques are instrumental in evaluating the anti- Helicobacter pylori activity of various flavonoids, including flavanols, flavones, flavonols, and isoflavonoids, by measuring their impact on bacterial growth and survival. In the context of viral infections, neuraminidase inhibitors have been licensed for the prophylaxis and treatment of influenza. CL assays have proven to be rapid and reliable methods for screening large numbers of influenza isolates for susceptibility to these inhibitors, facilitating the development of effective antiviral therapies [82]. 

The toxicity of chemical products on the vertebrate immune system can also be assessed using CL 

assays. For example, the effects of permethrin, a new class of insecticides, were evaluated on splenic macrophages using CL techniques. This approach helps determine the immunotoxicity of chemical agents and their potential impact on immune function [83]. Antibiotics that enhance phagocyte functions can be more effective in treating microbial infections. CL assays measure the generation of superoxide anion by neutrophils, providing a quantitative assessment of how certain antibiotics can potentiate phagocyte functions and improve infection outcomes [84]. 

CL assays are also valuable for exploring the immunogenicity and immune responses against adjuvants. For instance, luminal-dependent CL was used to evaluate the respiratory burst in splenic cells from mice pretreated with various immunostimulants, such as oil-in-water emulsions of muramyl dipeptide and trehalose dimycolate. The enhancement of non-specific resistance to influenza virus infection was found to be related to the chemical structure of these synthetic immunostimulants [85]. Similarly, the antihelminthic agent levamisole, known for non-specifically enhancing immune responses, was examined for its effect on the chemotaxis of human neutrophils and the levels of cellular cyclic nucleotides using CL assays [86]. 

16.5   Limitations of Chemiluminescence Assay

While CLA offers numerous advantages, they also have notable disadvantages that need careful consideration. Each point below highlights a specific limitation, elaborating on its impact on the effectiveness and feasibility of using CLA in various laboratory settings. One significant disadvantage of CLA is its limited antigen detection capability [2]. While CLA is highly sensitive, it may not detect certain antigens as effectively as other assay methods. This limitation can be particularly problematic when dealing with complex samples or when the target antigen is present at deficient concentrations, potentially leading to false negatives or inaccurate quantification. 

Another major drawback is the high costs associated with CLA systems [2]. The initial investment for purchasing CLA analyzers is substantial, often requiring a significant outlay for both the equipment and the necessary reagents. Additionally, ongoing maintenance costs and the need for regular calibration can strain laboratory budgets, especially in smaller or resource-constrained facilities. This high financial barrier may limit the adoption of CLA technology despite its benefits. CLA also suffers from a limited test panel [2]. Unlike other assay methods offering a broader range of detectable analytes, CLA platforms may be restricted in the types and number of tests they can perform. This limitation can be a significant hindrance for laboratories that need to conduct a diverse array of tests, forcing them to rely on multiple assay systems to meet their diagnostic and research needs. Potential interference from sample components or cross-reactivity with other substances is also a concern with CLA [87]. Such interferences can affect the accuracy of the results, leading to false positives or negatives. Laboratories need to be aware of these potential issues and consider them when interpreting test outcomes to avoid erroneous conclusions. 
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Another issue is the closed analytical systems often associated with CLA platforms [2]. These systems can need more flexibility, limiting the ability to customize or adapt the assay parameters to specific experimental requirements. Laboratories may find this restrictive, particularly when they need to modify protocols or when they aim to integrate CLA with other analytical techniques. In many CL systems, the low background emission level in the absence of the analyte can pose challenges [2]. The CL signals in flow systems, which increase proportionally to the analyte concentration, often appear as sharp peaks on a low, constant blank signal. Because only a small portion of CL emission is measured from this time profile, reactions with complex kinetics may result in non-linear response plots versus analyte concentration. This non-linearity can complicate data interpretation and affect the reliability of the assay results. 

In summary, while CLA offers high sensitivity and specificity, its disadvantages include high costs, limited antigen detection, and potential interferences. Laboratories must weigh these factors against the benefits of CLA, making informed decisions based on their specific needs, budget constraints, and long-term objectives. 

16.6   Future Perspectives and Developments

The future of chemiluminescence immunoassay (CLA) technology is poised for significant advancements, driven by innovative developments aimed at enhancing its analytical performance. Despite its current efficiency, CLA continues to evolve, promising even greater improvements in the years to come. 

One promising development in CLA technology is the flow-injection chemiluminescent immunoassay (FI-CLA). This method leverages the rapid injection of micro-bubbles into the reaction system, which ensures a more efficient mixing of reagents, reduces incubation times, and improves temperature control. 

As a result, FI-CLA enhances immunoreaction kinetics and significantly reduces analysis time, making it a valuable innovation for faster and more accurate diagnostics [88, 89]. 

Currently, CLA technology is limited to discrete tests that measure one autoantibody at a time. 

However, there is an emerging need for multiparametric tests capable of identifying multiple components of a complex immunological profile in a single analytical step. The use of two-dimensional resolution for CL multiplex immunoassays could meet this need. This technique employs a multichannel sampling strategy combined with various enzyme labels. Following a brief batch incubation, free conjugated enzymes are separated from those bound to immunocomplexes and captured by magnetic micropar-ticles. The subsequent application of a channel-resolved approach allows for the recording of signals from multiple parallel measuring channels, enabling the sequential determination of multiple analytes efficiently and cost-effectively [90, 91]. Additionally, multianalyte assays have been realized using the zone-resolved strategy, which implements arrays where different antigens are immobilized at distinct positions on the solid phase. This setup allows individual immunoreactions to occur simultaneously and be distinctly identified by array detectors [92]. The use of specific charge-coupled device (CCD) equipment has accelerated the development of chemiluminescent imaging techniques, making CLA arrays more convenient compared to those employing alternative labels. 

Another significant advancement is applying ultrasensitive chemiluminescence magnetic nanoparticles immunoassay (CL-MBs-nano-immunoassay) technology. This non-competitive and direct-type immunoassay uses magnetic beads as the solid phase and employs gold nanoparticles with double labeling. One label is a monoclonal antibody specific for the analyte, and the other is horseradish peroxidase, which amplifies the luminescent signal from the immunoreaction and the associated enzymatic reaction exponentially. This innovation significantly increases the analytical sensitivity of the CLA method, enhancing its diagnostic capabilities [93, 94]. 

In conclusion, the evolution of CLA technology is just beginning. Introducing new, more efficient analytical methods based on chemiluminescence principles is expected to continue, reducing costs and improving diagnostic accuracy. This transformation will align antibody diagnostics with established biochemistry and immunoassay methods, providing significant clinical benefits through enhanced diagnostic accuracy and expediency. The future of CLA holds great promise for advancing autoimmune diagnostics and other areas of medical research and clinical practice. 
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16.7   Conclusion

Chemiluminescent assays (CLA) have emerged as a pivotal technology in immunological and serological testing, offering remarkable sensitivity, specificity, and rapidity. These assays have revolutionized diagnostic capabilities across various applications, including infectious diseases, endocrine disorders, inflammatory responses, cellular activation, and drug evaluation. Despite some limitations, such as high initial costs and technical complexities, the continued innovation and development in CLA technology promise to address these challenges. Advances like flow-injection CLA, multiparametric tests, and ultrasensitive nanoparticle assays are set further to enhance diagnostics’ efficiency, flexibility, and accuracy. 

As CLA technology evolves, it is poised to deliver even greater clinical benefits, solidifying its status as the mainstream method in modern diagnostic testing. 
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17.1   Introduction

With the help of next-generation sequencing (NGS), hundreds of millions of deoxyribonucleic acid (DNA) sections can be instantly sequenced at once, offering extensive knowledge of the composition of the genome, mutations, gene activity patterns, and epigenetic variations. Due to the fact that DNA sequencing systems are so versatile, studies pertaining to rare genetic conditions, cancer genome studies, analysis of microbial communities, viral illnesses, and demographic genetics are currently being conducted. Furthermore, targeted therapeutics, personalized health strategies, and enhanced diagnostic techniques are among the innovations made conceivable by NGS technology [1]. NGS techniques have diversified into several generations, each distinguished by unique technological developments. Sanger sequencing has set the standard for first-generation DNA sequencing. Sanger’s technique was utilized extensively thereby enabling instantaneous sequencing of both ribonucleic acid (RNA) and DNA that transformed the area of molecular biology. Sanger’s technique employed capillary electrophoresis along with fluorescently marked dideoxynucleotides to accelerate the sequencing process, and this approach greatly boosted the speed and precision of the sequencing procedure. However, its cost-effectiveness and scalability were a challenge. 

Second-generation sequencing systems, such as Illumina, altered genome sequencing by lowering per-base sequencing expense drastically and boosting performance. Due to its precision, it is frequently employed in professional and research programs, contributing to its widespread acceptance. The capacity for parallel sequencing of DNA makes this technique unique from the conventional Sanger sequencing methods. Roche’s 454 sequencing approach, which uses pyrosequencing wherein the amino acid sequence is identified via determining the dissolution of a substance called pyrophosphate while nucleotides are incorporated into the DNA template is among the most prevalent second-generation sequencing tools that have developed. Ion Torrent sequencing is a different system that uses the detection of hydrogen ion discharge while creating DNA to ascertain the pattern of DNA. Reversing dye terminators serve as the foundation for the sequencing-by-synthesis technique adopted by the extensively used Illumina genome sequencing tool [1]. 

Third-generation DNA sequencing platforms, most particularly those from Oxford Nanopore 

Technologies (ONT) and Pacific Biosciences (PacBio), introduced the use of long-read sequencing features. Such platforms provide positive benefits in the investigation of convoluted genetic variations in structure and extended transcripts of RNA by enabling the genetic sequencing of longer portions of DNA. While precision was a problem for third-generation platforms early on, ongoing development has rendered them more valuable, particularly for tasks that demand deep genomic perspectives. The next-generation sequencing technologies from Illumina, especially the NovaSeq and HiSeq series, continue 242
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FIGURE 17.1  Evolution of next-generation sequencing (NGS) platforms. 

to be increasingly popular across current generations and are currently being implemented in both medical and genome-wide research. Illumina is widely recognized for their preciseness, affordability, and significant throughput potential, thus serving as an indispensable part of DNA sequencing initiatives [1]. 

NGS techniques organize libraries for the sequencing of DNA or RNA within a system free of cells and without the need for a bacterial replication process. Furthermore, NGS methods simultaneously and concurrently sequence thousands of sequencing processes [2]. In addition, these contemporary technologies have given rise to novel research interests among young scientists. While NGS’s potential is still unrealized, it is believed that it will soon overtake all other technologies as the go-to solution for medical research. The NGS platforms are summarized in Figure 17.1. 

17.2   Current Trends in NGS Technologies

Over the years, there have been significant advances in NGS procedures that have successfully changed scientific research. These advances have presented unique resources that have relevant clinical utility. 

Some of these applications are also relevant in the field of molecular biology and genomics. Subsequent sub-sections of this chapter describe various aspects of NGS. 

17.2.1   Single-Cell  Sequencing

A revolutionary development in NGS is single-cell DNA sequencing, which allows scientists to investigate the genomic structure at a previously unattainable degree of resolution of individual cell types. 

This revolutionary technology sheds light on the biological processes underlying diseases, growth and development, and variation in cells. Several NGS-based approaches in the fields of transcriptomics, epigenomics, epigenetics, and genome sequencing are concentrating on characterizing specific cell types. By using single-cell analyses instead of mass population assessments, conventional characterization procedures will make it possible for investigators to make novel and possibly unforeseen biological advances. 

For instance, single-cell RNA sequencing (scRNA-seq) can trace the developmental trajectories of various cell generations as well as illustrate unusual intricate cell populations along with the regulatory associations between the genes. Growing evidence indicates the heterogeneity of gene activity. 

Although every cell in our body has a remarkably similar gene makeup, the transcriptome information within each cell only represents a small portion of the total gene transcription. This means that more than half the genes and their respective expression profiles are yet to be established which can open up opportunities for disease treatments. However, most transcriptome assessment trials currently conducted base their findings on the idea that cells within a specific tissue are homogenous, which means that significant cell-to-cell variation happens to be overlooked in these research efforts. A better comprehension 
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of the composition of the transcript genome in each cell will prove crucial for recognizing unpredictable biological events, as it will clarify its function within cell processes and clarify how the expression of genes can encourage advantageous or detrimental states [3]. 

Crucially, evaluating the variations in gene regulation among individual cells may reveal uncommon communities that might be invisible to the naked eye when analyzing a collection of cells. Deconvolution of extremely varied antibody cell groups in both normal and infected states has been recently made accessible by significant advancements in readily accessible research methods and computational biology. A substantial amount of individual cells must be profiled in order to perform a thorough transcriptome assessment. Previous approaches have concentrated on only the 5′ or 3′ ends of the transcripts in order to minimize the consequent sequencing expenses. This method efficiently eliminates polymerase chain reaction (PCR) bias, enhancing precision by assigning every single read to a distinct cell. These techniques make use of biological measurement and show greater uniformity than hidden molecular estimation with read-based sequencing terms [3]. Some notable tools employed for single-cell NGS sequencing include:



1) Drop-seq: Drop-seq performs a highly parallel analysis of mRNA transcripts from droplets of individual cells. A microfluidic device is used in this single-cell sequencing technique to divide droplets containing lysis buffer, a single cell, and a microbead coated in barcoded primers. 



2) Smart-seq2: In this method, individual cells are lysed in a buffer containing free deoxyribo-nucleotide triphosphates (dNTPs) and oligo-deoxythymidine (dT)-tailed oligonucleotides with 

a universal 5′-anchor sequence. Its advantage includes improved coverage across transcripts 

and the level of mappable reads is high. 



3) Single-cell ATAC-Seq (scATAC-Seq): Using microfluidics and molecular barcoding, scATAC-

Seq is a technique that examines chromatin accessibility in individual nuclei derived from a single sample. Its applications include cell cluster and classification, and trajectory inference. 



4) Mission Bio Tapestri platform: It is a single-cell sequencing solution which can be seamlessly integrated into an already established NGS workflow. Data on both genotype and phenotype 

from the same cell can be obtained. At the single-cell level, it can identify copy number variations (CNVs), single nucleotide variants (SNVs), and cell-surface proteins. 

5) 10× Genomics Chromium System: The device breaks individual cells into tiny water droplets known as gel beads in emulsion (GEMs) using microfluidics. A single cell is included in each droplet, and each cell’s RNA molecules are labeled with barcodes and ready for sequencing [4]. 

Some applications of single-cell sequencing include the assessment of cellular diversity, growth processes, disease progress, and nervous system structure. 

 17.2.1.1   Cellular  Diversity

The intrinsic differences among single cells are hidden within the measured representation of cellular communities that conventional mass sequencing offers. Single-cell sequencing reveals formerly undiscovered details by enabling scientists to analyze and comprehend the genetic variations between tissues in a group of cells [3]. By focusing on a single cell to reveal the minute differences that add further to the greater complexity of cellular communities, this method acts as a potent microscope. Through the use of single-cell DNA sequencing, researchers can uncover details about variations in genes that were previously unknown. The method makes it possible to carefully examine and understand minute genomic variations among cells, revealing the complex genetic dynamics underlying cellular diversity. 

This process gives improved resolution which makes it easier to distinguish between different cell types and reveals the intricate pattern of variability in cells. Single-cell sequencing is especially important in areas like cancer studies, where identifying uncommon cell populations and comprehending their unique genetic characteristics can provide important information about tumor diversity, the course of 
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the disease, and possible targets for therapy. Furthermore, single-cell sequencing enables researchers to investigate tissues at a finer scale, revealing genomic specifics that are crucial to the functions of biological structures and organs. Through analysis of the gene makeup of every single cell within connective tissues, researchers can identify minute differences that could have significant effects on growth, activity, and response of organs to outside stimuli [5, 6]. 

 17.2.1.2   Growth  Processes

Single-cell gene sequencing, which captures shifting patterns of transcription and networks of regulation at the single-cell level, is essential for understanding the steps in development. Connective tissue distinctions during embryogenesis and the growth of organs can be assessed with single-cell gene sequencing 

[3]. Again, single-cell sequencing plays a critical role in comprehending growth activities, and this is especially true for important biological events like bodily growth, tissue differentiation, and the development of embryos. Developing a better understanding of embryogenesis has been made possible partly by single-cell DNA sequencing. Researchers can follow the successive activation of DNA, detect cell and tissue generations, and understand the complex movements of cellular processes that conclude in the creation of a fully grown human being by closely examining the genetic patterns of each cell. This complete knowledge of embryogenesis is a background for future research into inherited diseases. 

Scientists can examine the distinct genetic composition that cells possess in developing organs using single-cell gene sequencing, which offers new perspectives on tissue evolution, cell division, and the formation of functional frameworks. This information adds to the knowledge of organ functioning in both disease and health, as well as a basis for the discovery of the genetic signals governing the organogenesis process. The understanding of growth mechanisms provided by single-cell sequencing has implications for potential uses in regenerative medicine and illness. Such knowledge improves our fundamental grasp of biology and also creates opportunities for novel medical treatments and individualized strategies [7]. 

 17.2.1.3   Disease  Evaluation

Single-cell sequencing offers a great degree of detail for determining uncommon types of cells, monitoring cloned development, and revealing genetic variation within tumor microenvironment in disorders such as carcinoma. Often during these instances, variability within cells serves an integral part in the development of tumors and resistance to drugs [3]. Single-cell sequencing has proven to give the best results when identifying unusual and rare forms of cells in an infected tissue. Rare populations of cells that are frequently disregarded in large quantities of sequencing could contain essential data about disease subtypes, the possibility of metastasis, and the efficacy of pharmacotherapy. Single-cell sequencing makes it possible to track the growth of clones, providing insight into how particular cell populations change over time, proliferate, or develop resistance to therapy. Implementing tailored treatments that adjust to the disease’s changing genetic surroundings will require the use of this technology. 

This involves working out immune system cell subtypes, comprehending the relationships between various cell populations, and identifying molecular structures that support cancer development and immunity evasion [8]. 

 17.2.1.4   Neurology

Due to the intricacy of the nervous system, every single neuron and glial cell must be thoroughly understood. Single-cell sequencing is useful for connecting brain regions, elucidating the molecular underpinnings of neurological diseases, and revealing the variation within neuronal activity and its subtypes. Beyond its current uses, single-cell sequencing contributes to a better understanding of disease. 

Precision medicine methods have been rendered viable by the thorough understanding of cellular diversity. Customizing therapy according to the unique genetic composition of each cell has the potential to 
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increase the effectiveness of treatment, reduce undesirable adverse effects, and boost clinical outcomes. 

This method is especially useful in estimating how genes are linked to specific diseases and locating possible treatment targets. One characteristic of the nervous system is variability found within neurological communities. Single-cell DNA sequencing reveals neuronal function and variants which in turn exhibit wide shifts leading to mental disorders. Scientists can classify distinct types of neurons via particular functions by recording individual gene transcription identities of each neuron. In some brain disorders, single-cell sequencing offers a more accurate approach in identifying precise cell types that are affected by a particular disease. It is anticipated that increased throughput, enhanced sensitivity, as well as the incorporation of multiomics techniques will augment our knowledge of the intricate functioning of the nervous system [9, 10]. 

17.2.2   High-Throughput Screening Techniques

Illumina NovaSeq and HiSeq series are two notable examples of high-throughput NGS systems, which mark a substantial growth in sequencing innovations. By significantly accelerating the rate and effectiveness of genome sequencing, these technologies have altered genome analysis and have had an enormous effect on several other areas of science. High-throughput processing is important since it enables the rapid creation of large quantities of sequencing information. High-throughput systems can handle several samples in a single run. This can be especially important during large-scale research or population-scale investigations that require comprehensive genome-wide assessment. 

Illumina NovaSeq offers adaptability in relation to results and is built for scalability. Its various flow cell arrangements allow researchers to select the right magnitude for the requirements of particular projects. This is especially helpful for research on populations (large genome sequencing numbers) as well as other endeavors that call for comprehensive genome-wide coverage. The system’s economical design strikes a compromise between the high costs of sequencing along with information output. This has opened it up to an extensive selection of investigations and educational facilities. NovaSeq is used in medical studies for tasks that need a thorough grasp of genome-wide analysis, such as finding variants linked to disease and researching the underlying genetics of disorders [11 –13]. 

The combination of high throughput and adaptability is provided by the HiSeq series. It is appropriate for a number of investigations since it is capable of handling applications such as targeted sequencing, exome sequencing, and whole-genome sequencing. Large-scale population genome sequencing projects are the focus of the HiSeq X Ten. It additionally makes it possible to sequence many genomes of individuals at once, which aids in the attempt to comprehend genetic diversity. The HiSeq series is used to find mutations in genes linked to a number of diseases, which helps with patient diagnosis and tailored treatment. The HiSeq series is used by universities and other research organizations, including large-scale genome sequencing and fundamental molecular genetic studies. HiSeq series delivers adaptability for particular sequencing requirements, whereas NovaSeq’s flexible flow cells as well as flexibility make it appropriate for larger projects. Due to its scalability, NovaSeq focuses on profitability and can be used for a number of project sizes. The decision between HiSeq and NovaSeq is influenced by several variables, including the size of the project, the required DNA sequencing, and financial constraints [14, 15]. 

Due to high-throughput sequencing’s productivity in lowering cost per base, large amounts of genomic information can be accessed. Also, because sequencing is now affordable, academics and organizations can carry out goal-oriented experiments. With the emergence of novel instruments like droplet microfluidics, fluid-controlling structures, fluorescence-activated cell sorting (FACS), and community harvesters, the field of high-throughput screening has expanded significantly. Computerization of high-throughput screening avoids contamination and error by humans; lesser amounts of sample are needed for estimation; tiny portions in milliliters (in microplates) or as little as nanoliters (in drops) must be collected for measurement. Furthermore, labor expenses have been substantially decreased with the adoption of programmed operational systems deploying microplates as well as FACS which yields greater sensitivity and accuracy. New assay techniques have also led to quick and precise examination 
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via detecting deviations associated with a desired metabolite. Both at the cellular and atomic levels, high-throughput screening is firmly established. It blends huge-scale statistical analysis via automated or micro-quantitative testing. Nowadays, high-throughput screening is employed throughout both basic and industrial microbiology, as well as research into biotechnology [16]. Some common clinical utility of high-throughput screening include research into whole genome, and cancer treatment alongside other branches of medicine. 

 17.2.2.1   Whole-Genome  Sequencing

Whole-genome sequencing is especially appropriate for high-throughput channels, which allows for a complete analysis of whole biological composition. This has made it easy to find scarce modifications and alterations linked to certain diseases and to investigate the genomes across populations. Gene-coding or control area mutations can result in similar symptoms, providing the physician with potential answers for a particular ailment. NGS offers medical professionals a quick, economical, and comprehensive method for identifying the etiology of diseases. While it is feasible to sequence the human genome, scientists and medical professionals are usually interested in the areas (exome) that code for proteins. Since the exome only makes up slightly over 1% of the genome, sequencing it will be far less expensive than sequencing the full genome and will yield genome sequence information in the protein-coding zones. In the last few years, genome sequencing has grown and is commonly used throughout gene identification studies. 

Several investigations into genetic discovery led to an understanding of genomes associated with hereditary skin diseases. When the precise inherited cause of a transmissible appearance is unknown, exome sequencing can help identify gene mutations [17]. 

 17.2.2.2   Medical  Applications

High-throughput sequencing is becoming increasingly valuable in hospitals and clinics due to its rapid turnaround duration and affordability. It is employed in cancer treatment alongside other branches of medicine to guide individualized choices regarding therapy and to detect mutations in genes linked to a number of diseases. One of Illumina’s flagship systems, NovaSeq, is renowned for its adaptability and flexibility. It is appropriate in a number of applications, including transcriptomics initiatives and whole-genome sequencing, due to its ability to produce enormous volumes of data for each run. Clinical genetic factors experienced a radical change as a result of high-throughput DNA sequencing, which has improved understanding of and capacity to address uncommon diseases in humans. Numerous cases exist where individuals have gained insight through a comprehensive, objective analysis of their genome. 

Prior to submitting reports, medical information of a patient must be verified. This is a significant burden on a genome-wide stage that can be occasionally mitigated by ranking calls according to call quality and/

or pathogenicity. For Mendelian disorders, NGS whole-exome sequencing (WES) provides an evaluation rate of 25%, while whole-genome sequencing (WGS) encounters a marginally higher detection result (27%) for genetic conditions affecting children and adults [18]. 

Targeted NGS genetic sections, as opposed to WES and WGS, concentrate on portions of genetics, varying in number compared to multiple to thousands, contingent upon the nature of the individual diseases. NGS components have different diagnostic yields; the gestational skeletal abnormalities group has an expected diagnostic yield of 53%, whereas the acquired glycosylation illness group includes an estimated medical yield of about 14.8%. Targeted NGS genetic panels have the capacity to optimize coverage, sensitivity, and precision for genes of concern. Thus, compared to exome sequencing or genome sequencing, targeted NGS frequently yields greater evaluation. Nonetheless, a targeted NGS gene group may have an inferior diagnostic level in cases of high diagnostic unpredictability. Clinical studies come in two varieties: umbrella tests and bucket trials (sometimes referred to as basket tests). A single clinical trial can encompass multiple treatment approaches. Individuals with particular structural tumors are enrolled in an umbrella trial, and a therapy arm is assigned based on the genetic variants found within the cancer. Patients with various cancers who have a common genetic defect will participate in a basket trial to evaluate an experimental drug against the shared genetic mutation. NGS is performed on hundreds of 
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thousands of malignant tumor specimens from individuals to find mutations that might react to particular therapies. Adaptive Biotechnology (Seattle, WA, USA) created the ClonoSEQ exam, an NGS-based test for people with multiple myeloma as well as B-cell leukemia with acute lymphoblastic leukemia, to measure and track minimal residual disease (MRD) [18]. 

17.2.3   NGS and MultiOmics

The breakthrough of NGS has not just quickened the rate of research in genomics but also has had a significant impact on the incorporation of information from multiple fields, including transcriptomics, metabolomics, and proteomics [19 –21]. The advantages that NGS offers for scientists and how it impacts multiomics data are shown in Figure 17.2 and Table 17.1. 

NGS-enabled multiomics analysis of data has significant consequences for personalized medicine. 

Investigators can find molecular fingerprints linked to diseases, forecast patient results, and customize treatments based on individual differences using genomics, transcriptomics, and various other omics data. This tailored strategy reduces side effects while increasing the effectiveness of therapeutic interventions. 

NGS-driven multiomics research advances the discipline of system biology by providing a thorough comprehension of the complex nature of biological networks. Researchers can understand complex biological processes, interpret regulatory associations, and determine important mechanisms of signaling via the combination of genetic information with transcriptomics, epigenomics, and other fields. 

Robust identification of biomarkers is facilitated by the application of multiomics data via NGS. 

Scientists can find novel biomarkers for disease identification, forecasting, and adverse drug reactions by establishing correlations between genetic variants, transcription trends, epigenetic alterations, and medical outcomes. This will have important ramifications for early disease assessment as well as monitoring. 

The combination of multiomics data results in huge databases that call for sophisticated computing power and statistical analysis. The analysis of these intricate datasets necessitates the use of advanced machine learning techniques, online computing infrastructure, and advanced algorithms, highlighting the significance of mathematical developments in maximizing NGS-driven multiomics studies. 

Each omics layer reveals key molecular findings, and their collective integration provides a comprehensive understanding of the intricate landscape of cancer biology. For instance, genomics identifies driver mutations, transcriptomics unveils dynamic gene expression patterns, and epigenomics highlights regulatory modifications. The “integrated insights” section synthesizes these multiomics findings, illustrating how a subset of cancer patients may exhibit specific genomic mutations, altered gene expression profiles, and distinct epigenetic signatures. This integrated approach offers a personalized view of cancer subtypes, fostering implications for prognosis and the development of targeted therapeutic strategies [28 

–30]. 

FIGURE 17.2  Advantages of NGS in MultiOmics Data
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TABLE 17.1

Integration of genomics, transcriptomics, and epigenomics data in the context of cancer research Omics layer

Key findings

Relevance to cancer research

Epigenomics

Hypermethylation of tumor suppressor gene 

Exploring epigenetic modifications 

promoters and altered histone modifications

influencing gene silencing and activation 

in cancer cells [22 –24]

Genomics

Identification of key driver mutations in 

Understanding the genetic basis of cancer 

oncogenes and tumor suppressor genes

initiation and progression [25]

Transcriptomics

Elevated expression of specific oncogenes and 

Uncovering the dynamic gene expression 

dysregulation of tumor suppressor genes

patterns contributing to tumor 

phenotypes [26, 27]

Integrated insights

Identification of a subset of patients with 

Providing a personalized view of cancer 

specific genomic mutations, altered gene 

subtypes with potential implications for 

expression profiles, and distinct epigenetic 

prognosis and targeted therapies [28]

signatures

17.2.4   Long-Read Sequencing Technologies

Long-read sequencing (LRS) technologies, often known as third-generation sequencing technologies, have the ability to produce sequences larger than 10 kb straight from native DNA, in contrast to short-read sequencing methods which can produce reads of up to 600 bases. Although short-read sequencing is precise and cost-efficient, sequencing natural nucleic acid polymers which span eight orders of magnitude pose challenges in reconstructing and counting the original molecules. Long reads improve the detection of structural variants, transcript isoform recognition, mapping certainty, and de novo assembly. 

Moreover, base modifications in both DNA and RNA are preserved while amplification bias is removed using long-read sequencing [31]. 

Two primary long-read sequencing techniques, single-molecule real-time (SMRT) sequencing by 

Pacific Biosciences (PacBio), and nanopore sequencing by Oxford Nanopore Technologies Inc. (ONT) are common examples. 

 17.2.4.1   Single-Molecule Real-Time Sequencing

In this sequencing approach, DNA to be sequenced is a single-stranded circular template known as the SMRTbell template formed by ligating adaptors to the double-stranded DNA. Zero-mode waveguides (ZMW), tiny pores found in “SMRT Cell” chips, are used for sequencing. Each ZMW contains an 

individual immobilized DNA polymerase molecule that allows the sequencing of a single SMRTbell template. Fluorescent-labeled dNTPs are incorporated into the nascent strand by the polymerase as it processes the SMRTbell template during the sequencing step. The fluorophore is excited by a laser following each incorporation and the emission is captured on camera. The next dNTP is then integrated once the fluorophore has been separated from the nucleotide. The identity and sequence of every base in the template are revealed by repeating this procedure thousands of times [32, 33]. 

 17.2.4.2   Nanopore Sequencing – Oxford Nanopore Technologies Inc. 

Rather than circular DNA, the ONT long-read sequencing technique utilizes linear DNA molecules. 

Nanopore sequencing operates on the fundamental concept of transporting a single DNA strand through a membrane-embedded nanopore. Throughout the procedure, this nanopore, equipped with an attached enzyme, serves as a biosensor. The enzyme associated with the nanopore, which may be a polymerase or helicase, is firmly attached to the polynucleotide, regulating its movement through the pore. Real-time determination of the bases flowing through the pore is achieved by measuring and amplifying changes in the electrical signal across the membrane. ONT single-molecule readings are often longer than 10 kb, but some reads can be ultra-long, exceeding SMRT with lengths of more than 1 Mb [32, 33]. 
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 17.2.4.3   Application of Long-Read Sequencing

LRS has the ability to develop into a technology that is utilized to capture important genomic components that are challenging for traditional methods, in addition to producing high-quality genome assemblies (i.e., the platinum human reference genome). New research suggests that LRS technology may be crucial in identifying novel mutations in human disorders [32]. 

One of the notable areas where LRS technologies have already produced noteworthy outcomes and proven a great deal of clinical promise is cancer genomics. By employing long reads, numerous novel structural variants (SVs) can be found that would otherwise go undetected, such as in genes where other known variations were found to significantly raise the risk of cancer [34]. In one study, SVs in pancreatic cancer cell lines’ CDKN2A and SMAD4 tumor suppressor genes were analyzed using MinION LRS 

[35]. The study identified loss-of-function variations in these tumor suppressor genes, represented by deletions, inversions, translocations, and combinations of inversions, from reads longer than 500 bp. 

Multilayer analysis of the epigenome and transcriptome is another application of LRS that has demonstrated considerable potential. Since LRS allows for complete coverage of transcript sequences, transcriptomics has profited from its use. Also, full-length complementary DNAs (cDNAs) may be sequenced to identify the structures of transcript isoforms. 

In the realm of transplantation, long-read sequencing has shown to be an invaluable tool, especially when it comes to comprehending the intricate interactions between the immune systems of the donor and recipient. Human leukocyte antigen (HLA) typing has become extremely extensive and precise because of the development of PacBio and ONT LRS. LRS has been used to examine the variability of HLA in a cohort of transplant recipients, highlighting the significance of donor-recipient matching and its effect on outcomes following transplantation. Furthermore, the identification of the underlying causes of graft-versus-host disease (GVHD) has been greatly aided by LRS. An adverse effect of transplantation is called GVHD, in which the recipient’s tissues are attacked by the donor’s immune system. 

According to the current research, LRS technology may be crucial in identifying mutations in human diseases that have an unidentified underlying genetic origin. Researchers at Stanford Medical School demonstrated the first LRS of the whole genome in the clinical setting in 2017. They utilized this technology to determine the genetic cause of the uncommon genetic condition known as Carney complex, which is related to multiple endocrine neoplasia syndromes. A 2.2-kb deletion in the PRKAR1 gene was shown to be the causative mutation. SMRT is also being employed to resolve SVs linked to Mendelian diseases. The identification of genetic disorders such as that affecting color vision is another exciting emerging application. The OPN1LW/OPN1MW gene cluster is associated with mild to severe issues affecting color vision. 

LRS is finding significant use in the treatment of infectious diseases. LRS via ONT platforms can diagnose infectious pathogens in situ and can yield results in a matter of hours. It is a desirable alternative for supporting a possible quick response for the control and identification of disease causes and transfers. 

As a result, real-time genomic monitoring of pathogens has emerged as a novel tool to support challenging epidemiological inquiries and offer an environmental framework for newly developing infectious diseases. By using genetic information to investigate transmission networks, this may enhance the effectiveness of resource allocation and the efficiency of epidemiological studies. 

17.2.5   Short-Read Sequencing Technologies

Second-generation sequencing, often known as short-read NGS, is the next development in sequencing technology following conventional first-generation Sanger sequencing. Massive sequencing of small (250–800 bp), clonally amplified DNA molecules sequenced in parallel is a frequent characteristic of short-read technology [36]. 

Clonal amplification and sequencing are the two consecutive components of short-read sequencing. 

Solid-phase amplification of DNA fragments is used in clonal amplification to provide potent, perceptible signals for sequencing. Single DNA fragments can anchor to flow cell surfaces (Illumina) or beads 
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(Thermofisher Ion Torrent) as the solid phase. Emulsion PCR (Ion Torrent) or “bridging” PCR (Illumina), depending on the sequencing platform, is employed for amplifying the attached DNA fragments into a million spatially dispersed template fragments. Both Illumina and Ion Torrent platforms work on the 

“sequencing-by-synthesis (SBS)” approach, which includes nucleotide incorporation on the extended DNA chain in a DNA polymerase-dependent manner [37]. 

 17.2.5.1   Illumina

Illumina’s NGS technology utilizes SBS coupled with a fluorescent-labeled reversible terminator method. 

With a fluorescent-labeled reversible terminator, Lumina’s NGS approach builds upon SBS. Clonal amplification (cluster production) of DNA libraries is done before sequencing using “bridge amplification” PCR, which is done on the sequencing flow cell and managed by the sequencing instrument. For every sequencing cycle, a single fluorescently tagged reversible terminator-bound dNTP is inserted into the nucleic acid chain, and the resultant fluorescent signal is visualized. To allow the addition of the subsequently tagged dNTP, the terminator and fluorescent dye are detached from the integrated dNTP. With an error rate of 0.1%, Illumina reversible terminator technology combined with paired-end sequencing makes it the most precise base-by-base sequencing method available [36 –38]

 17.2.5.2   Ion  Torrent

Ion Torrent stands out as the first method to develop semiconductor sequencing without the need for optical sensing. With reads ranging from 200 to 600 bp, this technique offers quick sequencing run durations between 2.5 and 4 hours. On the Ion Torrent platform, clonal amplification is accomplished by emulsion PCR, a bead-based technique using ion sphere particles in a micro-well. This procedure involves ligating adapter sequences to DNA fragments, which are trapped in a droplet of water-in-oil emulsion (micelle) along with a bead that has been covered in complementary adapters, primers, DNA polymerase, and dNTPs. Microwells are used to load micellas onto a semiconductor chip, which is then flooded with unmodified nucleotides in order of sequencing [36 –38]. 

 17.2.5.3   Application of Short-Read Sequencing

Across the entire genome, short-read genomic sequencing provides a less biased sampling strategy. This platform makes it easier to analyze both coding and noncoding variants and enables the identification of a broad range of variations that are clinically important. This enhances the detection of SVs like CNVs, copy-neutral events like inversions, and short tandem repeats (STRs), and permits the detection of coding variants in areas that are not sufficiently addressed by exome sequencing [39]. 

Due to the lack of information on SV population frequencies and a predicted phenotype from novel SVs that affect several genes, determining the potential for pathogenicity of SVs is difficult. Therefore, the present additional utility of short-read sequencing is tempered by different analytical and reporting techniques by clinical labs, despite the ability to capture a wider spectrum of pathogenic variance [39]. 

The characteristics of the cohort chosen, the quality of previous sequencing, the distinctive features of the phenotype under study, or the analytical methods employed to identify variations are some of the variables that can affect increasing diagnostic yields for short-read genome sequencing, which can differ among studies. Numerous studies have shown that short-read genome sequencing can result in an increase in diagnostic yield (from 5% to 20%) when performed after non-diagnostic ES [39]. For instance, pathogenic variants, involving a noncoding SNV and SVs, were successfully detected by short-read genome sequencing in a cohort of patients with Alagille syndrome that were previously undiagnosed by ES [40]. Diagnostic utility is expected to increase with the use of extensive variant calling pipelines by clinical labs along with larger variant databases, particularly with noncoding variation [39]. 
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17.3   Whole-Genome  Sequencing

Whole-genome sequencing has made it possible to analyze the entire genome. It has become an appealing approach for many reasons owing to extraordinary technological advancements and DNA sequencing cost reductions. While it is often associated with sequencing human genomes, its versatile and scalable nature makes it relevant for sequencing other species, such as agriculturally significant livestock, plants, or disease-associated microbes [41]. There are two types of whole-genome sequencing: de novo WGS 

and whole-genome resequencing (WGR). 

17.3.1   De Novo Whole-Genome Sequencing

De novo WGS is the process of sequencing and assembling the complete genome of an organism for the first time. In order to prepare libraries, fragmentation of high-quality genomic DNA is performed which includes adding the sequencing adaptors to the fragments of DNA. In an effort to maximize genome coverage, high-throughput sequencing produces paired-end short reads (about 100 bp) from libraries with different insert sizes. A consensus sequence, which corresponds to a series of continuous scaffolds divided by gaps, is the end result of genome assembly [42]. 

17.3.2   Whole-Genome  Resequencing

Whole-genome resequencing involves the comparison of variable sites among the genomes of individuals or populations. For accurate read mapping, this process necessitates the availability of the species genome sequence. To prepare a library, an individual’s high-quality genomic DNA is fragmented with an insert size of around 350–500 bp. Using high-throughput sequencing, paired-end short reads (~100 

bp) are extracted from the DNA library. Based on sequence similarity, short reads are mapped onto the reference genome of the species. The final outcome is a file containing the individual’s variable sites [42]. 

17.3.3   Application of WGS

WGS can be used to establish the path of disease transmission within a population and provide information on the potential source. It also makes it easier to quickly and accurately identify the pathogen’s virulence components during outbreak analysis. It was impossible to identify the “unique signature” of a deliberately engineered organism until WGS was used in forensics and bioterrorism. For instance, the microbiological characterization of the strains was performed by using WGS during the Amerithrax investigation into the 2001 shipment of anthrax spores. The  Bacillus anthracis organisms employed in the attack were identified as the laboratory Ames strain after the relevant reference databases were com-piled, and the material was further classified as a  Bacillus anthracis Ames ancestor strain [43]. 

One of the main tenets of infection control, epidemiological surveillance of bacterial pathogens, has been made possible by the widespread use of WGS as a substitute for conventional bacterial typing. 

Mapping the epidemiology of multidrug-resistant diseases is essential in the era of rising antimicrobial resistance because it helps guide antibiotic prescribing practices and public health interventions. WGS 

not only enables the monitoring of resistant organisms but also the tracking of particular resistance mechanisms, such as motifs on mobile genetic components like plasmids and the clarification of gene transfer pathways. Several studies have documented the utilization of WGS to assist in hospital infection control protocols when pathogen transmission is suspected. Using WGS, researchers from the US 

National Institutes of Health (NIH) tracked a possible outbreak of carbapenem-resistant  Klebsiella pneumoniae in 2012 and found that three separate transmission episodes were attributed to a single patient 

[44]. 

Largely through metagenomic investigations, WGS has been shown to be a helpful tool as a culture-independent technique of bacterial identification. Metagenomics is a technique that has yet to be utilized in regular diagnostics, but it entails sequencing the entire DNA in a clinical sample and then using bioinformatics analysis to separate the DNA of humans and non-pathogenic organisms in order to determine 

 Next-Generation  Sequencing   

253

the causative source. Compared to high-diversity samples like feces, metagenomic investigations conducted on low-diversity sterile site samples are expected to offer higher yield due to the vast depth of sequencing necessary for species identification. For this application of WGS, high-quality samples with adequate genomic nucleic acid concentrations such as tissue or fluid aspirates are essential. The identification of new pathogens is another possible use for metagenomics, aside from the human microbiome studies [44]. 

17.4   Challenges with NGS

Although NGS has made tremendous strides, investigators still face several obstacles that affect the effectiveness and understanding of genomic information. It is important to overcome certain major obstacles that current research organizations face. While increasingly more testing facilities can conduct scRNA-seq experiments, there are still few computational and mathematical pipelines available for unprocessed records. Software applications like 10× Genomics and Fluidigm are offered by certain business entities, but the field is still young, and very few valuable resources have been created [3]. Rapid information processing, continuous transmission of data, and complex bioinformatics can be expensive. 

Laboratories have to account for the purchase of equipment and local or cloud-based storage, as well as for a significant rise in analysis of data or storage demands. Validating the whole NGS procedure from the extraction of DNA to carrying out analysis is essential. The sensitivity, precision, and consistency must be determined for NGS HLA typing, just like for any other medical lab test. It is important to make sure there are enough samples in the confirmation testing, at least 50 samples for each locus [45]. When NGS and WGS are compared, NGS dominates overall concerning labor expenses, read duration, and error percentage, but WGS which relies on Sanger sequencing remains the industry standard in the context of these metrics. When using information collected by capillary or Illumina, unique NGS methods may generate a variety of inaccuracies including substitutes, Indel (insertion/deletion), AT bias, and GC 

modifications [46]. 

Present-day NGS platforms produce a staggering amount of sequence information, including possibly as many as hundreds of millions of small reads (∼50–150 bp) per process, owing to the severe decline in the sequencing duration and expenses. This presents significant computational biology problems such as NGS information storage, quality assurance, consistency, construction, and annotation. Currently, NGS 

platforms produce a staggering amount of sequence information, including possibly as many as hundreds of millions of small reads (∼50–150 bp) per process, owing to the severe decline in the sequencing duration and expenses. This presents significant computational biology problems regarding NGS information storage, quality assurance, consistency, construction, and annotation [47]. 

While sequencing technologies are being developed, they are evolving rapidly and have a relatively brief period of generation. Correction efforts are ongoing, and third-generation DNA sequencing tools featuring actual-time single-molecule sequencing have become accessible. It appears that the fundamental disadvantage of third-generation sequencing platforms’ narrow read size along with a high degree of error will soon become the past. While each of the various NGS innovations has benefits and drawbacks of its own, they are all characterized by affordable costs and massive data creation. Pyrosequencing established the primary causality; all the second-generation techniques will eventually be displaced by the rapidly improving current third-generation technological innovations. But when it comes to sequencing technologies, researchers in the biological sciences have a multitude of options [46]. 

Confidentiality, security of information, and moral challenges become more pressing as genome information grows and is more widely available. Teams conducting research must maneuver through intricate ethical and legal structures to guarantee the conscientious and safe management of genetic data. 

In numerous investigations, deriving significant insights from intricate genome data continues to be a challenge. It is still difficult to decipher the practical importance of discovered variants, particularly in noncoding sections of the human genome. Connecting genomic information to phenotypic results requires a full grasp of the physiological consequences of detected alterations or variations. Even though NGS has made great strides in multiomics research, information integration issues still exist. Accurate connection of diverse omics data necessitates the use of advanced bioinformatics resources due to their 
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specific features and evidence of change. Creating reliable computer programs and unified techniques are continuing obstacles to maximizing the use of multiomics data. 

Bioinformatics methods for data analysis have traditionally been verified for short-read sequencing data; thus, they must be modified for long reads. Furthermore, the cost of using LRS to analyze whole genomes is currently relatively high. Future applications will mostly depend on how much all NGS 

technologies cost, as well as how quickly short reads (i.e., the ∼USD 100 genome) can be produced for even lower costs [26]. Since LRS throughput is extremely sensitive to molecular damage, high-quality, unnicked high molecular weight DNA is necessary for library preparation. To prepare libraries, it is crucial to accurately determine the size of high-molecular-weight DNA. This is because sequencing smaller, rapidly diffusing molecules using LRS technology might result in unequal read lengths because of loading biases. Furthermore, it is evident that proper diploid assembly and the detection of rare pathogenic variants depend on improvements in the read accuracy of specific LRS techniques. [48] The majority of the restrictions related to short-read sequencing are associated with the length of the produced reads. 

Reads may not be able to be mapped to the exact location in the reference genome because of their short length. In cases where reads cannot be aligned to the reference genome, they might be excluded, resulting in a gap in the sequencing data. 

Gigabases of sequences are produced from a single run by the current short-read sequencing-by-synthesis and sequencing-by-ligation sequencing platforms like SoLiD, Ion Torrent, and Illumina. All of these platforms, however, have error rates that provide obstacles for the analysis of downstream bioinformatics. Substitution errors predominate on the Illumina and SoLiD platforms, while insertion/deletion errors predominate on the Ion Torrent platform [49, 50]. WGS data can yield extensive genomic information; however, this does not always translate to understanding transcription and gene expression. 

For instance, the occurrence of lukSF-PV does not always indicate the production of clinically severe infection with  Staphylococcus aureus [44]. The absence of validation and utility comparisons in clinical trials is a significant drawback for WGS in clinical laboratories. Clinical efforts have customized sequencing techniques and data analytics around specific diseases, despite the regular publication of proof-of-concept studies [44]. 

17.5   Conclusion

NGS is an important breakthrough in the rapidly changing field of genomics, providing a new level of understanding of the complexity of a genome. By examining the constantly changing field of NGS, this chapter discussed the current trends and challenges associated with this technology. We explored a number of NGS methods, each advancing the limits of our knowledge and providing distinct advantages. 

Single-cell sequencing is an excellent demonstration of precision, providing previously unattainable resolution in the analysis of genetic heterogeneity. With this approach, genetic diversity may be thoroughly analyzed at an unparalleled resolution, yielding incredibly precise insights into individual cells. 

Additionally, scalability proves to be a crucial aspect for high-throughput screening techniques which empower researchers to swiftly analyze the vast datasets, leading to the acceleration of scientific discoveries. While investigating the sequencing technologies, the dichotomy between long-read sequencing and short-read sequencing becomes apparent. Due to long-read sequencing analyzing longer read lengths, a more comprehensive view of the genome is possible. Even so, short-read sequencing continues to be dependable and effective. These technologies continue to be essential in a number of genomic applications due to their rapidity and affordability. Additionally, this chapter highlights the challenges faced by NGS, despite its impressive advancements. Robust and efficient computing tools are necessary for the analysis and interpretation of the massive volume of data gathered. To manage the constantly expanding amount of NGS data and maintain accessibility for clinical and research applications, effective and secure storage solutions are essential. The ethical issues of informed consent, data privacy, and potential discrimination based on genetic information must be carefully considered. As the unresolved challenges are addressed, NGS will surely continue to be essential in deciphering life’s complexities and influencing medical advancements. 
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18.1   Nanomedicine

Nanomedicine can be defined broadly as the application of nanostructured materials in the prevention, diagnosis, treatment, and evaluation or monitoring of diseases and disease progression [1]. Although the definition of nanomedicine may appear intuitive, different authorities have different definitions for the term [2]. The British Society for Nanomedicine adopts a simple definition of nanomedicine as the application of nanotechnologies in a healthcare setting [3], while other bodies use more detailed or integrative definitions. For example, The European Science Foundation (ESF) defines the field of nanomedicine as “the science and technology of diagnosing, treating, and preventing disease and traumatic injury, of relieving pain, and of preserving and improving human health, using molecular tools and molecular knowledge of the human body”. They describe the end goal of nanoscience as the achievement of medical benefits by applying engineered devices and nanostructures [4]. Another definition according to the National Institutes of Health (NIH) Roadmap for Medical Research describes nanomedicine as an offshoot of nanotechnology and that it is “highly specific medical intervention at the molecular level for curing disease or repairing damaged tissues, such as bone, muscle, or nerve” [5]. Although different organizations or authorities proffer different definitions for nanomedicine, they all acknowledge that it involves the application of nanomaterials in healthcare delivery. 

18.2   Nanomaterials and Nanomedicine

Nanomedicine involves using nanomaterials or nanoparticles in healthcare delivery to produce the desired diagnostic, preventive, or therapeutic outcomes [3 –5]. Nanomaterials are defined as “materials having at least one characteristic length scale in the range 1–100 nm, with at least one property being considerably different from that of the bulk counterpart as a result of the nanoscale dimensions” [6]. The application of nanomaterials in healthcare delivery is due to their possession of unique properties different from those of higher-size scale materials, and their higher surface area owing to their small size [7 

–9]. Nanomaterials form the mainstay of nanomedicine as they provide the platform for delivering the desired outcomes. Different types of nanomaterials have been employed in nanomedicine as therapeutic, diagnostic, or imaging/monitoring agents or delivery vehicles [9, 10]. These nanomaterials can be fabricated into nanostructures of varying length, shape, and surface characteristics to suit the desired purpose [9, 11]. The unique properties of nanostructure-based medicines (nanomedicines) aid in their use in the delivery of therapeutic agents. These include improved solubility and stability of loaded agents [12, 

13], reduction in administered dose and dosing frequency, improved toxicity profile [12], and improved 258
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pharmacokinetic profile [14]. They also provide the potential for functionalization with multiple ligands for enhanced transport and site-specific delivery [9]. Additionally, they offer the ability to incorporate and deliver comparatively large payload and for loading different classes of therapeutic and/or diagnostic agents into the same nanomedicine system, which can facilitate combination therapy [15]. These beneficial features of nanomedicines make them particularly useful in precision medicine as they can provide a platform for tailoring therapy to the patient’s specific medical needs [16]. 

18.3   Clinical Utility in Nanomedicines

Although the use of nanomedicines in healthcare delivery is still an emerging area compared to conventional methods, it has shown considerable promise [17]. This is because nanomedicine has the potential of replicating Paul Erlich’s magic bullet concept, that is, achieving optimum therapeutic outcomes by selectively producing toxic effects against disease-causing agents without harming humans [18,  19]. 

Therapeutics-loaded nanomedicines can be engineered to travel to and interact maximally with targets and release their payload exclusively at the desired site of action. These features can be achieved through surface functionalization with targeting ligands [20] and stimulus-responsive design, respectively [21]. 

Aside application of nanomedicines in the delivery of therapeutic molecules in disease treatment, they can also be used for the delivery of diagnostic materials [22] and for the co-delivery of both diagnostic and therapeutic molecules, simultaneously [23]. 

18.4   Nanomedicines in Targeted Delivery

One of the most important benefits of nanomedicines is their ability to achieve site-specific targeted drug delivery. This enables the nanomedicine to deliver its payload to the desired sites of action with minimal effect on other or surrounding areas [9, 17, 24]. Furthermore, the use of nanomedicines ensures maximum concentration of the loaded therapeutic agent at the site of action, thereby increasing efficacy and reducing off-target effects and toxicities [12, 24]. Targeted therapy using nanomedicines can be achieved by one of two strategies: passive targeting or active targeting (Figure 18.1). 

FIGURE 18.1  Strategies for targeted therapy at a tumor site using nanomedicines. 
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18.4.1   Passive Targeting of Nanomedicines

Passive targeting is the preferential accumulation of nanoparticles at sites of solid tumors [24, 25]. This is due to the enhanced permeability and retention (EPR) effect in solid tumors. This refers to the increased accumulation of the nanoparticles at the tumor site arising from rapid and “unorganized” angiogenesis which leads to defective (leaky) vasculature and poor lymphatic drainage [24 –26]. The EPR effect results in vasculature with gaps up to 1µm in size, which can then permit the accumulation of nanoparticles [25 

–27]. This provides an advantage over small-molecule agents which would not be retained in similar fashion but are more rapidly cleared from tumor sites [27]. Thus, passive targeting may provide an avenue for nanomedicines to deliver their payload to desired sites of action. Studies have demonstrated the application of passive targeting of nanomedicines for the efficient delivery of therapeutic agents to various tumor sites [28 –31]. The EPR effect is also a feature of atherosclerosis, a chronic inflammatory disease of arterial walls, arising from disproportionate lipid levels in circulation. Atherosclerosis is also characterized by greater permeability of the vasculature which may be exploited for delivery of therapeutic agents using nanomedicines [24, 32 –34]. 

Despite the seemingly obvious rationale for using passively targeted nanomedicines, this strategy does not always translate to the expected outcomes. This is due in part to the intra and inter-tumor heterogeneity, such as differences in the extent of disruption in the vasculature and perfusion and tumor micro and macro environment. A major limitation in the clinical translation of passively targeted nanomedicines is that preclinical animal tumor models do not possess the same features as human tumors. This makes it challenging to obtain the same level of success achieved in animal models in humans [25]. 

18.4.2   Active Targeting of Nanomedicines

Active targeting refers to the use of ligands (targeting ligands) to modify the surface of nanomedicines such that they can recognize specific disease targets. These may be used for targeting cell-surface proteins, receptors, cell features, or microenvironment changes that are disease-specific and absent in non-diseased cells or tissues. Targeting ligands may also be used to facilitate transport to the desired disease sites via endogenous transport systems [35, 36]. Actively targeted nanomedicines would still require the EPR effect to accumulate at disease sites, characterized by defective vasculature and lymphatic drainage. 

However, once present at the sites, cell recognition and uptake are facilitated by the targeting ligand [25, 

36]. This enhances the therapeutic efficacy of the nanomedicines and reduces non-specific interaction with surrounding areas [27, 36]. Targeting ligands for nanomedicines include peptides, proteins, antibodies, sugars, vitamins, and nucleic acids, among others [26, 27]. 

18.5   Therapeutic  Nanomedicines

The first therapeutic nanomedicine to be introduced into clinical practice was a stealth nanoliposome formulation of doxorubicin hydrochloride (Doxil®, Janssen) that received approval from the Food and Drug Administration (FDA) in 1995 [37 –39]. This was more than 30 years after the discovery of liposomes – in 1964 [40]. Since the approval of Doxil®, several other nanomedicines have been approved, with scores at various stages of clinical development [37 –39]. Most of these formulations have been developed for cancer therapy (more than 50%) and infections (about 14%), others have been developed for blood disorders, metabolic and endocrine diseases (about 9%), nervous system and mental disorders (about 5%), and cardiovascular diseases about (5%), among others. These formulations comprise different types of nanostructures such as liposomes and other lipid-based nanoparticles (33%), polymer-based nanoparticles (20%), antibody-drug conjugates (15%), nanocrystals (9%), and inorganic nanoparticles (3%). Other types include dendrimers, protein-based nanoparticles, viral vectors, and micelles [39]. 
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18.6   Diagnostic  Nanomedicines

Nanomedicines have applications as diagnostic agents (nanodiagnostics) to facilitate more sensitive and reliable detection and monitoring of disease progression and treatment efficacy [41]. Nanodiagnostics may be based on a number of nanomaterials and may be contrast agent-loaded or labeled nanomaterials or the nanomaterials themselves may serve as the diagnostic agents [42]. They are useful in facilitating the diagnosis of diseases such as cancers and atherosclerosis using magnetic resonance imaging (MRI) techniques to produce high-resolution images [22, 41, 43]. They can also be used for diagnosis of infectious diseases such as the coronavirus disease 2019 (COVID-19) [44, 45]. The concept of nanodiagnostics is not entirely new, as they have been used clinically for more than six decades [42]. Historic use of nanodiagnostics includes the use of colloidal sulfur radioisotopes such as Technetium-99m (99mTc) radiolabeled sulfur for planar scintigraphy and later for single-photon emission computed tomography (SPECT) imaging in the mid-1960s [46, 47]. Additionally, the use of gold nanoparticles for pregnancy tests since 1980 [47]. These nanoparticles are clinically used in present times. The former is used for lymphatic flow and identifying sentinel lymph nodes in tumors while the latter is used in influenza and COVID-19 rapid antigen tests [42]. 

Nanodiagnostics continue to have great potential in clinical application for early, highly sensitive and accurate disease diagnosis [48]. This is evidenced by the plethora of nanodiagnostics either already developed or at different stages of development for clinical applications [46, 49]. Due to the unique features associated with their nanoscale size, their application cuts across both anatomical and molecular imaging techniques [46, 49]. Nanodiagnostics provide certain benefits such as intense, stable, and reliable imaging signals and capabilities for site-specific targeting. Their benefits also include multimodal use (for different imaging techniques), multiplexing (detection of different molecular targets), and a high degree of interaction at the target site due to a large association constant arising from having multiple ligands per particle [49]. In addition, they are also amenable to being designed as theranostic agents, providing a platform for simultaneous use as diagnostic and therapeutic nanomedicines [41, 46,  49]. 

Ideal nanodiagnostics should be highly sensitive for early disease detection when only minimal changes have occurred. They should be highly specific, tunable for precision and personalized applications, and cost-effective [50]. 

Nanodiagnostics as with other nanomedicines has high potential for application in the setting of cancer and inflammatory diseases, which feature leaky vasculature and defective lymphatic drainage, thus benefiting from the EPR effect for facilitation of effective accumulation of nanoparticles [41, 49]. 

Although there have been many studies in the clinical development of potential nanodiagnostics, a relatively small number of these have been approved for clinical use [41, 46], and some have been discontinued or withdrawn [22]. This is not unconnected with the strict requirements for the pharmacokinetics of contrast agents such as rapid contrast enhancement and elimination after administration, which most preclinically used nanodiagnostics would not fulfill due to their slower accumulation and elimination patterns. Moreover, the toxicity and elimination patterns of many nanodiagnostics have not been clearly elucidated [41, 42, 50]. 

Various nanodiagnostics have been developed for clinical application. These can be carrier-facilitated agents such as radionuclides or contrast agent-loaded nanoparticles which require a carrier system such as organic nanoparticles (liposomes, dendrimers, micelles, or polymeric nanoparticles) for their delivery. Other types of nanodiagnostics such as inorganic nanoparticles serve as contrast agents due to their inherent molecular properties such as optical or magnetic. Examples include metallic and superparamagnetic nanoparticles [41, 46, 50]. 

18.6.1   Radionuclide  Nanodiagnostics

Colloidal radioisotopes comprising Technetium-99m (99mTc) radiolabeled sulfur were the first clinically applied nanodiagnostics. These were used for planar scintigraphy and subsequently for SPECT imaging [46, 47]. Radioisotope nanodiagnostics find application in SPECT or positron emission tomography (PET). These imaging techniques provide advantages such as high sensitivity and specificity, accurate 
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quantification, and greater tissue penetration over other techniques [11]. In current clinical practice, sulfur colloid 99mTc is the most frequently used colloidal radioisotope in the United States while albumin colloidal radioisotopes are favored in Europe because they produce higher labeling yield and smaller mean particle size [46, 49]. Stannous fluoride colloid radioisotopes (99mTc-SnF ) have also been used, 2

with others such as tin, rhenium, and polyvinylpyrrolidone carriers used to a much lesser extent [49]. 

Sulfur colloids have been used in the imaging algorithm for the staging of breast cancer and melanoma. 

However, they can also be used for other cancers such as prostate, cervical, and oral cavity cancers. They are used for the identification of sentinel lymph nodes and thus guide surgical interventions. For instance, subcutaneous injection (˂1 mL) of 99mTc-sulfur colloid nanoparticles near the breast tumor would help to identify affected lymph nodes to guide surgical removal. This would enable conservative rather than aggressive lymph node removals which can potentially lead to serious complications such as lymphoe-dema, which negatively impacts patients’ quality of life. 

Additionally, intravenous injection of colloids can be used for the evaluation of organs such as the liver, spleen, and bone marrow [46, 49, 51]. Stannous fluoride colloid radioisotopes can be applied in the assessment of infection and inflammation by using radiolabeled patients’ leukocytes. Once injected back into the patients, the radiolabelled leukocytes (still intact and functional) would migrate to infection or inflammation sites for immune or inflammatory response, thereby producing a signal that can be recorded by SPECT. In addition, 99mTc-SnF  can also be used for distinguishing between inflammatory 2

bowel disease and irritable bowel disease [49]. Furthermore, other radiolabeled nanoparticle systems such as liposomes, polymeric nanoparticles, dendrimers, metallic nanoparticles, and micelles have been developed for application as nanodiagnostics [11, 52, 53]. 

18.6.2   Carrier-Facilitated  Nanodiagnostics

MRI is recognized as one of the most clinically useful diagnostic imaging techniques because it is non-invasive, generates high-resolution images, and does not involve the use of ionizing radiation [22, 

54]. MRI techniques are used in applications such as cell tracking, investigation of perfusion, determining blood volume, capillary leakage, and for the detection of lymph node metastases [55, 56]. Contrast agents are used in MRI to enhance sensitivity and improve image resolution [22, 55]. These can be T  

1

(positive) contrast agents such as gadolinium-based agents, which produce brighter MRI by accelerating longitudinal relaxation of protons. Alternatively, they can be T  (negative) contrast agents which shorten 2

the protons’ transverse relaxation time and produce darker images [54, 57]. Gadolinium-based contrast agents are the most clinically used MRI contrast agents [54]. 

While these agents have proven very useful in enhancing image quality, they suffer from drawbacks such as short duration of vascular enhancement caused by short residence time in the intravascular space and rapid blood clearance. Hence the need for development of agents with longer residence time in the intravascular space without extravasation into the interstitium. This can be achieved with the use of macromolecules which would not readily traverse into the extracellular space due to their size [54, 55]. 

In addition to adequate retention in the intravascular space and a suitable pharmacokinetic profile, a contrast agent should show high relaxivity for optimum performance [55, 58, 59]. Thus, various nanoparticle formulations of contrast agents have been developed including dendrimers [55] polymeric nanoparticles 

[58], nanoassembled capsules [59], micelles [60], and liposomes [61]. An example of a clinically used carrier-facilitated nanodiagnostic agent is Gadomer-17, which is a dendritic gadolinium (Gd) chelate bearing 24 Gd ions [55]. 

18.6.3   Metallic  Nanodiagnostics

These are nanodiagnostics based on metal or metal oxides including nanoparticles of gold, silver, palla-dium, copper oxide, zinc oxide, and iron oxide, among others [62]. Advances in the development of various nanoparticles have produced nanodiagnostics, which play an important role in much-needed early disease diagnosis through molecular recognition of pathological markers in settings of various cancers and infections [62]. These nanoparticles can also be co-fabricated with other types of nanomaterials 

 Nanomedicine   

263

such as liposomes, proteins, polymers, or lipids to enhance molecular recognition, hence extending their diagnostic capabilities [63]. 

Gold nanoparticles have been used by many researchers as nanodiagnostics. This is due to the unique optical (localized surface plasmon resonance), electronic, and physicochemical properties of gold nanoparticles. They also exhibit tunability for shape and size, and ease of fabrication and functionalization [63 –65]. Gold nanoparticles are important in point-of-care diagnosis and have been used in pregnancy test strips since the 1980s [47, 66, 67]. They also have applications in other diagnostic platforms including dark field microscopy, MRI, computed tomography, SPECT, and fluorescence imaging [63]. 

The localized surface plasmon resonance feature of gold nanoparticles has been particularly useful in the development of simple colorimetric tests [63, 65]. The size-dependent color changes following controlled aggregation have been used in different applications such as pregnancy tests, and the detection of various analytes and genes of interest [65]. Gold nanoparticles have also been developed for application in early cancer diagnosis [64, 68] and important point-of-care diagnostics such as biosensors for rapid detection of infections including COVID-19 [69 –71]. Gold nanoparticles are recognized as one of those that hold the most promise in colorimetric analysis in terms of speed, simplicity, sensitivity, and cost-effectiveness [63]. They can also be combined with other materials [70] and surface functionalized using target-specific molecules for enhanced performance [63]. 

18.6.4   Superparamagnetic  Nanodiagnostics

Magnetic nanoparticles such as iron oxide nanoparticles: superparamagnetic iron oxide (SPION) have found clinical application in imaging techniques like MRI due to their distinctive superparamagnetic properties [22, 72, 73]. They provide a very promising nano-platform for various applications because they are easy to synthesize, biocompatible, and amenable to surface functionalization and multifunctionality [73]. The SPIONs usually comprise iron oxide in the form of magnetite (Fe O ) or maghemite 3

4

(γ-Fe O ) [73, 74]. SPIONs (20–150 nm diameter) are notable as T  contrast agents for MRI [22, 54];  

2

3

2

however, more recently, it has been demonstrated that ultrasmall SPIONs (˂5 nm diameter) are excellent biocompatible T  contrast agents [54, 57]. The performance of SPIONs can be enhanced by surface 1

coating with polymers such as polyethylene glycol [75], chitosan or chitosan derivatives [22, 73], dextran 

[76], polyvinyl alcohol, or polyvinyl pyrrolidone [73]. Despite the seeming potential of SPIONs, many previously used formulations have been discontinued or withdrawn [22, 73, 76] owing to safety and other concerns [73, 76]. Thus, there still exists a need for the development of safe and effective formulations for clinical use [76]. 

18.7   Theranostic  Nanomedicines

Theranostic nanomedicines (nanotheranostics) are nanoparticle formulations that contain diagnostic and therapeutic payload. Nanotheranostics provides a platform for simultaneous disease detection/screening, treatment, and monitoring. This includes assessment of biodistribution, accumulation, and drug release at the desired site of action [41, 77 –79]. They may be used to deliver a payload comprising any required combination of diagnostic agent(s), chemo/immune/gene therapeutic agent(s) and may be functionalized with the desired targeting ligands [77, 80]. Nanotheranostics offer the opportunity for timely assessment of the progress or otherwise achieved with therapeutic interventions, since the state of the disease can be monitored [80]. 

Perhaps the most important benefit of nanotheranostics is the bespoke potential for precision medicine applications as they can be tailored to suit specific patient population needs [80 –82]. A great deal of research has been put into the development of various nano-platforms for application as theranostic nanomedicines including liposomes, micelles, polymeric nanoparticles, dendrimers, and inorganic nanoparticles [23, 80, 81]. These have been developed mostly for the therapy of different cancers including gastrointestinal [83, 84], breast [85, 86], brain [79, 87], and lung cancers [88, 89] and for cardiovascular diseases [90, 91]. 

264

 Diagnostic Advances in Precision Medicine and Drug Development 

18.8   Future Perspectives: Nanomedicines in Precision Medicine

According to the FDA, “precision medicine, sometimes referred to as personalized medicine is an innovative approach to tailoring disease prevention and treatment that takes into account differences in people’s genes, environments, and lifestyles”. Thus, the overall aim of precision medicine is to tailor the right treatments to the right patients at the right time [92]. This is very different from the approach of conventional medical treatment that relies on the use of medicines designed for the general population, assuming that “one-size-fits-all” [92 –95]. Although the conventional approach works for some patients and has been the mainstay of medical diagnosis and treatment for decades, it is fraught with issues such as incidences of adverse reactions, treatment failures, and suboptimal outcomes in some patients [92, 

95]. With the advent and continued development of precision medicine, it would be possible to design tailored preventive, diagnostic, and therapeutic management plans especially suited to patients and devoid of unwanted events [93]. Optimal therapeutic outcomes involve providing maximum therapeutic benefit to patients with little or no adverse effects. This desired outcome cannot be delivered by conventional therapies because of the generalized approach that is the main feature of such treatment strategies. 

Precision medicine, which takes patient-specific factors into account to provide the most suitable options for patients has the potential to deliver desirable outcomes [94]. The unique features of nanomedicines place them in a pivotal position to facilitate precision medicine [82]. Specific advantages of nanomedicines over conventional medicines which provide the necessary platform for optimal outcomes in precision medicine include the potential to overcome challenges posed by physicochemical properties of drugs such as poor aqueous solubility and stability [12, 13]; the ability to alter pharmacokinetic and pharmacodynamic profile of drugs like half-life and toxicity profiles, respectively [12, 14]; ability to carry and deliver payload comprising different types of substances [15]; ability for modified and tunable release of payload; ability for surface functionalization and site-specific targeting [9, 79]. With the recent developments in theranostic nanomedicines, the “dream” of achieving precision or personalized medicine appears to be materializing. This is because this class of nanomedicines can be tailored to deliver the specific preventive and/or diagnostic plus therapeutic requirements for patients by using patient-specific characteristics [96]. Since these nanomedicines combine both diagnostic/monitoring (such as imaging) functionality with therapeutic capability, they provide a platform for simultaneous monitoring of disease and performance of the administered medicines. This would make it possible to continually review and adjust treatment modalities based on the progress/otherwise produced and adjust until desired optimum outcomes are achieved. Theranostic nanomedicines would play a very important role in realizing the goals of personalized medicine [82, 96]. 

18.9   Conclusion

Nanomedicine and precision medicine are emerging areas in the medical sciences. Although conventional therapy has been very useful and enjoyed great success in the past, it has since become imperative that there are certain limitations to this practice. Recent developments have brought about breakthroughs in medical research enabling technology for improved medical interventions. Areas such as precision medicine, nanotechnology, and improved diagnostic and treatment options have all taken medical care to a new height, which makes the future of medicine bright. Thus, personalized medicines can be envi-sioned to be actively targeted nanotheranostic formulations bearing multiple agents serving diverse/different (diagnostic, therapeutic, and prophylactic) purposes in disease management. Moreso, agents with different therapeutic modalities including genetic material, chemotherapeutic, and immunotherapeutic drugs can be incorporated within a single formulation. 
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 Immunohistochemistry Application in Laboratory 

 Medicine: Current Approaches and Challenges
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19.1   Introduction

19.1.1   Immunohistochemistry

Immunohistochemistry (IHC) is a medical laboratory assay used to demonstrate antigens in tissues using antibodies that bind specifically to the antigens. It is a valuable tool in histologic diagnosis and a treatment/management decision-making tool. The method is affected by several factors, such as differences in tumor biology, specimen processing and staining, and observation and interpretation of results [1]. The process must be standardized for efficient use, ultimately improving patient care. 

The fluorescence-labeled antibody method is the oldest IHC method. The use of enzyme-labeled antibodies was adapted to mitigate problems with the use of fluorescence-labeled antibodies, including lack of end-product permanency (due to photobleaching), autofluorescence of nearby tissues, and the need for a fluorescence microscope. Enzyme-labeled antibody products are permanent and can be visualized using conventional light or electron microscopes. Acid phosphatase and peroxidase are the two most common enzyme conjugates; however, the latter has the advantage of being more stable and having a longer storage life. Demonstration of antigens using ultrathin sections is useful for electron microscopy. 

Ultrathin sections enable easy access of immunolabels to antigens. Demonstrating antigens in frozen sections has provided valuable information that other techniques could not address [2]. 

For sections that require fixation, one key issue is how to “unmask” the antigens to allow binding to immunolabels. Since its discovery, 10% formalin (3.7–4% formaldehyde) has been widely used in histopathology as it provides the best preservation of detailed tissue morphology. Formalin fixation, however, was shown to affect a lot of antigens adversely [3]. 

These effects were, however, mitigated by some technical developments, such as the use of particular monoclonal antibodies and antigen retrieval methods. The development of antigen retrieval (AR) techniques proved that formalin cross-linkages with antigens (proteins) could be reversed. Early study of the chemical reaction between formalin and proteins indicated that these reactions were limited to certain imidazole and indol amino acid side chains and that they were reversible by heat treatment (120°C ) or alkane treatment, a process known as antigen retrieval. 

19.1.2   Developments in Antigen Retrieval Methods

Effect of temperature at retrieval: Studies show that high temperature is the most critical factor affecting antigens retrieval from formalin-fixed paraffin wax-embedded tissues (FFPE). Optimal results for an AR-IHC are correlated with the product of the heating temperature (T) and time (t) of heating AR 

treatment, where “T” and “t” are the heating conditions. In essence, heating at a lower temperature will require more heating time to attain optimal antigen retrieval than heating at a higher temperature. 
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Effect of pH on retrieval: The pH of the AR solution has been reported to influence the quality of IHC 

staining. For some antigens, the quality of IHC staining remains the same over a range of pH of AR solution. On the other hand, some antigens show significant variation in staining over a range of pH solutions. 

Studies have shown that for any AR solution, the pH of the solution is more important than the chemical composition of the retrieval solution [4]. 

Effect of molarity: A report by Shi et al. [4] indicates that the molarity of the solution is not key for citrate and other buffers used in AR. Some salts, such as aluminum chloride, have been shown to be effective for AR in demonstrating vimentin in FFPEs. This shows that for some antigens, AR may require the use of solutions with peculiar molarity. 

Effect of metal ions: Earlier studies showed that metal salts were applied in AR-IHC due to zinc-formalin fixation, which resulted in better quality immunostaining than pure water. Subsequently, a study conducted by Siitonen et al. showed that immunostaining of PCNA (proliferating cell nuclear antigen) monoclonal antibodies (19A2 and PC10) in breast carcinoma was best demonstrated using lead thiocyanate as AR retrieval solution [5]. A significant drawback, however, with the use of lead in AR solution is its toxicity. Presently, an improvement on this is the development of alternatives such as citrate and Tris buffers, urea, ethylenediaminetetraacetic acid (EDTA) or ethylene glycol-bis (β-aminoethyl ether (EGTA), and glycine-HCl buffer. 

Antigen retrieval: applications

a)  AR has proven to be a useful tool in surgical pathology with increased sensitivity in demonstrating antigens in archival specimens. AR made it possible to demonstrate several antigens, including Ki67 and thrombospondin-1, which were otherwise not demonstrable using IHC, 

even when other unmasking methods were used. At present, AR on archival specimens has 

replaced frozen sections, which was previously the gold standard for IHC. 

b)  Anatomical morphology: AR-IHC is useful in analytical morphology, demonstrating antigens relevant to the central nervous system (CNS). Some of these developments were shown in studies where celloidin-embedded human brain tissue sections were used to trace the auditory axonal formation and maturity of the CNS, using monoclonal antibodies (MAb) to neurofilament 

and microtubule-associated protein (MAP2). Subsequently, the results of these studies were 

shown to correlate with the results of another study that proved a correlation between epitope mapping of MAP2 using western blotting. 

Additionally, the microwave (MW) AR technique has aided in the demonstration of the androgen receptor in prostate cancer for both diagnostic and prognostic purposes. 

Further advancement in the MW AR method includes its applications in double immunostaining, 

triple immunostaining, and immunoelectron microscopy. 

Tissue microarray: The concept of the tissue microarray was introduced by Kononen in the late nineties [6]. A tissue microarray comprises several pieces of tissues obtained from donor blocks that have been organized into a single tissue block. Sections from the block can be taken and subsequently stained (IHC) to allow simultaneous detection and examination of antigens 

and gene expression profiling. The technology includes samples from different tumor types 

(multi-tumor), samples from one organ at different tumor stages (progression), clinical cases with follow-up samples (prognosis), and frozen samples for RNA detection (cry microarray) In this era of digitization, the tissue microarray would significantly increase the efficiency of IHC. 

Additional information can also be obtained from consecutive sections from the microarray tissue block for diagnosis, prognosis, and identification of drug targets. The tissue microarray can serve as a valuable material for optimization of reagents and quality control. The method, however, requires highly technical skills in preparation for the microarray. There is also difficulty with selecting tissue due to its small size. Heterogeneity in tumors, which could be a potential concern in preparing tissue microarrays, can be overcome by taking at least 2 cores per tumor specimen. Currently, the tissue microarray can be produced using an automated tissue array. 
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Multiplex immunostaining chip (MI chip): This technology involves the detection of several antigens in a single sample. A chip made of silicon rubber is embedded with 50 different antibodies. The size of the chip is the same as the size of a glass slide. Each antibody resides in a 2 

mm well. The technology involves clamping the chip to a tissue section to allow the tissue to be stained. This allows for the differential diagnosis of tumors. The method is very cost-effective and efficient. 

19.2   Factors Affecting IHC Performance

Multiple factors affect the performance of an IHC. Discussing these is important in ensuring that the results of an IHC are reliable and reproducible. These factors will be categorized under preanalytical, analytical, and post-analytical. 

19.3   Preanalytical

Fixation: Fixation is the first step in processing tissue samples for histopathological evaluation. The fixative’s importance is to preserve and stabilize all cellular materials (e.g., proteins) and components, permit conventional staining, and perform other procedures, such as IHC. This process has been identified as an essential initial step in ensuring optimal results of an IHC stain. 

Fixation must be done within 30–60 minutes of surgical specimen removal. Specimens must be fixed in a specimen with a fixative volume of at least 1:10. All fixed specimens must be processed within 48 

hours after fixation. Larger samples, such as mastectomy and uterus, may require slicing and longer fixation times to ensure that the core of the organs is adequately fixed. Fixatives can be categorized into denaturating and cross-linking fixatives. For example, fixatives containing aldehyde groups are cross-linking fixatives, while alcoholic fixatives are denaturating/coagulating fixatives. Coagulating fixatives work by breaking hydrogen bonds and precipitating proteins without causing cross-linkages. 

Formaldehyde is the oldest and most frequent fixative used in histopathology. Formaldehyde preserves the general structure of cellular organelles and molecules such as nucleic acids, peptides, and lipids, but seldom carbohydrates. Formalin works by forming formalin bridges/cross-links with proteins in the tissues. 

The longer the fixation time, the more cross-links are formed, and vice versa. These cross-links are reversible with antigen retrieval methods. Ethanol, a denaturation fixative, may not adequately preserve cellular components, leading to a possible shift in intracellular immunoreactivity. Compared to formaldehyde; however, ethanol does not have as much deleterious effect on tissues: Its low molecular weight allows for easy penetration into tissues. No one fixative is suitable for all antigens. The use of a particular fixative depends on the type of antigens and recommendations from manufacturers of antibodies for IHC 

staining. Note: inadequate fixation will cause autolysis or putrefaction. Immunohistochemical reactions could be altered due to reduced/increased fixation times, leading to a weak staining reaction, false negative results, increased background staining, and non-specific staining. 

The fixation time (in formalin) for routine cases submitted from different facilities to a histopathology lab is unmonitored. Therefore, the issue arises as to how to ensure that all specimens submitted to the histopathology lab are treated in such a manner as to obtain the actual results needed. The antigen retrieval method ensures that at least these inherent differences in fixation times do not adversely affect IHC results. The method also adds to the advantage of archived formalin-fixed paraffin wax-embedded tissue over frozen sections. 

Effect of decalcification on IHC: All bony specimens must be decalcified before processing for histology, immunohistochemistry, or molecular analysis. Decalcifying solutions are either acids or chelating agents. Examples of acids include hydrochloric acid (inorganic) and formic acid (organic). Ethylenediaminetetraacetic acid (EDTA) is a common chelating agent used 
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for decalcification. Decalcification may alter proteins and nucleic acids, which can negatively affect IHC. It is important to choose a suitable decalcifying solution for the antigen of interest and control the decalcification process. Control can be done by varying the number of cycles and duration of decalcification. 

Effect of processing solutions and incubation buffers: Tissues are taken through “processing” following fixation. Processing involves dehydration, clearing, and infiltration of tissues. 

Dehydration is done using changes of increasing grades of alcohol (70, 85, 95, and absolute). 

Clearing is done using xylene. Infiltration is done with molten paraffin (60oC). Solutions used for processing tissues can affect IHC because non-polar solvents used in paraffin wax embedding can modify the conformations of antigens (Ags). Inadequately processed tissue will be 

poorly infiltrated with molten paraffin wax, resulting in poorly embedded tissues. Inadequate processing may result from insufficient incubation times, the use of processing solutions several times without changing, inadequate volumes of processing solutions, and inappropriate 

solutions like ethanol. Very high temperatures of processing solutions (molten paraffin wax) will result in dry and brittle tissues that will be difficult to embed and section. An automatic tissue processor is available to process tissues. 

Embedding, sectioning/microtomy, mounting of sections onto slides, and drying/heating of 

sections prior to actual IHC staining: Embedding involves the formation of a tissue block using molten paraffin wax by adequately orienting the tissue in a mold. When the molten wax 

is cooled, the embedded block can be sectioned. It is essential to ensure the correct orientation for the tissue type is done. This ensures that histology and subsequent IHC can be adequately reported. 

Sectioning/microtomy involves cutting thin sections from the embedded tissue block using a microtome (2–4 µm). Sections >4 µm will be difficult to observe under the light microscope for proper IHC reporting. It is important to avoid folds and scattering of sections during microtomy as these will obscure the general tissue structure and make reporting difficult. For example, DAB may be trapped in folds in tissue and will appear as brown patches or spots. It is also important to avoid “wasting” of the tissue block during sectioning. This is particularly important for tiny biopsies where there is the most likely chance of losing the tissue. For more extensive biopsies, wasting may result in the loss of tumor areas, mainly if these areas are small within the tissue. In some cases, wasting may also result in the loss of antigens as one cuts more profoundly into the tissue. Carryovers from previous sections must be avoided at all times. Carryovers can lead to misdiagnosis of cases. Clean adhesive /coated/charged slides must be used. 

Unclean slides can cause backgrounds that will obscure staining. Using uncharged or coated slides will cause disengagement of sections from the slides during the IHC staining procedure. Last, slides must be labeled appropriately with the sample ID and the specific IHC stain to be run. Sections on slides must be dried by placing the slides in an upright position on a piece of tissue paper. This is to ensure adequate adherence to sections on slides. Further incubation of the section in an oven (60°C) for at least 30 minutes is done to ensure further adherence of sections onto slides before IHC staining. Sections/slides must be stained immediately after they are ready. Storage of sections may negatively affect IHC staining. For example, a study showed that for some cases, there was loss of p53 staining when sections of previously positive (controls) were stored at room temperature for up to two months, as compared to freshly sectioned cases [7]. For most antigens, however, an overnight incubation at 65oC is enough to maintain the antigens’ immuno reactivity and ensure the sections do not wash off during the IHC staining. 

19.4   Analytical

The IHC staining proper: The first step is to hydrate the sections (that is, bring the sections down to water). This involves taking the sections through xylene (clearing), decreasing alcohol concentrations, and finally to water. Hydration allows the sections to take up the reagents of the IHC staining procedure, which are mainly water-based. Inadequate hydration will prevent 
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adequate permeation of staining solutions/reagents. Following the hydration of tissues, antigen retrieval is done on samples that have been fixed. Frozen sections do not require antigen retrieval. The most widely used AR method is heat-induced epitope retrieval (HIER). The heat source could be either a water bath, pressure cooker, microwave oven, heating plate, or auto-clave. Temperature for heating plate and water bath: the temperature of the retrieval solution is usually at 100oC, and the incubation time is 10 minutes. Enzymes such as trypsin or proteases for epitope retrieval apply to some antigens such as the cytokeratin and Igs, where sections are incubated for 10 minutes at 37oC. Overall, the best antigen retrieval method and retrieval solution for each antigen/antibody must be obtained as part of optimizing the IHC procedure. The primary aim of AR is to “release” formalin cross-links with antigens. 

Protein and indigenous peroxidase blocking: To prevent background staining and non-specific binding in IHC, endogenous proteins and peroxidases in tissues must be blocked. Proteins 

can be blocked using either milk protein, serum from the animal from whom the secondary 

antibody was raised, or egg white. Peroxidases in blood cells are usually blocked using 3–5% 

hydrogen peroxide solution. This is particularly important for tissues with many blood cells, such as the liver. Inadequate blocking would result in staining artifacts that could be misre-ported as positive staining. 

Antibody incubation: Incubation in antibodies follows the blocking step. The temperature and incubation time of the antibody must be optimized for each test. This also applies to all new batches of antibodies procured for IHC use. Storage of antibodies is also essential. It is not advisable to freeze-thaw antibodies all the time, as this can enhance degradation of the antibody. Prediluted antibodies can be stored in the refrigerator at 4–8oC. While dilutions can 

be prepared from concentrated antibodies and the stock frozen at −20oC. The use of expired 

antibodies must also be avoided. 

Biochemistry of antigen/antibody interactions; hydrophobic – it involves amino acids that have surface tension lower than that of water such as phenylalanine, tryptophan, and tyrosine; electrostatic – it involves oppositely charged portions of Abs and Ags between carboxyl and amino terminal ends; Van der Walls 

– is an example of a weak electrostatic interaction; hydrogen bonding – involves bonds between OH and C=OO; NH and C=OO and OH and NH groups – a precise fit is needed for this to happen. 

Affinity: describes the thermodynamic expression of the bonding energy of an Ab to an epitope/

antigenic determinant. 

Isoforms: describes the different structures an Ag can take. This is mainly due to alternate splicing of the primary transcript to different mature transcripts that can lead to the formation of proteins that vary slightly and post-translational modifications such as glycosylation, phosphorylation, and proteolytic processes that add to the proteins’ complexity. 

Immunogens used in IHC: There are two broad sources of immunogens: synthetic peptides and 

purified proteins [8]. Synthetic peptides have known amino acid sequences. For purified proteins, it is challenging to obtain “pure” or homogenous proteins from cells or tissues. The 

amino acid sequence of purified proteins. Table 19.1 shows some advantages and disadvantages of synthetic and purified proteins as immunogens. 

Monoclonal and polyclonal antibodies: An antibody is a protein that is produced in response to specific immunogens. Structurally, antibodies are Y-shaped and made of two light chains and 

two heavy chains. For both heavy and light chains, there is a constant region as well as a variable region. The constant region of the heavy chain (Fc) determines the antibody’s class and its biological function. The variable regions of both heavy and light chains constitute the antigen binding site or paratope. (In IHC, the paratope binds to epitopes in cells/tissues; the Fc portion is a binding site for either a secondary antibody or a tag). Different animal species can be used, such as mice, rabbits, goats, horses, and chickens. Antibodies are the primary reagents that are used in IHC. Antibodies could be either monoclonal or polyclonal. Monoclonal antibodies are 

produced against a single epitope/antigenic determinant. It is mainly compared to polyclonal 
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TABLE 19.1

Advantages and disadvantages of synthetic and purified proteins

Advantages

Disadvantages

Synthetic 

Known amino acid sequence, hence easy 

The normal three-dimensional structure of the native 

peptides

to predict which protein it can bind to, as 

protein may be lost; hence may vary in immunogenicity

well as the possibility of cross-reactive 

The presence of other proteins that can be closely 

proteins

associated with the synthetic peptide in vivo can lead to 

the masking of the epitope leading to false negative 

results

In vivo, post-translational modifications may occur, and 

this could result in differences between the native 

protein and synthetic proteins

Purified 

The immunogenicity of purified proteins 

Purification can be technically difficult

proteins

is stable

Contamination can readily occur, leading to increased 

immunogenicity

The targeted protein may contain epitopes that are not 

specific to the antigen. If these epitopes are highly 

immunogenic, this can be problematic. Same post-

translational modifications for different proteins

antibodies. However, monoclonal antibodies are not as sensitive as polyclonal antibodies. 

Polyclonal antibodies are produced in multiple species and are directed against different epitopes of an antigen. Commercially available antibodies can be obtained from other manufac-

turers. It is essential to get antibodies from the most reliable source. Antibodies obtained for research purposes must produce the same results when the experiment is repeated (reproducible results). Failure in this regard will lead to the publication of false data, negatively impacting research. Quality control of antibodies cannot be underestimated in this regard. 

•  Each new batch of antibodies must be validated because there may be variations between 

batches, and some of the existing information about the antibody may not apply to a new batch. 

The manufacturer must provide important information about the antibody, including the species in which the Ab was raised, the Ab concentration, suitability of the Ab for IHC (FFPE/frozen sections), predi-luted/concentrated, staining pattern, storage temperature, immunogen used, species reactivity, and recommended control tissue. 

Secondary antibody + detection system: this has enabled the detection of small amounts of proteins on FFPE with little or no background staining. The detection systems include the use of enzymes and fluorophores. The horse radish peroxidase (HRP) and the alkaline phosphatase are the earliest and most common enzymes used. The DAB is the substrate for the HRP and the fast red. The HRP/DAB detection system is the most commonly used. Advancement in the HRP detection system has resulted in the use of the polymer (dextran) based and the Envision antibody complex [9]. 

Detection: DAB must not be exposed to light as it can cause oxidation of the dye before its use. 

Counterstaining with Hx: filtering of solution before use creates a purple-black precipitate on the slide. 

Mounting: improper dehydration causes a hazy look on the slide due to a mixture of water, xylene, and mountant. 

[image: Image 34]
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Reporting and interpretation of results: All IHC test results must be reported in a positive and negative control context. This is to prevent the reportage of false positive or false negative results. The interpretation and reporting of an IHC stain is dependent on factors such as the amount of tissue available (biopsy or resections), amount of antigen present in the available tissue, staining pattern (focal/localized or diffuse), localization of the target antigen (nuclear, cytoplasmic, or membranous), and staining intensity (weak, moderate, or strong). A 5% staining is usually reported as a positive staining for diagnostic markers. Some available scor-

ing systems have been adopted to report some IHC tests. An example is the Allred system 

for reporting ER and PR. The expertise of the individual reporting the IHC stain is crucial. 

Sometimes, individuals may report different things, such as staining intensity. 

Quality assurance: All IHC laboratories require certification. As with other medical laboratories, an IHC laboratory must have the ISO 15189 certification. A certified IHC laboratory is necessary because it assures that IHC testing is done considering all the quality management practices. Overall, the assurance is given that an IHC result reflects the patient’s status. 

Qualification of laboratory staff and pathologists, modern IHC equipment, quality-controlled test methods, and documentation of IHC processes are all relevant to quality assurance practices. 

Some programs have been developed to ensure quality IHC testing. For example, The College of American Pathologists (CAP)/National Society for Histotechnology HistoQIP–IHC (program code 

HQIHC), is designed to improve the preparation of IHC slides. The HHQIHC program requires all participants to submit IHC slides on gastrointestinal, skin, and genitourinary biopsies to be reviewed by a panel of experts (proficiency testing/External Quality Assessment (EQA). Some other programs include PM2 (ER/PR), HER2 (breast), GHER2 (gastric HER2), and MK (general IHC). 

Controls: Both positive and control tissues validate an IHC procedure. A positive control is tissue customarily expected to show immunoreactivity to a particular antibody. Controls must be used for every run of IHC. Usually, a control tissue is placed at one end of a slide, while the test tissue occupies the other end on the same slide. Several controls can be assembled into a tissue array and used for validation. 

Figure 19.1 shows a sample IHC worksheet. This is helpful as a tool for quality assurance. 

FIGURE 19.1  Quality control worksheet. 
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20.1   Introduction

Health diagnostics is poised for a dramatic transition driven by the rapid advancement of technology and a deeper understanding of disease dynamics. Healthcare professionals frequently face novel challenges stemming from increased duties and recurrent interruptions in the healthcare system. Furthermore, diagnostics might be an exceedingly challenging process. The diagnostic process may employ several techniques, including imaging modalities like X-rays, magnetic resonance imaging (MRI), computed tomography (CT) scans, blood tests, and biopsy procedures. The outcomes of these assessments aid healthcare professionals in identifying the most effective treatment strategy for their patients [1, 2]. 

The global emphasis on improving healthcare service efficacy using information technology has emerged due to an aging patient demographic and a need for more medical professionals. Artificial Intelligence (AI) is a domain of algorithmic software that empowers machines to utilize knowledge for problem-solving. It can potentially emulate human cognitive processes and intellectual endeavors [3]. 

AI generally denotes a machine’s capacity to perform mental functions linked to human intelligence, encompassing sensing, reasoning, learning, environmental interaction, problem-solving, decision-making, and creative expression. AI is often utilized in the healthcare sector and can assist in developing novel therapies in the information era. The capacity of AI in disease diagnosis has elicited significant interest. AI has the potential to discover specific medications for complex diseases, enhance the management of chronic conditions, and reduce medical errors [4]. The ability of integrative AI to identify malignant cells is significantly augmented by employing many algorithms rather than a singular one, resulting in better diagnostic precision. AI methodologies also assist in predicting the recurrence of various cancer kinds [5]. 

This chapter will explore the future perspectives of health diagnosis, examining the potential benefits and difficulties associated with introducing new technology. By analyzing the current trends and making predictions about future developments, our objective is to provide a comprehensive perspective of the shifting landscape of diagnostic technology. In addition, we will discuss the significance of ensuring that everyone has equitable access to new diagnostic technology and the ethical issues that must be considered. 

20.2   Artificial Intelligence and Machine Learning in Diagnostics

20.2.1   AI and ML in Radiology

The area of radiology has demonstrated a great deal of potential for implementing AI and ML, both of which can enhance the accuracy and efficiency of image processing. Using deep learning (DL), computers can process vast amounts of imaging data to identify patterns and anomalies that human radiologists would miss. They recognize and localize complicated patterns from various radiological imaging modalities [6]. Imaging acquisition inventions, such as CT and MRI, as well as the development of 
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digitized picture archiving and communication systems (PACSs), are among the early milestones in the history of computer technology [7]. These complex patterns have achieved performance equivalent to human decision-making in recent applications. 

AI systems that are effective and efficient can assist radiologists in reducing their workloads while simultaneously increasing their accuracy and consistency. It may eventually alter the workflow of radiology for specific jobs. Concerns have been voiced by several authors and researchers over the impending demise of radiology as a field of study because growing advancements in AI will eventually replace human radiologists. This is not the case. 

AI essentially functions as a source of innovation that will improve radiology’s impact on patient outcomes, boosting the importance of the discipline [8]. Radiologists will increasingly be expected to be data or information managers rather than spend all their time memorizing and recognizing patterns and differential diagnoses. To comprehend the implementation of AI in clinical settings, having a foundational understanding of imaging informatics is essential. Those who are in training and radiologists should have an understanding of the informatics infrastructure that is required to support the seamless integration and complicated interplay of AI tools. 

Ethical concerns have been raised concerning the use of AI in healthcare. Biases can arise from datasets that either over-represent, under-represent, or entirely exclude key characteristics pertinent to the operation. There is also the possibility of “automation bias”, which refers to the phenomenon in which people tend to rely only on the work of a computer rather than employing their critical judgment and inspection. In addition, AI entails collecting personal health information, which raises concerns over data protection and privacy. Concerns around meaningful permission and adequate anonymiza-tion and de-identification of data continue to be of high priority [9, 10]. The AI algorithms must be sufficiently transparent and understandable for healthcare providers to monitor AI’s reasoning and effects and explain AI’s workings to patients and other relevant parties. This is necessary to protect against the harm that could be caused by technology. 

20.2.2   Interpretative Uses of AI in Radiology

The digital mammography technique is the imaging modality that is utilized the most frequently for screening for breast cancer. However, this technique has a low sensitivity (especially in dense breasts) and a relatively large frequency of false positives. As a result of these factors, there has been a significant amount of interest throughout history in the creation of computer-assisted tools capable of assisting radiologists in the process of identifying early malignant lesions. These AI algorithms are more accurate than human professionals. In addition to improving accuracy, diagnostic tools powered by AI also reduce the time required for picture processing. This is very important in situations of emergency, where it is of the utmost need to arrive at a diagnosis as swiftly as possible. The workflow in radiology departments can be optimized with the help of AI, which can also assist in triaging patients and prioritizing those patients who require immediate treatment. In most cases, radiologists are the ones who develop study protocols by basing them on particular clinical factors. This may take a lot of time. Research has demonstrated that ML algorithms can determine clinical procedures for studies using MRI scans of the brain, musculoskeletal system, and the entire body. 

20.3   AI in Pathology

The study of pathology is another area in which AI and ML are significantly advancing. Within the realm of digital pathology, the digitization of biopsy samples is an indispensable component. It is anticipated that the discipline of pathology and laboratory medicine will play an even more significant and pivotal role as the applications of AI and ML spread across a broader range of healthcare settings [11,  12]. 

Pathology laboratories have been using information technology tools for a considerable time to accomplish automated tissue processing, staining, and the preparation of synoptic reports. The development of digitalized whole slide image (WSI) technology, on the other hand, has garnered the most interest from 
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physicians and pathologists, and the utilization of digital pathology (DP) is currently developing into a standard practice [13]. 

However, image analysis and AI require a digital pathology process to realize their full promise in pathology. Pathologists are thus provided with considerable alternatives to their initial diagnosis due to these algorithms’ ability to identify malignant cells and other abnormalities with high precision. An example of this would be that systems based on AI have demonstrated a high degree of accuracy in the diagnosis of prostate cancer, which has resulted in more reliability and consistency [14, 15]. Through AI, digital slides can be shared with specialists worldwide. This makes it possible for patients who live in historically underserved areas to gain access to specialized knowledge and improves their diagnostic outcomes. 

The advantages of digital pathology are clearly stated in terms of quality, efficiency, and delivering resilience to services, and the adoption of this technology is increasing [16]. AI can identify essential elements in slides, advancing work efficiency and diagnostic practice reliability compared to pathologists. 

AI can also recognize small cell changes on histological and cytological images that pathologists cannot identify. Specific mutations can also be predicted within cancer cells based on these changes. 

In pathology, applications of AI may also involve diagnosing uncommon and complicated cases, which are frequently difficult for regular pathologists to deal with since they are so unusual. Searching for photos that are comparable to query photographs from extensive histopathology databases is something that AI is capable of doing. This is incredibly helpful in the pathological diagnosis process since it increases the likelihood of arriving at an accurate diagnosis for challenging cases. This is accomplished by rapidly collecting similar examples from pathological image databases that are easily accessible and contain uncommon and complicated situations. Automated quantification of immunohistochemistry (IHC) staining intensity, receptors, and other indicators scoring in the breast and other tissue is gaining much interest [17]. More recently, efforts have been made to predict breast cancer biomarkers directly from the H&E slides. 

The ability to forecast patient prognosis and responsiveness to specific therapy only based on morphological characteristics is one of the most significant potential uses of AI in the field of pathology. 

Pathologists only use a small number of morphological discoveries on tissue sections to define the histological type and grade of the tumor specimen. This is not only based on the association with the outcome but also on their capacity and skills in visual identification and their ability to recognize these qualities and reach an acceptable level of concordance. Incorporating many other components, such as the microenvironment, is also essential. Image-based AI tools have the potential to provide a novel classification system that is based on clinical relevance according to outcome and response to therapy. These tools can also correlate features related to the morphology, architecture, stroma, and microenvironment of tumor cells and lymphovascular invasion [18]. 

Among the potential advantages that AI applications could bring to pathology services are the following: a reduction in the number of errors caused by humans during the handling and processing of specimens, faster turnaround times, management of workload, quality assurance measures, and automatic reporting. Regarding staining quality, tissue representation on the slide, processing mistakes, quality of staining of the external and on-slide control samples, and even the quality of tissue fixation, AI technologies can identify the spectrum of faults that might occur on scanned slides. Regarding workflow management, AI may assist in triaging cases into high or low priority, sorting and classifying cases to ensure that urgent cases are always evaluated first, and matching slides and identity cards. The necessity to double diagnostically subjective report cases can be reduced using AI techniques. AI and pathologists working together can produce results that are superior to those made by humans in terms of accuracy, consistency, timeliness, and utility. By examining the features of tumor cells, the structural alterations of lesions, and the expression patterns of biomarkers, these models assist pathologists in the disease diagnosis process. 

20.4   AI in Genomics

The field of genomics is advancing thanks to the application of AI and ML, making it feasible to evaluate complex genetic data. These technologies, which can identify genetic changes associated with 
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various diseases, can be used to design personalized therapy regimens. In oncology, for example, genetic research that AI drives is used to identify mutations that particular medications can target, boosting cancer treatment’s effectiveness [19]. AI also helps to disclose genetic predispositions to diseases such as Alzheimer’s and cardiovascular diseases. AI is assisting in analyzing whole-genome sequencing data, which is helping to reveal these disorders. By combining genetic data with clinical and lifestyle information, AI can provide comprehensive insights into an individual’s health risks. The provision of proactive and preventive care is made possible as a result of this. 

Our understanding of the genetic basis of diseases has been fundamentally revolutionized due to recent breakthroughs in genomic sequencing, in particular next-generation sequencing (NGS). In addition to providing accurate insights into genetic polymorphisms and their associated diseases, NGS makes it possible to sequence entire genomes speedily and cost-effectively [20]. It has been demonstrated that sequencing the genome has been groundbreaking in cancer diagnosis. Because of this, oncologists can deliver individualized drugs that are more successful than typical therapies and have fewer harmful effects. Identifying genetic abnormalities present within cancerous tumors is necessary to accomplish this. 

As an illustration, the identification of the HER2 mutation in breast cancer patients has led to the development of targeted drugs such as trastuzumab, which has resulted in a significant improvement in the outcomes for patients [21]. In addition, genomic sequencing is applied in liquid biopsy, a diagnostic tool used to discover circulating tumor DNA (ctDNA) in blood samples [22]. This method offers a comprehensive perspective of the patient’s condition by, among other things, facilitating the early detection of cancer, monitoring the progression of the disease, and evaluating the patient’s reaction to treatment. 

20.5   Pharmacogenomics

Pharmacogenomics, the study of how genetic variations influence how an individual reacts to prescribed pharmaceuticals, is one of the critical components of personalized medicine. When specialists in the medical field have a comprehensive understanding of these hereditary traits, they can better modify prescription regimens to enhance effectiveness while effectively limiting undesired consequences. Patients are likely to respond favorably to specific antidepressants or those at risk of experiencing significant side effects from particular medicines can be identified through genetic testing. Furthermore, pharmacogenomics enhances the effectiveness and safety of medications for treating chronic conditions such as diabetes and cardiovascular illnesses. It has been established that genetic testing can guide the selection of drugs and dosages in chronic metabolic ailments, thereby reducing the risk of adverse reactions and increasing the likelihood of improving patient outcomes. 

There is a wide range of responses to medications among individuals, and the effects of pharmaceuticals can sometimes be unpredictable. There is a large amount of variance in the reactions of individuals that can be attributed to differences in DNA sequences that modify the production or function of proteins targeted by medicines. There are still a lot of obstacles that we need to conquer to properly comprehend the role of genetic polymorphisms in the disparities in pharmacological effects between individuals and to put this newly acquired information into clinical practice. Monogenic (single gene) features affecting drug metabolism are currently the most well-known examples of genetic polymorphisms that alter human drug response [23]. Genomics can be utilized to uncover new targets by finding genes that are either under or overexpressed in cancer cells that are vulnerable to anticancer medicines compared to those that are resistant to these agents. Inhibitors that could reverse the drug resistance phenotype could potentially target the products of such overexpressed genes, which are plausible targets for such inhibitors. Another application is the use of gene expression in target tissues (for example, cancer cells) to determine the effects of chemotherapy and how cells react to treatment with single medications or drug combinations [24]. This kind of application is also known as gene expression analysis. One commonly used method involves retrospectively searching for genetic variants that predispose a small proportion of patients to severe toxicities. This method consists of obtaining genomic DNA from patients participating in large clinical trials of a novel medication. 
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These trials are recommended to contain exhaustive and rigorous pharmacogenomic studies and preclinical, experimental models that reinforce clinical relationships. The application of pharmacogenomics has the potential to make this process easier by enabling the translation of knowledge regarding the variability of the human genome into more effective treatments. 

20.6   Wearable Technology and Continuous Health Monitoring

As a result of its capacity to offer continuous health monitoring, wearable devices are gaining growing popularity. Smartwatches and fitness trackers are examples of wearable technology that can monitor vital signs, patterns of physical activity, and sleep patterns. This provides patients and healthcare practitioners with valuable information that can be used to improve their health. Because these devices are fitted with sensors that can monitor the user’s heart rate, blood pressure, and oxygen saturation levels, they make it possible to detect potential health issues earlier. 

As an illustration, wearable ECG monitors can detect anomalies in the heart, such as atrial fibrillation (AFib), which prompts customers to seek medical care as soon as feasible [25]. Wearable technology has also been developed to monitor biochemical indicators such as glucose levels, lactate levels, and your present hydration level. These cutting-edge sensors can produce continuous health data, which may be exploited for real-time diagnostics and the development of tailored health remedies. Continuous glucose monitors (CGMs) have been a game-changer in diabetes management. These devices provide glucose readings in real-time and make it possible to control better glycemic levels. This information can be transmitted to healthcare providers promptly, permitting rapid interventions and adjustments to treatment programs. In addition to monitoring, wearable technologies can provide tailored feedback and recommendations based on the gathered data. For example, wearables might advise patients regarding changes to their lifestyle, such as increasing the amount of physical exercise they get or making alterations to the food they eat, to aid patients in better managing their conditions. 

20.7   Telemedicine and Remote Diagnostics

Telemedicine, which uses various telecommunication technologies, makes it feasible to perform remote consultations, diagnostics, and treatment plans, thereby improving the availability of medical care. This strategy is advantageous for patients who require access to healthcare institutions located in remote or impoverished areas. 

Through conferencing and electronic health records (EHRs), these platforms make it feasible for healthcare providers to make decisions founded on reliable information. Telemedicine has expanded its scope beyond consultations to include diagnostic procedures. Digital stethoscopes and portable ultrasound machines are two examples of gadgets that fall under this category. Telemedicine is a highly significant component in managing chronic diseases through remote monitoring. For people with conditions such as diabetes, hypertension, metabolic syndrome, and heart disease, the use of devices that continuously monitor their health metrics can be of great benefit [26]. This makes intervening and adjusting treatment regimens possible at the appropriate time. The primary equipment required for remote consultation work is computer mainframes, monitors, high-definition cameras, printers, speakers, microphones, and other computer accessories. This type of labor depends on the technology within the internet. County-level physicians can contact specialists at higher-level medical institutions through the system’s remote consultation capability. Consultation specialists can also query the patient’s electronic medical record within the system, which allows them to completely comprehend the patient’s primary complaint, medical history, prior history, physical examination, and different auxiliary examination information. County-level hospitals obtain imagery by utilizing the imaging equipment already present in the hospital and then the images are uploaded to a cloud server. The remote imaging function allows medical professionals in higher-level hospitals to see the photos directly stored on the cloud server. Some patients in critical 
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condition and whose need for medical services cannot be satisfied by the institutions at the grassroots level are transferred to hospitals at higher levels so that they can continue receiving treatment. 

Some patients with limited access to medical resources may find that remote appointments provide a more convenient option for receiving medical care at their convenience. The number of people who use telemedicine is not particularly widespread, and there is still much space for advancement in this field. 

20.8   Integrating Big Data in Diagnostics

The healthcare industry consistently generates a significant amount of data, including patient records, medical imaging, genomic data, and data from wearable devices. Synthesizing this information through big data analytics can ultimately lead to more accurate diagnoses and greater individualization in medical care. By examining patient data, predictive models can identify individuals at a high risk of getting particular conditions. The provision of early intervention and preventative care is made possible by the acquisition of this information. The accuracy of diagnosis and treatment efficacy is improved due to these systems, which perform data analysis on patients and provide suggestions supported by evidence. 

Accordingly, these systems can alert healthcare providers about the likelihood of drug interactions, provide recommendations for alternative therapies, and identify individuals who would benefit from a particular treatment. 

20.9   Ethical and Societal Considerations

The digitization of diagnostic data and various medical records has made data privacy and security protection of the utmost importance. The digital gap continues to be a barrier to equitably distributing diagnostic technologies. People who live in rural locations and areas with low socioeconomic status may have restricted access to new diagnostic technology, which can exacerbate the health disparities that already exist [27, 28]. Healthcare providers must comply with rules such as the Health Insurance Portability and Accountability Act to prevent breaches and illegal access to patient information. In addition, it is of the utmost importance to install robust cybersecurity measures and comply with the legislation requirements. 

Encryption, secure access controls, and continuous monitoring of data systems are all essential components for protecting sensitive health information. AI systems could inherit biases present in the training data, leading to variations in diagnosis accuracy between different classes of people. Therefore, it is essential to ensure that training datasets are varied. This will help limit the impacts of bias and make diagnostics more egalitarian. When addressing biases, developing transparent AI systems that explain their decision-making processes can be helpful. By understanding how AI algorithms arrive at specific diagnoses, healthcare staff can identify and correct potential biases, ultimately leading to more equitable diagnostic outcomes. 

20.10   Future  Directions

The seamless incorporation of a wide range of technological advancements is essential to the progression of diagnostic care in the future. AI, telemedicine, wearable technology, and genetics have the potential to develop a comprehensive healthcare model centered on the patient. The next step in the progression of AI-driven diagnostics is to develop diagnostic tools that can integrate a large number of data sources and produce diagnostic insights that are both comprehensive and aware of context. When imaging data, genetic information, and clinical history should all be combined to arrive at diagnoses that are more accurate and specific to the individual. The future generation of wearable technology may be capable of continually monitoring a broader range of health markers. Future wearables are projected to incorporate sensors that identify biomarkers for various ailments. This would make it possible to diagnose health 
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problems earlier and personalize treatment regimens for each patient to improve their health. Some of the potential uses of wearable biosensors include the monitoring of inflammation markers, the prediction of flare-ups in autoimmune disorders, and the facilitation of prophylactic medicine. 

Some variables, such as advancements in internet connectivity and the development of increasingly advanced remote diagnostic instruments, contribute to telemedicine’s expansion. Telemedicine systems may combine virtual reality (VR) and augmented reality (AR) to give equally immersive and engaging consultations [29, 30]. This would further alleviate the gap between in-person and remote therapy. The area of genomics is making remarkable gains, with an increased emphasis on epigenetics. Combining genetic information with epigenetic data can improve our understanding of disease mechanisms, resulting in more precise diagnostic and treatment approaches. 

20.11   Conclusion

The application of technology in diagnostic treatment is producing a shift in the healthcare landscape, which is currently going through a significant upheaval. Big data analytics is helping to improve the management of illnesses, and AI and ML are helping to improve diagnostic accuracy. Telemedicine is helping to make healthcare more accessible, while wearable technology provides continuous health monitoring. Genomics is helping to pave the way for personalized medicine. Despite these achievements, some obstacles remain to overcome, including discrimination based on algorithmic bias, concerns over data privacy, and issues around equitable access to technology. 
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