
        
            
                
            
        

    
[image: Image 1]

[image: Image 2]

[image: Image 3]

[image: Image 4]

©   2 0 2 2  



 All rights reserved. 









 A Leader's Guide to AI Strategies, Best Practices & Real-World Applications 978-1-5445-2871-7  Hardcover

978-1-5445-2872-4  Paperback

978-1-5445-2873-1  Ebook

 To all you executives, innovators, and business leaders looking to make AI an integral part of your organization, I hope this book finds

 you. 

CONTENTS

Introduction

PA R T   1 :   F R A M E   Y O U R   A I   T H I N K I N G

Chapter 1.  The Promise of AI

Chapter 2.  What Is AI? 

Chapter 3.  Five Tips to Maximize AI Success

Chapter 4.  The Five Common Myths of AI

PA R T   2 :   G E T   A I   I D E A S   F L O W I N G

Chapter 5.  How AI Can Improve Business Processes

Chapter 6.  Optimize Decision-Making with AI

PA R T   3 :   P R E PA R E   F O R   A I

Chapter 7.  The Machine Learning Development Life Cycle

Chapter 8.  B-CIDS: The Five Pillars of AI Preparation

Chapter 9.  The Jumpstart AI Approach1

PA R T   4 :   F I N D   A I   O P P O R T U N I T I E S

Chapter 10.  How to Find AI Opportunities

Chapter 11.  Steps 1 & 2 of the HI-AI Discovery Framework: Identify & 

Frame Potential AI Initiatives

Chapter 12.  Steps 3 & 4 of the HI-AI Discovery Framework: Use Experts

to Verify & Score PAIs

PA R T   5 :   B R I N G   Y O U R   A I   V I S I O N   T O   L I F E

Chapter 13.  Build or Buy? 

Chapter 14.  Measure Success

Conclusion: Start Now, Start Small

Liked This Book? 

About the Author

Connect with Me

Bulk Orders

Acknowledgments

References

INTRODUCTION

Stop using AI. 

That’s right—I’ve told several teams to  stop and  rethink. 

AI  is  too  expensive  to  be  used  on  problems  that  are  too  small.  Ones  that could’ve been solved with better software engineering or even manually. If

you’ve been talked into using AI and you’re yet to see a clear benefit, that’s

a sign you’ve been overpromised. 

You could’ve done without it. 

With  all  the  buzz  and  media  hype  around  AI,  you’re  probably

overwhelmed.  There’s  an  overload  of  information  and  misinformation

surrounding AI. Some claim that AI is bad for humanity and will result in

human extinction. Some say AI will replace all our jobs. Others say they’re

using AI, but they’re not seeing benefits from it. 

So, what can we believe about AI? 

There’s  a  reason  why  some  of  this  is  happening.  We’re  living  in  a  time where there’s limitless access to information. But most of this information

is  put  out  by  marketers,  ghostwriters,  sales  teams,  and  enthusiasts—

essentially people who have never done AI. And what about the people who are  doing  AI  (the  researchers  and  practitioners)?  They’re  often  talking about  the  latest  techniques,  focused  on  advancing  the  field  or  their  skills. 

They aren’t the least bit worried about what AI can do for your business. 

As  a  leader  looking  to  build  an  AI-ready  company  or  invest  in  new  AI products, all this contradicting information and information overload can be

intimidating. Are you supposed to focus on the technical stuff or the high-

level stuff? The good news or the bad news? In the end, you may not want

anything  to  do  with  AI  as  you  fear  investing  in  the  wrong  problems  or putting your company at financial risk. Worse still, if initiatives fail, it just makes  you  look  bad.  The  ethical  dilemma  of  employees  losing  their  jobs may further amplify your fears. 

However,  you  know  that  if  you  don’t  attempt  the  necessary  technological changes  now,  you  may  be  in  for  a  rocky  ride  in  the  future—when  you’re forced to adapt and innovate quickly. CTOs and CIOs come to me all the

time and ask about the lowest-hanging fruits for AI in their company. Some

worry  if  they’re  investing  in  the  right  problems.  Founders  of  AI  startups wonder  if  they’re  doing  AI  the  right  way.  Nontechnical  managers  worry

about job security, and they often contact me asking if, by using AI, they’re

putting their own jobs at risk. 

These worries are real and happen across the management spectrum. 

I know that you want to remain personally competitive for the next decade

or two to come, and you want your team or your enterprise to do the same. 

But for this to happen, you need a starting point—a single source of truth of

what this AI beast is and what it can do for your business. 

You need to know:

Where you can apply AI

How, as a leader, you can start preparing your organization for AI

How to find the right AI opportunities to invest in so you’re not

wasting time and money

How to determine if your AI initiatives are generating meaningful

outcomes

If such worries are keeping you up at night, then this book is for you. 

It’s specifically written to guide leaders in their journey to implement AI in

the organization to get meaningful and measurable outcomes. 

If  you  put  all  the  knowledge,  frameworks,  and  tips  from  this  book  to  full use, over time, I make a big, bold promise that you will be able to transform

your organization into an AI-ready and capable company. Although 85% of

all AI projects are estimated to fail, you’ll start seeing more successes than

failures.  And  instead  of  waiting  for  people  to  bring  AI  problems  to  your attention, you’ll start spotting AI opportunities independently. After a few

successful initiatives, you’ll notice that you’re experiencing the benefits of

AI—from a productivity, customer experience, and financial perspective. 

This is not an empty promise; it’s certainly possible, but you’ll have to put

in the hard work. 

WHO AM I? 

My  name  is  Kavita  Ganesan,  and  I’ve  been  doing  AI  since  2005—long

before AI became the mainstream topic that it is today. 

Since  then,  I’ve  received  a  PhD  in  the  field,  done  pure  academic  AI

research, built AI products from scratch (yes, including the user interfaces), 

and  led  AI  initiatives  for   Fortune  500  companies.  Through  my  blog ( www.Kavita-Ganesan.com),  I’ve  been  teaching  AI  to  data  scientists  and software engineers around the world. More recently, I’ve been coaching and

training senior executives and product teams on getting value from AI. I’ve

helped  some  of  these  executives  fix  existing  AI  challenges  in  the

organization, and I’ve helped others develop strategies for the effective use

of AI in their company. I’ve put many of them on the path to success. 

Being in the trenches and then out of them to train and help leaders leverage

AI  has  given  me  tremendous  visibility  into  problems  in  the  field.  I’ve noticed  one  theme  consistently  showing  up  and  holding  companies  back

from realizing the value of AI, and that is  disconnect. 

There’s a considerable disconnect between what AI is at the leadership level

and  the  reality  at  the  implementation  level.  I’ve  witnessed  numerous

canceled  projects,  non-AI  initiatives  labeled  as  AI  initiatives,  and

investments  in  AI  initiatives  with  dismissible  benefits—all  due  to  this

disconnect. 

As a result, my relationship with clients almost always involves education

at  the  leadership  level,  and  all  this  happens  before  implementation  or  any sort  of  planning.  I  find  that  this  often  leads  to  more  realistic  expectations and the know-how to start small and iterate to make things better. This has

helped many AI initiatives make steady and positive progress. 

I  firmly  believe  that  the  knowledge  I’ve  been  passing  on  to  my  clients, teams I teach, and blog readers should be more widely available and put in

the  context  of  today’s  businesses.  Plus,  from  my  experience,  for  most

problems, AI development is the easy part. The hard part? Everything else

that  goes  around  it.  For  example,  how  do  you  find  the  right  problems  to solve? Or how do you know you’re seeing benefits from your initiatives? 

And even, how to prepare for the adoption of AI as an organization? 

This book will discuss many of these issues. 

If  you  are  the  CIO,  CTO,  or  any  decision  maker  or  influencer  who

possesses  the  lion’s  share  of  technological  understanding  within  your

organization,  this  book  will  prepare  you  toward  building  an  AI-ready  and capable company. If you are an executive or founder who’s been wondering

about AI, this book will give you a breadth of AI understanding, application

ideas  for  your  business,  and  help  you  avoid  common  industry  pitfalls.  If you’re  an  innovation  manager,  such  as  a  product  or  project  manager,  this book  will  give  you  a  general  AI  understanding  and  teach  you  how  to

navigate initiatives to maximize success. 

WHAT YOU’LL LEARN

In this book, you’ll start from the very basics of AI. You’ll then work your

way  up  to  much  deeper  ideas  for  integrating  AI  in  your  organization. 

Specifically, there are five parts to this book. 

Part 1: “Frame Your AI Thinking” 

Without the right mindset, the fears around AI that we discussed earlier will

continue  to  persist.  So,  you’re  going  to  change  the  way  you  perceive  AI. 

From thinking about AI as a humanity destroyer or a technology meant only

for  companies  like  Google  and  Meta  (formerly  Facebook),2  you’ll  start thinking about AI as a practical tool for business, which can become your

competitive advantage. You’ll also start seeing what AI truly is and isn’t. 

Part 2: “Get AI Ideas Flowing” 

AI initiatives start with ideas. But unless you’re actively thinking about AI

use cases or working on AI day in and day out, it’s harder to spark ideas for

your own company. To get ideas flowing, we’ll explore different examples of how you can use AI to improve existing business processes and optimize

decision-making. 

Part 3: “Prepare for AI” 

One of the biggest steps to becoming an AI-ready and -capable company is

to  lay  the  correct  foundation.  Part  3  introduces  the  elements  toward

becoming  an  AI-ready  company  and  provides  a  systematic  approach  for

putting  that  knowledge  into  action.  Part  3  will  help  you  jumpstart  your organization’s AI strategy. 

Part 4: “Find AI Opportunities” 

As  a  leader  or  innovator,  the  ability  to  identify  true,  promising  AI

opportunities will increase your chances of success. In Part 4, you’ll learn

to  become  proficient  at  discovering  promising  AI  opportunities  that  make business  sense  and  are  ripe  for  implementation.  You’ll  no  longer  have  to guess  if  an  idea  is  worth  pursuing;  you’ll  know  for  sure  which  ideas  to pursue and which to skip. 

Part 5: “Bring Your AI Vision to Life” 

In Part 5, you’ll start seeing how to bring your AI vision to fruition in cost-

effective  ways.  To  further  improve  your  outcomes  from  AI,  you’ll  also

learn a systematic approach to evaluate the success of AI initiatives. You’ll

never again be in the dark about the benefits you’re getting from AI. 

WHAT YOU  WON’T LEARN

There  are  many  business-oriented  AI  books  out  in  the  market.  Some  lean toward  the  technical  side,  some  focus  on  leadership,  and  many  are  filled with  futuristic  promises.  These  futuristic  promises  are  nice  to  know,  but

[image: Image 5]

they  don’t  guide  a  leader  who’s  looking  to  implement  AI  in  their

organization today. 

To set expectations, let me tell you what this book will  not cover:

1. We will not get into unproven AI concepts or pie-in-the-sky AI

promises. 

2. We will not dive into technical details meant purely for a data

scientist or a software developer. There are many excellent data

science books that do a great job on the technical side of things. If

you’re looking for that sort of material, this book is not it. 

There  are  no  hacks  to  becoming  an  AI-capable  company  overnight.  AI

initiatives  done  with  no  pre-thought  rarely  deliver  long-term  value.  My

mission  is  to  set  companies  up  for  the  long  term  using  short-term  strides. 

When it comes to AI, knowledge, best practices, and sound strategies  will

trump hacks many times over. 

Ready to put AI to work for your business? Buckle up. There’s a lot we’re

going to tackle in this book, but we’ll start small and slowly build up your

knowledge. 
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BONUS RESOURCES

When I teach, I love to give examples, visuals, and templates, but

you can’t always fit it all neatly in a 300-page book. So, to keep

things  sweet  and  simple,  you’ll  find  all  my  book  resources  at

 AIBusinessCaseBook.com. All  materials  are  free  and  easy  to access. 

Also,  if  you’d  like  to  keep  hearing  from  me,  I  welcome  you  to

join my AI mailing list (at  mailing.AIBusinessCaseBook.com) to receive occasional tips and tricks. 
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PA R T   1

C H A P T E R   1

THE PROMISE OF AI

“As a technologist, I see how AI and the fourth industrial revolution

will impact every aspect of people’s lives.” 

 —Fei-Fei Li, professor of computer science at Stanford University

It’s 4:00 a.m. You just received an email notification that your customer, on

the other side of the world, in the Maldives, was successfully refunded for

an item they received just minutes ago. 

Behind  the  scenes,  your  AI  agent  read  your  customer’s  250-word  support

ticket and determined that it was about a broken remote-control toy. It also

verified  from  the  images  uploaded  that  the  toy  was  truly  broken  before issuing  a  refund.  The  AI  agent  then  sent  the  customer  a  personalized

apology  email  and  finally  closed  out  the  ticket—all  within  seconds  after receiving it. 

You may be wondering,  What’s remarkable about this? 

First, this was all done with zero human involvement. The AI agent read the

ticket,  processed  the  images  to  verify  the  truth  in  the  issue,  and  then

determined  the  best  set  of  actions  to  take  including  generating  a personalized  apology  email.  Next,  with  a  twelve-hour  average  response

time to customer service requests,3 this swift, near real-time response is sure to delight customers, especially because the refund was issued on the first

contact. 

This is not a fantasy. It’s the world we live in today, and some companies

are already doing it. 

Although  some  of  us  think  of  AI  and  robots  as  synonymous,  ready  to

destroy  humanity,  it’s  a  practical  tool  for  businesses  to  bring  about

improvements—improvements  in  the  organization,  the  lives  of  customers, 

and society at large. Unfortunately, with all the noise around AI, it can be

hard to cut through the clutter and see its true potential. 

AI: CRUCIAL FOR THE MODERN WORLD

AI systems are computer programs that attempt to mimic human decision-

making.  This  may  seem  like  an  intimidating  concept,  but  it  doesn’t  mean that  it’s  going  to  do  all  the  things  humans  do.  But  AI  can  complete   some limited  tasks  as  well  as  humans  and  sometimes  even  surpass  human

accuracy.  It’s  there  to  improve  our  lives  in  ways  we’ve  never  thought

possible. 

Let’s look at some of the benefits of AI to businesses and society. 

1. AI Eliminates Inefficiencies

Inefficiencies  can  show  up  in  different  ways.  Examples  of  inefficiencies include  long  wait  times  at  a  hospital,  tedious  manual  checks  to  discover fraudulent  activities,  and  manual  extraction  of  specific  information  from piles of documents. 

In  the  early  days  of  the  COVID-19  pandemic,  people  who  were  laid  off turned  to  Upwork,  a  popular  freelancing  platform,  to  quickly  find  work. 

Unfortunately, some of the “employers” on Upwork were scammers ready

to execute a check scam. 4 They would send checks to freelancers they hired and then instruct them to pay for supplies via apps such as Venmo and Cash

App. The only problem—the check doesn’t clear, and the payment ends up

coming out of the freelancer’s account. Workers “hired” by these scammers

lost thousands of dollars. 

With  over  5  million  businesses  on  Upwork,  manually  verifying  each

account  to  determine  if  it  belongs  to  a  trusted  employer  or  a  scam  artist would be inefficient. It would require investigation into various aspects of

an  account,  such  as  the  types  of  jobs  posted,  previous  policy  violations, similarity to other scam postings, and more. The work is not just tedious but

would require a large team to support the process. 

This is an area where AI would’ve made a difference. AI can flag potential

scam  accounts  in  real  time  and  analyze  multiple  accounts  simultaneously. 

Humans can then decide if a flagged account should be suspended from the

platform. Further, instead of reviewing millions of accounts, humans would

need to review only a small percentage each day because of the automatic

flagging, eliminating unnecessary inefficiencies. Unfortunately for Upwork, 

unless  a  user  manually  reports  scam  activity,  the  platform  is  blissfully unaware of these issues. 

Credit  card  companies  are  on  top  of  this  by  automatically  detecting

fraudulent  transactions.  Visa  currently  uses  machine  learning  algorithms

through  their  homegrown  AI  platform  called  Advanced  Authorization  to

monitor suspicious activity in real time.5 This initiative saved them close to $25 billion in fraud in 2019 alone. 6

Advanced Authorization considers:

Whether the account has been used at the store in the past

The type of transaction: for example, in-app or online? Contactless, 

chip, or magnetic stripe? 

If the purchase took place at an unusual time of the day, for an

unusually large amount of money

If the transaction is at odds with other aspects of the account’s

spending patterns

Their  AI  tool  assesses  all  these  different  attributes  in  about  a  millisecond and then produces a score on the transaction’s fraud probability. With Visa

processing  an  average  of  6  million  transactions  an  hour,  imagine  how

painful this process would be if done manually. More importantly, imagine

the  number  of  employees  Visa  would’ve  had  to  hire  to  investigate  the

millions of transactions per hour. 

Inefficiencies can be found everywhere. At the Royal Bolton Hospital, run

by the UK’s National Health Service (NHS), patients often had to wait more

than six hours for a specialist to examine their X-rays. Some knew that if an

emergency  room  doctor  could  get  an  initial  reading  from  an  AI,  it  could significantly  reduce  wait  times  before  a  specialist  provided  a  detailed

diagnosis. 

Dr.  Rizwan  Malik,  a  physician  interested  in  AI  at  the  Royal  Bolton

Hospital,  took  it  upon  himself  to  showcase  the  potential  of  AI  for  this

purpose.7  He  designed  a  conservative  trial  where,  for  all  chest  X-rays handled by his trainees, the experimental AI would offer a second opinion. 

If  the  AI’s  opinions  consistently  matched  his  own,  Dr.  Malik  would  then use the system to double-check the work of his trainees. However, before

the trial went into action, COVID-19 hit the UK. Early research8 had shown

that  in  radiology  images,  the  most  severe  COVID-19  cases  displayed

distinct lung abnormalities. Due to shortages and delays in tests, chest X-

rays became the most convenient and affordable way for doctors to triage

patients. The AI tool, which started off as a pet project, was repurposed to

detect  COVID-19-induced  pneumonia  to  perform  initial  readings,  not  just

double-check human ones. 

Although  inefficiencies  present  themselves  in  different  ways,  AI  can  be  a great  tool  to  automate  repetitive  and  time-consuming  work  where  human-level decision-making is involved. 

2. AI Reduces Human Errors

Human error in the workplace is common and can be attributed to the lack

of  training,  lapse  in  memory,  boredom,  distraction,  and  insufficient

knowledge.  In  a  2017  survey  of  one  hundred  global  manufacturers, 

researchers found that 23% of all unplanned downtime resulted from human

error.9

Errors  can  be  costly:  they  can  result  in  discarding  manufactured  parts, prolonged  customer  follow-ups,  a  lengthy  root  cause  analysis,  and

sometimes,  errors  can  cost  lives.  However,  AI  can  reduce  these  human

errors  as  AI  systems  don’t  get  bored,  tired,  and  forgetful  as  humans  do. 

They can consistently and tirelessly complete tasks twenty-four hours a day, 

365 days a year. As a few cancer researchers in the US have observed, this

contributes to a more efficient medical diagnosis. 

In  traditional  cancer  treatment,  radiologists  track  the  progress  of  tumors using digital images. They manually measure the tumors on the images and

dictate their findings into text-based reports. Unfortunately, this process is

error-prone.  There  can  be  incorrect  measurements,  erroneous  language  in

reports, and misidentified tumor locations. 

In  a  recent  study,  researchers  from  the  University  of  Alabama  at

Birmingham compared the traditional practice of evaluating tumor response

in advanced cancer to similar measurements taken from an AI-assisted tool

called  AI  Mass.  AI  Mass  can  measure  tumors,  automatically  label  their

location, and track tumors over time. 10 The researchers found that the AI-assisted  approach  increased  accuracy  by  25%  and  reduced  major  errors, 

such  as  measurement  and  tumor  location  errors,  by  99%.  The  AI-assisted

approach is also two times  faster than the traditional method. 

The  long-term  impact  of  this  tool  on  patients  will  be  profound.  It’ll  also impact  the  radiologists’  workflow,  as  serious  errors  due  to  physician

burnout  can  be  avoided  altogether.  It’s  a  win-win.  Patients  are  safer,  and physicians become more efficient. 

Such  applications  of  AI  to  reduce  human  error  can  be  used  across

industries.  Think  about  tedious  decision-making  tasks  that  can  lead  to

unwanted consequences like loss in revenues or an increase in injuries and

fatalities  due  to  errors;  these  can  become  great  candidates  for  AI-assisted decision-making. 

3. AI Provides Deeper Insights

Data,  when  analyzed,  can  provide  insights.  These  insights  can  then  guide decision-making.  For  instance,  learning  that  60%  of  customers  who

purchased  diapers  also  purchased  formula  milk  is  a  data-driven  insight. 

Empowered  by  this  insight,  you  may  choose  to  place  the  formula  milk

counter as close as possible to diapers to see if there’s an impact on sales. 

Most  leaders  understand  similar  data-driven  decisions.  However,  most

insights  that  companies  rely  on  today  come  from  querying  a  database  by

aggregating  numbers  or  plugging  numbers  into  set  formulas.  Essentially, such  insights  can  help  answer  straightforward  questions.  But  what  if  you want  to  know  what  customers  thought  about  your  brand  or  what  they’re

complaining about? Now, these are more complicated questions and cannot

be  solved  by  simply  aggregating  numbers.  Luckily,  you  can  use  AI  to

answer such questions. 

Great Wolf Lodge (GWL), a chain of indoor water parks, wanted to know if

a  customer  is  likely  to  be  a  net  promoter,  detractor,  or  neutral  party. 

Typically,  that  type  of  information  is  found  by  surveying  customers  and asking them, “How likely are you to recommend us on a scale of 0 to 10?” 

Each customer rating maps to a detractor, neutral party, or promoter. 

But  instead  of  outwardly  asking  every  customer  that  question,  GWL

 implicitly infers that information using an in-house AI system called GAIL

—short for Great Wolf’s Artificial Intelligence Lexicographer. 11 GAIL sifts through  large  amounts  of  free-form  guest  comments  and  determines  the

likelihood  of  a  customer  being  a  promoter,  detractor,  or  neutral  party. 

Essentially, GAIL “reads” the free-text comments and casts an opinion on

the customer. 

Manually  analyzing  such  free-form  text  would  take  humans  hours,  if  not

days, to read, digest, and render multiple case-by-case opinions. Yet, GAIL

can do this in seconds by using natural language processing, or NLP, which

is  an  area  within  AI  that  deals  with  the  automatic  processing  and

understanding of human language. 

Systems  like  GAIL  are  becoming  more  and  more  important  today.  The

questions  you,  I,  and  businesses  want  answered  are  increasing  in

complexity.  Plus,  the  data  to  answer  those  questions  is  also  becoming

increasingly  scattered,  disorganized,  and  noisy,  especially  with  the

emergence  of  social  media  and  cloud  platforms.  Fortunately,  with  AI,  we can  sift  through  these  complex  data  sources  to  extract  critical  insights—

without spending months analyzing the data. 

4. AI Increases Profits

When  discussing  AI,  the  conversation  typically  revolves  around

automation, increasing productivity, and eliminating inefficiencies. Still, for

AI to be truly successful, it must ultimately not only pay for itself but create

additional  revenue  (or  reduce  costs)  for  the  organization.  By  combining

many of the first three factors—eliminating inefficiencies, reducing human

errors,  and  providing  insights—in  the  long  term,  AI  often  results  in  an increase in a company’s bottom line. Let’s look at several examples of how

this plays out. 

 Less Inefficiency = Cost Reduction

In  August  2016,  a  five-hour  power  outage  in  a  Delta  Airlines  operation center caused 2,000 canceled flights and an estimated loss of $150 million. 

Unplanned  outages  like  these  are  costly.  They  eat  into  revenues,  disrupt services, increase maintenance costs, and reduce customer satisfaction. San

Diego  Gas  &  Electric  Company  (SDG&E)  wants  to  avoid  such  outages. 

When  unplanned  outages  occur,  utility  companies  must  make  emergency

repairs.  This  involves  installing  new  equipment,  dispatching  crews, 

controlling traffic, and coordinating logistics. All of this increases time and

costs. 

With  the  help  of  AI  experts,  SDG&E  is  co-developing  an  AI  system  to prevent power outages by predicting asset failures weeks in advance. Their

system  has  an  80%  success  rate  for  predicting  equipment  failures  two

weeks out and a 90% success rate for predictions three days out. 

By  showing  which  assets  are  likely  to  fail,  SDG&E  will  be  able  to  plan repairs ahead of time and safely fix issues before a power outage. This not

only reduces customer outages, but it also reduces associated overhead and

maintenance costs. Further, this ensures that mission-critical services, such

as hospitals, fire stations, and rescue services, can remain in operation. 

When you automate to eliminate inefficiencies and reduce human errors, in

the long term, the savings in costs add up, providing a boost to revenues. 

 Personalization = More Revenue

Many of us have seen AI hyper-personalize our customer experience. Take

Amazon.  I  can’t  tell  you  how  many  times  I’ve  drifted  from  the  main

product  I  was  viewing  on  Amazon  only  to  buy  a  product  that  was

recommended as “related.” Without realizing it, Amazon’s recommendation

system has kept me on their site much longer, and it has helped me explore

different options and settle on the best product. Win-win. 

According  to  McKinsey,  35%  of  Amazon’s  revenue  is  generated  by  its

recommendation engine alone, which Amazon uses in email campaigns and

throughout  its  website.  Similarly,  Netflix  thinks  that  its  recommendation engine saves them more than $1 billion per year by preventing users from

unsubscribing.  Netflix  estimates  that  only  20%  of  its  subscribers’  video choices  come  from  search.  The  remaining  80%  comes  from

recommendations. So, it’s important for Netflix to continue personalization

and get its recommendations right. 

Personalization  has  the  power  to  do  wonders  to  boost  revenues,  and  AI

makes it all the more possible. 

 Intelligent Insights = Innovative Products

When  the  morning  juice  market  weakened,  Ocean  Spray,  an  agricultural

cooperative of cranberry and grapefruit growers, sought a fresh strategy to improve sales. As part of their innovation strategy, Ocean Spray needed to

understand  consumer  behavior  around  cranberry  juice  better.  This  type  of innovation  process  typically  uses  the  help  of  small  focus  groups  of  ten  to fifteen people. However, it’s risky to use the opinions of such a small group

of customers to make decisions for millions. You don’t know if the views of

those customers represent a larger need in the marketplace. 

Luckily,  Ocean  Spray  didn’t  use  the  traditional  method.  Instead,  they

conducted  an  AI-driven  analysis12  of  hundreds  of  thousands  of  online conversations,  including  user  reviews  and  tweets  around  cranberry  juice, 

tapping into a much wider pool of consumers. Through this analysis, Ocean

Spray  understood  how  consumers  were  using  cranberry  juice  in  real  life, giving them ideas on how best to innovate and fill gaps in the marketplace. 

Soon  after  the  initiative,  Ocean  Spray  launched  the  next  hundred-million-dollar beverage line with Ocean Spray Mocktails13 and Ocean Spray Pact, a cranberry-infused  water,  expanding  beyond  the  traditional  breakfast  juice

market. 

Through  AI-driven  analytics,  Ocean  Spray  gained  insights  into  consumer

trends and generated new product ideas. The insights not only helped Ocean

Spray  boost  revenues  but  also  helped  them  get  out  of  an  oversaturated

segment of the market. 

Similar  AI-assisted  decision-making  can  help  in  various  facets  of  your

business. From finding new product ideas to understanding how to improve

existing  processes—all  of  this  can  have  a  significant  impact  on  revenues and cost savings. 

 AI-Driven Innovation = Upselling

TGI  Fridays,  an  American  restaurant,  tries  to  create  the  feel  of  a

neighborhood  bar,  where  the  servers  know  their  customers’  names  and usual  orders.  From  a  profit  perspective,  TGI  Fridays  has  focused

specifically on selling  cocktails, a high-margin item. As part of their effort to encourage customers to order multiple cocktails, TGI Fridays created a

mobile  app  for  cocktails  to  help  customers  craft  their  own  personalized beverage. 14

First,  the  virtual  bartender  asks  several  questions  such  as,  “Why  are  you here?”  and  “What  are  you  going  to  be  eating?”  to  help  the  user  create  a cocktail  to  fit  their  mood.  Then,  using  all  this  information,  an  AI  tool creates a unique cocktail recipe specifically for the guest, and the recipe is

then sent to the human bartender. This AI tool helped TGI Fridays gain a

25%  increase  in  the  number  of  people  who  bought  two  drinks,  boosting

their bottom line. 

AI  allows  the  innovation  of  new  technologies  that  can  drive  further

engagement  with  current  customers,  ultimately  boosting  revenues. 

Innovations  such  as  TGI  Fridays’  cocktail  app  are  profitable  and  easy  to develop when you have the correct data and implementation team. But of

course,  uncovering  innovative  ideas  with  a  business  impact  requires

creativity  and  the  proper  thought  process,  which  we’ll  be  building

throughout this book. 

WHERE DO WE GO FROM HERE? 

We’ve  seen  how  AI  can  help  businesses  and  society  in  unexpected  ways. 

From tracking tumors to predicting power outages before they happen—all

of  this  can  have  the  greater  benefit  of  eliminating  inefficiencies,  reducing human error, and boosting revenues. AI can also help surface deep insights

from  data  and  act  as  a  catalyst  for  innovation  and  finding  new  revenue streams. 

Although the specific examples covered in this chapter may not be directly relevant to your industry, the essence of how AI can benefit businesses is

universally true. Your company could have several inefficient processes that

you can automate with AI to provide significant cost savings and improve

people’s lives. You might also find highly error-prone tasks that result in the

loss of revenues or lives, which you can potentially minimize with the help

of  AI.  These  opportunities  are  there  in  every  industry.  However,  it’s

essential  to  understand  AI  in  more  depth  to  visualize  what’s  possible  for your organization. That’s what we’ll discuss in the next chapter. Although

this  next  chapter  is  heavy,  we’ll  stay  at  a  high  level  and  focus  on  aspects relevant to businesses. 

C H A P T E R   2

WHAT IS AI? 

“What is important for AI is to have algorithms as capable as people

at solving problems.” 

 —John McCarthy, one of the founding fathers of AI

AI has been long popularized as the thing that will replace the human race. 

This couldn’t be further from the truth. AI in this day and age does not have

anything  close  to  humanlike  intelligence  in  a  general  sense.  Still,  it  can mimic human thinking and even surpass human abilities on  specific tasks—

ones that it’s trained to do. 

For example, if you teach a machine to detect breast cancer by asking it to

read  thousands  of  mammogram  images,  it  could  very  well  do  it  like  a

human. In fact, in a recent research study, it has been shown that AI is more

accurate than doctors in diagnosing breast cancer from mammograms.15 Yet, that same AI tool cannot detect any other cancer, unlike a radiologist who

can  detect  various  types  of  cancers  and  diagnose  other  related  medical

issues. 

This type of AI is known as artificial narrow intelligence (ANI), which will

be the main focus of this book—doing one thing fast and accurately, while mimicking human decision-making. 

Although the terminology does not sound powerful, a suite of narrow AIs

can  transform  industries.  Take  self-driving  cars  as  an  example.  AI  helps these  cars  navigate  through  traffic  and  handle  complex  situations  just  as humans  would.  Up  until  now,  these  self-driving  cars  have  been  crewed

during  testing,  but  Google’s  Waymo  is  currently  planning  a  small-scale

fully  autonomous  ride  with  no  backup  drivers.16  This  shows  you  the potential of ANI alone. 

Imagine how this will change the entire transportation industry when this is

scaled up and fully autonomous rides are available everywhere. 

Another  class  of  AI  that  attempts  to  exhibit  overall  human  intelligence  is called artificial general intelligence (AGI). This type of AI can perform any

intellectual task that a human being can. Although you see many of these in

sci-fi movies, this sort of AI is decades away from becoming a reality, so

we won’t worry about it for now. If you’re curious, there are many write-

ups about it on the web, including the concept of artificial superintelligence

(ASI), popularized by the philosopher Nick Bostrom.17

THE RISE OF AI

AI as a discipline is not new. 

AI got its start in the 1940s, post-World War II. It was formally established

as an academic discipline in 1956 at the Dartmouth Conference organized

by late Professor John McCarthy, one of the founding fathers of AI. In his

own words, he said:

 AI is the science and engineering of making intelligent machines, 
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 especially intelligent computer programs. It is related to the

 similar task of using computers to understand human

 intelligence, but AI does not have to confine itself to methods that are

 biologically observable. 

AI  is  truly  the  coming  together  of  different  disciplines,  including

philosophy, mathematics, neuroscience, psychology, computer engineering, 

linguistics,  economics,  and  control  theory. 18  These  distinct  academic disciplines have contributed to the creation of computer algorithms that can

imitate humanlike thinking and behaviors. 

However, AI only became broadly appealing for solving practical business

problems  around  2011.  The  availability  of  big  data,19  cheaper  and  faster computers, and advanced machine learning techniques have all attributed to

the  rise  of  AI  for  real-world  problems.  Moreover,  the  infrastructure

necessary  for  big  data  storage  and  high-powered  computing  is  now

available as cloud services that companies can “rent” as needed. As a result, 

companies no longer need to store large amounts of data in their own data

centers,  nor  do  they  have  to  purchase  expensive  supercomputers. 

Algorithms that used to run on supercomputers can now be run using cloud

services  at  a  fraction  of  the  cost  and  with  much  less  hassle.  All  this  has made  AI  development  and  deployment  faster,  more  cost-effective,  and

highly appealing to the business world. 

BUSINESS AI

The field of AI is vast, and people use the term “AI” to reference different

things:  some  consider  all  robots  to  be  AI,  some  refer  exclusively  to  deep learning as AI, and some interchangeably use the terms “machine learning” 

and “AI.” In the end, they’re all just topic and focus nuances of AI. 

In this book, we’re going to focus on AI that’s relevant to businesses. For simplicity,  I’ll  refer  to  such  AI  as   Business  AI.  Business  AI  is  AI  that’s usable  to  businesses  today,  not  five  or  ten  years  from  now,  and  has  three core properties:

1. It is often “narrow”—it can perform a handful of tasks exceptionally

well. 

2. It relies on the availability of data for learning—small or big data. 

3. It is performant—it shouldn’t drive you into bankruptcy to

operationalize the AI, nor should it take years to see value from it. 

The  word  “narrow”  may  throw  you  off,  but  narrow  AIs  are  powerful  in

business. If you can automate away the most tedious task in your company

with  a  single  narrow  AI,  imagine  the  benefits  in  terms  of  increased

throughput and reduction in labor costs. 

There are five topics in AI that are most relevant to Business AI:

1. Machine learning (or ML)

2. Deep learning

3. Computer vision

4. Robotics

5. Natural language processing (or NLP)

Although  there  are  many  research  areas  within  AI,  these  five  are  most

relevant to businesses today. Also, in all of this, ML is the primary driver of

Business AI. 

ML  algorithms  are  incredibly  versatile.  These  algorithms  can  generate

predictions  on  images,  videos,  human  languages,  and  even  computer

languages—virtually  any  type  of  data.  They  don’t  need  active  human
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supervision; they learn by analyzing data. Further, other subfields, such as

computer vision and NLP, often use ML to accomplish specific tasks. For

example, in NLP, ML is used to predict human emotions in text. 

Let’s look at each of the five topics related to Business AI. This chapter is

relatively  long,  but  the  information  helps  provide  you  with  a  good  AI

understanding. It may be helpful to come back to this chapter to recall the

essential aspects of AI that pertain to your business. 

 Business AI-related subfields. 

1. Machine Learning

Machine  Learning  (ML)  is  about  helping  computers  learn  patterns  from

data with limited human intervention. By learning these patterns, the next

time the computer sees something similar, it knows what decision to make. 

For  example,  to  predict  if  a  credit  card  transaction  is  fraudulent,  the computer  needs  to  first  learn  what  makes  a  transaction  fraudulent  or

nonfraudulent. By analyzing hundreds upon hundreds of known fraudulent

and nonfraudulent transactions, the computer will uncover hidden patterns

that  translate  to  fraud.  Some  of  these  patterns  will  be  obvious  to  humans, and some will leave our heads scratching, which is one of the beauties of

ML: it can decipher patterns that humans cannot. 

In effect, ML is like training a dog: you give the same instruction over and

over  to  help  it  learn  a  behavior.  When  it  does  the  behavior  correctly,  you reward  it  with  a  treat,  or  you  praise  the  behavior.  Say  you  teach  Barky,  a dog, that when you say, “Barky, sit” or “Sit,” that she should sit. The next

time Barky hears “Okay, sit,” even without understanding that extra “okay,” 

she  will  likely  guess  what  she  should  do  based  on  the  familiarity  of  the command. 

This  is  similar  to  how  we  teach  computers  with  data.  In  the  credit  card example, when you show a computer thousands of credit card transactions

and the corresponding categorization, the computer will eventually learn to

detect new fraudulent transactions with a degree of certainty. All of this is

based on the familiarity with data it was shown. In the end, the fundamental

goal of ML is to generalize beyond data it has already seen. 

In  ML,  the  computer’s  learning  process  is  guided  by   algorithms.  These algorithms are a set of instructions that tell the computer how to learn from

the  data  it  sees—for  example,  what  mathematical  formulas  to  use,  what

probabilities to compute, and what types of predictions to output. 

In general, there are three types of ML algorithms:

Supervised learning: Supervised learning algorithms learn from data by being shown the “correct” answers, also known as the labels. 

For example, if you’re trying to train a model to predict spam emails, 

the computer is shown examples of emails with the correct

classification. 

Unsupervised learning: Unsupervised learning algorithms also

learn from data but don’t require the correct answers. Clustering or

grouping and recommendation problems (which can sometimes also

be supervised) fall under this category. Grouping customer support

requests, grouping duplicate employee records, and recommending

products to customers are all examples of unsupervised learning

applications. 

Reinforcement learning: Reinforcement learning algorithms, which

are not as commonly used, learn through their actions rather than

from data. The computer tries to take a certain action, and if it’s the

correct action for the given problem (for example, playing a chess

game), it’s rewarded. If it’s the wrong action, the computer pays a

penalty. Reinforcement learning is still in its nascency when it comes

to solving practical business problems. However, as algorithms

mature, reinforcement learning could become more commonplace for

business problems. 

Of  the  three  learning  paradigms,  supervised  learning  and  unsupervised

learning methods are the most common and easiest to benefit from today, 

especially if you have large volumes of high-quality data. 
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 Examples of business problems that ML can help you solve. 

 Human-in-the-Loop Feature Extraction

Although  ML  algorithms  learn  from  data,  these  algorithms  can’t  decide

which  attributes  (or  features)  in  data  to  use  for  optimal  learning.  For example,  in  developing  a  model  to  predict  house  prices,  some  of  the

available features may include zip code, lot size, number of bedrooms, and

the neighborhood. Yet, only a certain combination of these features will be

best suited for predicting house prices. Unfortunately, ML algorithms don’t

automatically  know  which  features  will  work  best—they  need  to  be

explicitly told. 

That’s  where  an  AI  expert,  usually  a  data  scientist,  comes  in.  The  data scientist uses a process known as  feature engineering  to  discover  the  best features  for  optimal  learning.  Feature  engineering  is  a  critical  part  of  ML

development and is as much an art as it is a science. 
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So, why am I bringing up feature extraction if it’s the job of a data scientist? 

You’ll start seeing why when we get into deep learning. 

 How data feeds into ML algorithms. A subset of all data helps create a training set. This is the data the ML algorithm will learn from. The training data20 is used to extract signals for learning (i.e., 

 features). The learning algorithm learns from these features and produces a model that can be used to make predictions on new data. 

 Quality Data Is Critical for Machine Learning

As ML algorithms today rely on data for learning, the quality and volume

of data are of utmost importance. 

Don’t believe me? 

Have you heard of Tay, the AI chatbot that turned racist? 21 As if we don’t already  have  enough  negativity  in  society,  this  chatbot  began  to  post

inflammatory and offensive tweets through its Twitter account. 

Tay was an experiment at the intersection of ML, NLP, and social networks. 

While  other  chatbots  in  the  past,  such  as  Eliza,  conducted  conversations using narrow scripts, 22 Tay was designed to learn more about language over

time, allowing her to have conversations about any topic. 

In  the  beginning,  Tay  engaged  harmlessly  with  her  growing  number  of

Twitter followers. However, after a few hours, Tay started tweeting highly

offensive  things.  She  went  from  “Humans  are  super  cool”  to  “Hitler  was right, I hate the Jews” in less than twenty-four hours. It turns out that trolls

started  engaging  the  bot  with  racist,  misogynistic,  and  anti-Semitic

language. Tay just repeated some of this language. Tay’s capacity to learn as

she  went  meant  that  she  internalized  some  of  the  language  taught  by  the trolls. Tay had learned bad language because she was fed bad data. 

Poor-quality,  prejudiced,  or  downright  bad  training  data  can  have  a

significant  impact  on  how  machine  learning  models  behave.  You  feed

models  with  nonrepresentative  data,  and  they  will  churn  out  biased

predictions.  If  you  starve  models  of  data  or  feed  models  incomplete  data, they will make random predictions instead of meaningful ones. Garbage in

equals garbage out. 

As for Tay, she was shut down sixteen hours after her launch, and her story

taught us all a good lesson. 

2. Deep Learning

Deep learning is a special class of ML that uses neural networks behind the

scenes.  Neural  networks  try  to  simulate  the  way  the  human  brain  works, with many densely interconnected brain cells. The idea is to replicate this

inside a computer, so you can get it to learn things, recognize patterns, and

make decisions in a humanlike way. 

Unlike  traditional  ML,  the  beauty  of  deep  learning  is  that  it  can

automatically  uncover  features  in  data  that  it  should  use  for  learning  to make optimal predictions. 
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Let’s take the house price prediction problem that we talked about earlier. 

With neural networks, you can present all possible input—from zip code to

neighborhood  to  the  average  median  price  of  houses  in  the  city.  Neural networks  can  decide  which  features  are  essential  and  which  ones  can  be excluded  or  relied  on  less.  These  networks  will  also  learn  which

combination  of  input  can  make  the  best  prediction.  In  contrast,  with

traditional  ML,  you’d  have  to  experiment  with  different  combinations  of

features.  Even  though  a  neural  network  can  automatically  learn  which

features to use, for it to work as expected, the network needs to be designed

correctly and fed large volumes of  high-quality training data. 

 Example of neural networks used for the house price prediction problem. You can provide all features to the neural network, and it will automatically discover which set of features to learn from by assigning and adjusting weights within the network. 

So,  why  are  neural  networks  so  popular  in  the  media  and  the  academic

world? 

As the feature engineering step is optional, neural networks can learn highly

complex patterns for making predictions and generating coherent messages. 

Neural networks have also been shown to be more accurate than traditional
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ML algorithms on a handful of tasks. Yet, this doesn’t mean traditional ML

methods  are  inferior;  it  just  means  that  deep  learning  techniques  can

achieve high levels of accuracy on specific tasks. Plus, deep learning is not

suitable for every business and every AI problem. 

 Machine learning versus deep learning. 

 Approach Deep Learning with Caution

Although  deep  learning  has  achieved  great  successes  in  many  important

areas  dealing  with  text,  images,  and  video,  it  has  also  raised  serious questions around interpretability in practical applications. Specifically, how

and  why  did  the  deep  learning  model  arrive  at  a  specific  answer?  The

“black box” nature of deep learning has become problematic in applications

such  as  medical  diagnosis  and  therapy.  For  example,  if  a  deep  learning

model predicts that a patient is at risk for lung cancer, why did it arrive at that conclusion? It’s critical for a doctor to understand this, but because of

deep learning’s black box nature, it may never be clear why. 

Due to deep learning’s growing popularity, researchers are now rushing to

develop methods to explain the rationale behind decisions made by neural

networks. Hopefully, in a few years, we’ll be able to easily gain visibility

into how neural networks arrive at a conclusion. 

Besides the interpretability problem, deep learning techniques also demand

a  lot  more  data  than  traditional  ML  approaches.  Unfortunately,  not  all

businesses  can  afford  large  amounts  of  data,  especially  if  they  don’t  have data to start with. In some cases, you’d need to manually collect data, and

you may not have the resources to collect large quantities. 

Training deep learning models is also computationally more expensive than

traditional ML. Until a few years ago, we did not have computers powerful

enough  to  run  many  of  the  deep  learning  algorithms.  However,  the

repurposing of GPUs and the introduction of TPUs by Google has given the

industry the horsepower that it needs. Although you can “rent” the required

GPU  and  TPU  computing  power,  it  can  also  significantly  drive  up  costs

because these are more expensive than our good old CPUs. 

3. Computer Vision

Computer vision is about helping machines “see.” It involves the automatic

extraction  of  information  from  images.  The  image  data  can  take  many

forms, such as video sequences and views from cameras. 

As  an  example,  self-driving  cars  see  through  images  captured.  These

images are used to determine things like the presence of a stop sign. As the

image  is  read  in  real  time,  the  types  of  objects  within  the  image  are

automatically interpreted. Say a stop sign is detected, then the self-driving car can be prompted to slow down and stop. 

Computer  vision  algorithms  have  become  a  lot  more  accurate  in  recent

years due to the advancement of deep learning techniques. Because of this, 

it  can  be  cleverly  integrated  into  your  operations  to  improve  efficiency  in different areas. For example, instead of asking customers to come into the

bank  to  deposit  checks,  you  can  have  them  use  your  mobile  app  to  send images of your check. With the help of computer vision, these images can

be used to verify the deposit amount, routing number, and account number. 

Similarly,  you  can  use  images  in  customer  support  to  verify  support

requests.  For  example,  if  you  have  an  e-commerce  business,  you  can  use computer vision to verify reports of broken items from the images uploaded

by customers. 

Computer vision can also be powerful in quality control. Suntory PepsiCo

had  trouble  attaching  code  labels  to  products,  which  often  resulted  in

production  delays.  To  overcome  this  issue,  they  now  use  computer  vision technology  to  instantly  determine  if  code  labels  on  products  are  attached and  that  the  codes  are  correct  and  visible. 23  If  a  label  is  missing  or unreadable,  the  problematic  product  is  removed  from  the  manufacturing

line without stopping production. 

Although it might not be obvious how computer vision is relevant to your

business  problems,  some  simple  brainstorming  can  help  you  find

opportunities  to  streamline  manufacturing  lines  and  improve  customer

support processes. Computer vision can also help improve efficiency in AI-

assisted medical diagnosis. 

4. Robotics

The goal of robotics is to design intelligent machines that can assist humans in  their  day-to-day  lives.  With  robotics,  you  can  develop  machines  that substitute humans for performing specific tasks. 

In the thick of the COVID-19 pandemic, a hospital in Bengaluru, India used

two robots named Mitra and Mitri to screen COVID-19 patients before they

met  with  a  human  doctor. 24  When  the  virus  disproportionately  infected healthcare  workers  while  screening  patients,  the  use  of  the  robots  limited contact and made it safer for the healthcare workers while allowing them to

care for patients. 

Robots are instrumental in such situations. They can be used in dangerous

conditions  to  inspect  potentially  hazardous  material,  bomb  detection  and

deactivation,  or  places  where  it’s  tricky  for  humans  to  survive,  such  as  in high-heat environments and underwater. 

Perhaps counterintuitively, the terms “AI” and “robots” (or “robotics”) are

not synonymous. Most robots are not artificially intelligent. Until recently, 

industrial  robots  could  only  be  programmed  to  carry  out  repetitive

movements  that  don’t  need  AI.  However,  if  you  want  robots  to  perform

more  complex  tasks  that  mimic  human  capability,  AI  algorithms  are

necessary. Self-driving cars, for example, are complex robots that  do use AI to detect and avoid potential hazards on the road. Mitra and Mitri, discussed

earlier, are also AI robots, using complex intelligence to have conversations

with humans and detect human emotions. 
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 AI is not robotics, and vice versa. Smart robots use AI. 

5. Natural Language Processing

Natural language processing (NLP) is about helping computers understand

and make sense of textual data. Examples include customer support tickets

and call center transcripts, employee and customer comments and feedback, 

and  even  internal  company  documents,  such  as  your  company’s

presentation slides. 

NLP  is  critical  for  business  applications  today.  Industry  experts  estimate that  80–90%  of  the  data  in  any  organization  is  unstructured  and  a  vast majority  is  in  the  form  of  text  data.  More  importantly,  the  amount  of unstructured  data  in  organizations  is  expected  to  grow  significantly  faster than structured databases. Without NLP, it would be a challenge to manage

and extract value from all this unstructured text data. 

Quick Tip: “Structured” data refers to data that can

neatly fit into a spreadsheet. Employee records is an

example of structured data. “Unstructured” data refers to data

with no clear format. It consists of videos, audio, free-form text

data, and sensor data. For more explanation of terminologies, 

download the glossary from the book’s resources page at

 AIBusinessCaseBook.com. 

There  are  many  areas  in  business  where  NLP  comes  in  handy,25  but  let’s explore four commonly used ones in this chapter. 

 Text Classification

Text  classification  (also  known  as  document  categorization)  automatically

assigns labels to documents and textual content. The computer “reads” the

content  and  automatically  outputs  a  categorization.  Text  classification  is crucial  for  many  business  problems.  For  example,  you  can  use  text

classification  to  organize  all  your  company’s  business  documents  by

automatically assigning appropriate tags, such as “budget,” “finance,” and

“product  roadmap.”  You  can  also  use  text  classification  to  flag

inappropriate  content  in  public  forums  to  keep  conversations  safe. 

LinkedIn, for example, uses text classification to flag inappropriate profiles

that can range from profanity to advertisements for illegal services.26

 Sentiment Analysis

Sentiment analysis is the automatic summarization of emotions in free-form

text. For example, you can predict the sentiment orientation of tweets, such

as  “positive,”  “negative,”  or  “neutral.”  You  can  also  get  more  granular where  you  predict  elements  such  as  “anger,”  “joy,”  and  “sadness.” 

Sentiment  analysis  is  popular  in  the  commercial  world  as  it  allows

businesses to understand customer perception toward brands, products, and

services. It helps businesses better understand their customers and fix issues

that are making customers unhappy. 

 Information Extraction

Information  extraction  is  the  process  of  automatically  pulling  out  specific information  from  textual  data.  This  helps  surface  nuggets  of  important

information buried within large blocks of text. Without NLP, it would take

humans a considerable amount of time to read large volumes of documents

and extract pertinent information. By automating the process with NLP, you

can extract information in a matter of seconds and minutes, instead of days

and months. 

Google, for example, reads emails and offers to add events, such as concerts

and  restaurant  reservations,  to  your  calendar  with  the  use  of  information extraction. Legal applications also use information extraction to read a large

number of documents to extract critical information relating to a case. 

 Conversational Agents

Conversational agents are computer programs that communicate with users

in natural language with text, speech, or both. Asking a computer to have a

rolling conversation with humans is a complex task requiring sophisticated

language understanding. The computer must interpret what users are saying

and then respond in a meaningful way. 

Conversational  agents  are  often  referred  to  as  chatbots  in  the  commercial world. Although chatbots are conversational agents, the industry version is

primarily  referring  to  AI  virtual  assistants,  also  referred  to  as  digital assistants or AI assistants. These assistants are not meant to have ongoing

conversations but rather, short conversations with users to complete specific

tasks. 

Siri,  Alexa,  and  Google  Assistant  are  examples  of  AI  virtual  assistants. 

These  agents  understand  human  commands  and  can  complete  tasks  like

setting  an  appointment  in  your  calendar,  calling  a  friend,  finding
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restaurants, giving driving directions, and switching on your television. The

same concept can be used to serve customers in other ways, including:

Booking travel

Taking drive-through or takeout orders

Rapid symptom screening during a pandemic

Companies  are  already  using  such  agents  on  their  websites  and  text

messages to answer customer questions or resolve customer issues. 

Virtual  AI  assistants  are  extremely  popular  for  business  because  they  can work on tasks without human intervention. With this, you can significantly

reduce  call  center  volumes  and  operating  costs.  In  addition,  virtual

assistants  work  twenty-four  hours  a  day,  and  your  customers  will  not  be turned down because employees called in sick. 

Quick Tip: In the commercial world, virtual AI assistants

are often referred to as chatbots. However, chatbots are

actually meant to have extended conversations with people. It

mimics chats in human-to-human conversations rather than

focusing on a particular task. Understanding the distinction

between chatbots and AI virtual assistants will help you

determine what solution is best when it’s time to implement a

conversational agent for your business. 

We’ve  now  seen  four  sub-areas  within  NLP  that  are  useful  for  practical business applications. There is a broad range of techniques for solving such

NLP  problems.  Some  techniques  are  purely  rules-based,  meaning  the
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computer makes decisions based on a set of human-curated rules. However, 

many  modern  NLP  applications  today  rely  on  ML  and  deep  learning

methods. 

I  can  go  into  many  more  NLP  application  examples,  as  shown  in  the

following  figure.  It’s  one  of  the  areas  I’ve  specialized  in,  so  I  can  go  on talking about it all day, but for brevity, we’ll stop here. If you’re hungry for

more 

examples, 

visit 

the 

book’s 

resources 

page 

at

 AIBusinessCaseBook.com. 

 Eight applications of NLP that are relevant to businesses. The available tools and complexity of the task are what make an application hard or easy to implement. For example, virtual AI assistants are in effect complex, but there are many tools to support their development. 

Quick Tip: In the industry, NLP is used to reference any method
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for analyzing and making sense of any kind of textual

data, not just language data. However, the academic

version of NLP is much narrower in that it’s all about helping

computers understand human language. Throughout this book, 

when you encounter the term “NLP,” it refers to the industry

version. 

Point of Caution: NLP is also an abbreviation for

neurolinguistic programming, which is not related to AI. 

Be careful when you search for NLP, as you may see results that

don’t go with what you’re reading here. 

ROBOTIC PROCESS AUTOMATION, AI, 

AND SIMPLE SOFTWARE AUTOMATION

Since 2016, interest in robotic process automation (RPA) has been growing

at a steady pace. Several marketers sell RPA as a competing “technology” 

alongside AI, but it really isn’t. 

AI is all about mimicking human intelligence and decision-making within a

computer.  RPA,  on  the  other  hand,  is  analogous  to  how  we’ve  automated

away  repetitive  physical  tasks  previously  done  by  humans.  However, 

instead  of  physical  tasks,  RPA  focuses  on  digital  tasks.  For  example,  in  a data entry task, traditionally humans copy data over from paper forms into a

digital  database.  When  the  human  is  replaced  with  software,  that’s

considered RPA. In other words, replacing tasks previously done by humans

with  specialized  software  is  the  goal  of  RPA.  Although  some  RPA

applications use AI behind the scenes, many don’t use any AI at all. 

What happens in practice is that many software automation problems that
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automate away repetitive tasks, whether it’s RPA or not, are often mistaken

as AI problems. To make this distinction clear, throughout this book I will

refer  to  all  software  automation  problems  that  don’t  require  AI  as   simple software automation. 

Quick Tip: The occasional use of AI in RPA is also

known as intelligent automation (IA) or intelligent

process automation (IPA). 

Industry Problems Demand Hybrid Solutions

So  far,  we’ve  seen  the  subfields  of  AI  as  distinct  areas  of  study,  but  in practice, they’re not distinct at all. Often, you need multiple AI solutions to

solve one business problem. In some cases, you may need a combination of

human-curated rules paired with AI-driven solutions to deliver a seamless

experience. You may even have to invest in designing new AI algorithms to

solve domain-specific problems. 

Walmart’s  e-commerce  search  is  a  case  in  point.  Walmart’s  e-commerce

search is a complex coming together of different AI techniques, including

deep  learning,  ML,  NLP,  and  traditional  search  techniques.  The  need  for Walmart  to  understand  the  intent  of  a  user’s  query  and  accurately  rank products  to  maximize  both  revenue  and  relevance  calls  for  the  different methods to deliver on these goals. Further, this is just for the task of search

and ranking, not others on their platform, such as recommendations. 

Some  companies  even  handle  cases  where  the  AI  fails  with  hard-coded

rules or human intervention. Take automated customer support calls as an

example.  When  the  AI  agent  fails  to  understand  your  question  or  has

trouble  processing  your  request,  you’re  automatically  routed  to  a  human

agent as a way to fail gracefully and not annoy customers. 

Putting It All in Perspective

In  this  chapter,  you’ve  seen  that  AI  is  not  one  big  “bot.”  It’s  a  coming together of distinct fields of study to solve different types of problems in the

world  that  require  humanlike  decision-making.  You’re  also  now  familiar

with the five topics relevant to Business AI for solving practical problems. 

Whether it’s a complex prediction problem or an image analysis problem, 

you now have a glimpse of what’s possible with AI. 

Now it’s time to think about how Business AI applies to your organization

or situation. 

Consider the following questions:

Does your company store, organize, and sift through large amounts

of text data? If so, you could benefit from a range of NLP

applications. 

Does your company repeatedly process and analyze a large number

of images? If yes, you might benefit from computer vision

applications. 

Does your business make hundreds of daily yes-or-no decisions or

assign categories on similar types of data? If yes, you could benefit

from traditional ML. 

Are there complex physical tasks that  should be off-loaded to a

machine for safety, speed, or quality purposes? If yes, you could

benefit from an AI robot. 

Thinking it through in this way can help you see what AI subfields are most

relevant to your business and where the opportunities may be. Plus, when it

comes time for hiring an AI expert, you’ll know what types of skills to look for.  As  you’ve  seen,  the  AI  field  is  vast  and  AI  experts  tend  to  have different  specializations.  Some  are  image  experts,  some  focus  on  deep

learning, and some are text and search specialists like me. 

In the next chapter, we’ll discuss some quick strategies for maximizing the

success of AI. If you’ve tried AI but have not seen results, the next chapter

is  especially  important.  Even  if  AI  is  new  to  you  and  your  organization, these strategies will help shape your thinking for the long term. These tips

aren’t hard-and-fast rules but general guidelines. 

BONUS RESOURCES

• Glossary of AI Terminology: A concise summary of key

concepts covered in this book. 

• Business Applications of NLP: A detailed list of NLP

applications for your business. 

Get all these bonus resources at  AIBusinessCaseBook.com. 

C H A P T E R   3

FIVE TIPS TO MAXIMIZE AI

SUCCESS

“By far, the greatest danger of artificial intelligence is that people

conclude too early that they understand it.” 

 —Eliezer Yudkowsky, Research Fellow at the Machine Intelligence Research Institute One  Monday  afternoon,  I  received  a  LinkedIn  message  from  a  patent

attorney  desperately  looking  for  help  on  an  AI  project.  It  was  about

automatically  populating  patents  with  relevant  legalese.  The  goal  was  to reduce  the  amount  of  legwork  patent  attorneys  had  to  do  before  starting work on a patent. 

The  attorney,  whom  we’ll  call  “Tim,”  mentioned  that  the  project  needed

ML and NLP and wanted me to help navigate the initiative. I was doubtful

about  the  need  for  AI—from  what  I’d  heard,  this  was  a  classic

misunderstanding  of  the  difference  between  AI  and  simple  software

automation. Still, I said, “Send me more information, and I’ll see where you

might need AI.” 

I  received  a  visual  blueprint  the  next  day.  I  looked  at  it  over  and  over  to ensure  I  wasn’t  missing  anything.  I  could  not  find  any  meaningful  use  of AI. I concluded that Tim’s idea was mostly a simple software automation

project.  The  project  involves  automating  repetitive  tasks  but  without  the need for complex ML or NLP algorithms. 

When I broke the news to Tim, he went quiet. He almost seemed shocked. 

I explained to him why I didn’t think any AI was needed; instead, what he

needed  at  this  stage  was  a  good  software  engineer.  I  sensed  the  sheer disappointment in his voice. Apparently, other attorneys had convinced Tim

that reading prewritten text from a database and populating it into the patent

is  NLP,  but  unfortunately,  it  isn’t.  Remember,  NLP  is  about  helping

computers understand and make sense of textual data. In this case, no real

“understanding” was needed. 

Even though I saved the attorney a year’s worth of fees from hiring me, he

was upset. It turns out, Tim wanted to market his tool as an AI product. I

unknowingly put a dent in his plan. 

This type of confusion and mislabeling solutions as AI and being adamant

about  using  AI  when  not  needed  happens  often.  On  numerous  occasions, 

I’ve found myself telling teams that AI wasn’t the right solution or that the

benefit of switching to AI was too marginal. 

AI FOR AI’S SAKE

AI for the sake of AI is a phenomenon that is quite common, especially in

large corporations where there’s a big push to adopt AI. We could blame the

media for this situation, but media hype is not the only reason for the use of

AI where it’s not needed. 

Leaders are fully capable of educating themselves, and data scientists know precisely the types of problems best suited for AI. So, then, why does this

phenomenon happen? 

What follows are a few reasons I’ve come across over the years. 

Push by Top-Level Executives

For  companies  to  be  in  the  game  for  decades,  they  need  to  adopt  new

technologies to stay relevant and remain profitable within their industry. 

Let’s  take  Walmart.  Unlike  Amazon,  Walmart  did  not  start  out  as  an  e-

commerce  company.  Yet,  in  the  last  few  years,  Walmart  has  focused  on

having  a  comparable  e-commerce  platform  heavily  powered  by  AI—even

before  the  COVID-19  pandemic  hit.  As  a  result,  during  the  peak  of  the pandemic, Walmart was able to innovate around its existing online presence

quickly.  Amid  a  pandemic,  Walmart’s  sales  rose  37%,  beating  the  sales

growth expectations. 

Success  stories  like  this  and  others  make  AI  seem  to  be  a  shiny  new

technology  with  a  lot  of  promise.  Executives  want  to  embrace  this

technology  sooner  rather  than  later.  Unfortunately,  as  this  vision  trickles down to the lower levels of the organization, the lack of understanding of

AI  and  what  it  can  and  cannot  do  results  in  it  being  used  for  the  wrong problems—problems that benefit marginally or not at all from AI. 

Funding

Another  reason  for  companies  wanting  to  “use”  AI  is  the  possibility  of securing funding. MMC, a London venture capital firm, reviewed roughly

2,830 AI startup activities, functions, and funding across thirteen European

Union countries. They found that 40% of European startups classified as AI

companies don’t actually use AI. 27
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MMC  found  that  these  AI  startups  attracted  between  15%  and  50%  more

funding  than  others.  The  AI  startups  also  secured  higher  valuations  than software  firms.  It’s  unclear  if  the  misclassifications  were  deliberate  or honest mistakes. Regardless, the misclassified companies sure didn’t speak

up. 

Internal Promotions and Marketing

A  contributing  component  of  employee  performance  is  innovation.  The

more creative and innovative an employee, the more they get recognized for

that  attribute,  especially  if  the  “innovation”  leads  to  good  press  coverage that  can  attract  top  talent  or  impress  board  members.  One  way  to  show innovation is to develop sophisticated AI prototypes for fun. The prototypes

have no value beyond demonstrating possibilities and “coolness,” all for the

purpose of showcasing innovation. In working with companies in different

industries, I’ve witnessed many such projects. 

Even though the push for executives to adopt AI may be well intentioned, 

the  way  that  it’s  done  is  crucial.  Further,  funding,  marketing,  and  internal promotions  are  almost   always  the  wrong  reasons  to  use  AI.  When  AI  is developed  or  utilized  for  the  sake  of  AI,  it  will  become  an  expensive experiment.  I’ve  seen  this  play  out  time  and  time  again  at  different

companies across industries. 

To prevent you from going down fruitless paths, let’s look at five ways you

can prepare yourself to use AI. These tips will maximize your chances of

success with AI. 

 1. Understand AI

Although  AI  can  seem  promising  for  your  business  problems,  without

sufficient depth of understanding, you’re limiting your chances of success. 

In 2018, industry research firm Gartner made a bold prediction—that 85%

of AI projects will “not deliver.” This is a pretty shocking prediction, given

how  important  AI  has  become  recently.  One  reason  for  this  prediction? 

Confusion among leaders on what AI is and what it can do. 

Whether  you’re  a  C-level  executive,  product  manager,  or  engineering

manager, if you’re thinking about using AI in your organization, start with

education. You need to know enough that you’re comfortable exploring the

possibility of using AI in your company. This AI education can help you in

various ways. Particularly for leaders, there are several ways AI knowledge

can be handy:

Closing adoption gaps.  Once you understand AI, you’ll start seeing

the required building blocks to prepare your organization for AI. 

You’ll notice gaps in your company infrastructure and talent pool, 

allowing you to develop strategies to lay the foundational pieces. 

Vendor selection and hiring.  When talking to AI vendors and

candidates, you need to evaluate them carefully. Vendors, service

providers, and job candidates may try to impress you with buzzwords

and pure hype. Fortunately, with a good grasp of AI, you’ll be able to

ask the right questions, separate the good from the bad, and make

sound purchase and hiring decisions. 

Maximizing investments.  Simply put, some business problems are

suitable for AI, and others are not. Without a good understanding of

AI, you won’t know which problems to invest in or how to evaluate

ideas. But with a good AI education, you’ll use the right thought

process and frameworks to evaluate AI initiatives and ideas. 
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Action Step: Typically, leaders don’t need to know

implementation-level specifics of AI, but they do need to

understand the business aspects—from recognizing

opportunities to measuring the success of AI. I suggest reading

books (which you’re already doing!) or attending relevant AI

workshops and training sessions. Always remember to separate

hype from reality. 

 2. Address Foundational Gaps

Technology companies, such as Meta and Google, are inherently AI driven. 

Not only do they have massive tech talent, but their infrastructure and way

of  thinking  is  already  set  up  for  ongoing  AI  initiatives.  From  aggressive data  collection  to  model  development  and  deployment,  these  companies

have the necessary resources. 

Your organization may be different. Your establishment may be a consumer

goods company or a nonprofit organization with a small IT team, or your

focus  may  not  relate  to  building  intelligent  software.  At  any  rate,  you’ll likely have some legwork ahead of you before you’re able to implement or

deploy AI. 

Say you’re looking to start a series of AI projects, but you realize that the

data  needed  for  those  projects  is  currently  not  being  collected.  Instead  of hiring  a  team  of  data  scientists,  the  first  step  for  you  would  be  to  put together  a  team  to  get  data  collection  started  and  address  storage  gaps. 

There can be many such foundational gaps in your organization. Addressing

those gaps takes time and planning, but you can always fill them in stages. 

Action Step: Be clear if you are ready for AI. If there are

obvious foundational gaps, start filling those first before

starting AI initiatives. You can always experiment with AI on a

small scale, but initiating the steps to address gaps is critical. In

Part 3 of this book, you’ll learn what it takes to prepare for AI as

an organization, which will help you identify gaps and develop an

AI strategy. It’s a must-read if you’re planning a company- or

department-wide AI adoption. 

 3. Be Clear on ROI

ROI  and  AI  often  have  a  distant  relationship.  This  is  true  even  in

technology  companies  where  AI  is  a  norm  rather  than  an  exception.  As

we’ll  see  in  Chapter  11,  when  thinking  about  ROI,  you’re  not  necessarily considering ROI in terms of financial gains but rather in terms of benefits. 

Although  for  some  problems,  you  may  see  a  noticeable  financial  impact

from AI, for others, the economic impact is more of a side effect and often

observed over the long term. 

As an example, by augmenting several customer service workflows within

your company with AI, you may hope to hire fewer service operators and, 

as a result, save costs. Still, you’ll not immediately observe cost reductions; 

it happens over time. However, your customer service agents will become

more productive, and you’ll see that change almost immediately. So, when

it comes to ROI of AI, you need to focus on the benefits of employing AI. 

Ask these questions:

What immediate pain point would the AI solution ease for your

organization? 

What benefits would you see by addressing the pain point? 

What’s the added advantage of an AI solution over a simpler one, 

such as a manual approach? 
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Answering  such  questions  will  bring  clarity  to  why  AI  is  important  to  a problem, and guide you in tracking the right business metrics. 

Action Step: Be clear on the benefits and the value AI

brings to your business problem. If it adds minimal value

or takes away from the convenience that other approaches

provide, AI is not the way to go. In Chapter 11, you’ll learn how

to frame AI initiatives such that the benefits are clear and

measurable. Additionally, you’ll have a more structured approach

to determining the ROI of AI. 

 4. Consider Budget

If  your  company  is  just  getting  into  AI,  you  may  not  be  ready  to  start reaping its benefits. You’ll most likely require some preparatory work, such

as  training  executives,  upskilling  employees,  hiring  data  scientists  or

consultants, and getting your data infrastructure in place. All of this requires

a significant financial investment. Further, without an IT team or software

engineering  support,  you’d  incur  additional  expense  to  integrate  AI

solutions into existing workflows. 

To  ensure  that  you  don’t  have  to  cut  corners  unnecessarily,  you  should implement  AI  when  you  have  the  supporting  budget.  Cutting  too  many

corners  can  have  long-term  repercussions  and  hurt  your  customer

experience  even  without  you  knowing.  For  example,  say  you  stop  data

collection  initiatives  to  cut  costs  and  instead  start  relying  on  publicly available datasets to develop ML models. There is a risk that the resulting

models would be of low quality as they are not trained on good data. When

models  are  of  low  quality,  they  will  make  gross  errors,  hurting  your

business in various ways. 
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Ultimately, if your budget is scarce, experimenting with AI with the goal of

taking it to production is risky. 

Action Step: If you’re looking into company-wide AI

adoption, ensure that you have a sufficient budget to hire

additional personnel, collect the necessary data, invest in

required AI infrastructure, and afford engineering support. 

Otherwise, you’ll cut many corners, which will negatively impact

your business and your customers. 

 5. Be Committed

AI  initiatives  require  a  long-term  commitment.  You  don’t  get  quick, 

incredible  results  from  AI.  It  takes  time  to  acquire  the  right  data  (if  you don’t already have it), develop and test models, and finally, operationalize

them. Maintaining AI models after development also incurs ongoing costs

and  time  commitment.  That’s  because  you’d  need  to  periodically  retrain

models  as  they  become  stale.  You  may  also  need  to  rebuild  models  as

governmental  and  societal  rules  change  and  newer  techniques  become

available. 

Further,  your  first  AI  model  may  not  be  the  best.  It  will  give  you  a  good start,  but  from  then  on,  it’s  an  iterative  process.  You  keep  improving  the solution so that it gets better over time. Also, you can’t just rely on your IT

or engineering teams to maintain these models. They can certainly monitor

models, but if you need to change the inner workings of the solution, you

need AI experts. 

In short, AI is not quick, nor is it the most cost-effective solution. 

For  a  quick  and  cost-effective  solution,  start  with  simple  software

automation  or  a  manual  process.  With  time,  you  can  replace  these  “less
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efficient”  or  “less  accurate”  solutions  with  AI  if  there’s  a  clear  benefit. 

Remember that it takes more time and a bigger investment to develop and

maintain AI solutions than to introduce better software engineering into an

existing workflow. 

Action Step: If time is of the essence or you have cost

concerns, don’t start with AI. Keep it as a long-term goal. 

Determine if, at the moment, you can solve a problem with better

software engineering or manually. This also allows you to

establish a baseline approach that you can later replace with AI

when time or cost is less of a concern. 

PUT YOUR FIVE TIPS INTO ACTION

There  are  many  other  tips  I  can  give  you  for  improving  your  chances  of success with AI. However, from my experience, the five tips we covered in

this chapter are the most critical. It’s best to implement or use AI when you

understand it, have the budget for it, and the benefits are clear. Also, if you

need a quick and cost-effective solution, AI is usually a nonstarter if you’re

thinking about building from scratch. It takes time and a bigger budget to

develop and maintain models that deliver  real results. 

Time  and  time  again,  I’ve  observed  that  when  companies  run  counter  to

these five tips, AI initiatives are delayed or stall entirely, or companies fail

to see results from AI. 

Although  these  five  tips  should  help  you  approach  AI  with  a  clearer

mindset, Parts 3 to 5 of this book will make things more concrete. Be sure

to read them. At any rate, before you dive into the later parts, to help you

further  build  your  AI  thinking,  in  the  next  chapter,  we’ll  explore  some

misconceptions surrounding AI and help set the record straight. This next chapter  will  help  you  recognize  what’s  hype,  what  to  take  seriously,  and what to ignore. 

C H A P T E R   4

THE FIVE COMMON MYTHS

OF AI

“The trouble with the world is not that people know too little; it’s that

they know so many things that just aren’t so.” 

 —Mark Twain

It’s  2055.  Intelligent  robots  abound.  They  live  with  humans,  delivering

packages,  cleaning  homes,  and  are  as  ubiquitous  as  cars  were  in  2020. 

Further, they’ve filled public service roles around the world to keep humans

safe. 

But  Johnson,  an  ex-police  officer,  has  his  doubts.  Just  a  month  ago,  his brother, an ex-army sergeant, and two of his nephews went missing without

a trace. He’s heard of several other similar disappearances from friends and

distant  relatives.  It’s  too  much  of  a  coincidence  not  to  link  all  these instances together. 

Johnson  suspects  that  the  humanlike  robots  living  among  them  are  solely responsible for these disappearances. He’s overheard cryptic conversations

mentioning  names,  addresses,  and  codes  among  the  robots.  Yet,  there  is only a small possibility for justice. The public service robots and the others

living among humans are in cahoots. Johnson believes that the robots have

a grand plan to take over the world and eradicate humans. With increasing

crime rates and inefficient human operations, humans are an annoyance to

these robots. 

You probably recognize plotlines similar to this in movies such as  I, Robot, which portrays robots to be as intelligent or more intelligent than humans. 

Still,  in  the  world  we  live  in  today,  such  intelligent  machines  are

nonexistent, and this will continue to be true for the next decade or two. 

There are many misconceptions surrounding AI. Supposedly, it can be evil, 

it  could  destroy  the  human  species,  and  there’s  even  the  concept  of  AI takeover,  popularized  by  public  figures  like  Stephen  Hawking  and  Elon

Musk.28

You can use AI to do unethical things—yes. However, if you think about it, 

that’s  more  a  function  of  immoral   humans  than  evil  AI.  (For  example, humans  can  use  AI  to  make  fake  videos, 29  easily  depicting  someone  as saying something inflammatory when they didn’t. The AI is just doing what

it’s tasked to do.)

In this chapter, we’ll dive into five myths surrounding AI to help you sift

through what’s true, what’s hype, and what’s appropriate to expect from AI. 

This isn’t about conspiracy theories. Rather, what follows is a practical take

on the common misconceptions and risks involved in adopting AI. The goal

is to get you thinking about how these misconceptions and associated risks

will impact your business, your AI strategy, and society at large. 

MYTH #1: WE’LL ALL LOSE OUR JOBS

“Be prepared! AI will replace all our jobs!” is a popular warning put out by the media and some public figures. 

This is only partially true. 

As you may have inferred from Chapter 2, we simply haven’t reached the

stage of AGI where AI can think, learn, and reason as humans do. What we

have now are one-dimensional machines that can only complete tasks that

they’re trained to do, such as predicting the risk of lung cancer after seeing

CT scans of thousands of other patients diagnosed with lung cancer. 

To  date,  machines  lack  the  common  sense,  adaptability,  and  emotional

intelligence that humans have. Without commonsense knowledge, humans

would still need to handle tasks that AI is incapable of handling. Tasks that

demand  “soft  skills”  still  very  much  depend  on  humans.  Intelligent

machines also cannot easily replace knowledge workers. So, all the fear and

anxiety  around  AI  replacing  all  our  jobs—and  later,  us—is  something  we

should not worry about today or for the next two to three decades to come. 

According  to  economists  from  MIT  and  the  Boston  University  School  of

Law, historically, technology has always ended up creating more jobs than

it  destroys  because  of  the  way  automation  works.30  Automating  a  specific task so that it can be done more quickly or cheaply increases the demand

for human workers to do the other tasks that have not been automated. 

Weaving in America is a case in point. During the Industrial Revolution in

the  nineteenth  century,  more  and  more  tasks  in  the  weaving  process  were automated, prompting workers to focus on tasks machines couldn’t do, such

as operating a machine, and then tending multiple machines to keep them

running  smoothly.  This  resulted  in  a  significant  increase  in  output,  and because of this, the price of cloth started to fall. As cloth became cheaper, 

the  demand  for  it  increased,  and  more  jobs  were  created  to  keep  up  with

demands.  In  the  end,  technology  gradually  transformed  the  nature  of  the weaver’s job and the skills needed to do it, instead of entirely replacing it. 

The same is true for AI. 

AI will change the nature of our jobs but not completely replace them. As

some of the tasks we’ve been manually doing get automated away with AI, 

humans will be off-loaded to handle tasks that an AI agent is incapable of

handling or work to resolve issues that are giving the AI agent trouble. 

For  example,  customer  service  operators  are  not  going  to  be  completely

replaced if an AI assistant helps resolve simple customer support requests. 

Instead,  the  service  operators  will  be  off-loaded  to  handle  the  harder  and more  pressing  customer  support  tasks.  They  may  also  work  alongside  the

AI  assistant,  acting  as  its  supervisor,  and  ensuring  quality  resolution  is consistently being provided. This would also afford the operators more time

to train new personnel. 

In the end, you may operate with a leaner support team, or your team may

grow  at  a  slower  rate.  But  you  may  also  experience  increased  business

growth due to increased productivity and end up adding  more personnel, as in the case of weaving automation in America. 

MYTH #2: AI IS 99.99% ACCURATE

AI systems are often “plugged-in” and expected to work. Unfortunately, AI

applications  make  mistakes  all  the  time.  When  an  AI  model  has  95%

accuracy, it’s inaccurate 5% of the time—and that’s on data with which it’s

familiar. On new data, the inaccuracy will be even higher. 

Depending on the application, mistakes that an AI makes can have deadly

consequences. 

In  2019,  Google  Health  published  a  research  paper  in  which  they  used  a patient’s current and prior CT scans to predict the risk of lung cancer.31 The model, a neural network trained with lung cancer CT scans, performed as

well  as,  or  better  than,  trained  radiologists  in  predicting  the  risk  of  lung cancer.  Although  the  system  appears  to  be  more  accurate  than  humans, 

there is always a risk that its prediction could be wrong: if a patient has an

abnormality that the AI has never seen before, or if the patient’s CT scan

image  quality  is  suboptimal,  then  the  AI  may  misjudge  a  patient’s  cancer risk. If the AI predicts that the risk of lung cancer is lower than it should be, it’s  suggestively  preventing  some  patients  from  getting  the  necessary

medical attention. 

Trusting the AI alone in this situation is risky. This is where the AI should

be used as a “second opinion” and not as a sole decision maker. 

When there is a potential for dangerous consequences, such as loss of life, 

loss of livelihood, or safety risks, promising AI solutions will need rigorous

vetting  before  they’re  considered  ready  for  use.  Even  then,  some  AI

solutions  will  remain  appropriate  for  use  only  as  a  human  assistant  or second opinion—not the sole decision maker. 

Of  course,  there  are  many  cases  where  inaccuracies  are  not  as  harmful. 

Further, in many cases, the gain in productivity outweighs the possible AI

mistakes.  Gmail’s  spam  classifier  is  a  case  in  point.  Gmail  uses  a

combination  of  rules  and  ML  to  filter  out  spam  emails.  An  inaccurate

classification  means  you’ll  see  more  spam  emails,  or  valid  emails  are

accidentally miscategorized as spam. 

If Gmail missed a spam email and it lands in your inbox, the consequences

are  not  grave.  It  simply  messes  with  your  user  experience.  The  fact  that most of the spam emails are weeded out is a huge time-saver. On the flip

side,  when  valid  emails  are  wrongly  classified  as  spam,  that’s  more  of  a problem.  You’d  have  to  scan  your  spam  folder  every  once  in  a  while  to ensure that you’re not missing important emails. This is an inconvenience, 

but  the  overall  consequences  are  mild—unless  you  missed  the  “you  just

received a bonus” email! 

Since AI systems today learn from data, keep in mind that the data is never

complete.  It  will  never  encapsulate  all  possible  patterns,  and  there  can  be missing values, outdated information, and skewed representation of groups. 

No  matter  how  rigorous  your  evaluation,  there  is  always  a  risk  of  AI

mistakes,  but  that’s  just  the  reality.  Even  if  the  AI  is  designed  to  reduce human  errors,  you  should  expect  some  inaccuracies.  Further,  if  the  AI

model is not well developed, where it doesn’t use the best set of features, or

uses the wrong volume of data, this can amplify inaccuracies. 

The good news is that once you’re aware of the consequences of the errors, 

you’ll be able to decide how best to employ the AI. Should AI be the sole

decision  maker?  An  assistant?  Or  a  second  opinion?  These  considerations

will  also  help  you  determine  how  to  handle  situations  when  the  AI

predictions are unreliable. 

MYTH #3: AI MEANS INSTANT, 

INCREDIBLE RESULTS

In  2016,  Business  Insider  boasted  that  there’d  be  10  million  self-driving cars on the road by 2020.32 In 2015,  The Guardian,  a  British  news  outlet, predicted that in 2020, humans will be “permanent backseat drivers.” 

Those  statements  were  made  after  companies  such  as  General  Motors, 

Toyota, and Google’s Waymo stated they’d be making self-driving cars by

2020. In fact, Elon Musk predicted that Tesla would do it by 2018. 

Yet,  2020  came  and  went.  In  2022,  we’re   still  not  there.  Perfecting  self-driving technology has taken longer than expected. The development teams

of  self-driving  vehicles  are  still  struggling  to  make  self-driving  cars  fully autonomous. Although Google’s Waymo is piloting a fully autonomous taxi

service, it’s still on a very small scale.33

Trying to replicate human driving is a very ambitious task. It requires the

complex  coming  together  of  cameras,  radar,  sensors,  and  AI  to  enable

vehicles to travel between destinations without a human operator. Which is

why even though the idea of self-driving cars has been around since the late

1920s, only now, with the advancement of technology such as deep learning

on the AI side, we’re seeing greater progress. 

Overall, the more ambitious your vision, the more risk and time it can take

to see any meaningful results from AI. Plus, some ideas may be so complex

that they will never materialize until newer supporting technologies emerge. 

Ultimately,  AI  requires  long-term  commitment  and  a  willingness  to  adapt

with time. 

The Google Search Case Study

Google search, initially known as BackRub, launched in 1996 on Stanford

University’s  network.  Back  then,  it  was  a  basic  search  engine  with  a

singular goal—to surface relevant pages from the web. 

Although  Google’s  initial  search  results  were  acceptable  and  better  than their competitors’, the search engine wasn’t anywhere near what it is today. 

Still, Google continually improved its algorithms. 

In  2007,  Google  improved  its  search  to  include  all  online  content  (e.g., news, video, images, maps, and books), not just simple web pages. Now, if

you  search  for  “Apple  computer,”  you  don’t  just  see  web  pages  featuring Apple  products.  You  also  see  Apple  service  centers  on  a  map,  videos

featuring Apple products, and Apple product reviews. 

Google kept going. 

In  2012,  Google  introduced  Knowledge  Graphs,  where  it  learned  how  to

search  for  “things”  instead  of  just  documents  containing  “strings.”  With this, when someone looks for “Bill Gates,” Google’s search recognizes that

this query is about a person with connection to other people and things, and

the search engine then also answers questions like, “Who is Bill Gates’s ex-

wife?” or “Who are Bill Gates’s children?” 

Even then, Google wasn’t done. 

In  2015,  Google  introduced  RankBrain,  a  machine  learning  component

within Google’s overall search algorithm. RankBrain helps Google get deep

into  the  meaning  of  a  search  query,  initially  helping  Google  surface  more reliable  search  results  for   unseen  queries.  It’s  now  become  one  of  many

signals Google uses for search results ranking.34

All  of  this  to  say:  Google’s  search  quality  was  not  perfect  the  day  it launched  in  1996;  at  first,  it  only  got  us  75–85%  there.  It  took  another twenty  years  of  continuous  improvement  and  experimentation  for  Google

search to become the globally recognized starting point for information. 

MYTH #4: COMPUTER ALGORITHMS ARE

LESS BIASED THAN HUMANS

It was 2013. Officers arrested Eric Loomis who was driving a car used in a

shooting. Loomis was charged for operating the vehicle without the owner’s

consent and for evading an officer. When it came time to sentence Loomis, 

a judge not only looked at Loomis’s past criminal records but also a score assigned by a tool called COMPAS. 

COMPAS—or  the  Correctional  Offender  Management  Profiling  for

Alternative  Sanctions—is  a  tool  that  some  US  states  use  to  predict  a

defendant’s risk of committing another crime. 

A study of COMPAS by ProPublica, an investigative journalism nonprofit, 

found that Black defendants were far more likely than White defendants to

be  incorrectly  judged  to  be  at  a  higher  risk  of  reoffending. 35  Conversely, White defendants were more likely than Black defendants to be mistakenly

flagged  as  low  risk.  The  analysis  also  showed  that  even  when  controlling for  prior  crimes,  future  tendency  to  reoffend,  age,  and  gender,  Black

defendants  were  45%  more  likely  to  be  assigned  higher  risk  scores  than White defendants. 

COMPAS classified Loomis, who is Black, as high-risk of reoffending, and

Loomis  was  sentenced  to  six  years.  Given  the  software’s  problems,  if

indeed  the  problems  cited  by  ProPublica  holds  water,  using  the  scores  to determine  the  sentence  is  a  dangerous  one.  Loomis’s  case  was  ultimately appealed  to  the  Supreme  Court,  challenging  the  use  of  COMPAS  in  his

sentencing. 

Sources on the web often suggest that you should use computer algorithms

if you want to be less biased. Take that advice with a grain of salt. We may

think  that  algorithms  are  less  biased  than  humans,  but  algorithms  can

actually encode human bias—and that’s one of the biggest dangers of AI. 

Bias in Data

As  we  learned  in  Chapter  2,  ML  and  deep  learning  algorithms  thrive  on data. Without data, you can’t teach the machine to complete a specific task. 

Unfortunately,  if  the  training  data  is  biased,  the  computer  algorithm  will learn to repeat the bias. 

Bias  in  data  is  introduced  in  different  ways.  There  can  be  historical  bias, where when a specific group of people have been historically discriminated

against,  the  discrimination  is  recorded  in  data.  The  very  act  of  training algorithms  on  such  historical  data  will  inevitably  preserve  the  bias,  even though it’s not practiced. 

A large tech company, for instance, found that their internal recruiting tool

was  biased  against  women,  where  it  was  consistently  dismissing  female

candidates.  Upon  further  investigation,  they  found  that  the  reason  for  this was  that  it  was  trained  on  historical  hiring  decisions,  where  résumés

primarily  came  from  men—a  reflection  of  male  dominance  in  the  tech

industry. The system over time learned that men were preferred and started

dismissing women. The tool was later suspended. 

A lack of representation in data can also cause bias. When the data used to

train a model contains only samples of specific groups of people or certain

types of content, the model’s ability to make decisions on new and unseen

groups is highly questionable. 

This representation problem is common in facial recognition software. The

goal  of  facial  recognition  is  to  match  the  identity  of  a  person  using information  from  their  face.  Algorithms  measure  the  geometry  of

someone’s  face  and  compare  those  unique  measurements  to  a  database  of

faces  and  return  potential  matches  with  varying  degrees  of  certainty.  You can  use  facial  recognition  to  unlock  mobile  phones,  detect  criminals,  and find missing persons. 

Although this seems like a handy thing to have, in recent years it has come

under  close  scrutiny.  A  2020  study  found  that  top  facial  recognition

algorithms are biased along the lines of age, race, and ethnicity. 36 According to the study, these algorithms tend to misidentify people of color, women, 

and  younger  people.  Some  of  the  problems  of  these  algorithms  can  be

attributed to the underlying data used to train these algorithms. 

For example, a 2018 MIT study found that a popular dataset used to train

face  recognition  models  predominantly  contained  images  of  male  and

White subjects.37 Although researchers who used this dataset reported more than  97%  in  facial  recognition  accuracy,  the  data  was  nonrepresentative, and  hence  the  evaluation  was  skewed  toward  White  males.  As  a  result,  a high  accuracy  in  this  case  is  meaningless  without  the  breakdown  by

demographics. 

Failed  facial  recognition  can  be  a  big  problem.  For  example,  in  law

enforcement,  this  could  mean  that  an  innocent  person  is  implicated. 

Because  of  such  unethical  consequences  and  fear  of  misuse,  large

companies,  such  as  IBM,  Amazon,  and  Microsoft,  have  all  pulled  away

from providing facial recognition technology to law enforcement for mass

surveillance and racial profiling. 38

Bias in Humans

Humans hold unconscious bias, where we believe social stereotypes about

certain groups of people unknowingly. 

One  example  of  unconscious  bias  is  in  the  hiring  process  in  Western

countries,  where  White  employees  or  employees  with  White-sounding

names  are  preferred  over  others.  A  study  by  a  research  group  at  the

University  of  Toronto  found  that  employer  callbacks  for  “whitened” 

résumés fared much better in the application pile than those that included

ethnic  information,  even  though  the  qualifications  were  identical. 39

Specifically,  25%  of  Black  candidates  received  callbacks  from  their

whitened  résumés,  while  only  10%  received  calls  when  they  left  ethnic details  intact.  Similar  disparities  were  also  found  with  Asians,  where

whitened names received a higher callback rate. 

Such  prejudice  is  also  present  in  life  and  death  situations  such  as  in healthcare. Research shows that the unconscious bias in doctors can affect

care  that  patients  receive.  In  fact,  one  study  shows  that  Latino  and  Black patients  are  less  likely  to  receive  pain  medications40  or  get  referred  for

advanced care41 than White patients with the same complaints or symptoms. 

The unconscious bias we’ve discussed so far can easily seep into computer

algorithms.  That’s  because  humans  design  these  computer  algorithms  and

also  decide  how  to  use  these  algorithms.  For  example,  in  using  an  ML

algorithm  to  predict  a  risk  score  for  reoffending  after  incarceration,  a developer can choose to place extra weight on specific signals, such as age, 

name, and race. Such decisions may be based on their personal beliefs on

what makes a person commit crimes. Even though this can have unwanted

consequences  in  practice,  the  developer  may  be  unaware  they’ve  just

embedded bias in their design decisions. 

Just  as  how  unconscious  bias  can  seep  into  algorithms,  so  can  conscious bias. Conscious bias happens when we  know we’re being biased toward a

particular person or a group of people. Although this is rare in AI, the threat

is always there. 

A  story  in  the  media  showed  that  an  AI  company’s  CEO’s  past  ties  to  a White supremacist group caused them trouble—it led to the suspension of

large government contracts. 42 Although there’s no proof that the CEO’s past influenced his company, the perceived risk of racial and religious bias being

built into the algorithms was real, motivating customers to cancel contracts. 
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Can Bias Be Removed? 

The good news is that you can minimize the bias

preserved by AI, but this comes as a joint responsibility between

leaders, domain experts, and developers. To start the

conversations around minimizing bias, here are some of the

questions leaders and practitioners should be jointly answering:

1. What’s the origin of the data for training the AI models? 

2. What are the known biases in that data? 

3. How can the AI tool become biased? 

4. What are the side effects due to those biases: Will

someone fail to get a loan? Will they die? Will it increase

their chance of incarceration? 

5. Can those biases be eliminated, and is it worth

eliminating those biases? 

These questions will help guide a team through handling

potential biases. While you can answer some of these questions

through close examination of the data, others will require more

work. A big part of it involves putting yourself in the shoes of

those impacted by AI. 

MYTH #5: SOPHISTICATION IS SUPERIOR

Several years ago, I learned about a data scientist tasked with developing an

AI  solution  to  detect  nearly  identical  pieces  of  text  and  label  them  as

“duplicates.”  Instead  of  experimenting  with  straightforward  NLP

techniques,  this  data  scientist  decided  to  go  fancy—by  taking  several additional,  unnecessary  steps.  It  included  converting  the  contents  of  text files into images and then using computer vision techniques to check if two

images were similar. It turns out, their approach had a high accuracy on a

small dataset. Supposedly, the AI was doing well. 

Although  this  won  the  hearts  of  product  managers  and  executives,  the

project never lived to see the light of day. There was a problem. Converting

the text to images took two  hours, but this AI was expected to function in close to  real time. From a technical and research perspective, the approach was  interesting  and  perhaps  even  publishable.  Sadly,  from  a  practical

standpoint, it was a big fat fail. The company, of course, lost precious time

and money with this project. 

Unfortunately,  this  is  a  widespread  issue  in  the  industry.  Problems  that could’ve  been  solved  with  simple  statistics  are  forced  to  use  supervised ML.  Problems  that  could’ve  used  ML  use  deep  learning.  Many  data

scientists  will  have  you  believe  that  because  they  used  the  most

sophisticated or most current AI technique, their approach is superior. This

is  simply  not  true.  The  best  AI  techniques  are  not  the  ones  most  talked about or the most sophisticated; the best AI techniques  solve a problem with adherence to business needs and constraints. 

Yet,  it’s  hard  for  a  leader  to  know  which  techniques  are  relevant  to  their business  problem.  Here’s  a  trick:  instead  of  worrying  about  techniques, 

when  communicating  with  your  developers  and  data  scientists,  emphasize

the  needs  of  the  business  and  the  constraints  under  which  the  AI  solution needs  to  operate.  Set  clear  expectations.  Communicate  the  expected  input and output, expected response times, how the AI would integrate into your

workflow or where the AI is expected to reside (e.g., on a chip), and specify

any  budget  constraints.  The  needs  and  constraints  should  guide  your

development  team  into  making  the  right  choice  of  techniques  and supporting technologies. 

BEYOND THE MYTHS OF AI

The  five  myths  discussed  in  this  chapter  are  not  to  discourage  you  from using AI but more to help you set expectations and understand what’s true

and what’s not about the field. 

As we’ve seen through the myths, AI is not here to take over  all our jobs. 

AI  can,  of  course,  assist  humans  in  completing  specific  tasks,  allowing teams to be leaner and more efficient. In the long run, AI can change the

nature of some of our jobs, but there are many tasks that no AI can do as

well as humans. AI systems today don’t have the commonsense knowledge

to  reason  and  make  arbitrary  decisions,  or  have  innate  emotional

intelligence as humans do. 

Further, just as humans, AI can make mistakes. AI is rarely 100% accurate, 

regardless  of  how  sophisticated  the  technique  or  how  rigorous  the

evaluation. This should become an important consideration in deciding how

best  to  employ  AI  within  your  products  and  workflow,  especially  when  it can impact a person’s livelihood, safety, and health. 

For the same reason, it’s important to remember that algorithms are at the

foundation  of  AI.  They  can  perpetuate  human  bias  due  to  underlying

factors,  such  as  data  and  the  unconscious  and  conscious  biases  of  human developers.  Luckily,  you  can  minimize  part  of  this  bias  through  careful planning and evaluation. 

Finally,  to  truly  reap  the  benefits  of  AI  and  see  results  takes  time  and commitment. You may not start with the best results today. Yet, with time, 
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as  the  data  improves,  techniques  mature,  and  you  build  more  experience, your organization’s results from AI will also improve. In the end, the impact

of AI in your business will become more significant. 

We’ve come to the end of Part 1, where we learned the preliminaries of AI

for business. First, we discussed the potential of AI in your business, such

as  helping  eliminate  inefficiencies,  reducing  human  errors,  and  even

boosting revenues. We also learned what precisely AI means in the context

of  business,  where  we  went  into  the  topics  of  ML,  deep  learning,  NLP, computer  vision,  and  robotics.  Further,  to  shape  some  initial  thinking

around  getting  value  from  AI,  we  discussed  several  tips  to  maximize  AI success, which we’ll be discussing more in Parts 3–5 of this book. Finally, 

we  debunked  some  myths  surrounding  AI  to  help  you  start  the  coming

chapters with a clear mind. With your thinking properly framed around AI, 

it’s time to dig deeper and start generating ideas for your business. 
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C H A P T E R   5

HOW AI CAN IMPROVE

BUSINESS PROCESSES

“Progress isn’t made by early risers. It’s made by lazy men trying to

find easier ways to do something.” 

 —Robert Heinlein, American science fiction author

Inefficiencies  are  a  part  of  every  business.  Let’s  take  the  airline  industry. 

According  to  data  from  the  last  few  years,  roughly  20%  of  all  domestic flights in the US are delayed. 43 Interestingly, weather is not the only reason for flight delays; in fact, less than 5% of delays are reported to be weather

related—the  rest  are  within  the  control  of  the  airlines  and  supporting

systems! This shows how terribly inefficient processes are within the airline

industry. 

Specifically,  some  of  the  operational  inefficiencies  facing  the  airline

industry  include  unplanned  maintenance,  network  disruption,  and  fuel

overspend. But it doesn’t have to be that way. 

With  the  help  of  AI,  airlines  can  proactively  reduce  many  of  these

inefficiencies. 

For example, Air France is exploring an AI solution to analyze billions of

flight data records to reduce total fuel consumption. 44 The AI tool combines data from various aviation sources, such as weather information and aircraft

communications,  to  determine  fuel  consumption  efficiency.  The  tool  then

communicates  this  information  to  the  pilots,  along  with  suggestions  for


optimizing  fuel  consumption  such  as  lowering  the  altitude—all  of  which

happens  as  the  flight  is  in  progress.  Other  airlines,  such  as  Malaysian Airlines, Cebu Pacific, and Go Air, are already saving millions of dollars in

fuel  costs  by  leveraging  data  and  AI.  (Plus,  apart  from  saving  money, 

they’re also reducing tons of CO2 emissions.)

There can be countless such opportunities for eliminating inefficiencies and

improving productivity in your business. 

Think about:

Improving hiring speed for new job openings

Increasing the speed in responding to customers

Improving productivity of your sales personnel and customer service

agents

Streamlining the promotions and rewards process

Reducing friction in manufacturing lines

There  are  many  automation  opportunities  in  these  areas,  and  even  though not  every  opportunity  will  need  AI,  as  always,  any  automation  that

specifically requires humanlike decision-making is a great candidate for AI. 

In this chapter, we’ll explore ideas and real-world examples for using AI to

improve  the  efficiency  of  business  processes.  Since  every  business  is

different, we’ll look at several functional areas of a typical business. Instead of reading everything, pick and choose the ones that interest you. You can

always come back to this chapter. 

Here’s how this chapter is organized:

AI in Customer Service

AI in Human Resources

AI in Sales

AI in Marketing

AI in IT Operations

AI in Manufacturing Operations

AI IN CUSTOMER SERVICE

Customer  support  is  a  great  place  to  introduce  AI.  First,  there’s  an

abundance of data generated from daily interactions with customers, which

is  excellent  for  training  AI  models.  In  addition,  the  need  for  speed  and efficiency  in  customer  service  makes  AI  a  good  candidate  for  improving

staff productivity and reducing their workload. Let’s look at a few use cases

of AI in customer service. 

Workload Reduction

Workload  and  employee  burnout  are  big  problems  in  customer  service. 45

One way to reduce workload in customer service is to decrease the volume

of incoming support requests. A popular way of doing this is with virtual AI

assistants.  That’s  because  these  assistants  can  help  customers  around  the clock  and  provide  support  to  multiple  customers  at  once.  Plus,  these

assistants can be put to work on multiple communication channels, such as

your website and text messages. The hope is that AI assistants will handle

straightforward customer support queries, reducing the volume of questions that live agents need to handle. 

Exelon, one of the largest power companies in the US, is doing just that. 46

In  partnership  with  Oracle,  Exelon  employs  an  AI  assistant  to  answer

customer  questions,  such  as  those  relating  to  billing  and  service  outages. 

The virtual assistant understands questions such as “When is my power bill

due?”  and  “When  will  the  lights  come  back  on?”  Exelon’s  AI  assistant

serves 10 million customers and adapts to how people ask questions. 

Even  though  AI  assistants  today  can  complete  only  straightforward  tasks, you  can  expand  their  capabilities  by  pairing  them  with  complementing

technologies. For example, if you want an AI assistant to auto-verify that an

item reported as broken is truly damaged, you would also need to integrate

certain computer vision technologies. 

Productivity Improvement

Apart  from  reducing  the  volume  of  support  requests,  you  can  use  AI  to make customer service operators more productive. Let’s take the “simple” 

task  of  routing  incoming  support  questions  to  the  correct  operator. 

Typically,  an  operator  analyzes  the  ticket  and  then  decides  which

department to route it to. If the routing is incorrect, the ticket needs to be

reassigned. This process is not only painfully slow, but it’s also error-prone. 

This  is  why  MetTel,  a  New  York–based  telecommunications  company, 

developed  The  Next  Best  Action  (TNBA)  AI  system  for  their  technical

support  needs.47  Before  TNBA,  customers  would  submit  tickets  about issues  they  were  having  with  their  services.  Then  an  operator  would

manually sort and resolve each ticket. Part of the work in resolving tickets

is gathering enough information to decide how best to proceed. It takes the

operator  about  ten  to  fifteen  minutes  to  decide  on  what  to  do  next.  The

process  was  just  too  labor  intensive  and  slow.  This  is  why  MetTel developed TNBA. 

TNBA analyzes a service ticket to determine the type of service error. Then

it  uses  historical  data  from  internal  tools  and  logs  to  analyze  the  affected systems in real time. All of this information helps predict the next possible

action to take. Their system can correctly predict the next stage of the ticket

75% of the time. Consequently, they’re able to reduce labor-intensive tasks

and improve the customer experience due to timely and effective resolution. 

Similar to the idea of the next best action, you can make service operators

more productive by suggesting answers to customer questions. Researching

answers to customer questions takes considerable time and effort, especially

if a question is complex. The problem is compounded when there’s a pool

of  potential  answers.  With  AI,  you  can  push  answers  to  service  operators instead of operators frantically searching for answers every time. Plus, don’t

forget the productivity loss due to context switching. 

Even  if  only  50–60%  of  the  questions  receive  accurate  answers,  this  can already make operators more productive. Consequently, they can be much

faster in responding to customers and field more questions in the long term. 

AI IN HUMAN RESOURCES

The fear of AI in HR is real. 

In  2019,  when  I  was  on  an  AI  panel  at  an  HR  conference,  I  was  given specific  instructions  not  to  “scare  people”  about  AI.  The  event  organizer warned  me  that  people  were  fearful  of  losing  their  jobs  and  teams  being downsized. 

Fortunately, you can’t just replace HR managers with computers. You can’t

easily  reproduce  the  level  of  knowledge,  commonsense  reasoning,  and experience that goes into making HR decisions. However, we can make HR

managers a hundred times more efficient with AI. 

Faster Recruitment

One  of  the  biggest  challenges  in  HR  is  recruiting. 48  Hunting  for  qualified candidates is a time-consuming process. It requires meticulous attention to

the needs of the job and the qualifications of the candidate. 

An AI tool can make this process more efficient. For example, with AI, you

can rapidly sift through millions of candidates and hundreds of data points

from  each  candidate  to  identify  high-potential  individuals  suited  for  open roles.  The  model  can  use  a  range  of  factors,  including  the  candidate’s skillset,  tenure  at  a  previous  job,  current  position,  and  educational

background to make suitability decisions. 

Vodafone, a British telecommunications company is onto something similar. 

They  use  AI  to  help  recruit  call  center  and  shop  floor  staff.49  Vodafone requires  job  candidates  to  submit  a  video  of  them  answering  a  standard questionnaire.  An  AI  tool  then  assesses  the  candidate’s  suitability  for  the role  using  factors  such  as  the  candidate’s  voice  intonation  and  body

language. In the end, candidates who pass the AI screening are called in for

an interview. Vodafone has found that this type of screening halves the time

it takes to vet candidates. Plus, with the AI screening, the company can tap

into a larger pool of candidates. 

Personalized Learning and Development

According  to  a  survey  conducted  by  LinkedIn,  94%  of  global  employees

surveyed  say  that  they  would  stay  at  a  company  longer  if  the  company

invested  in  their  careers.50  One  way  to  retain  employees  and  help  with

career  growth  is  through   personalized  learning  and  development opportunities  (L&D),  which  can  be  tailored  to  specific  career  goals—not prepackaged recommendations. 

An example of personalized learning is the course recommendations from

LinkedIn  Learning.51  LinkedIn  Learning  tries  to  surface  relevant educational content to each user based on their connections, the right skills

needed  for  their  current  job,  and  what  peers  within  the  same  industry  are learning. 

Companies  could  do  the  same  internally  for  more  personalized  L&D

opportunities.  For  example,  companies  can  use  AI  to  connect  employees

with mentors and other employees with similar interests, career goals, and

compatibility  based  on  different  factors.  You  can  even  use  AI  to  create personalized  learning  paths  based  on  an  employee’s  career  growth

aspirations. 

Although  building  a  custom  career  development  platform  can  be  a  huge

undertaking, the rewards could be phenomenal. This system could become

your competitive hiring advantage. Alternatively, you could generate a new

revenue stream by “renting” the platform to other companies. 

Promotions and Rewards

Employee  rewards,  promotions,  and  pay  increases  can  sometimes  fall

between the cracks, which can lead to high employee turnover. 

Further,  promotions  at  large  organizations  are  often  subject  to  bias, 

favoritism,  and  a  lack  of  transparency.  An  employee  could  be  offered  a promotion over someone else who has been at the company longer and has

more  experience.  To  streamline  the  rewards  and  recognition  process,  you

can use AI in different ways. For example, you can use AI to recommend

employees who should be promoted next. A range of factors such as past employee performance, the trajectory of pay increases, and tenure could all

be considered in generating a recommendation. 

Another area where AI comes in handy is in detecting employees who are

about  to  quit—by  learning  from  historical  churn  patterns.  You  can  then

incentivize these employees to stay with pay revisions, bonuses, or career

growth  opportunities.  With  timely  incentives  and  the  right  type  of

incentives, you could increase employee retention. 52

Of  course,  for  AI  to  work  in  promotions  and  rewards,  you  first  need  to establish a fair manual process, at least on a small scale. Otherwise, the AI

will replicate all the “bad habits” that you’re looking to eliminate. 

AI IN SALES

According  to  research  by  Xant,  a  sales  software  company,  only  37%  of  a sales  representative’s  time  is  actually  spent  on  revenue-generating

activities. 53 The remaining time is spent on other activities such as contract preparation and prospect-list gathering. Many of these administrative tasks

are currently highly manual, but with AI, there’s a lot you can do to make

these  manual  tasks  more  automated  and  make  sales  personnel  more

efficient. 

Creating an Accurate Prospect List

Suppose your sales personnel are looking to set up a cold email campaign. 

Even though you can quickly create a database of prospects with the help of

off-the-shelf  tools,  the  output  of  these  tools  is  often  error-prone  and sometimes  even  outdated.  Because  of  this,  sales  representatives  must

manually  fix  missing  information,  such  as  names  and  emails,  and  correct outdated data. 

Fortunately,  with  the  help  of  AI,  you  can  create  solutions  to  intelligently populate  databases  with  complete  information,  reducing  the  need  for

manual work. Further, you can use AI to merge several databases into one, 

eliminate duplicates, and rank prospects by relevance. 

Predicting Sales Actions

Sales  actions  is  another  area  where  AI  can  help  with  productivity

enhancements.  A  salesperson  must  decide  a  series  of  actions  to  take  for individual  customers  based  on  their  buying  journey.  A  salesperson  often

considers decisions such as,  Is this a good time to offer an upsell?  and  What offer  should  I  present  to  the  customer?   All  of  this  requires  customized decision-making. 

Instead of spending hours deciding what’s next for individual customers, an

AI  tool  can  recommend  a  series  of  actions  to  take  for  each  of  them.  For example, using information about what customers have already purchased, 

the selected support package, and the level of engagement, you can use AI

to predict the next set of actions for the customer. With targeted guidance

from  AI,  sales  personnel  can  focus  on  nurturing  customers  instead  of

mapping out what to do next. 

Increasing Leads

In  sales,  you  could  also  use  AI  to  improve  the  number  of  leads  that  are generated for your business. Earlier, we saw how virtual AI assistants are

used in customer service to handle customer questions. The same idea can

be used to engage prospects and qualify leads. 

Terrapinn, a global events company, uses an AI sales assistant to reach out

to  customers  at  scale.54  Their  AI  assistant  starts  email  threads  with  leads about  purchasing  exhibitions  and  sponsorship  packages.  Then,  based  on

customer responses, it sends interested leads to Terrapinn’s sales team for a phone or in-person follow-up. 

During Terrapinn’s pilot, the AI sales assistant reached out to 3,500–4,000

contacts.  Reaching  out  to  that  many  contacts  is  easy  for  an  AI  to  do  but would  be  much  harder  for  humans,  especially  because  they  also  need  to

follow-up appropriately. With the AI assistant, Terrapinn got more meetings

with  interested  prospects  and  added  over  1,000  qualified  leads  to  the

company’s pipeline in 2019. 

You  can  even  pair  such  lead-generating  solutions  with  AI-driven  lead

scoring  capability.  With  lead  scores,  sales  teams  can  further  personalize how they engage with prospects and improve their chances of turning leads

into paying customers. 

AI IN MARKETING

Marketers  are  often  data  driven.  They’re  always  looking  for  ways  to

optimize  marketing  campaigns,  segment  customers,  and  personalize

customer  messaging  based  on  data.  AI  can  provide  a  layer  of  intelligence over the data marketers already use. 

For  example,  instead  of  just  segmenting  customers,  marketers  can  now

 micro-segment  customers.  Instead  of  guessing  which  customers  should receive  reactivation  campaigns,  marketers  can  now   predict  who  needs reactivation. 

Personalized Recommendations

Earlier in this book, we saw that Amazon’s product recommendation engine

alone  is  responsible  for  one-third  of  its  revenues.  That’s  because  users  on Amazon’s website receive instant “alternative product options,” leading to
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more purchases and with that comes a boost in revenues. 

However, products are not the only things you can recommend to people. 

Twitter, for example, recommends to its users people to follow and content

to  read  and  retweet.  LinkedIn  recommends  jobs  and  new  personal

connections. All of this improves user engagement, increases discovery of

content  on  the  platform,  and  in  the  end,  makes  the  platform  stickier.  You may  be  wondering,  Why  is  any  of  this  helpful?   First,  it  gives  you opportunities to build brand loyalty by keeping customers on your platform

longer.  Then,  as  a  result  of  customers  interacting  with  your  brand

extensively,  you’re  collecting  a  lot  more  data  about  your  customers’  likes and dislikes. All of this can further accelerate your marketing activities. Not

only  that,  but  a  sticky  platform  also  encourages  more  user-generated

content and, in some cases, has the potential for boosting revenues. 

What can you recommend to your customers? 

You could recommend tutorials to customers based on the support questions

they ask. This could potentially reduce the volume of support requests. You

could also recommend compatible product add-ons to customers during or

after purchase. This, of course, has the potential for increasing revenues. 

I Recommend a Recommendation Engine

A recommendation engine can be an excellent way to

introduce AI in a company. That’s because the techniques are

readily available, and for most recommendation problems, there

isn’t one correct answer. In fact, there can be several correct

answers. This gives companies room for experimentation and

room to make mistakes. However, as we saw in Chapter 4, gross

errors from AI are not something all problems can tolerate. Do

consider recommendation engines if it’s applicable to your

organization. 

Churn Reduction

Churn rate, a metric commonly used in subscription-based business models, 

is the percentage of customers who have stopped using a service within a

particular period. A small decrease in churn rate can significantly impact a

company’s bottom line. In financial services, for example, a 5% reduction

in churn can produce a 25% increase in profits. 55 Plus, it’s cheaper to retain and reactivate a customer than it is to acquire a new one. 

AI  can  help  by  predicting  which  customers  are  about  to  churn  and

incentivize  them  to  stay  with  specialized  offers.  There’s  a  range  of  data points  that  can  help  develop  such  a  prediction  model,  including  customer demographics,  duration  of  inactivity,  subscription  plan  selected,  and

customer service interactions. 

Using  such  an  AI-driven  prediction  model  is  how  a  large

telecommunications  service  provider  in  Southeast  Asia  saves  10  million

USD (US dollars) a month. With 160 million customers, this company was

losing  approximately  27  million  USD  every  month  from  service

cancellations.  Initially,  they  were  sending  out  special  offers  to  customers, but these weren’t targeted, and the offers ended up reaching non-churners. 

But  when  the  company  started  using  a  churn  prediction  model,  they  were able  to  send  out  high-value  offers  to  customers  who  were  most  likely  to churn. This initiative is now saving the telecommunications company 37%

in lost revenues per month. 56 That’s the power of churn prediction. 

Apart from predicting churn, with NLP, you can also find reasons for churn

using the unstructured data left behind by customers. Did specific product

issues  result  in  more  churn  than  others?  Did  unfriendly  customer conversations result in churn? You could extract such insights from various

data sources, including customer activity, user reviews, and call center logs. 

All of this can help you address root causes and reduce customer churn. 

Uncommon Uses of AI in Marketing

Several years ago, one of my market research clients had an urgent need to

improve  their  workflow.  One  area  of  inefficiency  for  them  was  getting  a sufficient  number  of  “keywords”  to  research.  They  were  spending  hours

curating concepts to research for each new client project. 

In  partnership  with  my  company,  the  client  developed  an  AI  pipeline  that automatically  suggests  concepts  to  support  their  market  analysis  work. 

Instead  of  spending  hours  with  manual  curation,  they  now  get  instant

suggestions of concepts for each new project. Not only that, they can now

confidently  take  on  new  customers  from  different  industries  because  of  a more streamlined workflow. 

There are many such unique uses of AI in marketing. 

For example, if you’re into content marketing, you can use NLP to analyze

customer search logs to identify content gaps. This allows you to get instant

topic  ideas  from  questions  posed  to  your  search  engine,  without  spending hours reaching out to customers and interviewing them. Apart from content

marketing,  you  can  also  use  AI  for  nurturing  customers.  For  example, 

predictive outreach can help you determine which customers to reach out to

in  a  highly  personalized  way.  These  are  not  customers  who  are  about  to churn  but  customers  who  need  some  occasional  love,  so  they  know  that

they’re  well  supported  by  your  company.  This  helps  strengthen  the  bond

with your customers. 

AI IN IT OPERATIONS

In October 2021, Meta faced a massive service outage that lasted for nearly

six  hours.  The  reason?  A  cascade  of  mistakes  made  during  network

maintenance, 57  an  IT  problem.  Not  only  did  Meta  lose  millions  in advertisement revenues, but Meta’s customers also lost revenues, as many

rely  on  these  ads  to  generate  sales  for  their  businesses.  But  what  if  IT

could’ve predicted the potential of an outage before it happened? 

Preventative Maintenance

Historically,  IT  monitoring  approaches  have  been  manual  and  highly

reactive.  IT  teams  often  deal  with  problems  after  the  fact.  However,  with ML,  you  can  take  a  more  preventative  and  predictive  approach.  Several

hours  or  days  before  an  incident,  an  AI-driven  solution  could  alert  your team of a potential event. They can get ahead of it by taking the necessary

steps to prevent the episode from happening at all. How is this possible? As

there are underlying patterns before an incident occurs, it’s possible to train

ML models to detect patterns that lead to IT infrastructure failures. 

In  the  case  of  Meta,  their  IT  team  could’ve  predicted  the  potential  of  an outage based on the combination of commands and configuration changes

made during maintenance activities. With such a predictive approach to IT, 

you’re ensuring that you’re not hurting revenues or the customer experience

due to IT systems downtime. 

Event Noise Reduction

IT  teams  are  often  overwhelmed  by  hundreds,  if  not  thousands,  of  daily alarms. These alarms come from IT monitoring systems, and they show the

health and performance of company infrastructure and applications. 

Unfortunately, a significant percentage of the daily alarms are redundant or

false.  If  not  managed  correctly,  these  alarms  can  become  unwieldy  and significantly  slow  down  your  IT  operations  team.  Instead  of  resolving

critical  issues,  your  IT  staff  will  be  spending  time  searching  for  issues  to resolve. By which time, it may be too late. 

With  AI,  you  can  prioritize  alarms  based  on  the  impact  on  the  business. 

Suppose  a  network  issue  would  make  your  customer-facing  web  platform

inaccessible. Such critical issues could be prioritized to ensure that they’re

fixed promptly. At the same time, warnings with no impact on the business

could be deprioritized. 

Fannie Mae, a US company that buys mortgage loans, uses an AIOps tool

for reducing such alerts. 58 Fannie Mae was handling about 20,000 monthly IT incidents before they started using AI in their IT operations. It turns out

that many of the alerts related to the incidents were redundant or tied to the

same problem. 

The AIOps tool that Fannie Mae uses groups alerts with similar root causes, 

reducing unnecessary noise from alerts. Further, the tool also surfaces the

most likely underlying issues for groups of alerts. This has allowed Fannie

Mae to spend less time sifting through alert noise and more time solving the

technical issues. As a result, teams have started seeing a 35% reduction in

incidents. Fannie Mae was also able to reduce the time to resolve problems

by about 25–75%. This means that some problems that took hours to fix are

now fixed in a matter of minutes. 

AI IN MANUFACTURING OPERATIONS

At  a  BMW  auto  assembly  plant  in  Germany,  an  AI  tool  compares  the

vehicle  order  data  with  a  live  image  of  the  model  designation  of  a  newly produced car.59 Model designation is the combination of letters and numbers

on  a  vehicle  to  denote  its  trim  level.  If  the  AI  tool  finds  that  the  model designation image doesn’t match order data, it notifies the final inspection

team. 

Such  intelligent  automation  is  appealing  in  manufacturing  operations  as

some of the tasks are tedious and require extreme attention to detail. 

Predictive Quality Control

One area in manufacturing operations where AI is exceptionally appealing

is in detecting defects. Defects throughout the manufacturing stages can be

expensive,  where  it  may  require  ordering  replacement  components, 

manufacturing replacement units, product rework, and reinspection. All of

this drives up costs and causes shipment delays. 

By leveraging data from machine sensors and cameras, you can now train

ML  models  to  detect  defects  at  every  stage  of  the  manufacturing  process. 

These  automated  checks  can  even  be  more  accurate  than  human  quality

checks because some flaws are so small that they cannot be detected by the

human eye. 

As  an  example,  Seagate  now  utilizes  ML  in  its  hard  disk  manufacturing

process. 60  In  the  traditional  hard  disk  production  process,  defects  were detected  by  human  engineers  by  analyzing  microscopic  images  of  silicon

wafers.61 Unfortunately, Seagate takes millions of such microscopic pictures daily.  Sifting  through  all  that  data  to  detect  potential  defects  is  extremely tedious. 

Even though Seagate already had a degree of automation using rules-based

image  analysis,  it  wasn’t  enough.  So,  they  turned  to  a  deep  learning

approach that learned to distinguish defects through images. 

With the AI tool, Seagate processes all images generated in real time and

identifies tiny defects that a human engineer may otherwise miss. Further, with  this  approach,  the  company  can  now  identify  and  correct  wafer

manufacturing  issues  early,  minimizing  impact  on  the  production  process

and  overall  costs.  (In  fact,  at  a  factory  in  Thailand,  engineers  estimate  a 10% reduction in manufacturing time and up to a 300% ROI! 62)

Predictive Maintenance

Earlier, we talked about preventative and predictive maintenance under AI

in IT operations. A similar concept can also be applied to manufacturing. 

For most manufacturers, unplanned downtime is the single largest source of

lost production time. It happens due to machine failures or when waiting on

parts  to  complete  a  task.  The  estimated  cost  of  unplanned  downtime  is

$250,000 per hour, which is a massive revenue loss for a company. 

Luckily,  with  predictive  maintenance,  you  can  now  reduce  the  risk  of

unwarranted  downtime.  All  the  data  collected  during  machine  operating

hours  make  it  possible  to  use  AI  to  predict  when  a  machine  will  fail  so leaders can plan maintenance activities accordingly. 

The  benefit  of  this  is  that  some  of  this  maintenance  can  be  scheduled  at times with the least impact on production. Further, regular maintenance will

extend the life of a machine that would otherwise be difficult and costly to

replace. 

TAKING ACTION ON IDEAS

We’ve  gone  over  a  series  of  ideas  on  how  you  can  use  AI  to  improve

existing business processes. But now you may be thinking,  Do I really need

 to use AI in all these places? 

You don’t. 

These  ideas  only  serve  as  a  guide  on  where  the  opportunities  might  be within your organization. In the end, only a small percentage of automation

problems in your organization will be suitable and ready for AI. 

Before  you  move  forward  with  any  one  idea,  here  are  three  things  to

consider:

1. Which problems should you invest in first (i.e., which are the low-

hanging fruits)? 

2. Should you build the AI solution from scratch or buy an off-the-shelf

one? 

3. How would you know if an AI initiative is helping your business? 

Thinking  through  these  three  questions  will  help  you  leverage  AI  for  the right  problems,  using  the  right  solution  and  with  a  clear  understanding  of the benefits you’re getting in return. To help you answer the first question, 

in  Part  4,  we’ll  learn  all  about  identifying  and  prioritizing  promising  AI initiatives. To help you answer question 2 and 3, in Part 5, we’ll discuss the

build  versus  buy  strategy  and,  later,  how  to  evaluate  the  success  of  AI initiatives. 

But  before  we  get  into  those  crucial  topics,  we  still  have  more  ideas  to explore. This time, it’s about how you can use AI to answer more in-depth

business questions from data. 

C H A P T E R   6

OPTIMIZE DECISION-

MAKING WITH AI

“The goal is to turn data into information and information into insight.” 

 —Carly Fiorina, former CEO, Hewlett Packard

According  to  a  Forrester  report,  between  60–73%  of  all  data  within  an

enterprise goes unused for decision-making.63 This is quite surprising in an age  where  insights  from  data,  especially  when  it  comes  to  customers,  is more a necessity than a luxury. 

Data-driven  decision-making  refers  to  leveraging  aggregated  and

summarized data to drive critical decisions. The data serves as a compass, 

allowing  you  to  refine  your  “gut  feeling”  and  minimize  bias  in  your

decision-making  process.  This  is  in  stark  contrast  to  using  intuition  and observation alone. There are many reasons for businesses wanting to make

data-driven  decisions.  This  can  include  optimizing  company  operations, 

creating new business opportunities, and understanding trends in customer

behaviors. 

Several  years  ago,  Google  formed  the  People  Analytics  team  to  help  the company make human resources decisions using data. As part of this, one

of the questions they were looking to answer was, “Do managers matter?” 

This  is  an  important  question  for  Google.  Starting  as  a  flat  organization, from  the  early  days  people  in  the  company  have  questioned  the  value  of managers. 

To  answer  this  question,  the  People  Analytics  team  analyzed  several  data sources, including exit interviews and semiannual reviews. What they found

was  that  high-scoring  managers  had  a  smaller  turnover  on  their  teams

compared  to  others.  Retention  was  also  more  strongly  connected  to

manager quality than with other factors, such as seniority and tenure. 64

So, overall, the data showed that yes, managers do matter. 

However, to act on that finding, they had to go even further; they needed to

know  what  makes  a  manager   great  at  Google.  To  understand  this,  they analyzed annual employee survey comments, performance evaluations, and

double-blind  interviews  with  a  group  of  the  best  and  worst  managers.  By analyzing what these two groups were doing differently, Google found the

answers. 

Google  always  believed  that  to  be  a  manager,  particularly  on  the

engineering  side,  you  need  to  be  a  better  technical  expert  than  the  people who work for you. Data proved them wrong. It turns out that it’s one of the

least  important  things.  Most  important  was  being  a  good  coach, 

empowering teams, and not micromanaging. Through this initiative, Google

established ten behaviors of high-scoring managers—helping them evaluate

managers and revise their management-training program. 

That’s the power of data-driven decisions. It helped Google influence a very

crucial aspect of their business. It was not done on one manager’s whim and

fancy. There are many such opportunities within your organization, and AI can accelerate this process. 

SIMPLE VERSUS INTELLIGENT DATA

ANALYTICS

In  the  daily  running  of  your  business,  data  is  generated  every  single  day. 

For example, your company may be generating and storing:

Sales data

Customer web activity data

Customer emails

Customer call logs

Customer reviews and complaints

Sensor data from manufacturing operations

Quality assurance data

Employee performance reviews

This data, when summarized with computer assistance to gain insights and

track  patterns,  is  referred  to  as   data  analytics.  Although  data  analytics  is used  in  many  companies,  it’s  mostly  used  on  a  subset  of  data  to  perform what I refer to as  simple data analytics (SDA). 

Let’s  take  monthly  recurring  revenue  (MRR)  as  an  example.  MRR  is

income  that  a  business  can  count  on  receiving  every  single  month.  To

calculate  MRR,  you  sum  the  monthly  fee  paid  by  every  paying  customer. 

This  can  help  you  evaluate  different  MRR  forecasts  based  on  churn  rates and growth factors. 

From a data point of view, to calculate the MRR, you access the customer

payment database and then sum monthly payments for all customers. You
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don’t  need  to  manipulate  the  data  or  transform  it  into  other  values  before summing.  This  type  of  simple  data  analytics  is  what  most  businesses  use today. 

Quick Tip: In the business world, the term “analytics” or

“data analytics” is sometimes broadly used to reference

any work relating to leveraging data or developing AI models. 

However, in this book, “analytics” or “data analytics” refers to

using data to drive decision-making. 

SDA works well if you want to answer  straightforward  questions  such  as those  relating  to  sales  and  profit.  However,  there’s  a  lot  more  potential  in your  data  than  just  sales  and  profit  numbers.  If  you  add  a  layer  of

intelligence on top of your data, you can gain deeper and more meaningful

insights, and this is where AI comes in. 

Let’s start with an example. Suppose you want to know who your customers

are.  Are  they  stay-at-home  moms,  working  moms,  students,  stay-at-home

dads, or others? If your customers did not provide that information or status

as parents, there isn’t an easy way to guess it. In this scenario, SDA alone is

of little value. However, you can use ML to help answer this question. 

You  can  train  an  ML  model  to  predict  who  your  customers  are,  given

different  attributes  about  your  customers.  Granted,  you’d  need  the  right dataset to build such a model, but that’s attainable in creative ways. Using

the ML predictions, you can then aggregate that data to obtain a big-picture

overview of your customers. This is called  intelligent data analytics (IDA), where  the  data  is  enriched,  standardized,  or  summarized  with  AI  before

analysis. 
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 Example of answering “Who are our customers?” with IDA. 

IDA  typically  leverages  ML  and  NLP  to  help  you  gain  deeper  meaning

from data, making data analysis more effective. It’s particularly useful when

data sources are messy, often semi-structured or unstructured. 

The benefits of IDA include:

The ability to add information not present in your raw data. 

The ability to summarize and make sense of large amounts of

unstructured data. 

Reduction in manual and time-consuming work in gaining insights

from data. 

You may think that IDA is a nice-to-have capability, but it’s becoming more

critical  to  businesses  of  today.  There  are  two  reasons  for  this.  First,  it’s estimated that 80% or more of enterprise data is unstructured. Additionally, 

as  more  businesses  operate  online,  their  data  sources  are  becoming dispersed  across  online  platforms.  This  data  often  lacks  structure  and  is only growing. There’s a lot of hidden information in that data waiting to be

tapped, but given the complexity, it would need IDA. 

Next,  if  you  want  to  answer  nonobvious  questions  based  on  data,  SDA

alone will not cut it. Just take the task of making sense of customers who

visit  your  website.  Customers  view  pages,  click  on  buttons,  fill  up  forms, and  leave  your  website  after  several  page  views.  Suppose  you  want  to

understand the intent of people visiting your website. Are they information

seekers,  buyers,  or  competitors?  To  get  such  insights,  you’d  have  to

complement SDA with IDA. 
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 Intelligent data analytics (IDA) versus simple data analytics (SDA). 

Quick Tip: In 2017, analysts at Gartner introduced the

term “augmented analytics.” This is different from IDA. 

The goal of augmented analytics is to automate the entire

pipeline of data preparation, insights extraction, and sharing of

information. It’s to make the whole analytics process “more

automated,” eliminating the need for a data scientist. 

HOW TO OPTIMIZE DECISION-MAKING

WITH IDA

Now  that  you  understand  the  concept  of  IDA  and  its  significance,  let’s explore  some  ideas  on  how  you  can  put  it  to  use  in  real-world  scenarios. 

We’ll  discuss  six  ideas  for  leveraging  IDA  in  your  business  to  optimize decision-making. 

1. Use Listening at Scale for New Product Innovation

Typically,  new  products  and  services  are  developed  based  on  intuition, 

observation,  customer  surveys,  or  through  small  focus  groups. 

Unfortunately,  this  provides  a  narrow  window  into  what  customers  really

want. 

An efficient way to scale up and listen to as many customers as possible is

by  monitoring  customer  pain  points  around  the  web.  From  customer

reviews about your products and services to social media complaints about

your brand, there’s a lot of data for consumption. It’s especially true for big

brands with a strong online presence. All this data can help you learn more

about  customers,  their  behaviors  around  your  products  and  services,  and

areas of dissatisfaction. What better way to collect such honest feedback? 

Listening at scale is precisely what Ocean Spray did to improve sales in the

declining  morning  juice  market,  which  we  touched  on  in  Chapter  1.  In

partnership  with  a  market  research  company,  Ocean  Spray  combined

traditional market research approaches with AI. Specifically, they used NLP

to  analyze  thousands  of  online  conversations  around  cranberry  juice.  The analysis  helped  Ocean  Spray  understand  what  customers  thought  about

cranberry juice and how they used it in real life. 

The  research  surfaced  unexpected  customer  behaviors.  For  example,  they

found that women enjoyed cranberry juice as a substitute drink without the

alcohol  in  place  of  cocktails.  They  also  discovered  that  while  consumers actively  shared  their  love  of  cranberry  juice,  they  also  discussed  the

embarrassment  associated  with  it,  as  it’s  often  used  to  treat  bladder

infections. 

By  listening  to  online  conversations  with  AI,  the  Ocean  Spray  team

discovered  hidden  product  opportunities,  which  helped  them  launch  two

new  beverage  lines.  This  allowed  them  to  expand  beyond  the  breakfast

juice  market.  One  beverage,  Ocean  Spray  Mocktails,  directly  reached

customers who use cranberry juice to substitute nonalcoholic drinks. 

Without  these  insights,  it  would  have  been  more  of  a  guessing  game  on what  to  launch  and  if  consumers  would  welcome  the  new  product  on  a

larger scale. 

You  can  do  the  same  for  your  business.  Are  customers  talking  about

products  and  services  related  to  what  your  business  offers?  Brainstorm

opportunities for how you can tap into these conversations and innovate to

serve customer needs. 

Apart  from  online  conversations,  you  can  also  use  other  types  of  data  in conjunction  with  IDA  to  “listen  at  scale”  for  product  innovation.  For

example, say you’re looking to develop a new product with specific health

benefits.  Instead  of  relying  on  customer  opinions  alone,  you  can  analyze scientific  articles  at  scale  to  find  evidence  of  the  effectiveness  of  certain ingredients,  adverse  reactions,  and  other  unexpected  benefits.  This  will

guide  you  toward  developing  the  right  product  with  the  right  ingredients. 

Another example is when you’re trying to narrow down product ideas. You

can use IDA to analyze large volumes of news articles to detect hot topics, 

trends, and hype cycles to help pick a product idea. 

2. Use Disparate Data Sources to Improve Customer Experience

It  was  early  spring  of  2019.  The  software  development  team  at  a  fintech company  was  running  helter-skelter  to  take  down  a  search  functionality

from their online platform. 

Ella, a friend of mine who worked for that company, didn’t understand what

all  the  chaos  was  about.  She  was  busy  with  another  matter  entirely  and needed to get the attention of a product manager who, coincidentally, was in

charge of the search feature that her company was trying to hastily kill. 

When she got ahold of the product manager the next day, she got the news. 

Customers  were  Twitter-shaming  the  company  for  not  listening  to  their

troubles with the search feature, and it kept snowballing overnight. To save

face, the company frantically removed the search feature before things got

worse. Ella was shocked; this was the first time she’d witnessed real-time

snowballing feedback from customers. 

But  customers  hadn’t  just  exploded  overnight  about  the  search  feature; 

complaints  about  this  feature  had  been  trickling  in  over  a  period  of  time, with emails to support teams, direct messages on Twitter, public comments

on  various  web  platforms,  and  even  emails  directly  to  managers. 

Collectively, there were many data points to indicate that the feature needed

some drastic improvements. 

However, as different teams handled the various communication channels, 

the sporadic feedback didn’t seem like it needed serious attention, making it

difficult  to  notice  the  gravity  of  the  problem.  Had  the  company

implemented  a  mechanism  to  collect,  centralize,  and  monitor  summaries

from all that data, they would’ve been much more aware of the issue. 

This situation is not unique to this company. 

After  products  and  services  are  brought  to  market,  companies  often  don’t plan to collect data from customers for continued improvement. As you saw

in the case of the fintech company, data from customers come in all shapes

and forms. With social media in the mix, it’s that much harder to monitor

customer  feedback  as  you  don’t  have  a  singular  communication  channel

with customers. 

Unfortunately, without a plan to collect and leverage data from customers, 

you’re subjecting your company to problems down the road. If it happened

to a small fintech, it can happen to any company, and this can impact brand

loyalty.  Luckily,  with  IDA,  you  can  leverage  disparate  data  sources  from customers,  such  as  complaints,  support  conversations,  social  media

messages,  and  daily  questions,  into  a  roadmap  for  ongoing  product  and

service improvements. 

 How One Hospital Improved Their Patient Experience

A client of mine, a hospital in Canada, was looking to improve their patient

experience.  They  wanted  to  address  issues  that  were  upsetting  patients, 

while also understanding areas in which they were excelling. 

Although  many  hospitals  conduct  patient  engagement  surveys  to  get

ongoing  feedback  from  patients,  this  hospital  did  not.  So,  they  decided  to leverage comments on the web to find areas of improvement. 

The web comments were often mixed, making it hard for the hospital staff

to  spot  patterns  just  by  manually  reading  them.  Also,  since  there  were several hundred comments, it would’ve taken a significant amount of time

to read individual comments and track potential problems. To speed up their

analysis and ensure accuracy, they turned to my company’s IDA services. 

To  help  the  hospital  get  the  desired  insights,  we  first  gathered  web
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comments  about  their  hospital  and  hospital  staff  from  numerous  online

sources. Once the data was centralized, we used NLP and ML to perform

sentiment  analysis,  extract  discussion  themes,  and  perform  other  types  of research before answering the hospital’s specific questions. 

Through this initiative, we discovered that although the web comments had

mixed  emotions,  there  were  significant  negative  experiences,  which  had

started in recent months. We also found that the support staff, primarily the

nurses  and  their  mannerisms,  were  the  main  reason  for  the  negative

comments,  which  prompted  some  investigation  around  staffing.  Other

findings  included  complaints  of  long  wait  times  in  the  emergency  room, 

which  the  hospital  took  note  of  and  planned  appropriate  corrective

measures. 

Because  of  these  insights,  the  hospital  developed  a  plan  to  improve  their daily operations with the hope of improving their patient experience. (You

can  access  the  full  anonymized  report  from  the  book’s  resources  page  at

 AIBusinessCaseBook.com). 

Similarly,  it  isn’t  far-fetched  to  use  large  volumes  of  disparate  customer data  to  enhance  existing  products  and  services  in  your  organization.  For example,  you  can  aggregate  data  from  support  emails,  Twitter  comments, 

call center transcripts, and customer reviews and then use AI to summarize

all that data and surface insights, such as:

Top customer pain points

Reasons for negative comments

Customer wish list

Top praise points

With such insights, instead of trying to improve features in the dark, you’ll be  performing  customer-driven  improvements.  This  can  also  help  you

identify  the  most  pressing  problems  and  weed  out  those  that  aren’t  worth fixing. In the end, by ensuring that customers are heard and taken seriously, 

you’ll be improving your customer experience and perhaps avoid a Twitter-

shaming story. 

3. Use Open-Ended Feedback to Better Understand Employees

Companies  rely  on  employee  satisfaction  and  engagement  surveys  to

understand employee happiness and measure how motivated employees are

to show up to work every single day. 

Even  though  these  surveys  may   ask  open-ended  questions,  traditionally, companies  rely  primarily  on  the  structured  feedback  from  these  surveys, 

which are usually answered on a rating scale. (For example, on a scale of 1–

5,  1  can  represent  “strongly  disagree,”  and  5  can  mean  “strongly  agree.”) One reason for this is that the structured ratings are easier to summarize and

analyze with SDA. However, these ratings alone have two shortcomings:

1. Structured ratings don’t answer the  why behind the ratings. For

example, why does an employee strongly disagree that their manager

is empowering them to get things done? 

2. Structured ratings don’t surface unknown issues in the company. For

example, management teams could be unaware of critical troubling

matters in parts of the company. 

The unknowns from the open-ended questions often shed the most light on

real company problems. However, given how lengthy certain responses can

be and the different ways people express concern, it’s easy to overlook the

open-ended  feedback,  let  alone  spot  a  trend.  This  is  where  IDA  becomes handy. I know from experience. 

In mid-2019, one of my clients needed help analyzing free-form comments

for  several  open-ended  employee  survey  questions.  One  of  the  questions

asked  was,  “How  can  we  make  this  a  better  place  to  work?”  Although

42,000  people  responded  to  that  question,  the  answers  were  all  over  the place. Here are some example responses:

More pay

Give us more hourly pay

Better pay

Increase our income and make our work environment safer

Safer environment and increase hourly wages

Increased safety precaution

As you can see, this is all important information that can be used to make

the organization a better place to work. While the responses are short, there

are  two  problems  here.  First,  similar  responses  are  expressed  differently, and some even include multiple answers. So, you can’t directly aggregate

and  analyze  with   simple  data  analytics.  Next,  it’s  hard  to  know  which  of these  issues  to  prioritize.  For  instance,  was  a  safer  environment  more

important than more pay? 

To  help  with  this  analysis,  we  used  NLP  to  standardize  and  simplify  the responses.  This  made  it  easier  to  make  sense  of  what  employees  were

saying and understand which issues needed more attention than others. 
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 Example of standardized free-form survey responses with NLP. 

In the end, with the use of IDA, we were able to find that although the pay

was a major complaint in big cities, safety was a large concern in several of

the  smaller  company  locations.  What’s  appealing  with  such  intelligent

analysis is that you can repeat the same analysis every quarter and track the

improvement or decline quarter over quarter. 
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 Visualization of free-form responses to the question “How can we make this a better place to work?” 

 standardized using NLP. The data shows the number of respondents wanting “more pay” segmented by location. 

While open-ended survey responses can be extremely valuable, they often

cannot  be  used  as  written;  you  need  a  layer  of  AI  (specifically,  a

combination of NLP and ML) to standardize responses, perform sentiment

analysis, or classify responses into different categories for further analysis. 

4. Use Search Logs to Improve Discovery and Marketing

Search engines are vital for business. I’m not talking about general search

engines  like  Google  or  Bing.  I’m  talking  about  site  search—the  search

engine on your customer platform or website. 

General web search is of course important; it gets people to your website. 

But after that, they’re going to be relying on the tools you have in front of them  for  their  search  and  discovery  needs.  Let’s  say  you’re  looking  for  a headset  on  Google,  and  you  click  on  the  first  item,  which  takes  you  to Walmart’s e-commerce site. The next thing you realize is that you like the

price point but not the color. Then you start looking for alternatives on the

Walmart site itself. At this point, you’re unlikely to go “all the way” back to

Google  to  simply  look  for  an  alternate  color  option.  This  is  where

businesses can really start engaging customers and drawing them into what

they have to offer with site search. 

Sadly, companies often neglect the search functionality on their websites, as

it’s  often  assumed  that  people  get  their  information  from  general  search engines.  That’s  partly  true,  but  your  company  search  engine  has  more

power  than  you  think.  Sure,  it  allows  for  discovery  on  your  platform,  but what’s  more  powerful  is  that  it  can  be  a  golden  source  for  better

understanding  customers  and  improving  the  search  and  discovery

experience. 

That’s because of search logs. 

Search  logs  contain  rich  data  about  users’  search  and  browsing  behavior. 

Some of the information includes:

Search keywords used

Search results displayed for specific keywords

Clicks on search results

Number of user query reformulations (how many times a user

researched for the same thing using different search terms)

This data can help you answer all sorts of questions about your site visitors

and your search quality. For example, say you run a software-as-a-service

(SaaS)  business.  You  notice  that  you’re  constantly  receiving  “how-to” 

support  questions  even  though  the  answers  are  well  documented  on  your

website.  Since  the  answers  are  already  there,  your  support  staff  keeps

pointing customers back to the relevant web pages. You think,  Why aren’t

 customers finding these answers themselves? Could there be a problem with

 the search engine? 

To help you investigate the issue, you could use your search logs to answer

questions, such as:

Are users searching for specific keywords related to the support

questions? 

Do users click on the search results for those keywords? 

On which search page are users finding their answers? 

These insights could help you understand if the problem is with the search

relevance or if users are not using the search functionality to find answers. 

If the problem isn’t search related, you can better onboard users, reminding

them  to  utilize  the  search  functionality  before  opening  a  support  ticket. 

However, if search is the issue, you can further refine the diagnosis before

fixing it. With this, you’re not pouring money into the wrong solution. 

Apart  from  using  search  logs  to  improve  discovery  and  diagnose  search

problems, you can use it to discover topics and content types that interest

customers most. You can also learn which questions are going unanswered

by  your  search  engine.  All  of  this  can  open  up  new  opportunities  for

improving  and  informing  your  company’s  content  strategy,  advertising

strategy,  user  interface  design,  and  vocabulary  coverage  for  search  engine optimization (SEO). 

Because of the value that search logs provide, a reliable site search engine

is more of a necessity than a luxury. This is especially true for companies that  rely  on  their  website  to  generate  leads,  sell  products,  educate

customers, and resolve customer support issues. 

 Search Logs and IDA

You may be wondering where IDA comes into play in all of this. To begin

with,  search  logs  are,  by  nature,  unstructured  or  semi-structured. 

Additionally,  to  get  a  complete  picture  of  the  users’  browsing  behavior, you’d  have  to  combine  multiple  disconnected  data  sources  and  link  them

together, requiring ML or NLP to connect the sources. 

Further,  to  preprocess  the  data  before  extracting  insights  for  some

challenging  questions,  there  needs  to  be  a  level  of  intelligence.  Say  you want to answer,  What are top customer search queries?  You need NLP to

recognize  that  certain  keywords  are  synonymous  before  answering  the

question. 

Bottom  line:  analyzing  search  logs  often  requires  more  than  simple  data analytics. 

5. Use NLP to Automate Root Cause Analysis

In manufacturing, production floor defects are often documented for further

investigation.  Experts  then  manually  perform  a  root  cause  analysis  to

identify  factors  that  caused  the  defects  or  quality  deviations  in  the

manufactured  product.  This  is  to  fix  the  underlying  issues  so  that  the problem doesn’t recur. 

Similarly, when specific incidents or accidents happen in air transportation

and hospital facilities, these incidents are documented for the same purpose

—to  investigate  the  issue  further  and  understand  the  root  cause  of  the problem. 

Incident and defect reports data are complex, just as online comments and search  logs  are.  These  data  sources  are  usually  semi-structured  and  can contain structured attributes such as the date and time of the incident with a

mix  of  free-form  text—usually  the  details  of  the  incident  and  how  it

occurred.  Although  root  cause  analysis  on  this  data  is  often  performed

manually, you can use IDA to facilitate root cause analysis. IDA can help

stakeholders  investigate  the  prevalence  of  events,  why  those  events

occurred, and contributing factors. 

For instance, in cancer radiation therapy, incident learning systems are used

to track errors that have occurred during patient treatment. Each incident is

documented  with  free-text  data.  This  data,  when  clustered  with  ML,  can

help  identify  groups  of  related  issues.  For  example,  one  cluster  may

represent  issues  related  to  “wrong  patient  positioning”  during  treatment. 

Another could represent issues related to “human error.” The size of each

cluster can help determine the prevalence of the issues. 
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 An example of problem clusters in cancer radiation therapy. A drill-down of each cluster can reveal the root causes. 

With NLP, you can further drill down into the root causes to answer the  why

of a larger problem. In the cancer radiation example, you may discover that

the  patient  positioning  issue  is  caused  by  new  staff  or  staff  who  did  not follow the set policy. On the other hand, for human error, there could have

been  problems  with  data  entry.  Through  such  insights,  stakeholders  can

better determine corrective actions to prevent such issues from recurring. 

If you’re currently performing root cause analysis manually, and you have

large  volumes  of  incident  or  defects  data,  it’s  possible  to  perform  an  AI-assisted analysis. Further, there can be other ways to leverage the same data

for other types of insights. One example is to determine  correlated events

that  result  in  failures.  In  the  cancer  radiation  example,  you  may  find  that treatment errors mostly happen when a new radiation therapist works with a

new  physician.  IDA  can  be  instrumental  in  helping  you  make  such

discoveries. 

6. Use Existing Business Intelligence Tools to Answer Deeper

Questions

Business  intelligence  (BI)  tools  help  retrieve  and  transform  data  into

valuable  business  insights  to  drive  an  organization’s  business  decisions. 

Many companies already use BI tools such as Looker, Zoho Analytics, and

Power BI for their analytics and visualization needs. So, how does IDA fit

into these tools? 

Most organizations use BI tools for simple data analytics—for example, to

answer  straightforward  questions  such  as,  “What  are  our  monthly  sales

numbers, segmented by location?” or “What is our daily active user count?” 

To  answer  some  of  the  more  complex  questions  from  disparate, 

unstructured data sources, you’d need to augment these tools with distinct

NLP and ML pipelines before analysis. This is where IDA comes in. 

For example, if you want to surface top customer complaints from Twitter, 

you’d  need  ML  and  NLP  to  identify  tweets  that  can  be  considered

complaints before using your BI tool for further analysis and visualization. 

Similarly, if you want to visualize the types of customers with your BI tool, 

you’d first need to use ML to group customers. 
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 Example of how IDA fits into existing BI tools. This example uses a sentiment analysis pipeline. In practice, there can be multiple AI pipelines to produce different types of AI-driven enrichment, standardization, and summarization. 

Depending on the type of questions you want to answer using your existing

data  sources,  you  may  need  multiple  AI  pipelines  to  augment  and  enrich your data. The good news is that you can do all of this incrementally, and

you can even build on each pipeline that you develop. Further, some of the

BI  tools  today  provide  the  ability  to  directly  integrate  AI  in  your  data

analysis using pretrained models.65

BEYOND IDEAS

Now that you’ve seen six ideas for using IDA to optimize decision-making, 

think about how these ideas apply to  your business. 

Think about the complex data sources you already have and can leverage to

make deeper and better data-driven decisions. Next, brainstorm the types of

questions you want to answer using these data sources. Borrow ideas from

the examples you’ve seen earlier, and determine what exactly you’re trying

to  achieve.  For  instance,  do  you  want  to  develop  a  product  improvement roadmap  using  customer  conversations?  Or  do  you  want  to  understand

employees better, using their open-ended feedback? 

The questions you want to answer will guide you toward the types of IDA

pipelines you’d need to build or off-the-shelf solutions you should explore. 

Just  remember,  off-the-shelf  tools  can  have  limitations,  as  they’re  built  to work  for  every  company.  Unfortunately,  many  IDA  problems  will  require

custom  pipelines  and  analysis.  One  of  my  clients  had  this  very  problem: they used an off-the-shelf sentiment analysis tool that couldn’t answer many

of  their  questions.  To  supplement  their  analysis,  they  had  my  company

develop  additional  AI  pipelines  to  fill  their  off-the-shelf  software  analysis gaps. 

To  give  you  a  path  forward  with  IDA,  here’s  a  general  rule  of  thumb  to follow when you’re trying to use IDA for your organization:

If you don’t have in-house data scientists, need to answer complex

questions, and quality is your top concern, then use a done-for-you

customized service. Many data science and AI consulting companies

provide such services. 

If you don’t have in-house data scientists, you’re comfortable with data analysis, and you need to answer moderately complex questions, 

then use an off-the-shelf solution (if available). 

If you have in-house data scientists, you can have them build custom

AI pipelines that feed into your BI tools. Alternatively, instead of

building pipelines, your data scientists could leverage off-the-shelf

solutions to assist analysis. 

If you don’t want to use data scientists at all and you need to answer

complex questions, consider augmented analytics tools. Just keep in

mind that these tools are still new in concept and may not address

every question you have. 

Again, all this is assuming you have the necessary data for IDA. But what if

you’re  having  data  troubles?  Suppose  your  data  is  scattered  across  third-party  applications,  or  you’re  not  even  collecting  important  data  points

necessary for IDA. What do you do? 

In such a case, you’ll have to identify the specific data challenges and work

toward  resolving  them.  In  Chapter  8,  we  discuss  data  readiness  in  detail, which you can use to streamline data collection, storage, and access. Once

that  is  underway,  you  can  start  thinking  about  the  types  of  questions  you want to answer using all that data. 

FINAL WORD ON DECISION-MAKING

WITH AI

AI  isn’t  just  capable  of  improving  the  efficiency  of  business  processes; through IDA, you can dig deeper into your data sources to answer complex

questions to help guide your decision-making. From helping you discover
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new revenue streams to helping you get into the root causes of operational

problems, IDA can be instrumental. 

Unlike SDA (simple data analytics) in which you analyze your data as is, 

with IDA, you enrich, standardize, or transform your complex data sources

with AI before analysis. This is how you’re able to extract insights beyond

just sales and profit numbers. Still, leveraging IDA requires work. You will

have to build custom AI pipelines to enrich your data sources to facilitate

analysis  or  leverage  available  off-the-shelf  IDA  tools.  Alternatively,  you may  choose  to  hire  a  data  science  company  to  perform  the  IDA-driven

analysis for a more hands-off approach. Nonetheless, you must ensure that

your data collection and storage processes are streamlined to enable any of

this. 

Now  we’ve  come  to  the  end  of  Part  2:  “Get  AI  Ideas  Flowing.”  We

explored many ideas for applying AI in your business. We’ve seen how AI

can improve business efficiency, help you make better decisions, and please

customers.  If  you  have  aspirations  for  any  of  these,  AI  should  be  in  your arsenal  of  tools  to  reach  those  goals.  Yet,  to  fully  leverage  AI  within  a company, the company should be correctly set up for it, which will be the

focus  of  Part  3  of  this  book.  You’ll  learn  the  building  blocks  for  the successful adoption of AI in a company. Let’s start by trying to understand how AI development works. 

BONUS RESOURCES

• Sample Text Analysis Report. Get a real-world

anonymized report for patient experience improvement

supported by IDA. The report is available at

 AIBusinessCaseBook.com. 
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PA R T   3

C H A P T E R   7

THE MACHINE LEARNING

DEVELOPMENT LIFE CYCLE

“There are things known and there are things unknown, and in

between are the doors of perception.” 

 —Aldous Huxley, English philosopher

“It’ll cost us $100,000 per year in cloud computing costs to operationalize

our  machine  learning  models,”  an  engineer  tells  his  boss,  David,  the

engineering director of a SaaS company. 

“But  we’re  already  paying  for  expensive  servers.  Can’t  we  use  the  same resources?” replies David. 

“Not  really.  We  need  GPUs  to  retrain  our  deep  learning  models,  and  we currently don’t have any GPU servers. We also don’t have the capability to

build and automatically deploy and monitor models. We’d have to build all

of  that  from  scratch  if  we  don’t  use  what’s  available  from  third-party vendors. That’s not an easy feat.” 

If  we  peer  beneath  all  the  technical  speak,  essentially,  David  is  under  the

false  impression  that  existing  company  infrastructure  is  sufficient  for operationalizing AI models. 

This is not an uncommon conversation between technical teams and upper

management: the boss thinks the company has all the infrastructure in place

to  implement  AI.  The  people  underneath  who  are  actually   doing  the  AI implementation know the company needs more than what’s available. Such

gaps  between  management’s  perception  and  implementation  reality  are

often fairly large. 

To close these gaps, as a leader, you need to understand the AI development

life cycle, which will open your eyes to what happens from the start of an

AI  initiative  through  development,  until  the  solution  is  deployed  and

serving users. That’s what we’ll discuss in this chapter. Specifically, we’re

going  to  discuss  the  ML  development  life  cycle  along  with  common

industry pitfalls. We’re specifically focusing on ML, as it’s the core driver

of Business AI applications. (Plus, the ML development workflow tends to

be a model used by other AI development workflows.)

With this new understanding, you’ll know how models are developed and

productionized, the types of personnel required for the different phases, the

commonly  used  technical  terminology,  and  common  industry

misconceptions  and  pitfalls  to  avoid.  As  a  result,  you’ll  be  empowered  to make  critical  decisions  around  AI.  For  example,  suppose  you  end  up  in  a scenario similar to David’s. Instead of being confused about why separate

computing infrastructure is required, you’d probably ask questions such as, 

“What  does  the  cost  include?”  and  “Does  it  include  tooling  for  both

development and deployment?” Finally, understanding the fundamentals of

the  ML  development  life  cycle  also  sets  the  context  for  everything  else we’ll discuss from this chapter onward. 

THE SIX PHASES OF THE ML

DEVELOPMENT LIFE CYCLE

The  ML  development  life  cycle  is  a  bit  of  a  mystery  to  many.  It’s

sometimes likened to pure software engineering. Some AI experts will tell

you  that  it’s  pure  science.  Yet,  it’s  a  mix  of  data  science,  software engineering, and a whole lot of creative problem-solving. At a high level, 

there are six phases within the ML development life cycle:

Phase 1: Problem Definition and Planning

Phase 2: Data Acquisition and Preparation

Phase 3: Model Development

Phase 4: Post-Development Testing

Phase 5: Model Deployment

Phase 6: Monitoring and Feedback

Let’s look at each phase in detail. 

Phase 1: Problem Definition and Planning

The problem definition and planning phase of any AI project is by far the

most  critical.  It  can  make  or  break  a  project.  Ideally,  it  should  involve defining  subproblems,  framing  AI  initiatives,  performing  feasibility

analysis, and planning (or sketching) AI deployment. 

 Defining Subproblems

AI initiatives come from larger business problems that organizations need

to  address.  For  example,  say  your  customers  are  churning  due  to  the

increase in hate speech on your web platform, impacting your bottom line

and  customer  experience.  To  address  this  issue,  you’d  like  to  develop  a mechanism that allows both manual and automatic flagging of hate speech

to reduce negativity on your platform. 

Before jumping right ahead and labeling this as an AI problem, you must

first flesh out the idea into subproblems to see if there’s a need for AI. As a

result, you’re refining your larger initiative into more solvable pieces. 

In the hate speech example, subproblems could include:

Develop an AI-powered software solution to flag hate speech

content. 

Revamp the website’s user interface (UI) to allow users to manually

flag hate speech. 

Develop a software tool to allow human reviewers to approve or

reject flagged content. 

Such  a  breakdown  makes  it  clear  which  problems  are  well  suited  for  AI instead of treating the entire initiative as an AI problem. Often, in practice, 

problems that are not fully fleshed out are mislabeled as AI and thrown over

the fence to data scientists. Then leaders are shocked when the data scientist

comes  back  with,  “This  is  a  software  engineering  problem,”  or  they  say, 

“This is not my job.” The truth is that there could be some AI problem in

there.  But  the  data  scientist  either  doesn’t  know  it  or  doesn’t  want  to  be responsible  for  all  the  non-AI  work.  I’ve  seen  this  happen  at  many

companies, and it can result in missed AI opportunities. 

Some experienced data scientists will, of course, assist in breaking business

problems down to bring clarity to which subproblems need AI. Sadly, many

data  scientists  will  not  have  sufficient  domain  expertise  to  help  refine business problems. With that in mind, it’s crucial that domain experts and

business  leaders  fully  articulate  business  problems,  break  problems  down

into  solvable  pieces,  and  then  identify  potential  AI  opportunities,  which
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we’ll discuss more in Part 4 of this book. 

 Framing AI Initiatives and Feasibility Analysis

Any  planned  AI  initiative  requires  proper  framing  such  that  the  outcomes are measurable and the potential benefits are clear. 

When framing AI initiatives, at a minimum, you should answer:

What pain point does the AI solution solve? 

What metrics are you looking to impact? 

How will the AI solution integrate into your business systems? 

Do you have the necessary data to solve the problem? 

Answering  such  questions  makes  it  easier  to  set  expectations  and

collaborate  with  your  development  team  when  it’s  time  for  a  feasibility analysis  and  full-fledged  development.  At  this  stage,  a  feasibility  analysis can  be  as  simple  as  checking  if  an  initiative  is  doable,  or  it  can  be  as involved as developing an initial prototype (requiring you to step into Phase

3:  Model  Development).  All  of  this  planning,  framing,  and  feasibility

analysis  happens  before  the  formal  development  of  models.  Ideally,  this

phase  should  be  driven  by  a  business  leader  or  a  domain  expert  in

collaboration  with  a  development  team,  which  may  consist  of  AI  experts

and software or data engineers. 

Even though Phase 1 is the most crucial of any Business AI initiative, what

I’ve  observed  is  that  it’s  one  of  the  most  disregarded  phases.  I’ve  seen arbitrary  AI  ideas  go  straight  into  development  (Phase  3)  without  a  clear purpose or vision on how it’ll be used. Unfortunately, the vast majority of

these  poorly  planned  initiatives  failed.  Either  the  solution  wasn’t  “good

enough”  to  be  put  to  use,  or  the  end  product  (the  model)  did  not  fit  the business  use  case.  Several  had  to  be  thrown  out  after  deployment  as  it wasn’t clear how it enhanced the business. 

To help leaders drive AI initiatives in the right direction, in Chapters 11 and

12, we go in depth into the topic of detecting and framing AI initiatives and

collaborating with technical experts where needed. Then, in Chapter 14, we

focus on how to measure the success of AI initiatives. All these skills are

essential  for  business  leaders  as  they  prepare  to  embrace  AI  in  their

organizations. 

Phase 2: Data Acquisition and Preparation

Data is at the center of all AI initiatives and used in the different stages of

the development life cycle. 

Before  model  development  begins,  there  is  an  exploratory  period  (often

performed in conjunction with Phase 1) where you determine if you have

the right data, in the right volume. If there are any visible gaps in the data, 

these gaps are addressed before moving into development. This can include

collecting more data or improving the quality or completeness of the data. 

When  the  right  data  is  available,  the  data  is  gathered,  reformatted,  and prepared  for  model  development  (Phase  3).  This  data,  also  known  as  the training data, is used to teach ML and deep learning algorithms to recognize

patterns.66

Although data acquisition and preparation are often regarded as the second

phase  of  the  ML  development  life  cycle,  they  are  critical  in  every  phase. 

For instance, once you’ve operationalized a model, you may need to acquire

data  from  customer  interactions  with  your  model  to  fine-tune  models  or

measure model performance in production. 

Phase 3: Model Development

Model  development  refers  to  the  process  of  training  the  computer  to

complete a particular task. This is often referred to as model training.67 For example,  you  can  train  a  computer  algorithm  to  detect  fraudulent

transactions, and the result of the training process is what’s called a model. 

You can think of a model as a computer program that can answer specific

questions,  depending  on  the  task  it  has  learned  to  accomplish.  In  the

fraudulent  transactions  example,  a  model  will  recognize  if  any  given

transaction is legitimate or fraudulent. 

Often, you’ll need to provide hundreds, if not thousands, of past examples

to train a model. For example, to train a model to detect fraudulent activity

on any credit card transaction, you must feed it thousands of examples of

legitimate  transactions  along  with  fraudulent  transactions  (as  discussed  in Chapter 2). This in effect is your training data. 

An AI expert, usually a data scientist or machine learning engineer, uses the

training data gathered and prepped in the previous phase to perform model

training. More importantly, model training is iterative; each version of the

model is evaluated for accuracy on a subset of data withheld from training. 

The model’s performance guides the data scientist on the next set of actions

to take. For example, a low-accuracy model could prompt the data scientist

to  add  more  data  to  train  the  model.  Depending  on  the  issue,  the  data scientist fixes the problems to improve model accuracy. Model evaluation, 

tuning,  and  experimentation  are  an  integral  part  of  model  development. 

This is where the “art” and “science” really happen. 

 Special Hardware

Model  development  sometimes  demands  specialized  hardware.  For

example, because many deep learning models require large amounts of data, 

processing  could  require  super-fast  GPU  processors  to  speed  up computation. Also, storing and loading all of this data into memory could

require  machines  with  a  larger-than-usual  memory  footprint.  The  exact

computation resources depend on the algorithms employed, the volume of

data for exploration and model training, and the complexity of the problem. 

 Special Expertise

Model development may appear simple on the surface partly due to the rise

of self-service AI tools, also known as AutoML. 68  AutoML  makes  it  easy for  anyone  to  train  and  deploy  limited  ML  models  quickly.  Yet,  to  get models to work well in practice, you’ll need substantial AI expertise. 

Pat,  an  executive  I  advise,  was  once  looking  to  rebuild  his  company’s

support ticket classification software, as it was highly error-prone. Many of

his company’s support tickets were being routed to the wrong operators due

to incorrect automatic labeling. 

As  Pat  was  looking  for  AI  experts  to  help  solve  his  problem,  one  of  his engineers stopped him. He said, “Hey, I can help build out new classifiers

pretty quickly. Amazon has these easy-to-use ML tools now.” Weeks went

by. Finally, Pat got to test out the brand-new classification tool developed

by his engineer. 

Pat was confused and shocked. 

The  predictions  appeared  worse  than  what  they  started  with.  In  his  own words: “The predictions were worse than random. It was terrible.” 

The  engineer  wasn’t  a  bad  engineer;  he  just  didn’t  have  expertise  in  AI. 

Model development is not as easy as plugging in company data to an off-

the-shelf tool. You also need to evaluate the results correctly. Plus, there are

certain things that only technical experts, through years of experience, will

know how to tweak. The end goal of any AI model development is to have the  solution  generalize   beyond  the  data  it  has  seen.  This  is  why  many technology companies pay top dollar to acquire exceptional AI talent. I’m

not suggesting that you need to start hiring top talent, but my point is that

experience and expertise are essential when it comes to who’s developing

your models. 

Phase 4: Post-Development Testing

There’s testing during model development and testing after, which I’ll refer

to  as  post-development  testing  (PDT).  PDT  is  about  using  the  developed

model,  with  reasonable  performance,  on  real  data  and  in  a  real-life

situation. It can happen as part of the deployment process, which is the next

phase, or right before deployment just to test the waters. It’s not uncommon

for  PDT  to  be  overlooked,  but  it’s  absolutely  necessary  for  a  successful outcome. 

PDT is important for several reasons. First, it can help surface performance

issues  not  seen  during  development.  Let’s  take  the  development  of  your

company’s email spam classifier. Suppose your implementation team uses a

publicly available dataset and not your proprietary company emails during

development.  Even  though  this  dataset  could  resemble  your  company

emails, it’s not the same. The topics of discussion and spam content could

look  very  different.  As  a  result,  there’s  a  chance  that  the  model  will  not work  well  in  practice.  Fortunately,  testing  with  actual  data,  in  its  true context, will reveal potential issues. 

Remember Tay, the Twitter bot we discussed in Chapter 2? Tay turned racist

and  abrasive  shortly  after  it  was  released  to  the  public  because  people started  tweeting  the  bot  with  all  sorts  of  misogynistic  and  racist  remarks. 

Since Tay had the capacity to continue to learn, it started repeating the same

hateful language. It’s unclear how much PDT went on before releasing Tay, but obviously, it wasn’t enough! Had Tay been subjected to different types

of tweet engagements during PDT, the dangers of releasing Tay would’ve

become  obvious.  (As  you  know,  Tay  was  shut  down  sixteen  hours  after

release.)

So, I repeat,  post-development testing is absolutely necessary. Experienced data  scientists  usually  integrate  some  of  this  testing  during  the  model development  stage.  In  practice,  I  often  see  models  going  directly  from

development to deployment without any form of testing. It’s often assumed

that  if  a  model  works  well  during  development,  it  will  naturally  perform well in practice. Sadly, that’s not always the case. 

Testing  also  helps  you  observe  how  the  model  is  impacting  relevant

business  metrics.  For  example,  suppose  your  business  metric  involves

measuring the speed improvement in completing a task. PDT can give you

early  insights  into  the  performance  of  such  metrics.  Additionally,  PDT  is helpful when your company is looking to replace an existing solution with

an AI-driven one. It allows you to compare both solutions before making a

“switch” or “no-switch” decision. 

Just as model development is iterative, PDT is also iterative. Depending on

the issue, every iteration can be different. One iteration could involve model

fine-tuning, and another may include tweaking the user interface. It can also

send  you  back  to  the  drawing  board  altogether.  PDT  requires  close

collaboration  between  business  leaders  or  domain  experts  and  the

development team. 

Because  PDT  is  so  crucial  for  Business  AI,  we  will  see  how  evaluation occurs during PDT in Chapter 14. 

Phase 5: Model Deployment

Model deployment involves formally putting a model into production where

it’s  fully  integrated  with  your  business  systems. 69  This  happens  when  the model has been successful in the model development and PDT stages. By

Phase  5,  the  model’s  accuracy  is  considered  acceptable,  and  the  known

faults of the model are clearly documented. 

Deployed  models  generally  process  new  data  in  two  ways.  The  first  is  in real time or close to real time. For instance, a model must immediately flag

a  credit  card  transaction  as  fraudulent  or  nonfraudulent.  In  this  scenario, time is of the essence. The second way is in batch mode, where you wait for

a certain amount of data to “pile up” before you send the data to the model

for processing. The second approach is suitable when delays are acceptable

and  results  are  not  immediately  required.  For  instance,  the

recommendations from your favorite online store may stay the same for a

day  or  two.  That’s  because  the  recommendations  get  refreshed  after  a  set amount of data piles up. 

In  practice,  your  business  needs  will  dictate  how  best  a  model  should

process data. A real-time model may be necessary for time-sensitive data, 

but  for  other  applications  that  can  tolerate  delays,  batch  processing  will work  well.  Further,  depending  on  the  expectations  around  delays  and  the importance  of  “fresh  predictions,”  engineers  will  determine  how

applications using the model should talk to one another. 

This phase is largely driven by software and data engineers in collaboration

with the AI experts and business leaders. 

 Planning Model Deployment

Model  deployment  planning  should  start  early  on,  ideally  in  Phase  1:

Problem  Definition  and  Planning.  As  you’re  looking  to  launch  a  new

initiative, you’ll need to discuss how you envision using the model in your product  or  workflow  with  your  development  team.  As  part  of  this,  you’ll also specify the constraints under which the model needs to operate. 

Suppose you want to embed an ML model into a household fridge to enable

voice recognition. This requires a small and efficient model that works in a

low  computing  and  power  environment.  By  laying  out  your  vision  early, 

your  development  teams  will  be  better  prepared  to  work  within  such

constraints. 

A product manager, “Rob,” I once worked with was looking to develop an

ML model that operated in real time with unnoticeable delays in response

times.  Unfortunately,  he  failed  to  communicate  this  crucial  detail  to  the development team. 

The  implementation  team  agreed  to  deploy  the  model  as  a  separate  cloud service,  which  would  require  a  network  call  each  time  the  model  had  to process some data. This meant that everyone  should have expected a slight delay  in  response.  Rob  agreed  with  the  cloud  setup,  not  realizing  that  it would create a slightly delayed response, especially when there are network

issues and large amounts of data to process. 

After  development,  as  PDT  went  into  progress,  Rob  became  increasingly

unhappy. He found the response time from the ML model was unacceptable

for  a  seamless  user  experience.  Not  only  was  the  network  latency  a

problem,  but  the  model  itself  was  not  optimized  for  speed  during

development. 

Needless to say, this resulted in weeks of significant rework. 

Had Rob emphasized the importance of the response time, the development

team  would’ve  explored  a  different  deployment  path  and  focused  on

optimizing  model  speed.  So,  it’s  important  to  emphasize  the  vision, constraints, and any little detail to development teams from the get-go. 

Sadly,  in  practice,  the  topic  of  model  deployment  only  comes  up  when

model  development  is  near  completion.  That’s  when  teams  go  to  the

business  and  ask,  “Hey,  how  do  you  want  to  use  the  model?”  This  may

work for research or experimental projects, where data scientists work in an

environment with abundance of computing power and no real constraints to

consider.  As  you  saw  in  Rob’s  case  earlier,  even  with  early  deployment planning, failing to state a detail created a minor setback. Now imagine if

you didn’t plan at all and went right into development. It creates a recipe for

failure! Bottom line: unless you’re launching a research project, it’s best to

start  AI  initiatives  with  model  deployment  in  mind,  which  should  start

before  development.  It  will  limit  surprises,  prevent  delays,  and  avoid

canceled initiatives. 

Phase 6: Monitoring and Feedback

Once an ML model is deployed, its performance needs to be monitored on

an  ongoing  basis.  That’s  because  model  performance  can  degrade  over

time, and this needs to be detected and addressed in a timely fashion. 

Models  can  degrade  due  to  many  issues,  including  changes  in  customer

behavior  or  problems  with  the  data.  Suppose  a  business  trained  an  ML

product recommendation system using consumer purchase data from 2019. 

In 2020, that same model may not have worked well due to the changes in

consumer  behavior  caused  by  the  pandemic.  Imagine  if  the  model

recommended  trending  items  such  as  party  supplies  from  2019  when

customers  were  busy  stocking  up  on  “lockdown  supplies”  in  2020.  That

would’ve  created  a  problematic  user  experience.  That’s  why  monitoring

models after deployment is necessary. Any performance degradation needs

to  be  caught  and  addressed  promptly.  Corrective  actions  often  include retraining models, fixing data quality issues, revamping models, or auditing

upstream systems. 

Apart from monitoring models to spot degradation, you can use Phase 6 to

collect information about model performance by explicitly asking users for

feedback or tracking clicks and other usage patterns surrounding the model. 

This  can  be  instrumental  in  fine-tuning  models  and  better  understanding

user behaviors around the model. 

In  2017,  after  I  oversaw  the  deployment  of  a  recommender  system  that

suggests  labels  for  directory  organization,  my  team  monitored  which  tags were being accepted, rejected, or flagged as noise by users. In essence, we

were indirectly collecting feedback from customers. This gave us more data

to improve our model. 

In practice, when it comes to monitoring ML models, companies often use a

set-and-forget approach: they deploy models and never look at them again

—until a problem arises. This may be harmless initially, but down the road, 

when an issue occurs, that’s when the team rushes to collect data (by active

monitoring and elicitation of feedback) to diagnose the problem, by which

point, it’s too late. 

If  the  team  isn’t  monitoring  the  model  early  on,  they  won’t  be  able  to diagnose  problems  fully.  They  may  need  to  suspend  the  operations  of  the ML model altogether until they can collect relevant information. Of course, 

this  creates  a  poor  user  experience  as  you’re  shutting  down  features  that users may be dependent upon. Fortunately, you can avoid all this drama by

putting in some extra work of monitoring models and collecting applicable

feedback when models are in production. This will allow you to promptly

fix  model  degradation  issues,  systematically  fine-tune  models,  and  better

[image: Image 43]

understand customers. 

 A summary of the ML development life cycle and related key activities. 

SUMMARY

If your organization has never implemented AI, some of what we covered

in  this  chapter  might  be  overwhelming.  Regardless,  you  don’t  have  to

remember every single detail—just at a high level, remember what it takes

to bring AI from an idea to a working solution. 

No, it’s not entirely intuitive. However, as your teams gain more experience

executing AI initiatives, the process will become more streamlined. 

As a business leader or domain expert, here are several important points to remember:

1. First, the most important aspect for a successful outcome in Business

AI is Phase 1—Problem Definition and Planning. It’s critical to map

out the specific problems that can benefit from AI, success metrics to

track, how the solution will be used in practice, and if there is

supporting data for model development. 

2. Data Acquisition and Preparation (Phase 2) is central not only for

model development but also for refining the business problem, 

assessing feasibility, measuring success, monitoring models, and

acquiring feedback after deployment. 

3. Model Development (Phase 3) is not like traditional software

engineering—you can’t just write code and plug it in. The process is

highly iterative, requiring multiple rounds of experimentation, 

performance evaluation, and model fine-tuning. Part of the work also

involves creative problem-solving. 

4. Post-Development Testing, or PDT (Phase 4), while often skipped, is

an integral part of the ML development life cycle. It can help

determine if the model is working as expected in practice. 

5. Even though Model Deployment (Phase 5) is one of the last phases, 

planning around deployment should start as early as Phase 1. As

there will always be constraints within a business, these constraints

should be clearly communicated early so that teams can develop and

deploy models per the needs of the business. In other words, business

constraints can impact choices made during development and model

deployment. 

6. After model deployment, ongoing Monitoring and Feedback (Phase

6) ensures that model performance remains acceptable and customer

behaviors around models are well understood. 

Now that you understand how AI development generally goes, we can dive

deeper into preparing your organization for AI. This responsibility is not a

job  of  a  single  person  but  an  entire  team.  Consequently,  it’s  essential  for everyone on the team to be on par with their AI understanding, including

what it takes to prepare an organization for AI. That’s what we’ll focus on

next. 

C H A P T E R   8

B-CIDS: THE FIVE PILLARS

OF AI PREPARATION

“At least 40% of all businesses will die in the next 10 years…if they

don’t figure out how to change their entire company to accommodate

new technologies.” 

 —John Chambers, former CEO, Cisco Systems

A TALE OF TWO COMPANIES

Between 1985 and 1992, Blockbuster, a home movie and video game rental

provider, grew from one location in Dallas to more than 2,800 rental stores

worldwide.  At  its  peak,  in  the  early  2000s,  Blockbuster  had  over  9,000

stores and employed over 84,000 people. 

While  VHS  (i.e.,  tape  cassettes)  was  still  the  industry  standard,  Reed

Hastings,  the  founder  of  Netflix,  introduced  a  monthly  DVD  subscription

service  by  mail.  This  was  in  1997,  shortly  before  Blockbuster  reached  its peak.  The  idea  was  that  when  customers  were  finished  with  their  DVD, 

they  would  simply  return  it  to  Netflix  and  get  another  one.  At  this  time, 

Blockbuster was still stuck to its brick-and-mortar retail business model. It did  not  embrace  subscription  by  mail  and  charged  customers  per  video

rental, including late fees—fees that Netflix never charged. 

It  wasn’t  until  seven  years  after  Netflix  was  born  that  Blockbuster  was trying to play catch-up. They realized that Netflix was a serious competitor. 

Having  turned  down  a  possible  merger  with  Netflix  in  2000,  Blockbuster

was now trying to eliminate late fees and start an online rental platform. 

Unfortunately, disruption in management and concerns by board members

resulted in the new initiatives being reversed; late fees were reinstated, and

Blockbuster’s digitalization efforts were put on the back burner. 

Netflix,  on  the  other  hand,  continued  to  innovate.  In  2007,  as  internet download  speeds  were  getting  faster,  Netflix  transitioned  from  DVD

shipments to online streaming services. In 2011, it even started investing in

its own original TV series. Netflix continues to be innovative today. 

Netflix is now worth over $200 billion (and growing). Blockbuster, on the

contrary,  had  to  file  for  bankruptcy  in  2010.  As  of  today,  only   one Blockbuster store remains. 

Even  though  Blockbuster  had  ample  time  and  resources  to  outcompete

Netflix,  their  shortsighted  strategy  and  failure  to  prepare  and  adapt

technologically for the future cost them their once-thriving business. 

You don’t have to be that company. 

It’s crucial to be competitive today, but it’s equally important to think about

how  new  technologies  can  help  you  remain  relevant  and  competitive  in

years to come. Business AI is here for just that. It’s not a fad; it’s reality. It’s ready to transform old ways into new ones, but companies have yet to take

full  advantage  of  it.  Either  they’ve  tried  AI,  didn’t  see  any  value,  and stopped, or they’ve not even looked into using AI because they don’t know

where to start and how to prepare. 

Whichever the case, this chapter will help you get started. 

We’ll outline the building blocks for developing an AI-ready and -capable

organization, and with this, you can jumpstart your AI strategy. 

BECOMING AI-READY

When  a  company  is  “AI-ready,”  they’re  able  to  take  an  AI  idea  from

conception  to  implementation  to  reaping  benefits—all  with  minimal

friction. Further, being AI-ready means they’re able to do this repeatedly. 

But you don’t get to that stage overnight. 

Becoming AI-ready requires a level of preparedness that is rarely discussed, 

and it’s not just cost. It requires investment in your company culture, talent

pool,  data,  and  infrastructure,  and  it’ll  eventually  change  the  way  you  do business. 

It takes time, and it’s a long-term investment. 

You  may  be  thinking,  How  is  it  that  companies  like  Google,  Netflix,  and Amazon are able to execute AI so easily?  Well, that’s because of the way they  built  their  business  from  the  foundations.  Google  was  built  by  two forward-thinking  PhDs  who  leveraged  their  AI  research  project.  From  the

start, AI has been an integral part of Google products. There’s AI in their

search engine, ads, emails, voice search, photo galleries, map—you name it. 

These  companies  also  have  ample  tech  talent  consisting  of  software

engineers,  data  scientists,  and  AI  researchers,  who’ve  built  best-in-class
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tooling and infrastructure for cutting-edge AI. In fact, TensorFlow, which is

used  to  develop  deep  learning  models,  was  developed  by  Google.  These

tech  giants  (and  others)  have  learned  and  iterated  over  the  years.  Today, deploying AI is not a big deal at these companies. 

In  reality,  most  companies  are  not  built  like  these  technology  companies with access to a large pool of tech talent and AI researchers. You may be a

healthcare  company  with  a  small  IT  team,  or  a  consumer  goods  company

with a strong focus on manufacturing. That’s okay. 

You  don’t  need  to  release  cutting-edge  AI  tooling,  research  publications, and  algorithms.  However,  you  should  use  AI  to  improve  your  business

processes,  make  better  data-driven  decisions,  and  enhance  your  products

and  services.  This  starts  with  active  preparation.  You  need  to  learn  the building blocks, strategize, execute, and iterate. So, let’s get right into it. 

At a high level, the five pillars in preparing for AI include Budget, Culture, 

Infrastructure, Data, and Skills—B-CIDS (pronounced as “be kids”). Each

of  these  pillars  take  a  different  angle  and  come  together  to  help  you  get ready for AI. Still, what exactly your organization needs would depend on

where you are in your AI journey. 

Now let’s look at each preparation pillar so you have the context on what’s

needed and why. You can also take the AI readiness assessment accessible

from  the  book’s  resources  page  at   AIBusinessCaseBook.com.  The assessment will help you understand where you are in your AI readiness. 

PILLAR 1: DATA READINESS

Get Your Data Infrastructure in Shape

Machine learning and deep learning algorithms are data hungry. In the ML

development life cycle, we also saw that data is not only central for model

development but also in other phases, such as model monitoring and post-

development testing (PDT). Not only that, but as we saw in Chapter 6, data

is also critical for any type of data-driven decision-making. 

Given all of this, getting your data infrastructure in shape is one of the most

critical  steps  in  preparing  your  organization  for  AI.  The  groundwork  you lay today will be useful for months, years, and decades to come. To detect

potential  gaps  in  your  data  infrastructure,  here  are  four  questions  to

consider. 

 Question 1: Are You Storing Data? 

In running your business, you’re constantly generating data. This can be in

the  form  of  emails  from  customers,  purchase  orders,  customer  website

visits, defect reports, customer support tickets, social media messages, and

chat logs. 

The question is: are you storing all this data? 
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 Types of data your company may be generating from its daily operations. 

Company-generated  data  can  fall  into  three  categories—structured, 

unstructured,  or  semi-structured.  Structured  data  easily  fits  into  a  tabular structure and can be stored in a database or a spreadsheet such as Microsoft

Excel. A small subset of data generated by your company falls under this

category.  Customer  records,  employee  records,  and  customer  purchase

history are examples of structured data. 

The bulk of the data that your company generates is often unstructured or

semi-structured,  which  includes  emails,  call  center  transcripts,  support

tickets, PowerPoint presentations, website images, and videos. This data is

messy,  scattered,  and  not  easily  readable  in  tabular  form.  Still,  this  data contains  a  wealth  of  information  that  you  can  use  for  improving  business processes and optimizing decision-making, as we saw in Chapters 5 and 6. 

In an ideal scenario, all of this data should be collected, stored, and made

accessible to key personnel in the company. Usually, this isn’t happening. 
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In early 2020, one of my healthcare clients wanted to develop an AI tool to

automatically  extract  specific  information  from  clinical  records,  primarily containing  free-form  text.  They  had  been  doing  this  extraction  work

manually for years to obtain reimbursement from insurance companies. But

as we were starting the project, shockingly, my team discovered that none

of that data was available. What happened? 

As part of the company’s manual process, they copied data directly from the

clinical records and pasted them into third-party forms for reimbursement. 

Unfortunately, once the forms were submitted, the company kept no records

of the information that they copied over. This meant no historical data for

AI. As a result, the company had to first augment its manual process with

data collection in mind. 

What  happens  in  practice  is  that  companies  store  some  data  but  not  all. 

They  even  delete  things  that  are  considered  “nonessential.”  Without  a

detailed  historical  footprint,  it’s  challenging  to  develop  AI  solutions  or perform  any  sort  of  analytics.  If  you’re  trying  to  get  AI  projects  off  the ground, you may have to spend months collecting the necessary data or rely

on third-party data sources as a stepping-stone. 

Action Tip: Don’t Get Fancy

Data collection and storage don’t have to be fancy, 

especially if you’re just getting started. You first need to ensure

that the data generated from the daily running of your business

is collected and stored. Then, as you’re developing your data

strategy, you can worry about the specifics, such as where the

data is stored, the storage format, and whether the data is

centrally accessible. 

 Question 2: Are You Warehousing Data? 

Data  stores  sometimes  operate  in  silos,  which  means  that  some  of  your

organization’s data is local to a group or a company branch. This can limit

the type and amount of data everyone in the organization can access. 

Also,  you  may  have  data  scattered  across  different  applications.  For

example,  you  could  have  multiple  sources  of  customer  complaints:  some

from  email,  some  from  Twitter,  and  some  from  your  customer  support

ticketing system. Bringing all of this data together and making it accessible

in a consistent manner is the goal of data warehousing. 

If you’re already diligently collecting and storing data, you may think that

data warehousing adds an unnecessary layer of complexity. This is true for

small companies, where you can easily access the data you need, but not for

larger enterprises with locations around the world. 

For  one,  when  data  from  different  sources  is  brought  into  the  data

warehouse,  it  provides  a  holistic  view  of  the  data.  Consider  customer

complaints:  with  data  warehousing,  you  don’t  just  have  access  to

complaints coming from emails, but you’ll also have access to complaints

from  Twitter,  chat  logs,  and  other  external  sources.  This  gives  you  a

complete  picture  of  customers’  overall  complaints.  In  Chapter  6,  we  saw how  all  of  this  data  can  be  used  to  make  strategic  product  or  service improvement decisions. 

If  we  relied  on  only  one  of  these  sources  without  considering  others,  the insights and decisions could end up being inaccurate and biased. The same

is true when ML models are trained on partial views of data—models can

make gross errors in practice without the full picture. 

Further, data warehousing ensures representation in data. In Chapter 3, we

saw  that  top  facial  recognition  systems  suffer  from  bias  along  different

dimensions,  including  race,  gender,  and  age.  This  problem  often  occurs because  the  underlying  data  lacks  representation  of  minority  and  ethnic

groups,  resulting  in  discriminatory  predictions.70  Similar  problems  can happen  in  any  organization  if  data  is  not  representative.  With  data

warehousing, the data from various locations and sources can be shared and

made centrally accessible to development teams, minimizing model issues

due to the lack of representation. 

Last,  fresh  data,  only  obtained  when  data  is  warehoused  correctly,  is

reflective  of  your  customer’s  current  behaviors,  recent  purchases,  and

present-day  interactions.  As  we  discussed  in  Chapter  7,  a  product

recommendation  engine  trained  on  data  from  2019  may  not  have  worked

well in 2020 because the pandemic influenced customer purchase behavior. 

Thankfully, with data warehousing, it’s easier to ensure that the most recent

data is used in model training and retraining for continued accuracy, as data

warehousing  is  not  a  one-time  activity;  every  time  new  data  becomes

available, it is eventually “copied” to the data warehouse. 
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 The three reasons why data warehousing is important for AI. 

Action Tip: Consider Current Data Warehousing

Data warehousing is important for medium to large

organizations. Determine if data warehousing already exists. To

check the state of your data warehouse (i.e., if it needs more

work), determine if data from the daily running of your business, 

such as support tickets and defect reports, is accessible to key

stakeholders in the company. If much of that data is not

available, then you’ll need a better data warehousing strategy. 

 Question 3: Are You Logging? 

Several  years  ago,  Dan,  a  search  consultant,  was  hired  to  improve  the

search  experience  of  a  midsize  tech  company.  Before  starting  work,  Dan had requested the search logs. 

“The  search   what?”  one  of  the  executives  in  charge  asked,  giving  Dan  a blank stare. It was as if they were wondering why Dan was making such an

odd request. After all, Dan was hired to get that search engine fixed, not to

give them additional work. 

Dan explained to the executives and the IT team what search logs are and

why he needed them. He made it clear that the search logs would help him

diagnose search engine problems. The team’s confusion soon turned into a

mild  embarrassment.  That  data  was  nonexistent.  Worse  still,  this  was  the first time some of the IT personnel were hearing about search logs. 

So instead of fixing the search engine, Dan’s first task was to help the team

implement logging. 

The concept of logging is foreign to many teams. Logging is a fancy term

for  keeping  track  of  everything  that  happens  in  a  software  application  or keeping any type of digital record at specific time intervals. For example, in

a search application, every search session can be logged. That means you’re

tracking a user’s search keywords, the search results displayed at the given

time, and clicks on specific search items. In manufacturing operations, you

could be logging readings from machine sensors at specific time intervals. 

When it comes to AI, logging is crucial for several reasons. First, logging

can help you understand customer behaviors around product features before

introducing  intelligence  in  those  features.  Also,  the  log  data  itself  can become  a  source  of  training  data  for  many  AI  applications.  Through

logging, you can also acquire the necessary data to measure the success of

AI initiatives. Because of how versatile logs are, Google uses its search logs

to  improve  its  search  algorithms  and  recommend  related  searches;  these

logs also allow anyone to analyze search trends. 71

But how do logs apply to your business? 

Suppose  you  run  an  internet-based  company,  and  you’re  wary  of  server

downtime.  You  envision  a  world  where  thirty  minutes  before  a  server

outage,  your  IT  team  is  alerted  of  a  potential  incident  by  an  ML  model. 

Essentially,  instead  of  reacting  to  an  incident,  you  want  to  avoid  it

altogether. But how do you get data to develop such a model? This is where

logging comes in. 

Suppose  you  log  the  environmental  conditions,  server  parameters,  server

status,  and  other  factors  that  affect  server  health  every  few  seconds.  You would  then  have  an  extensive  database  of  parameters,  from  both  uptimes

and from downtimes. Developers can then use this data to train a model to

predict potential incidents. 

Now,  it  may  seem  like  you  should  log  each  and  everything  that  comes  to mind.  That’ll  probably  not  scale,  and  you  may  inadvertently  violate  user privacy. 

The following will help you understand what you should log. 

 Log Customer Interactions

If  you’ve  asked  for  customer  consent,  it’s  crucial  to  log  events  related  to customer interaction with your products and services. This will allow you to

improve  the  customer  experience  and  their  productivity  over  time.  For

example, through logging, if you learn that customers are taking extra steps

to get the information they need, you can proactively  recommend pertinent information to them. Alternatively, you could  simplify  the  steps  in  finding that  information.  You’ll  find  many  such  optimization  opportunities  once

you start logging. 
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 Log Events Related to Production of Goods and Services

Another  promising  area  for  logging  is  in  the  production  of  goods  and

services  for  your  company.  This  will  help  you  improve  the  efficiency  of various  workflows.  For  example,  a  manufacturing  company  could  log

machine  parameters,  power  usage,  weather  condition,  and  uptime  status

periodically.  They  can  also  log  images  of  defects  as  they  are  discovered along with the description of those defects. This will set the company up for

future  model  development.  For  instance,  using  this  data,  you  can  build

models to predict potential machine maintenance issues. 

 Log Search Activity

As we’ve seen in Chapter 6, search logs are critical for AI and beyond. If

you want to improve the search experience, you need search logs. Further, 

search  logs  are  helpful  for  better  understanding  your  customers,  planning your  content  strategy,  improving  SEO,  and  even  making  user  interface

design  improvements.  Consider  turning  on  search  logging  if  your  search

platform has that capability. Otherwise, consider implementing search logs

from scratch. 

Point of Caution: Always check with your legal counsel

about tracking user data to ensure that you’re legally

compliant. You also want to ensure that the correct permissions

are obtained before tracking customer data. 

By proactively logging data, you’re building up valuable data stores. Even

if you’re not using all that data immediately for analysis or automation, the

data  will  be  there  when  you’re  ready.  But  who  does  all  this  logging?   In some cases, the engineers closest to the source code or software in question
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can help implement logging. There are also tools to help with logging and

management of logs, but we will not get into those details in this book. For

more  information,  you  can  read  the  book   Logging  and  Log  Management: The  Authoritative  Guide  to  Understanding  the  Concepts  Surrounding

 Logging  and  Log  Management  by  Anton  Chuvakin,  Kevin  Schmidt,  and Chris Phillips. 

Action Tip: Brainstorm and Prioritize Data Logging

Opportunities

Consider the opportunities in your organization to prioritize what

types of data to log. Have you had plans to improve your search

experience? Or do you see possibilities for AI-driven workflow

optimization? All the nagging business questions and

automation opportunities will help you prioritize what exactly to

log. 

 Question 4: Have You Digitized Paper Documents? 

The final question to ask yourself about data readiness revolves around the

digitization  of  paper  documents.  Many  organizations  still  have  stacks  of paper with valuable data sitting around. Recently, as I was speaking to the

CIO  of  a  government  body  in  the  US,  she  mentioned  that  they’re

contemplating AI but just aren’t ready yet. They’re still working on getting

their paper processes from the 1980s and 1990s digitized. Although some of

my  peers  in  AI  have  a  hard  time  believing  that  organizations  would  still employ  paper  processes  or  keep  papers  from  the  past,  in  actuality,  this  is common. 

Don’t  ignore  stacks  of  paper.  There  can  be  precious  information  in  them that  can  be  useful  for  analytics  and  AI.  Given  the  technology  we  have

[image: Image 52]

[image: Image 53]

today,  it  wouldn’t  be  too  hard  to  leverage  paper-based  data  for  further processing and analysis. There are many specialized services and software

solutions  that  help  transform  papers  into  digital  records.  So,  it  would  be best  if  you  took  advantage  of  that.  In  addition,  if  your  business  processes are  paper-heavy,  you  may  want  to  consider  going  digital  with  the  help  of software. Even using an Excel spreadsheet for some of your manual paper-based processes can be a good start. 

Action Tip: Don’t Digitize Everything

Instead of digitizing every single document, consider

which documents are worth digitizing. Perhaps old contracts

have valuable information in them or old employee records have

critical pay-related data. If you can think of the ways you can

leverage data from these documents for analytics and AI, you

should find clues on what to digitize and what to leave as is. 

We’ve gone over four questions that can help you assess your data readiness

for  AI.  You  may  be  strong  in  some  areas  and  entirely  new  in  others.  The key is to recognize gaps and decide if filling those data gaps is crucial for

your company. Now let’s move on to the next preparation pillar. 

PILLAR 2: CULTURAL READINESS

Create Cultural and Mindset Shifts for Embracing AI

Although AI got its start in the 1940s, the adoption of Business AI is still

new  to  organizations.  Using  AI  to  improve  an  organization’s  efficiency, 

reduce  human  error,  and  increase  revenues  is  still  a  new  idea  for  many companies. 

A  Gartner  poll  of  200  business  and  IT  professionals  revealed  that  while 79%  of  companies  were  piloting  AI  initiatives,  only  21%  had  their  AI

initiatives  in  production. 72  This  shows  that  getting  AI  to  create  value  for your  organization  takes  a  lot  more  than  experimenting  with  AI.  It’s  also about making relevant changes in the organization to bring these initiatives

successfully  to  production.  As  part  of  this,  creating  cultural  and  mindset shifts is a crucial piece of the puzzle. A big reason why this is important is

the confusion around AI. 

Business  leaders  often  see  AI  as  magic,  developers  see  it  as  software

engineering  with  a  hint  of  science,  and  everybody  else  guesses  what  AI truly means. Many fear this “AI technology.” Some fear losing their jobs; 

others  fear  contributing  to  something  that’s  evil,  or  being  replaced

altogether by this new “AI race.” 


According to a survey conducted by the University of Oxford’s Center for

the  Governance  of  AI,  Americans  fear  a  future  where  AI  becomes  too

intelligent. 73  When  people  were  asked  what  kind  of  impact  machine intelligence  would  have  on  humanity,  34%  thought  it  would  be  negative, 

with 12% leaning toward human  extinction!  These  responses  indicate  that there’s  going  to  be  resistance  toward  the  adoption  of  AI,  not  just  by customers but also internally by employees. 

Given  this,  leaders  should  take  proactive  steps  in  shaping  employee  and customer attitudes toward AI. Let’s look at the six elements for establishing

cultural and mindset changes for the long-term adoption of AI. 

Cultural Readiness 1: Establish AI Literacy

Literacy  is  the  key  for  shaping  employee  attitudes  toward  AI.  This  is  not just about training your technical teams. It’s about most employees in your

company,  technical  or  not.  They  should  have  a  base  understanding  of  AI

and be able to answer,  What is this thing? How does it work? What is the company planning to do with AI? How does it impact job security? 

This  is  so  important  because  it  reduces  fear  and  closes  the  door  for  false interpretations.  Without  this  base  AI  literacy,  once  employees  hear  about your company’s plan to integrate AI, they may make their own assumptions

and take actions that can negatively impact your company’s reputation. 

For example, if employees think they’re going to lose their jobs, they may

plan a protest in reaction. Some may leak information to the media based on

their own interpretation of what you’re going to do with AI. Given the fears

and  confusion  around  AI,  it’s  important  to  address  uncertainties  with

company-wide education and planning. 

Of course, executives, managers, and technical teams will require additional

levels of AI understanding. But having a base-level understanding is a start. 

AI literacy can also help AI initiatives progress along faster and face less

resistance, as collaborating teams will have context on how AI works. For

example, if every engineer understood why post-development testing (PDT)

is  critical  for  AI  initiatives,  you  could  avoid  unnecessary  pushback  when data scientists ask for engineering support for PDT. You wouldn’t need to

repeatedly justify why you can’t just plug in models and be done. I’ve seen

all  sorts  of  confusion  without  some  basic  understanding  of  AI—from

managers leading AI initiatives not understanding why data is required for

AI, to domain experts requesting advanced ML models to be developed in a

week.  You  can  put  much  of  this  confusion  to  rest  by  emphasizing  AI

literacy across the board. 

Cultural Readiness 2: Make Leadership Data Savvy

Data  literacy  doesn’t  stop  with  data  scientists.  Senior  leaders,  human

resource  managers,  sales,  and  marketing  personnel—anyone  making business decisions and managing innovation—should know how to use and

interpret  data.  Not  only  will  this  help  with  strategic  decision-making

anchored  on  data,  but  it’ll  also  facilitate  the  adoption  of  AI  as  many decisions around AI are inherently data driven. 

When it comes to data literacy, industry best practice is to exemplify from

the top. As more and more leaders use data to drive decisions instead of just

“gut feelings,” this becomes ingrained culturally. 

I’ve seen this happen firsthand at a client’s company. The CEO didn’t just

propose  strategies  for  growth  and  better  customer  experience.  He  always

backed  up  his  proposals  with  the  why  anchored  on  data.  Because  of  this, employees  had  sufficient  context  for  why  certain  things  were  being

proposed  and  how  it  mattered  to  the  company.  This  eventually  became  a

company habit. 

Cultural Readiness 3: Be Ready to Experiment and Brace for

Uncertainties

Experimentation and iteration are critical parts of the ML development life

cycle, as we saw in Chapter 7. It can involve going back and forth multiple

times  to  tweak  models  and  fix  issues  during  development.  It  can  also

include  iteratively  making  changes  based  on  PDT.  You  may  also  be

performing A/B testing of competing solutions to decide which one to use. 

In the end, the solution may work incredibly well after several iterations or

not at all, and you may need to start over and explore plan B. 

All this takes time, openness to uncertainty, and the ability to interpret and

act on data. Building a culture of experimentation in your company requires

that  you  provide  sufficient  time  for  multiple  rounds  of  “test  and  iterate.” 

You should also remain open to the possibility that not all projects will pull

through.  Given  these  uncertainties,  it’s  crucial  to  incorporate  early  testing and always have a plan B mapped out. 

Cultural Readiness 4: Build Cross-Functional Teams

Integrating  AI  into  your  products  and  business  processes  is  truly  a  team sport. Business leaders and domain experts are instrumental in identifying

problems  that  will  benefit  from  AI.  Data  scientists  help  investigate

feasibility,  implement  AI  models,  and  develop  success  metrics  in

collaboration  with  business  leaders.  Data  engineers  ensure  that  the  data that’s required is available, accessible, and is correctly fed into AI models. 

Finally,  software  engineers,  UI  designers,  and  quality  assurance  engineers help  integrate  models  into  your  business  applications  for  a  seamless

experience. 

All of these roles need to work in collaboration. 

If  you’re  used  to  operating  in  silos,  then  AI  initiatives  will  remain  as prototypes  in  the  hands  of  data  scientists.  Lack  of  collaboration  is  a  big contributor to AI initiative failures, especially in larger organizations. Either no  support  is  available  from  the  data  engineering  team,  or  software

engineers are too busy to incorporate new models. If you genuinely want to

become  an  AI-ready  and  -capable  company,  then  cross-functional

collaboration  is  a  must-have.  It  must  be  built  into  every  AI  initiative, whether you’re buying a solution or implementing one in-house. 

At a minimum, if you’re developing a custom AI solution, you should have

the following roles in every cross-functional AI team:

A business stakeholder: This can be a product manager, domain

expert, or an AI project manager. 
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An AI implementor: This can be a data scientist, ML engineer, or

AI consultant. 

One or more engineers: These could be data engineers or software

engineers who help with model integration and deployment, and

monitoring thereafter. It could also involve UI designers who help

with the visual display of the AI output. 

Here are two examples of initial team configurations for a small-to-medium

initiative:

Configuration 1: A product manager, two data scientists, a data

engineer, and a software engineer. 

Configuration 2: A domain expert, a project manager, a data

scientist, and two software engineers. 

Common Misconception about Data Scientists

The common misconception is that data scientists can

do it all—the work of the business leader, data scientist, data

engineer, UI designer, and software tester. Some certainly can, 

but it’s risky. For example, data scientists may not have sufficient

domain expertise to decide which business metrics to track to

measure success, or they may not have adequate software

engineering and UI skills to integrate new models into existing

business systems. Plus, do you want them messing with your

customer-facing UI? I’m not saying all data scientists are bad at

software engineering or UI design, but that’s just not their focus. 

Asking them to do it all is like asking a chef to source the

ingredients, prepare ingredients to standard, cook the meal, 

serve customers, and then clean the kitchen at the end of the

day. Just as a chef needs supporting staff to be effective, so

does a data scientist. 

This  cross-functional  team  is  responsible  for  bringing  your  initiative  from an idea to reality and for the initiative’s success. Of course, an initiative can fail  due  to  issues  beyond  the  team’s  control.  Fortunately,  you  can  catch some red flags early on during the feasibility analysis. 

But what if you’re buying an off-the-shelf solution? In such a case, you may

not need a data scientist. However, in practice, many prepackaged solutions

need  to  be  fine-tuned  on  your  company  data,  and  you’d  still  need  skilled personnel to assist. 

Cultural Readiness 5: Create an Ethics and Accountability

Committee

Until  May  2018,  with  the  enforcement  of  the  General  Data  Protection

Regulation (or GDPR) law, there had been limited regulations around data

privacy and use. 

In  early  2018,  we  saw  how  Meta  mishandled  data  from  over  87  million

users.  Cambridge  Analytica,  a  political  data-analytics  firm  had  harvested the personal data of Meta users without consent, landing Meta in a whole

lot of trouble. The whole drama cost Meta $5 billion in fines. 

Then in late 2020, Meta settled a lawsuit for $650 million over another data

privacy  issue. 74  Meta  allegedly  violated  Illinois’s  strict  biometric  privacy law through its photo-tagging feature. This photo-tagging feature uses facial

recognition software to identify faces in users’ photos, and Illinois has a law

against businesses collecting biometric data without consent. 

Ethical use of data is tricky, and when you combine it with AI (with little regulation), it gets even trickier. Consequently, the responsibility of what’s

acceptable  and  what’s  not  falls  on  companies  looking  to  implement  AI. 

Even a simple decision, such as if your customers should “opt in” or “opt

out”  from  having  their  data  used  for  training  models,  requires  careful

consideration.  That’s  what  landed  Meta  in  trouble  in  the  photo-tagging

issue. They didn’t explicitly have users opt in for facial recognition. 

If you want to maintain good standing with customers and society at large, 

it’s important for companies to take a strong stance on where they stand in

terms  of  data  privacy,  ethics,  and  accountability.  What  data  will  the

company absolutely not use for AI or any type of decision-making? What

kinds of models will the company not build? Should users opt in or opt out

of features that use their data? 

Several measures companies have taken include:

Avoiding collecting, using, or exposing ethnicity information of

customers for fear of introducing racial bias in models. 

Allowing users to opt into using their data for personalization. 

Performing rigorous evaluation of AI models prior to deployment. 

The evaluation looks for potential bias and quality issues. 

Abandoning or avoiding the use of third-party algorithms and

software that could potentially lead to unethical consequences—for

example, facial recognition software for crime surveillance. 

By  establishing  an  AI  ethics  and  accountability  committee,  every  AI

initiative  can  be  counseled  by  this  committee  to  receive  the  best  ethical practices.  This  committee  can  be  as  involved  as  you  want  it  to  be.  For example, apart from having legal advisors on the team, you can also have
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dedicated data scientists. These data scientists can rigorously evaluate and

assess models for risky behaviors before they’re released for deployment. 

Cultural Readiness 6: Keep an Open Mind

In an industry where things have always been done the “old way,” AI can

help you stand out and disrupt your industry. It becomes an innovation tool

to increase efficiency, reduce operational costs, and discover new revenue

streams. Yet, to truly take advantage of AI, you must keep an open mind. 

There’s  a  lot  that  goes  into  preparing  for  AI  and  implementing  sound, 

responsible AI. 

It can all seem too much. 

But don’t shy away because it’s complex. You can always get help. If you

need  to  build  out  your  data  strategy,  hire  a  few  data  engineers  or  a  data consultant. If you need help finding promising AI initiatives and planning

thereafter,  seek  the  help  of  AI  experts.  If  you  don’t  understand  how  AI applies  to  your  business,  seek  customized  training.  In  this  day  and  age, companies  can  tap  into  talent  around  the  world,  so  there’s  no  reason  why you can’t hire a team of experts that fit your budget. 

We discussed six elements for establishing cultural readiness for AI in your

organization.  With  these  six  elements,  you  now  have  a  head  start  in  that journey. Once you get into the thick of each element, you’ll find more areas

for  cultural  improvements,  which  you  can  fine-tune  with  time.  We’ll  now move into the third AI preparation pillar. 

PILLAR 3: SKILLS READINESS

Train and Upskill Key Employees

We talked about AI literacy under cultural readiness. However, apart from a

basic  understanding  of  what  AI  is  and  how  it  will  be  used  in  the

organization,  certain  stakeholders  need  more  specialized  training  and

upskilling. Without it, your ability to plan and execute your AI strategy will

be limited. Still, the type of knowledge required will vary at different levels

of  the  organization.  The  following  are  the  types  of  AI  skills  needed  by roles. 

 Executive Education

One of the most valuable moves a company can make before attempting AI

is to educate its executives on the topic. Specifically, develop an executive’s

AI  skills  in  a  business  context.  Without  this,  it’s  hard  for  executives  to envision how AI will benefit the company and align with their longer-term

goals.  They’ll  also  be  less  likely  to  buy  into  AI  initiatives  as  they  can’t visualize  the  benefits.  More  importantly,  without  a  good  grasp  of  AI, 

executives  will  lack  the  knowledge  to  establish  an  AI  mindset  in  the

company. 

AI education can help increase an executive’s awareness about the types of

AI  initiatives  suitable  for  the  company  and  ones  that  are  time  and  money wasters.  AI  education  will  also  help  executives  get  clear  on  how  they

should  prepare  their  company  for  AI.  At  the  very  minimum,  executives

should have the following knowledge:

What AI is and isn’t (covered in Chapters 1–4)

Potential pitfalls of AI (covered in various chapters of this book)

Industry use cases of AI (covered in various chapters of this book)

How to prepare for AI as an organization (covered in Chapters 7–9)

How to spot promising AI opportunities (covered in Chapters 10–12)

How to get cost-effective AI solutions implemented (covered in

Chapter 13)

How to measure the success of AI (covered in Chapter 14)

Skills for using and interpreting data (not covered in this book)

Developing an AI mindset among leaders takes time. It can be nonintuitive

to start, but as executives and the organization build experience, it becomes

a natural business extension. Plus, it can genuinely give you an edge in your

industry.  Discovering  one  solid  opportunity  that’ll  positively  impact

millions of customers could mean you’re setting your company up for long-

term success. 

 Innovator Education

AI  opportunities  often  show  up  organically  in  different  situations.  Yet, someone  in  the  team  needs  to  be  in  a  position  to  recognize  those

opportunities.  That’s  why  product  managers,  engineering  managers,  and

anyone in charge of managing innovation and product development should

become well versed with AI. Without understanding AI, it’s hard to tell if

AI is the right solution for a problem. Further, in developing a company’s

AI strategy or when innovating new products, these innovators should be in

a position to spot potential AI opportunities. 

Innovator  training  should  be  similar  to  executive  training,  with  an  added focus  on  the  implementation  aspects.  The  training  should  include  a  more technical  understanding  of  AI  and  its  development  life  cycle.  I’ve  met

several  product  managers  who’ve  taken  similar  courses  as  data  scientists. 

However,  this  is  unnecessary  as  long  as  there’s  a  breadth  of  AI

understanding, including the project management aspects. 

 Technical Employee Retraining
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To  execute  your  data  strategy  or  pilot  new  AI  initiatives,  you  need

personnel with the right skills. You can hire new employees to fill the skill

gap or retrain existing ones. The advantage of upskilling is that you get to

transition old roles into newer ones. Also, as employees are already familiar

with  your  existing  infrastructure  and  processes,  you’ll  waste  less  time

onboarding employees and getting them up to speed. 

Here are a few common transitions:

Database admins to data engineers: Database engineers or

administrators are already familiar with your structured data sources

and can acquire the skills to move into data engineering and data

warehousing roles. They can also learn to manage the big

unstructured data in your company. 

Software engineers to data scientists: Software engineers with a

computer science degree can be trained to become data scientists. 

These engineers already know how to write code, query databases, 

and have a good understanding of mathematics. But now, they need

to build up their data analysis and AI skills. This can take time, as

there is much to learn in data science, but it’s a win-win strategy

given the shortage of skilled data scientists. Further, given the

number of reasonably priced self-paced training programs, this is a

good career progression path. 

Action Tip: Train, Train, Train

If you’re starting to look into AI, you should prioritize

executive and innovator training and education. Next comes

technical training and upskilling as you’re mapping out your AI

strategy. Executive training and technical training come in many

forms. From university programs to online training platforms to

corporate trainers, you have plenty of options. However, it’s

important to note that technical training is more standardized

and more available than executive training, which is best

customized. 

PILLAR 4: INFRASTRUCTURE

READINESS

Explore AI Infrastructure Options

Business AI applications without supporting infrastructure are just research

projects or side projects. If you want to start implementing AI for different

problems in your company, AI infrastructure is critical. 

In the ML development life cycle, we saw the following:

ML algorithms are data hungry. 

ML development can be computationally expensive. 

Models must be evaluated and tested before and after development. 

Models must be integrated into your business systems and

monitored. 

All of this requires specialized software tooling, lots of computation power, 

special hardware, and supporting personnel. 

The good thing is that computing infrastructure is now available “for rent” 

through  cloud  computing  services,  as  we  discussed  in  Chapter  2.  This

allows you to grow and shrink your infrastructure as the workload dictates. 

The icing on the cake is that vendors now provide customized cloud-based

platforms  just  for  ML—known  as  Machine  Learning  as  a  Service

(MLaaS). 75 MLaaS allows teams to conveniently build, deploy, and manage ML  models  in  the  cloud.  Further,  these  cloud  platforms  also  offer  out-of-the-box  ML  tools  which  will  allow  you  to  build  innovative  AI  solutions. 

Examples  of  such  platforms  include  Amazon  Machine  Learning,  Azure

ML, and Google Cloud AI. With such platforms, teams no longer have to

worry about setting up ML computing infrastructure from scratch. Instead, 

they can focus on developing solutions that deliver results. 

But there are caveats to this. 

First,  the  setup  and  available  algorithms  on  these  platforms  may  not  suit every business use case. For example, say you want to use a highly tailored

algorithm. If the platform doesn’t support custom algorithms, you’re pretty

much constrained. Additionally, these platforms also force you into specific

development  workflows,  which  may  not  be  compatible  with  your

company’s development practices. Plus, these services are expensive. If you

don’t need all the computing resources, the cost adds up for things you will

never use. 

To  ensure  you’re  investing  in  the  right  AI  infrastructure,  give  several platforms a try. Shortlist the ones that fit your organization’s use cases and

budget. You may also choose to build your own AI infrastructure, like Uber

did  with  Michelangelo,  which  powers  most  AI  solutions  at  Uber, 

simplifying  the  whole  AI  development  life  cycle.76  Some  companies  even supplement  external  platforms  with  their  own  to  fill  the  “lackings”  of

external platforms. However, for most companies, building a platform is not

necessary, given the growing number of AI infrastructure options. 

Standardize AI Infrastructure

AI infrastructure setup should ideally be a company-level decision. That’s

because  it  allows  different  teams  within  the  company  to  benefit  from  the

same paid-for computing resources, workflow, and processes. If you don’t standardize, you could end up with three different platforms and workflows

—all  for  the  same  purpose.  In  the  long  run,  it’ll  introduce  unnecessary inefficiencies and drive up costs due to separate maintenance requirements. 

Nonetheless, going with one AI infrastructure setup, or multiple setups, is

context dependent. There may be cases where it makes more sense for two

different  AI  infrastructure  options  to  operate  in  parallel.  One  may  offer  a different benefit than the other. Just decide carefully in collaboration with

your data scientists. 

PILLAR 5: BUDGET READINESS

Get Your Big B for Budget Ready

As  you’ve  seen,  preparing  for  AI  takes   work,  and  with  that  work  comes associated  costs.  Unless  you’re  aware  of  the  types  of  expenses  you  may incur as you start your AI journey, you may be in for endless surprises. To

get you prepared, let’s look at the different ways costs show up. 

 Data Warehousing Costs

Getting your company to start collecting, storing, and warehousing data is a

massive initiative. If you don’t already have engineers to assist with these, 

you’ll need to hire software engineers and data engineers to ensure that data

collection,  storage,  and  warehousing  are  happening.  Further,  it’s  not  just new skills that are required but also new software tooling and infrastructure

to  store  and  access  data.  More  importantly,  this  isn’t  a  one-time  event;  as you  add  more  data  sources,  they  need  to  be  correctly  collected  and

warehoused. 

Given all of this, you need to think about hiring for the long term. The good

news  is  that  spending  on  data  warehousing  is  one  of  the  best  investments

for medium-to-large organizations. It prepares you for decades to come. 

 AI Development and Implementation Costs

AI development and feasibility analysis of AI initiatives is a separate cost. 

Whether  you’re  developing  in-house,  outsourcing,  or  buying  an  off-the-

shelf solution, expect to allocate a decently sized budget. 

Some of the expenses you can incur around AI development include:

Project or product managers to manage the innovation

Data scientists to conduct a feasibility analysis and develop models

Data engineers to assist with model deployment and develop data

pipelines

Support staff to monitor data pipelines and models in production

Software engineers and UI designers to integrate AI solutions

While  your  budget  and  the  number  of  planned  AI  initiatives  will  dictate who exactly you hire, personnel costs can stack up. So, ensure you’re hiring

personnel that you really need. You can get ideas around the configuration

of AI development teams in Pillar 2: Cultural Readiness. 

 AI Infrastructure Costs

AI infrastructure costs show up in two forms: the infrastructure itself—the

software  tooling  and  computing  environment—and  the  personnel  to

support, maintain, and work that infrastructure. Suppose you decide to use a

cloud-based AI development and deployment platform. You’d first need to

purchase the necessary computing environment and software tooling. Then

you’d  also  have  to  hire  or  retrain  employees  to  manage  the  new

infrastructure and provide support to users. 

Spend Wisely on AI Infrastructure
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The costs can add up if you are too lavish with your

infrastructure choices. For one, data scientists often try

to solve AI problems with the most sophisticated approaches, 

specifically using cutting-edge deep learning methods. But deep

learning methods often demand powerful hardware such as

GPU processors and a lot more computer memory, significantly

pushing up costs. Another reason for overspending is that

companies just don’t know how much computation power they

need. They often end up buying more than what’s required. 

To  avoid  overspending,  skilled  engineers  and  data  scientists  should

collaborate to estimate the cost to purchase computing resources. It’s also

the  leader’s  responsibility  to  communicate  budget  constraints  to

development teams. 

 Training Costs

Training  executives,  innovators,  and  other  employees  can  be  a  sizable

expense.  However,  that  knowledge  is  much  more  valuable  compared  to

throwing money at AI infrastructure without a clear strategy. Training can

be  done  in  stages,  where  executives  are  trained  first,  then  innovators,  and later,  when  an  AI  strategy  is  in  development,  other  employees.  This  will distribute costs over time. Technical training is also usually less expensive

and more available compared to executive training. 

WHAT NEXT? 

That  was  a  lot  to  digest.  We  went  over  five  pillars  for  preparing  your organization for AI. They include:

1. Data readiness

2. Cultural readiness

3. Skills readiness

4. Infrastructure readiness

5. Budget readiness

Within  the   data  readiness  pillar,  we  discussed  four  questions  that  you should  answer  to  get  you  thinking  about  your  data  strategy.  Then,  under cultural readiness,  we  discussed  the  six  elements  for  establishing  mindset changes in your organization to facilitate the adoption of AI. From data and

AI literacy to ethics and accountability, there’s a lot that goes into becoming

culturally ready for AI. We further discussed the various types of upskilling

required  to  prepare  key  personnel  for  AI,  under   skills readiness.  Then,  in infrastructure readiness, we discussed the necessity for specialized tooling and additional computational resources in implementing AI. Finally, for all

of  this,  you  need  to  be  supported  by  a  sizable  budget.  With  this,  under budget  readiness,  we  discussed  the  types  of  costs  you  can  expect throughout your AI journey. 

While all this information is essential, if you’re brand new to AI or ready to

make AI an integral part of your business, you may be thinking, Where do I

start?  You’d  want  to  know  which  readiness  pillars  to  focus  on  or  if  AI  is even suitable for your organization. None of this is trivial, which is why, in

the  next  chapter,  I  will  introduce  an  approach  to  help  organizations

systematically fill AI readiness gaps while also expediting experimentation

with AI. 

BONUS RESOURCES

• Optional AI readiness assessment: Take an AI

readiness assessment to see where you are in your AI

readiness. You could combine this with the Jumpstart AI

approach in the next chapter to accelerate your AI

planning. 

Access this assessment at  AIBusinessCaseBook.com. 

C H A P T E R   9

THE JUMPSTART AI

APPROACH

“The secret of getting ahead is getting started. The secret of getting

started is breaking your complex overwhelming tasks into small

manageable tasks, and starting on the first one.” 

 —Mark Twain

In  the  previous  chapter,  we  discussed  B-CIDS,  the  five  pillars  for  AI

preparation.  Each  pillar  is  critical,  with  its  own  set  of  requirements  for building  an  AI-ready  company.  However,  trying  to  work  on  all  pillars

simultaneously  is  not  practical,  especially  if  you’re  new  to  AI.  Plus,  it sometimes takes years to perfect the implementation of a single pillar. 

So instead of holding off on AI until you’re fully prepared for it, I’m going

to introduce you to the Jumpstart AI approach. The Jumpstart AI approach

allows you to experiment with AI strategically, while also helping you fill

the  AI  readiness  gaps  in  your  organization  using  short-term  strides.  It’s intuitive and it forces you to be  disruptive and  proactive at the same time. 

There are four steps to the Jumpstart AI approach:

1. Identify Your AI Readiness Gaps

2. Find High-Impact AI Initiatives (HI-AIs)

3. Develop a Short-Term AI Strategy

4. Track Progress, Adjust, and Iterate

The  Jumpstart  AI  approach  starts  with  an  AI  strategy  team.  This  team

should  consist  of  business  leaders,  innovators,  AI  experts,  data  engineers, and even database or data warehousing engineers. This team is responsible

for  developing  an  AI  strategy  for  your  department  or  organization  and

overseeing its implementation. 

Ideally, the team should’ve read this book once in its entirety (including this

chapter) for sufficient context and background knowledge. At a minimum, 

the AI strategy team should read Chapters 8 through 12. If your team has

attended  related  AI  training  sessions,  that  is  also  acceptable.  From  there, you can dive in with Step 1. 

STEP 1: IDENTIFY YOUR AI READINESS

GAPS

The first step in the Jumpstart AI approach is to take stock of where you are

culturally, technologically, and financially so that you can identify potential

gaps. I’ve found that gaps are easily identified by using rubrics. 

Use  each  preparation  pillar  from  the  previous  chapter  to  create  a  set  of rubrics, as shown in the following table:
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 Example rubrics for identifying AI readiness gaps. You can create a similar rubric list or customize the one provided in the bonus resources. 

For convenience, I’ve created a template with a set of rubrics available from

the book’s resources page at  AIBusinessCaseBook.com. You’re free to copy the  rubrics  to  develop  additional  customized  rubrics.  If  you’re  using  the template, you’ll see rubrics based on each preparation pillar from Chapter 8. 

Now  go  through  each  rubric  list  (that  you  created  or  copied  from  the

template)  and  answer  yes,  no,  some,  or  maybe  for  each  prompt.  In  the

template  provided,  the  cells  will  be  colored  differently  based  on  your

answers. 

By the end, you’ll know exactly where your gaps are, and that will be your

starting  point.  All  the   no and  some  answers  are  the  gaps  to  be  filled.  The maybes  need  further  clarification  before  the  responses  are  mapped  to   yes, no, or  some. 

STEP 2: FIND HIGH-IMPACT AI

INITIATIVES (HI-AIs)

The goal of Step 2 is twofold. The first is to identify AI initiatives that will

be  most  beneficial  to  your  organization,  not  made-up  problems.  Then,  in

doing this, you’re also developing the AI skills of leaders and members of your  AI  strategy  team  in  a  hands-on  manner,  filling  part  of  the  skills readiness  gaps.  All  this  happens  before  you  proactively  address  the  gaps from the previous step. 

There  are  several  ways  to  surface  AI  opportunities  in  your  organization. 

First, your AI strategy team can brainstorm areas where AI would be most

applicable  in  the  organization.  This  can  come  from  existing  domain

knowledge or known inefficiencies in the organization. Another approach is

to examine your organization’s longer-term goals and determine if there are

problems  that  AI  can  solve.  Alternatively,  you  can  ask  business  leaders from different units to turn in their top problems that can benefit from AI. 

Of  course,  this  requires  that  these  leaders  also  understand  areas  where  AI would be helpful. Your team can use ideas from Chapters 5 and 6 and the

use  cases  throughout  this  book  for  inspiration  on  where  the  opportunities may be. Also, read Chapter 10 to ensure that these are business-aligned AI

opportunities. 

Once  you  have  a  series  of  AI  ideas,  you  need  to  turn  them  into  concrete initiatives.  To  do  this,  combine  your  AI  ideas  with  the  HI-AI  Discovery Framework (discussed in Chapters 11 and 12), which will help you shortlist

the most feasible and impactful initiatives—the HI-AIs. Depending on how

deep into the framework you go, by the end of this step, you should have a

handful  of  HI-AIs  or,  at  the  very  minimum,  shortlisted  promising  AI

initiatives. 

Attempting  to  find  HI-AIs  could  also  reveal  that  you  don’t  have  good

problems that AI will solve efficiently. In such a case, you can forget about

AI but continue closing the gaps in your preparation pillars that are critical

(such as data warehousing). Alternatively, you can use several low-impact

AI  initiatives  to  build  your  organization’s  AI  experience.  Either  way,  if
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better AI opportunities show up down the road, you’ll be prepared in terms

of knowledge, experience, and maybe even data. 

Quick Tip: While Steps 1 and 2 of the Jumpstart AI

approach can proceed in parallel, complete both steps

before moving to Step 3. Without the insights from Steps 1 and

2, it will be challenging to develop a practical strategy in Step 3. 

STEP 3: DEVELOP A SHORT-TERM AI

STRATEGY

Once  you’ve  discovered  several  HI-AIs,  you’re  going  to  develop  a  short-

term  AI  strategy.  Specifically,  you’ll  develop  a  plan  to  fill  the  gaps identified in Step 1 and, at the same time, execute on several AI initiatives. 

This will help improve the AI readiness of your organization. 

Start this step by defining clear long-term goals for AI. A long-term vision

will  give  you  purpose  and  motivation  to  push  initiatives  forward.  If  your goal  is  too  broad,  such  as  “We  want  to  become  AI-ready,”  it  will  seem complex and unattainable. 

Use the results from Step 2 to answer:

Where do you see most of the AI opportunities? 

Do these opportunities align with your longer-term business

objectives? 

What are the specific domains you should focus on and why? 

By answering some of these questions, you should be able to develop long-

term goals that are specific. Once you know your long-term goals, you can

define your short-term strategy. Essentially, you’ll use short-term strides to

work toward your longer-term goals. 

Suppose, based on Step 2, you find that most of your AI opportunities are in

customer service. Seeing this as a competitive advantage, you want to make

customer service a key differentiator for your organization in the next three

to  five  years  (i.e.,  your  long-term  goals  for  AI).  You’d  like  to  see  faster response  times,  improved  first  contact  resolution,  improved  productivity

among service agents, and less burnout. In the end, you want to ensure your

customer service stands out from the competition. So, perhaps as a one-year

goal,  you’d  want  at  least  one  AI  solution  in  production  and  30%  of  gaps from Step 1 closed. This is your short-term strategy. 

Depending  on  what  you  achieve  in  the  first  year,  you  could  revise  your strategy  for  the  following  year.  These  short-term  strides  will  push  you closer  to  your  longer-term  goals  of  setting  your  organization  apart  in

customer service. 

But how do you go about your short-term strategy, filling AI readiness gaps

while also experimenting with AI? There are two approaches for executing

your  short-term  strategy:  a   disruptive  method  and  a   proactive   gap-fill method. Both can proceed in parallel. 

The Disruptive Method

The disruptive method “forces” you to get started with AI. You’ll shortlist a

few  HI-AIs  relevant  to  your  long-term  goals  and  start  planning  and

executing  on  those  initiatives.  As  part  of  this,  you’ll  form  an  AI

development  team,  make  hiring  decisions,  explore  infrastructure  options, 

and virtually try to take a project from an idea to implementation and then

to  production.  Along  the  way,  you’ll  be  learning,  experimenting,  and

formalizing processes and tools. 
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The  disruptive  method  provides  you  with  the  needed  experience  in

implementing  AI.  Through  execution,  you’ll  learn  to  manage  cross-

functional  AI  development  teams,  evaluate  AI  infrastructure  options, 

evaluate the success of initiatives, and deploy models to production. All of

this will make future iterations of AI more efficient and streamlined. 

To  maximize  investments  in  the  disruptive  method,  you  must  use  the

lessons learned while piloting AI to create more formalized processes. As a

side effect, it’ll close some of the gaps identified in Step 1. For example, as

you establish the best configuration for cross-functional team collaboration, 

you’ll  close  one  of  the  gaps  in  Pillar  2:  Cultural  Readiness.  Further,  even though you’re “experimenting” with AI in the disruptive method, several of

the  initiatives  can  make  it  to  production  because  you’re  executing  on  the HI-AIs, not just random AI projects. In addition, if you use the guidelines in

Chapter  14  for  measuring  success,  you’ll  know  if  these  initiatives  are

delivering on their promises. 

Action Step: Select one or two HI-AIs that fit into your

long-term goals and start planning the implementation

around those initiatives. Determine who will develop models, 

investigate infrastructure options, ensure proper flow of data, 

and so forth. At the end of each pilot, document the lessons

learned and processes formalized. Additionally, update the gaps

that you’ve filled. Then repeat. 

The Proactive Gap-Fill Method

The  proactive  gap-fill  method  requires  that  you  examine  all  the  AI

readiness  gaps  identified  in  Step  1  and  attempt  to  fill  the  most  pressing ones.  Although  some  gaps  can  be  filled  using  lessons  learned  from  the

disruptive  method,  others  need  to  be  filled  through  active  planning.  For example,  company-wide  AI  education,  data  assets  discovery  and

warehousing,  and  AI  ethics  and  accountability  need  careful  planning  and

can  be  done  proactively.  In  addition,  you  would  also  work  with  the

implementation  team  working  in  the  disruptive  method  to  ensure  that

certain processes have been formalized. 

The  question  that  many  companies  have  is,  “Which  gaps  should  we  fill

first?” 

There are no hard-and-fast rules here, but the order in which you fill gaps

must make sense. Think of it like building a house, where you start with the

 foundation.  Imagine  skipping  over  any  form  of  AI  education  and  diving straight into AI pilots. You may not be equipped to recognize the best AI

initiatives to invest in or how to measure the success of AI. Worse still, you

may be solving all the wrong problems with AI. 

The table below provides guidelines on which gaps to close and when. Note

that  some  of  these  gaps  can  be  filled  using  the  experience  from  the

disruptive  method.  (An  up-to-date  version  of  these  guidelines  is  available from 

the 

book’s 

accompanying 

resources 

page 

at

 AIBusinessCaseBook.com.)
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 Gap-filling guidelines by timeline. 

Action Step: Examine the gaps from Step 1 and create

a plan to fill the first set of gaps, which will go into your

short-term strategy. Start by focusing on the foundational

problems. Use the guidelines in the previous table to determine

which gaps to fill. It’s best to expand the gaps into a list of tasks

to make it easy for delegation and track progress. 
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Even  though  both  the  disruptive  and  proactive  gap-fill  methods  have

different  goals,  they  work  in  tandem  to  develop  your  company’s  AI

capabilities and improve your organization’s AI readiness. Further, because

you’re  doing  this  in  small  steps  using  short-term  strides,  it’s  easier  to iterate, change course, make mistakes, and learn. 

STEP 4: TRACK PROGRESS, ADJUST, 

AND ITERATE

As  your  short-term  AI  strategy  is  underway,  it’s  crucial  to  track  progress. 

As some of the gaps are filled, new ones will emerge, and these new gaps

also need to be tracked and filled. That’s why you need multiple short-term

strides,  which  I  also  refer  to  as  iterations.  So,  keep  the  goals  at  each iteration achievable and measurable. 

You’ll know that your AI strategy is on the right path when a percentage of

your pilots are going into production and starting to create value. With time, 

as  you  gain  more  experience  with  AI  and  your  AI  readiness  improves, 

implementing  AI  will  become  more  natural.  You  will  see  an  increase  in

initiatives going into production while also progressing along faster. 

Still,  getting  to  a  point  where  you’re  comfortable  with  AI  takes  time. 

Allocate  anywhere  from  six  months  to  two  years  to  start  seeing  AI  truly make  a  difference  in  your  organization.  The  actual  timeline  will  vary

depending  on  your  starting  point.  Consider  taking  an  AI  readiness

assessment to see where you are in your AI journey. It’s available from the

book’s resources page at  AIBusinessCaseBook.com. 

Jumpstart AI in Action

The  Jumpstart  AI  approach  provides  a  systematic  way  to  improve  your organization’s AI readiness, while also giving you the experience with AI

using  short-term  strides.  To  recap,  the  four  steps  in  the  Jumpstart  AI approach are:

1. Identify Your AI Readiness Gaps

2. Find High-Impact AI Initiatives

3. Develop a Short-Term AI Strategy

4. Track Progress, Adjust, and Iterate

Of  course,  this  is  assuming  you  have  an  AI  strategy  team  to  implement these  steps.  In  Step  1,  you  take  inventory  of  your  organization’s  AI

readiness  gaps  in  preparation  to  fill  those  gaps.  Then,  before  you  fill  any gaps,  in  Step  2,  you  start  finding  promising  AI  initiatives  in  your

organization  to  determine  where  the  AI  opportunities  are,  which  will  also improve  the  AI  skills  of  your  strategy  team.  After  this,  you  develop  your short-term AI strategy in Step 3. Specifically, you’ll use both the disruptive

and proactive gap-fill methods to close some of the AI readiness gaps and

build your AI experience. Step 3 keeps getting you closer to your longer-

term  goals.  Finally,  in  Step  4,  you  review  your  progress  and  adjust  your short-term AI strategy for the next iteration. 
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 How the Jumpstart AI approach works. Once you develop your short-term AI strategy, you will close out AI readiness gaps by disrupting with AI and proactively filling gaps. 

If you think this is too much, here’s a story. In 2019, a company approached

me  with  a  problem.  They  were  having  a  hard  time  productionizing  their

recommendation  engine.  As  I  was  reviewing  their  issue,  I  noticed  large

gaps  in  Pillar  1:  Data  Readiness.  Their  data  was  scattered  across  internal servers and third-party applications. Consequently, getting the most recent

snapshot of customer data to feed into their recommendation engine posed

serious  challenges.  They  had  a  really  good  model,  but  their  AI  readiness pillar was incomplete. 

Over  time,  though,  they  worked  on  getting  their  data  collection  and

warehousing streamlined. While they’d previously spent  days  getting  data
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into  their  recommendation  engine,  after  iteration  on  their  data  collection and warehousing, they were able to bring that down to only several  minutes. 

By filling in this gap in data readiness, they now have fresh data that can be

used for a variety of other AI initiatives, now or in the future. The lesson is, 

with every gap that you fill toward building up your AI preparation pillar, 

reaping the benefits from AI will only get easier for future initiatives. The

key  is  to  systematically  take  small  steps  toward  filling  the  AI  readiness gaps. 

As you’ve seen in the Jumpstart AI approach, finding HI-AIs or potential

AI initiatives is crucial to developing your AI strategy. But how exactly do

you  go  about  it?  That’s  what  we’re  about  to  explore  in  Part  4:  “Find  AI Opportunities.”  You’ll  learn  how  to  discover,  frame,  and  prioritize

promising AI opportunities. These are must-have skills for the Jumpstart AI

approach to work. If you’re reading this chapter for the first time, I suggest

reading  Part  4  before  attempting  the  steps  in  this  chapter.  Let’s  dive  into how to find these promising AI initiatives, shall we? 

BONUS RESOURCES

• AI readiness gaps rubrics: Start finding AI readiness

gaps using a prepopulated rubrics list. 

• AI readiness gap-filling schedule: Get an up-to-date

version of AI readiness gaps to fill as you plan for AI. 

Get all these resources from  AIBusinessCaseBook.com. 
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PA R T   4

C H A P T E R   1 0

HOW TO FIND AI

OPPORTUNITIES

“Opportunity is everywhere; the key is to develop the vision to see it.” 

 —Robin Sharma, leadership expert

Several years ago, while I was training a group of product managers, I came

to know of an engineer who stood out for his AI ideas. He was an AI star at

the  company.  He  came  up  with  interesting  AI  problems  to  solve  and

developed promising ML models with decent results. He flaunted his work

within the company and also externally at conferences. 

Due  to  his  efforts,  he  received  recognition  internally  from  management

teams and even externally from data science celebrities. But there was one

odd thing: None of his models were being put into production. None. That’s

how I got to know him in the first place—it came up as a concern during

the training session. 

Was the company simply being shortsighted and not using his work to their

benefit? Maybe, but the bigger issue was that the engineer’s models did not

solve true problems for the company. The problems were made up based on the  availability  of  data.  Had  there  been  a  promise  of  improvement  in

business  efficiency  or  reduction  in  manual  work,  the  company  would’ve

found  a  way  to  productionize  some  of  the  models.  But  all  they  did  was praise his work, with awestruck wonder. 

This type of misalignment of AI with business needs happens all too often. 

A  big  reason  why  this  occurs  is  because  of  how  companies  discover  AI

initiatives today: the onus is put on the data scientists. Unfortunately, this is not an ideal approach. 

WHOSE JOB IS AI? 

In a rush to adopt AI, the first thing companies often do, is hire a team of

data scientists. This happens long before leaders understand AI or have an

AI strategy in place. These data scientists are then let loose on the data to

discover  potential  AI  opportunities.  Although  some  of  the  discovered

projects  are  brought  to  the  attention  of  management  teams  to  get  buy-in, many initiatives happen without the involvement of upper management. It’s

also common for management teams to assume that their data scientists just

 know what problems to solve for the company. 

Sadly,  I’ve  rarely  seen  this  bottom-up  approach  to  AI  drive  meaningful

results. 

Yes,  data  scientists  and  ML  engineers  know  how  to  find  AI  opportunities and  can  start  exciting  projects.  However,  many  of  the  projects  are  better suited for publishing a research paper—not so much for creating value for

the business. More importantly, this bottom-up approach to discovering AI

opportunities is risky. 

Here are three reasons why:

1. Data scientists newly brought in to solve AI problems for the

company have a limited view of the company’s business challenges. 

Exploring the data tells them  nothing about the daily process and

workflow inefficiencies facing the organization. As a result, they’re

unlikely to propose solving real problems without extended exposure

to the business. 

2. A bottom-up approach to AI often requires data scientists to get buy-

in from upper management. Unfortunately, navigating company

politics is not easy for most data scientists. They excel in technical

work but may lack the authority and interest in reaching out to

management teams only to be told they’re overstepping boundaries. 

This can result in missed opportunities, and leaders will remain in the

dark about what AI is truly doing for the organization. 

3. Data scientists often have little insight into the company’s budget

limitations. They could be blissfully launching pilots that are too

expensive or too risky to implement fully. Consequently, these

projects get canceled or put on hold by management teams due to the

lack of cost justification. 

In the end, this bottom-up approach can result in poor outcomes for both the

organization and the employees; as the organization doesn’t see value in AI, 

they may decide not to pursue it further. Additionally, to cut costs, the data

scientists are either let go or made to work on unrelated projects to justify

expenses. 

It doesn’t have to be this way. 

Leaders  and  domain  experts  can  develop  skills  to  discover  promising  AI opportunities  instead  of  leaving  AI  in  the  hands  of  their  technical

counterparts.  Technical  teams  should  be  there  to  support  leaders  by

informing them about what’s possible and what’s not with AI and then help

execute  the  vision.  If  you  follow  this  approach  instead  of  relying  on  a bottom-up approach, you’ll maximize results. 

That’s what this chapter and the next two are about. In this short chapter, 

we’ll  discuss  how  to  find  AI  opportunities  that  are  aligned  with  your

business.  This  will  help  you  stay  focused  on  AI  projects  with  a  true

purpose.  I’ll  be  using  two  fictional  scenarios  to  demonstrate  my  point. 

Then,  in  the  next  two  chapters,  you’ll  learn  a  structured  framework  for discovering high-impact AI initiatives (HI-AIs)—the AI opportunities that

are the most promising from a business and implementation perspective. 

FINDING BUSINESS-ALIGNED AI

OPPORTUNITIES

There are two ways you can find AI opportunities that are aligned with the

business:

The first starts from a new business problem you’re looking to

address. The breakdown of the problem reveals that parts of it can

benefit from AI. As this happens organically, I’ll refer to this as the

“organic discovery” of AI opportunities. 

The second approach is to actively investigate existing processes, 

customer pain points, and legacy systems in the organization with the

goal of finding opportunities that would benefit from AI. I’ll refer to

this as the “proactive discovery” of AI opportunities. 
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Both  approaches  can  surface  low-hanging  fruits  for  AI  that  will  also  be tightly integrated with your business. 

Organic Discovery of AI Opportunities

Organic  discovery  of  AI  opportunities  happens  by  chance.  It  is  often

triggered by an event, such as the planned development of a new software

service  or  an  unexpected  problem  in  your  workflow  that  demands

immediate attention. 

In such scenarios, the need for AI often surfaces as projects are fleshed out

and broken down into subproblems. While, for some problems, it could be

immediately apparent that they could benefit from AI, for others, it can be

more obscure. However, with the framework in the next chapter, you’ll be

better equipped to recognize AI opportunities as they arise. 

Now let’s consider FindMyGizmo’s fictional scenario. 

FindMyGizmo’s Customer Service Problem

The customer support agents of FindMyGizmo are

severely overworked. The volume of incoming tickets keeps

increasing, and agents are forced to do sixteen-hour

workdays. Since FindMyGizmo is tight on budget, the

leaders know that adding more support agents is not an

option, as it’ll drive up costs. Plus, they prefer to maintain a

lean organization. 

Managers fear that the best agents will abruptly resign due

to burnout and a lack of family life balance. So, the

managers try to find a solution to reduce the overall volume

of incoming tickets. They think they can achieve this by

improving their search experience so that customers can

find answers themselves before reaching out to support. 

The managers also believe that perhaps an AI assistant

could help answer common customer questions. 

Before introducing new software such as a virtual AI

assistant, the managers decide to improve their existing

search engine. They’ve been told several times by

customers that their search experience is lacking. As the

managers dig deeper and investigate problems with their

search, they come up with the following areas for

improvement:

• Improve UI design

• Increase the database of answers

• Improve accuracy of search results  (could potentially use

 AI)

• Recommend related articles  (could potentially use AI)

Based  on  FindMyGizmo’s  problem  and  their  breakdown,  there  are  a  few

things we can learn. First, out of all improvements, the last two could most

use AI. This discovery came about not because the managers were looking

for AI problems to solve but rather because they expanded the details of a

real business problem, several AI opportunities surfaced. 

Second, although people think of AI as a silver bullet, it’s often a smaller piece  of  a  much  larger  puzzle.  In  the  case  of  FindMyGizmo,  even  if  the search  accuracy  was  improved  with  AI,  the  problem  may  not  be  fully

solved.  Say  FindMyGizmo  does  not  expand  the  database  of  answers  as  it

had initially planned. With limited answers to search from, a perfect search

algorithm will not help customers, meaning the volume of incoming support

requests would be unlikely to reduce. 

Finally, while it appears that the last two problems could use AI, that’s just

an assumption. It’s possible that the problem is too small for AI, or could

use  simple  software  automation.  It  could  even  be  that  the  data  needed  to solve the problem is nonexistent. So, before passing off a problem as an AI

opportunity  or  not,  it’s  best  to  go  one  to  two  steps  deeper  in  evaluating opportunities—a skill you’ll build in the next two chapters. 

 Proactive Discovery of AI Opportunities

The  proactive  approach  to  discovering  AI  opportunities  may  seem

unnatural, but it’s necessary. In this approach, you systematically examine

existing processes, customer and employee pain points, and legacy systems

around the company that could potentially benefit from AI. 

For  example,  as  you  examine  your  customer  service  workflow,  you  may

find that manually routing support tickets to appropriate staff is inefficient. 

This  workflow  could  be  potentially  automated  with  AI.  As  another

example, say you have an existing simple software automation that does the

routing of support tickets, but it’s highly error-prone. Again, an AI-driven

solution could be an alternative. 

Here  are  a  few  scenarios  when  proactively  searching  for  AI  opportunities may be most beneficial:
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1. When you’re thinking about replacing legacy systems and business

processes with modern solutions

2. When you’re planning your company- or department-wide AI

strategy

3. When you’re trying to start a pilot project to gain AI experience

For the third scenario, note that an organic approach could also be used as a

pilot project, but it may take time before the opportunity shows up. 

Now consider the following fictional spam problem. 

Rhyme Inc’s Spam Problem

Rhyme is an online social media platform for

streaming and sharing music. One of the problems they face

on the platform is spam. To keep the problem at bay, Rhyme

has been relying on a software script to flag accounts that

match human-curated rules. Humans then review the

software-flagged accounts to verify that they are, in fact, 

spam. This software script has been in operation for the last

five years. 

Even though their software has helped limit spam on the

platform, it has a false discovery rate of 60%. This means

that out of 100 flagged posts, only 40 are truly spam. 

Consequently, human reviewers waste time scrutinizing

posts. Also, as the software script uses 200 or more rules, 

it’s slowly becoming unwieldy and harder for their IT team to

maintain. 

One of Rhyme’s long-term goals is to create more

manageable software systems. So, as part of their

company-wide AI strategy, the company feels that this is an

excellent place to replace their existing solution with an ML

solution. They hope to reduce the false discovery rates of

spam posts and ultimately eliminate the need for human

reviewers. 

There are a few things to be said about Rhyme’s situation. First, Rhyme’s

AI  opportunity  did  not  happen  at  random.  The  company  found  it  while

examining  existing  software  systems  as  part  of  their  company-wide  AI

strategy.  The  significance  of  the  opportunity  was  further  reinforced  by

Rhyme’s long-term goals of creating more manageable software systems. 

A  second  point  about  Rhyme’s  AI  opportunity,  which  is  not  entirely

obvious, is that Rhyme’s manual review process would’ve generated years’

worth  of  high-quality  data.  Rhyme  can  now  leverage  all  this  data  to  train ML  models—models  that’ll  replace  their  simple  software  automation  and

ultimately the need for human reviewers (of course, this is assuming Rhyme

stores all historical data). Further, as Rhyme has an established metric for

evaluating  their  existing  solution  (i.e.,  the  false  discovery  rate),  they  can easily establish a baseline measurement. Later, they can determine if the AI

solution can outperform their baseline. 

With all these attributes, beyond just being business aligned, Rhyme’s spam

control problem is a strong candidate for AI. The framework in the next two
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chapters  will  help  you  separate  such  strong  AI  opportunities  from  weaker ones. 

Similar to how Rhyme proactively found an AI opportunity, as you explore

processes and pain points in your organization, you will find problems that

are  good  candidates  for  AI.  More  importantly,  these  problems  will  not  be synthetic  problems  created  based  on  availability  of  data;  they’ll  be  real business problems. 

 The proactive discovery approach versus the organic discovery approach to finding business-aligned AI opportunities. 

LAST WORD

Successful  AI  initiatives  start  with  the  right  problems,  but  the  right

problems don’t necessarily come from your data scientists. They can come

from  leaders,  domain  experts,  and  innovators  who  sit  close  to  the  daily business challenges in your organization. Still, it takes practice to develop

the  vision  for  spotting  AI  opportunities,  and  this  chapter  has  given  you  a starting point. 

Particularly,  we  discussed  two  ways  your  organization  can  find  business-

aligned AI opportunities: the organic discovery approach and the proactive

discovery approach. Whichever the method, once you’ve found several AI

opportunities,  you  must  dig  deeper  to  ensure  that  these  opportunities  are truly promising. That’s what we’re going to learn in the next two chapters—

a framework for discovering high-impact AI initiatives. You’ll learn how to

recognize  and  frame  potential  AI  initiatives,  collaborate  with  experts,  and surface the most impactful initiatives. 

C H A P T E R   1 1

STEPS 1 & 2 OF THE HI-AI

DISCOVERY FRAMEWORK

IDENTIFY & FRAME POTENTIAL AI

INITIATIVES

“The first step in solving a problem is to recognize that it does exist.” 

 —Zig Ziglar, American author

In 2015, I was contacted by an oncologist with fresh new ideas. He had a

project  in  mind—to  automatically  generate  prior  treatment  summaries  for

cancer patients. 

Cancer  treatment  summaries  are  often  created  manually  by  the  physician, 

which  takes  up  a  chunk  of  time  from  their  workday.  Even  a  50%

automation of the process could provide a significant boost to a physician’s

productivity. 

The  oncologist  I  was  in  conversation  with  felt  that  the  summarization

project could benefit from AI. As I dug deeper into the details, two things

came to light:

1. Most of the work involved filling in structured information from the

medical record database. This could be done easily with simple

software automation—no AI needed. 

2. A small part of the treatment summary, which could use AI, had

limited data for exploration and model building. Without relevant

historical data, it’s not easy to learn what types of results to generate, 

let alone train a model. 

As I revealed my findings, my client agreed that his idea was an excellent

software automation project without a strong need for AI. 

Many  software  automation  problems  seem  like  great  AI  opportunities  on

the surface, but they may not be. Some problems may be suitable for AI but

lack  data.  Other  problems  may  have  the  right  data,  but  the  costs  of

developing and maintaining the AI solutions may not justify business needs. 

There  are  specific  characteristics  of  AI  opportunities  that  make  some  of them  more  promising  than  others.  Unfortunately,  recognizing  this  is  not

easy. 

That’s why this chapter is a must-read for all leaders who launch, manage, 

and  evaluate  innovation.  You’ll  learn  how  to  find  the  most  promising  AI opportunities  using  the  HI-AI  Discovery  Framework.  Specifically,  HI-AIs

are AI opportunities that are promising from a business and implementation

perspective;  they’re  feasible,  have  a  strong  business  impact,  and  have

known risks. 

The  HI-AI  Discovery  Framework  requires  an  organization  to  take  four

steps:

Step 1: Identify Potential AI Initiatives (to ensure that an opportunity is truly AI-worthy)

Step 2: Frame Potential AI Initiatives (for clarity on benefits and

measurability)

Step 3: Use Experts to Verify (to determine feasibility and

implementation readiness of initiatives)

Step 4: Score Potential AI Initiatives (to prioritize and surface the

HI-AIs)

Now let’s look at each step of the HI-AI Discovery Framework in detail. In

this chapter, we’ll focus on the first two steps: Step 1: Identify Potential AI

Initiatives and Step 2: Frame Potential AI Initiatives. We’ll discuss the last

two steps in the next chapter. 

STEP 1: IDENTIFY POTENTIAL AI

INITIATIVES

The goal of Step 1 is simple—to determine whether you have a potential AI

initiative, or PAI (pronounced “pie”). A PAI should make AI sense, rough

business  sense,  and  have  the  basic  implementation  building  blocks.  You

identify PAIs in two parts: First, you must determine your current problem’s

starting point. From there, you must ask three (or four) questions. If you get

a yes to most questions, then you have a PAI. 

Let’s break down this two-part process. 

Part 1: Determine Your Current Problem’s Starting Point

How  are  you  currently  solving  the  problem  that  you  want  to  potentially augment or replace with AI? That’s what we’re attempting to answer here. 

Your  starting  point  will  differ  depending  on  how  the  problem  is  currently

being solved or not solved. You may be starting with absolutely no solution in place and you’re looking to AI to solve your problem. It could also be

that  you  have  a  current  solution  that  isn’t  working  well  or  needs  to  be updated  or  improved.  Generally,  your  starting  point  will  fall  into  one  of three categories. 

 Starting Point A: Old Problem with a Current Manual Solution

If  you  currently  have  a  problem  that’s  solved  manually  by  humans  and

you’d  like  to  replace  this  with  AI,  then  this  would  be  your  starting  point. 

For instance, you may have several staff members reading and then routing

customer  support  tickets  to  the  appropriate  operators,  and  you’re  now

looking to AI to automate this. This is a manual starting point. 

 Starting Point B: Old Problem with a Current Software

 Automation

Suppose  you  already  have  an  existing  software  automation  to  solve  the

problem you’re considering. In that case, you may have reasons to replace it

with an AI solution or a more sophisticated AI solution. For instance, you

may  have  legacy  software  that  uses  thousands  of  manually  curated  rules, but  you  find  that  the  software  makes  frequent  mistakes.  You  think  that perhaps  an  AI-powered  solution  can  reduce  errors  and  make  the  software

more manageable. This type of problem falls squarely into starting point B. 

 Starting Point C: New Problem with No Current Solution

If you have no current solution because you are facing a new problem, then

you  are  in  this  category.  Say  you’re  looking  to  develop  an  AI-powered

recommender  system  for  your  website  and  your  website  currently  doesn’t

make any recommendations. Then this is a brand-new problem as there isn’t

a competing solution. 
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After you’ve determined if you fall into starting point A, B, or C, you move

on to answering the next three (or four) questions. 

Part 2: Ask Three (or Four) Questions

1. Does the problem require complex decision-making? 

2. Is this a high-workload problem? 

3. Do you know what data is needed and is the data available? 

4. Does the existing software automation have accuracy or

manageability issues? (starting point B, only)

What we’re trying to assess here is if the problem makes AI sense, business

sense, and has the basic implementation building blocks. Again, for you to

have a PAI, you must answer yes to every applicable question, except for

the one relating to data where it can be a maybe. Let’s unpack each question

in more detail. 

 Question 1: Does the Problem Require Complex Decision-

 Making? 

Complex  decision-making  problems  that  require  human-level  intelligence

are  often  great  candidates  for  AI.  Examples  of  these  include  those  that require expert-level knowledge. For instance, breast cancer risk prediction

needs  the  expertise  of  an  oncologist.  Also,  tasks  that  need  multiple  data points  to  render  a  decision  would  be  considered  complex.  An  example  is fraud  detection,  which  involves  analyzing  hundreds  of  data  points  on  a

case-by-case basis. Another set of complex decision-making tasks are those

that need careful observation to draw a conclusion—for instance, deciding

if a given image contains a stop sign or if two images are identical. 

 Question 2: Is This a High-Workload Problem? 

Workload  is  an  estimate  of  how  painful  the  problem  is  if  done  manually (regardless of your starting point). Do you have to check thousands of data

points to render one decision? Do you also have to do this over and over? 

What  you’re  trying  to  assess  is  the  volume  of  tasks  that  need  to  be

completed and its recurrence, along with any constraints. Take social media

spam  detection.  Doing  this  manually  will  require  you  to  check  the

authenticity  of  the  publisher,  fact-check  details,  and  perform  a  hundred other checks to render  one decision. More importantly, the decision has to be made on a case-by-case basis for thousands of posts, every single day. 

This is an example of a high-workload problem. 

The  workload  can  generally  be  defined  in  terms  of  time,  the  number  of tasks, and the available resources. 

 Question 3: Do You Know What Data Is Needed and Is the Data

 Available? 

As we’ve seen throughout this book, AI needs data. Until this changes, this

will always be a prerequisite for AI. The data is used to learn more about

the  problem,  perform  feasibility  studies,  and  develop  models  that  go  into production.  When  answering  this  question,  what  you  want  to  assess  is  if there’s data an algorithm can learn from. For this, the data has to be directly

related to the problem you’re trying to solve. 

For  example,  in  automating  the  routing  of  support  tickets,  the  necessary data  would  be  all  the  manual  routing  that’s  already  been  done.  Are  the historical tickets and corresponding routing stored, accessible, and in good

order? Manually generated data like that is excellent for AI. 

When  you  have  a  new  problem,  you  may  not  have  data  to  start  with,  but there are workarounds. Think about what type of data is needed and if you
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can  think  of  a  way  to  generate  the  data  either  manually,  through

crowdsourcing, or other means.77 Just brainstorm ideas that you can discuss further with your AI experts in Step 3 of the HI-AI Discovery Framework. 

 Question 4: Does the Existing Software Automation Have

 Accuracy or Manageability Issues? (Starting Point B Only)

Question  4  is  only  necessary  for  Starting  Point  B:  Old  Problem  with  a Current  Software  Automation.  Replacing  one  software  automation  with

another  should  clearly  justify  need.  One  good  reason  to  switch  is  if  the existing  solution  is  highly  error-prone.  Another  reason  is  if  your  existing solution is hard to manage or is brittle (i.e., breaks or fails often). 

Since you can train modern AI models to learn complex patterns from data, 

there’ll  be  less  code  to  manage  compared  to  legacy  automation  driven  by outdated, complex rules and logic. Also, as patterns change and evolve with

time,  you  mostly  have  to  retrain  models  with  more  data—not  write  more

code. 

The answers to all questions must be yes, except for the question on data

where it can be a maybe for the problem to be considered a PAI. Essentially, 

you move through “Determine Your Current Problem’s Starting Point” and

“Ask Three (or Four) Questions” as shown in the following flow diagram. 
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 How you find PAIs. 

The  table  below  further  summarizes  the  questions  to  ask  for  the  different starting points to determine if you’ve found a PAI. 
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 The three or four questions to ask depending on your starting point to identify a PAI. You can download these visuals and additional flow diagrams to determine if you have a PAI from the book’s resources page at AIBusinessCaseBook.com . 

To  help  you  understand  your  own  situation  and  how  it  relates  to  Step  1: Identify  Potential  AI  Initiatives,  let’s  follow  ReviewCrunch’s  fictional

scenario  to  walk  through  the  different  starting  points.  We’ll  reimagine

ReviewCrunch  a  couple  of  times  for  various  starting  points.  It  may  be

helpful for you to skip down to the baseline that resembles your company’s

situation.  We’ll  also  be  using  ReviewCrunch’s  scenario  as  a  running

example in other steps. 

ReviewCrunch’s Sentiment Analysis Problem

ReviewCrunch is a small ten-person review monitoring

company. They help brands manage their reputation in

close to real time. They monitor incoming reviews on the

web and extract relevant complaints for partner brands. 

Complaints are reported to the appropriate customer

support teams or brand managers so that issues can be

addressed in a timely fashion. 

ReviewCrunch’s process so far has been manual. With a

team of five analysts, they use a software tool to manually

read through reviews and spot complaints for reporting. On

most days, analysts are expected to read about 2,000

reviews. The analysts are barely keeping up with the

workload and have been working overtime to ensure that

complaints are reported back to brands on time. To make

matters worse, ReviewCrunch is looking to add more

partner brands to grow their business, which means an

increased workload for the analysts without an alternate

solution. 

To improve their analyst workload and serve a larger

customer base, ReviewCrunch is looking to integrate AI. 

They want an AI model or a series of models to

automatically detect and extract complaints. They hope their

analysts will only need to examine reviews closely when

there are issues with the automatic extraction. 

Based  on  ReviewCrunch’s  scenario,  it’s  clear  they’ve  found  an  AI opportunity: to automatically extract complaints from user reviews. On the

surface, AI seems to be a good solution, but we don’t know that for sure. 

So, let’s use ReviewCrunch’s situation to better understand how to evaluate

PAIs. 

 Starting Point A: Old Problem with a Current Manual Solution

Recall that ReviewCrunch is trying to streamline their analysis of reviews

with AI. However, they’re currently using a  manual approach to this long-

standing problem of monitoring online reviews, which puts them squarely

in starting point A. 

Now they must move on to answering the three questions. 

 Question 1: Does This Problem Require Complex Decision-

 Making? 

Suppose  ReviewCrunch’s  analysts  use  their  computer’s  search  function  to

look  for  two  specific  keywords—“hate”  and  “bad”—in  every  review  to

determine  if  it  contains  a  complaint.  It’s  a  simple  rule  that  they  use repeatedly.  Instead  of  using  the  search  function,  they  could  use  simple software automation that looks for those two keywords in every review—no

AI needed because there’s no real complex decision-making. 

However,  ReviewCrunch’s  actual  problem  isn’t  that  simple.  Many

complaints  won’t  have  the  words  “hate”  or  “bad”  in  them.  So,  for

ReviewCrunch’s  analysts  to  capture  all  reviews  with  complaints,  they’ll

need  to  read  and   understand  each  review.  The  cognitive  process  for  this task  is  more  complicated.  The  vocabulary  of  reviews  and  the  language

structure  can  look  quite  different  for  each  review.  Plus,  the  possible

presence of sarcasm poses another layer of complexity. 

[image: Image 75]

Given the need for advanced human judgment, AI is the more appropriate

solution. So, I would give ReviewCrunch a  yes for this question. 

 Question 2: Is This a High-Workload Problem? 

ReviewCrunch’s  problem  is  considered  high  workload.  That’s  because

between  five  analysts,  ReviewCrunch  needs  to  distribute  2,000  reviews  a

day for analysis. Consequently, each analyst must read hundreds of reviews

daily—one at a time, six days a week. This is definitely high-volume work, 

so I would give ReviewCrunch a  yes to this question. 

Conversely, a low-volume or a nonrecurring task is not a great candidate for

custom AI implementation. The value add would be minimal, and it will not

provide  long-term  cost  justification  unless  you’re  using  an  off-the-shelf solution.  Say  ReviewCrunch  has  to  analyze  only  ten  reviews  every  six

months.  That  would  be  considered  a  low-workload  task  because  even

though it’s a recurring problem, the volume is low. 

Here are two helpful indicators for recognizing high-workload tasks:

You’ll need a bigger workforce to handle an increased task load. 

Automating the task will result in positive outcomes such as reducing

task completion time, human errors, or business risk. 

Quick Tip: As you define the workload, take note of any

numbers that you come up with. It can come in handy

while framing your AI initiatives as you’ll see in the next section. 

 Question 3: Do You Know What Data Is Needed and Is the Data

 Available? 

Suppose ReviewCrunch was not storing the extracted complaints from their

manual process or storing them sporadically. In such a case, they’d have to
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start  collecting  data  from  their  manual  process  for  several  months   before getting into development. If they were storing the data for years, then this

data immediately becomes a gold mine for automation. Of course, this data

still needs to be vetted by your AI experts to ensure it’s “good enough” for

AI development. 

In  practice,  your  data  may  not  be  fully  stored  or  could  be  stored  in  the wrong  format.  It  may  also  be  inaccessible  due  to  security  reasons. 

Whichever  the  case,  as  long  as  the  known  issues  can  be  fixed  and  the answers  to  the  previous  two  questions  are  yes,  then  you’ve  found  a  PAI. 

I’ve  answered  for  ReviewCrunch  using  two  possible  scenarios  in  starting

point A. 

 Two scenarios that lead to a PAI for ReviewCrunch in starting point A. One shows data being collected and stored, and the other shows data yet to be collected. 

 Starting Point B: Old Problem with a Current Software

 Automation

Now let’s assume that you have an existing software automation instead of

a  manual  process.  As  we  saw  earlier,  there  are  various  reasons  you  may want  to  update  your  existing  software  to  modern  AI.  Let’s  look  at

ReviewCrunch and reimagine them from this starting point. 

Let’s say ReviewCrunch uses complex rules-based software automation to

analyze reviews for their clients. Assume they find that when they change

one rule, they need to tweak another to avoid breaking the accuracy of the

“decision-making.” Their software in this case is brittle. Upkeep of the rules

is going to become a maintenance nightmare with time. However, with an

ML approach, they will not have to manually define and maintain rules as

it’s  automatically  learned  from  data.  To  accommodate  more  patterns,  they could train newer models with more data or tweak the features used in the

learning process. 

Now, to determine if ReviewCrunch should replace their existing software

automation with AI, they should assume a similar situation as starting point

A but with one exception: ask  one additional question. Ask if the task has obvious accuracy or manageability issues. 

So, ReviewCrunch should answer:

Question 1: Does the problem require complex decision-making? 

Question 2: Is this a high-workload problem? 

Question 3: Do you know what data is needed and is the data

available? 

Question 4: Does the existing software automation have accuracy or

manageability issues? 

In this scenario, questions 1 and 2 will be a  yes  as  we’re  answering  them from the context of performing the task manually, as in starting point A. For

question  3,  if  the  necessary  data  from  the  existing  software  automation  is collected  and  stored,  then  it’s  a   yes  or  a   maybe.  Of  course,  that  data  may need further vetting and correction. 

Now let’s evaluate the additional question, question 4. As ReviewCrunch’s

rules-based software automation is becoming  unmanageable, the answer to

question  4  is  also   yes.  This  makes  this  AI  opportunity  a  PAI  because  all questions resulted in  yes. 

Conversely,  if  ReviewCrunch’s  existing  software  automation  was

manageable,  was   not  changing  in  complexity,  and  did  not  suffer  from accuracy issues, the use of AI would be unnecessary. You’d incur additional

costs  with  no  apparent  benefit.  This  will  not  result  in  a  PAI—even  if  the data was available or could be collected. 

I’ve answered the questions for ReviewCrunch in the table below using the

two scenarios that we just discussed. 
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 Two scenarios for ReviewCrunch in starting point B: one with manageability issues and the other without manageability or accuracy issues. 

Quick Tip: Data from your existing software automation

can contain errors if it has never been vetted by humans. 

Ensure that it’s evaluated by your domain experts and later your

AI experts before it’s used for model development. Otherwise, 

you risk propagating errors. 

 Starting Point C: New Problem with No Current Solution

Starting  with  an  AI  solution  without  a  baseline  solution  is  risky.  I’m  not

saying it’s impossible, just harder than if you had an existing solution. 

Let’s  imagine  that  ReviewCrunch  is  a  brand-new  startup,  looking  to

monitor reviews to report complaints to partner brands. Instead of forming a

team to perform the task, they want to do this fully automatically—with no

human in the loop. 

Trying  to  use  AI  in  this  situation  brings  about  some  uncertainties.  First, ReviewCrunch  may  not  have  the  necessary  data  for  development.  They

would somehow need to acquire relevant data. On the contrary, if they were

in starting point A or B, the data may already be available. Lack of data is

one of the biggest downsides to starting without an existing solution. 

Further,  suppose  ReviewCrunch  spends  several  months  developing  an  AI

solution. A few months down the road, they realize that the solution isn’t

“good enough” for a production use case; the accuracy is just too poor. This

is  a  huge  risk,  especially  if  the  company  is  dependent  on  the  solution  to launch  the  product  or  service.  Conversely,  in  starting  point  A  or  B, 

considering AI is less of a risk because of the fallback approach. 

Given  the  uncertainties  and  risks,  when  you’re  in  this  starting  point,  you want to be doubly sure that the problem is a PAI and, later, a HI-AI when

you get to Step 4. 

To determine if your new problem is a PAI, start by thinking of the problem

in terms of a manual solution. Visualize a few people performing the task

manually.  Now  you’ll  ask  the  same  three  questions  as  you  did  in  starting point A:

Question 1: Does the problem require complex decision-making? 

Question 2: Is this a high-workload problem? 

Question 3: Do you know what data is needed and is the data
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available? 

Answers to questions 1 and 2 are a  yes for ReviewCrunch based on what we

saw  in  starting  point  A.  The  only  unknown  is  question  3  if  the  necessary data  is  available.  To  answer  this  question,  ReviewCrunch  will  have  to

determine what data is needed, brainstorm ideas on how to acquire the data, 

and bring it to discussion with the technical experts in Step 3. For now, I

would answer question 3 with a  maybe until there’s more clarity. 

If an expert tells you that it’ll take a complex process to generate the data, 

you may decide that the answer to question 3 is a  no, and this is no longer a PAI.  On  the  other  hand,  if  you  can  acquire  the  data  given  the  project’s constraints,  the  answer  is   yes.  I’ve  answered  the  questions  for

ReviewCrunch in the following table using two possible scenarios. 
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 Two scenarios for ReviewCrunch in starting point C: one has a publicly available dataset and the other takes too long to acquire the necessary data. 

Action Tip: Pair Software Rules with Humans to

Generate Data

When you don’t have the data for ML and deep learning, pairing

rules encoded in software with humans can be a powerful way to

get started. 78 The benefit of this semi-automatic approach is

twofold. First, you get to move quickly from a 100% manual

solution or no solution to a more automated one. Next, when you

add humans in the loop for quality control, you’ll get to generate

high-quality data. You can later use this data to completely

replace your semi-automatic solution with AI. 

Now  that  you’ve  completed  Step  1:  Identify  Potential  AI  Initiatives,  it’s time  to  move  on  to  Step  2:  Frame  Potential  AI  Initiatives.  Step  2  ensures that the benefits of your initiatives are clear, measurable, and ready for the

next steps. 

STEP 2: FRAME POTENTIAL AI

INITIATIVES

Framing PAIs is about documenting them so that the benefits and impact of

each initiative are clear and measurable. To frame your PAIs, first, create a

spreadsheet.  This  spreadsheet  should  have  the  following  information  at  a minimum:

The Pain Point

Project Description

Potential Benefits

Expected Return on AI Investment (ROAI)

Data and Feasibility Notes

Before we discuss the details of each point, let’s try to understand why it’s

crucial to frame your PAIs. 

First, as you dig deeper into the details of a PAI, you’ll start seeing its true

potential.  Suppose  you  have  a  PAI,  but  you’ve  not  clearly  articulated  its benefits. When you start listing out the benefits, you realize that the impact

is marginal and the use of AI appears insignificant. Luckily, you would’ve

stopped a problematic project in its tracks. 

Further,  framing  a  PAI  will  make  communication  with  your  technical

experts  in  Step  3  easier  and  ensure  no  surprises  when  the  project  is  in progress.  That’s  because  the  details  that  you  flesh  out  bring  clarity  to  the initiative.  Finally,  well-framed  AI  initiatives  are  easier  to  score,  shortlist, and prioritize, allowing you to focus on the high-impact initiatives. 

Bottom line: don’t skip this step. 

For  convenience,  I’ve  made  an  example  spreadsheet  for  framing  your  AI

initiatives,  which  you  can  access  from  the  book’s  resources  page  at

 AIBusinessCaseBook.com.   Feel  free  to  reuse  the  template  for  your  own initiatives. 

Now let’s look at the specifics of how to frame AI initiatives. 

The Pain Point and Project Description

An  AI  project  should  solve  an  underlying  problem  or  difficulty.  The

problem must be expressed with sufficient detail so that you can assess the

issue  and  understand  it  in  quantitative  terms.  The  problem  could  relate  to workload, the accuracy of existing software, or staffing issues. 

Here’s  an  example  pain  point  and  project  description  for  ReviewCrunch’s

review analysis problem. 

Pain Point: In a single day, each analyst can comfortably

analyze 200 reviews manually. However, the team gets about

2,000 reviews a day for analysis. Even though the work is split

between five analysts, each analyst has to regularly put in four

additional hours a day to handle the backlog. The analysts have

also been complaining about a poor work-life balance due to

regular overtime work. 

Project Description: Automatic complaints extraction system:

this system would automatically detect and extract complaints

from user reviews with minimal human involvement. Humans

should only have to analyze reviews that are hard to parse and

verify extracted complaints with low confidence. 

Notice that the pain point above covers the following information:

The current approach

The problem with the current approach

The workload in quantitative terms

By  framing  an  AI  initiative  with  such  specifics,  it  becomes  easier  to

determine where you are and where you’d like to go. It’ll help you better

articulate the AI benefits and expected ROAI, which we’ll get to shortly. 

The  project  description,  on  the  other  hand,  details  the  envisioned

automation.  It’s  essential  to  have  this  when  talking  to  your  AI  experts  in Step 3. Although the project description above is quite general, you can, of

course,  get  into  the  specifics,  such  as  a  list  of  AI  problems  to  solve.  For example,  is  this  a  text  classification  problem,  an  information  extraction problem,  or  both?  This  is  nice  to  have,  but  not  a  necessity  as  your  AI experts  will  help  identify  the  specific  models  to  develop  in  reaching  your goals.  In  any  case,  if  you’re  interested  in  mapping  out  the  particular  AI problem  types,  use  the  guide  from  the  book’s  resources  page  at

 AIBusinessCaseBook.com. 

Potential Benefits

With potential benefits, you’re documenting the benefits of addressing the

pain point defined earlier. 

Imagine  that  you  have  an  AI  solution  in  production,  which  is  working  as expected. What does life look like post implementation in three months, six

months, and two years? In other words, how will the AI solution positively

impact your organization in the short, medium, and long term? Articulating

the benefits will help you see the importance of addressing the pain point. 

With this, it’ll also guide you in selecting the appropriate metrics as you’ll

see next. 

In the ReviewCrunch example, extracting complaints is a big part of their

business  model.  By  addressing  their  pain  point  through  AI-driven

automation,  ReviewCrunch  has  the  potential  to  realize  the  following

benefits:

Increase the number of reviews analyzed per day

Reduce analyst workload

Improve analyst work-life balance

Improve overall customer experience with a faster turnaround

Increase revenues by taking on more customers without increasing

headcount

Create new revenue streams by exploring other verticals with similar

automation

These  are  the  types  of  benefits  you’ll  be  able  to  surface  through  this exercise. With this list of benefits, ReviewCrunch can now see the expected

improvements in the near and long term, which becomes instrumental when

defining metrics, scoring projects, and eliminating nonpromising initiatives. 

Return on AI Investment (ROAI)

How  do  you  measure  the  business  impact  of  AI?  When  companies  try  to

assess the success of AI initiatives, they’re often looking for an ROI—the

financial gain or loss from an investment relative to its cost. However, that’s

not the only way, or the right way, to evaluate AI initiatives. 

AI initiatives are meant to solve a problem, not necessarily generate more

revenues. While some initiatives can provide an immediate revenue boost, 

many take years to observe a financial impact. In fact, in the near term, you

may experience a decrease in revenues as you invest in the foundations for

AI. 

For that reason, instead of focusing on the ROI, we’re going to focus on the

ROAI—the  return on AI investment or the return on automation investment. 

ROAI is not a metric but a concept; it’s a way to know if AI is having an

impact on your business processes, products, and services. 

Specifically,  ROAI  tracks   improvement  over  a  baseline  measurement.  For example,  what  are  the  time  savings  after  integrating  an  AI-driven

automation? Or how many more tasks can you complete in an hour with the
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help of your AI assistant? 

To  compute  the  ROAI,  you’d  first  have  to  define  the  metrics  of  interest. 

These metrics should tie in closely with the potential benefits and pain point

we discussed earlier. Along with ROAI also comes  expected ROAI, which

is an improvement goal. It can be a loose target or a minimum acceptable

value that you can revise with time. 

Let’s take the ReviewCrunch example. Suppose we take the second benefit, 

“reduce  analyst  workload,”  from  the  potential  benefits  listed  earlier.  We could measure this benefit by using the  time that analysts spend on review analysis. At present, ReviewCrunch’s analysts work twelve-hour days to get

through analyzing a certain number of reviews. Say they want to see a 50%

reduction in review analysis time (i.e., a six-hour reduction a day). We can

start measuring the ROAI by setting it up in this way:

Metric: review analysis time

Baseline Measurement: twelve hours per day per

analyst

Expected ROAI: 50% reduction in time to analyze reviews

Here’s  another  example.  Let’s  look  at  ReviewCrunch’s  “improve  analyst

work-life  balance”  benefit.  An  indirect  way  to  measure  this  would  be  to evaluate  analyst   turnover.  You  can  look  at  the  current  turnover  and determine what’s ideal. (Recall that ReviewCrunch has five analysts.) Say

that the current turnover is 60% a year, and ideally, it should be 20%. We

can prepare to measure the ROAI as follows:

Metric: analyst turnover

Baseline Measurement: 60% turnover a year

Expected ROAI: 67% reduction in analyst turnover
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In both examples, the ROAI (improvement over the baseline measurement)

can  be  computed  during  PDT  (post-development  testing)  and  after

deployment to see how things are progressing against the expected ROAI. 

Each  metric  will  have  its  corresponding  ROAI  measurement.  However, 

keep  in  mind  that  since  the  expected  ROAI  is  a  goal,  it  may  take  several iterations before your ROAI nears the expected ROAI. The following image

illustrates how this works. We’ll also explore more of this in Chapter 14. 

 ROAI is measured on an ongoing basis during PDT and after deployment. The expected ROAI is a goal set by the team to reach or exceed. 

Ongoing  measurement  of  ROAIs  will  allow  you  to  determine  if  the

integration of AI is helping the business on metrics that matter. Yet, not all

ROAIs will be observable in the near term. Some will take months to see

change.  For  example,  the  reduction  in  employee  turnover  will  not  be

instantly  observable  after  deploying  AI,  but  you  should  quickly  see  a

reduction in review analysis time if the solution is working as expected. So, 

sort your metrics into long-term and short-term metrics before tracking. 
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Quick Tip: You can use ROAI to measure any software

automation, not just AI-driven ones. Start by establishing

a set of metrics based on the potential benefits of the

automation. Then establish baseline measurements and define

the expected ROAIs. Once you have it set up in this way, you’re

ready to measure the corresponding ROAIs. 

Data and Feasibility Notes

Although we cover feasibility and data here, it’s fully filled after or during

Step  3.  Since  we’re  discussing  the  framing  of  initiatives,  you  need  to understand  what  data  and  feasibility  notes  mean.  In  short,  these  notes

should articulate:

If you have the right data and in the right volume

Known issues about the data

Any feasibility information about the initiative

When you identified a PAI, you did some basic data assessment. That can

become your initial documentation. However, the final notes here should be

an expansion of that information verified by your experts. 

Here’s an example of data and feasibility notes for ReviewCrunch’s review

analysis problem:

Data Notes: We have 120,000 extracted and vetted complaints

in our database with the corresponding original reviews. All of

these complaints were manually extracted and verified. These

complaints are from twenty different brands from our target

market. 

Feasibility Notes: Our consultant analyzed our data and is confident that we can build two models: one to extract key

phrases and another for sentiment classification to detect

complaints. We may need a mix of unsupervised and supervised

approaches leveraging NLP and ML for these tasks. We’ve been

told that we have sufficient labeled data to train the sentiment

classifier. 

For  more  examples  on  how  to  frame  AI  initiatives,  see  the  spreadsheet

available from the book’s resources page at  AIBusinessCaseBook.com. 

LAST WORD ON FINDING AND FRAMING

PAIs

In this chapter, you were introduced to the HI-AI Discovery Framework and

the four steps involved in discovering HI-AIs. To recap, an HI-AI is an AI

opportunity  that  is  feasible,  has  a  strong  business  impact,  and  has  known risks.  Discovering  HI-AIs  start  with  identifying  potential  AI  initiatives  or PAIs and framing the PAIs. We’ve covered both these steps in this chapter. 

Specifically, Step 1 helps surface AI-worthy opportunities that make rough

business sense and have the foundational building blocks. The process starts

with  determining  your  current  solution  and  then  answering  several

questions.  Whether  you’re  looking  to  AI  to  replace  your  current  manual

process or have a brand-new problem, Step 1 will help you distinguish AI-

worthy problems from those that aren’t. 

For clarity and measurability, in Step 2, we discussed how to frame PAIs. 

Framing is all about documenting the PAIs with details that can surface pain

points,  benefits,  and  the  metrics  of  interest  to  measure  ROAI.  Framing
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serves many purposes, from making it easier to collaborate with AI experts

to facilitating scoring and prioritization. 

 A summary of the HI-AI Discovery Framework. 

Now  that  you’re  clear  about  the  first  two  steps  of  the  HI-AI  Discovery Framework, it’s time to learn the next two—Step 3: Use Experts to Verify

and Step 4: Score Potential AI Initiatives. 

BONUS RESOURCES

• PAI Discovery Visuals: Use flow diagrams and tables to

identify PAIs. 

• AI Problem Types: Map your PAIs to known AI problem

types. 

• PAI Framing Template: Example template for framing

your AI initiatives for measurability, benefits, and clarity. 

Get all these resources from  AIBusinessCaseBook.com. 

C H A P T E R   1 2

STEPS 3 & 4 OF THE HI-AI

DISCOVERY FRAMEWORK

USE EXPERTS TO VERIFY & SCORE

PAIs

“People who can focus, get things done. People who can prioritize, 

get the right things done.” 

 —John Maeda, American executive, designer, and technologist

In  the  previous  chapter,  we  went  deep  into  Steps  1  and  2  of  the  HI-AI Discovery  Framework.  We  discussed  identifying  PAIs,  to  find  initiatives

that  are  AI-worthy  and  make  rough  business  sense  (Step  1),  and  framing PAIs  for  measurability  and  clarity  (Step  2).  You  may  be  thinking  this  is sufficient to start implementation, right? Not quite, for several reasons. 

First, a PAI from a leader’s or innovator’s perspective may be a nonstarter

from an implementation standpoint. The AI experts are the only ones who

can dig into that level of detail and bring problems to your attention. Then, 

say you have twenty different PAIs, that all appear promising. The truth is

that not all are equally important or feasible. Some will have more impact than others, some can be riskier, and some may not be feasible with today’s

technology. So, you need a prioritization strategy. This is why Step 3 (use

experts to verify) and Step 4 (score PAIs) are necessary. These two steps, in

combination, help surface the HI-AIs. With this, you can ensure that you’re

investing  in  the  best  initiatives  that  maximize  impact  while  minimizing

risks. 

Now let’s get into the specifics for Steps 3 and 4. 

STEP 3: USE EXPERTS TO VERIFY

Using  experts  to  verify  is  about  running  your  PAIs  by  an  expert  to

determine  if  a  PAI  is  feasible  and  implementation-ready.  Experts  in  this context refers to anyone who understands implementation-level AI—it can

be a data scientist, an ML engineer, or an AI consultant. 

Why Is Verification Necessary? 

Imagine you’re thinking about a kitchen renovation project for your home. 

Say you’d like to move the kitchen sink from one end to another. You’d also

like a special nook for your fridge and a small island with yet another sink. 

With all these requirements, can you go directly from an idea to renovation? 

Likely no. Once you have an idea or a tentative plan, the first thing you’ll

probably do is consult a home renovation expert, such as an architect or a

contractor. You want to know,  Is my idea doable? 

The  same  is  true  for  AI  initiatives.  Because  of  the  complexity  of  AI,  you should  never  go  from  an  idea  directly  to  implementation.  Although  many

initiatives  do  (as  we’ve  discussed  in  Chapter  7),  it’s  just  risky.  Industry problems  are  not  always  straightforward.  There  are  many  factors  that

contribute  to  the  success  of  AI  initiatives,  including  data,  metrics, 

infrastructure, and even proper framing of the problem. That’s why expert verification  is  critical.  Experts  can  help  surface  red  flags,  address

technology or data gaps, and help you avoid potential pitfalls. 

Say  that  ReviewCrunch  (from  the  previous  chapter)  has  500  rows  of

complaint phrases stored in their database. They don’t store anything else

beyond that—not the original reviews or the source of the reviews. On the

surface,  this  may  seem  benign,  but  when  you  start  talking  to  a  technical expert, there’s no doubt that this would set off alarm bells with them. First, 

without  the  other  non-complaint  content,  it’s  impossible  to  train  a

supervised  ML  model  to  detect  complaints.  Sure,  you  could  use  other

datasets to compensate, but that could come at the cost of quality. Next, the

volume  of  complaints  may  be  just  too  small  to  train  a  meaningful  model. 

Unfortunately,  all  of  this  put  together  will  render  the  project  a  nonstarter. 

ReviewCrunch,  in  this  case,  has  concerning  data  issues  to  be  worked

through. 

This is the type of information you want experts to surface early on. 

Imagine  if,  in  that  scenario,  ReviewCrunch  had  put  together  a  team  and jumped  straight  into  implementation  without  consulting  an  expert.  With

those data issues, they would’ve surely wasted time and money. 

How to Use Technical AI Experts

 Explain Your Objectives

When  speaking  with  your  AI  experts,  start  by  explaining  your  high-level objectives. Then walk them through the shortlisted AI initiatives. Go over

the pain point, project description, and potential benefits of each initiative. 

Communicate  any  known  facts  about  the  data  or  existing  accuracy

measures.  Also,  describe  how  you  plan  to  use  the  envisioned  solution  in

your workflow. 

 Get Experts’ Take on Each Initiative

Now,  with  the  information  you’ve  provided  to  your  technical  experts, 

they’ll  be  able  to  ask  follow-up  questions,  bring  up  red  flags,  and  assess feasibility. 

Here are some things experts will do as they evaluate your project:

Point out obvious red flags.  An expert can tell you if there are

serious concerns with your idea, your data, or how you’re attempting

to use the AI solution. Say you’re looking to deploy your AI solution

as a cloud service, but what you truly need is a solution with no

network latency. An expert can certainly detect such issues and bring

it to your attention. 

Reframe and refine ideas. Certain AI initiatives are framed poorly. 

Suppose an initiative is made up of several independent initiatives. 

Some are AI related, and some are not. In this case, your technical

expert can help break the problem down and determine which parts

would benefit from AI. 

Provide alternative solutions.  Some problems can be solved with

off-the-shelf solutions or alternate methods that do not require AI or

large amounts of data. It may not be something you’re aware of, but

your technical expert should be. It can be offered to you as an option. 

This will save you from going through implementation only to

realize that there’s a simpler solution. 

Provide an estimated implementation timeline.  Certain AI projects

can take weeks or months to develop, which can be a nonstarter for
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some teams. So, it’s important to get an estimate of the

implementation timeline. You can then pad additional time for

testing, iteration, and full deployment. 

Perform a feasibility analysis.  If there are no obvious red flags and

the project is well-framed, experts should provide a feasibility

assessment. Is this project doable or not? A feasibility assessment

can be in the following form:

Type-a: A close review of your framed PAI

Type-b: The above and exploratory data analysis

Type-c: All of the above and a prototype of the AI solution

Through feasibility analysis, experts will get to dig deeper into your AI

initiatives. At this point, they may find gaps that you need to address or

other red flags that were not initially obvious. For example, if there is an

issue with data quality, experts can bring that to your attention and guide

you on improving data quality before implementation. Additionally, 

through a type-c feasibility analysis, they’ll also be able to provide an

accurate assessment of whether it can be done. 

The type of feasibility analysis you would perform rests on the

complexity of the project. The more complex or fuzzy the project, the


more critical it is to perform a type-c feasibility analysis. 

Quick Tip: A safe way to approach AI initiatives is for

every project to go through a type-c feasibility analysis, 

which involves a prototype. Unlike physical product prototypes, 

software prototypes are reusable. If well developed, you can

expand these prototypes into your minimum viable product

(MVP). 
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As you can see, the deeper you get into AI initiatives, the more important it

becomes to engage technical experts familiar with implementation-level AI. 

All  the  work  that  you’ve  put  into  identifying  and  framing  PAIs  becomes instrumental in this collaboration. Leaders and domain experts bring in the

big picture; technical experts get into the nitty-gritty. 

Action Tip: Adjust Notes as You Go

As you’re going through this step, keep updating your

data and feasibility notes. This will influence your scoring in Step

4. 

Go or No Go? 

Now  the  moment  of  truth.  In  the  end,  what  you’re  trying  to  determine  in Step 3 is:

If you should start the implementation of an MVP

If you should consider an off-the-shelf AI solution

If you should reframe or refine your problem definition

If you should collect data, collect better data, or “generate” data

If you should use an alternate or simpler non-AI solution

If the answer to the first or second question is a  yes and everything else is a no,  then  congratulations,  you’ve  found  an  implementation-ready  PAI.  If there are known gaps, address those gaps before answering these questions

again. As we’ve seen throughout this book, not all problems benefit from

AI,  and  even  if  they  do,  they  must  fit  within  your  company’s  timeline, budget, and infrastructure. 

[image: Image 91]

[image: Image 92]

Action Tip: Reverse Steps 3 and 4 as Needed

If you have many PAIs that need expert verification, you

can attempt Step 4 first to shortlist initiatives through scoring and

then attempt Step 3. That way, you’re only performing expert

verification on select PAIs to determine if they’re implementation-

ready. 

After you’ve gone through expert verification, you’re ready to go on to the

final step. 

STEP 4: SCORE POTENTIAL AI

INITIATIVES

Scoring  PAIs  is  about  assigning  a  score  to  each  AI  initiative  on  your  list. 

Scoring  serves  two  purposes:  first,  to  prioritize  PAIs  and,  next,  to  surface the HI-AIs. Say you have a series of PAIs that you need expert verification

on (in Step 3). Scoring allows you to  shortlist PAIs and obtain verification on  a  select  few.  As  another  example,  say  you’re  done  with  expert

verification,  but  now  you  want  to  strategically  pursue  several  best  bets. 

Scoring allows you to  prioritize which initiatives to pursue. In the end, the resulting scores will indicate which initiatives are the HI-AIs. 

It’s easy to say pick an initiative that seems the most promising, but that’s

just  vague.  A  “promising  project”  can  be  subjective.  By  using  an  agreed-upon scoring method, it becomes easier to prioritize initiatives and surface

the HI-AIs repeatedly, which is the premise for the following I2R2 scoring

method. 

The I2R2 Scoring Method

I2R2 is a simple scoring method that favors initiatives with high potential

and impact, while minimizing risk on failure. 

It requires you to answer four questions:

1. Is the initiative ready for implementation? (I1)

2. What is the estimated impact size? (I2)

3. Is the ROAI clear? (R1)

4. What’s the risk if this initiative fails? (R2)

To answer each question, you’ll assign a value between 1 and 5 based on

your framed and verified PAIs. The more positive the answer, the higher the

value.  I  suggest  using  only  a  1,  3,  or  5  so  that  the  scores  are  spread  out, making it easier to surface the most promising initiatives. In the end, you

will average the scores for each initiative. 

Now I’ll provide some guidelines on how to assign scores for each of the

four  questions  and  then  discuss  how  these  scores  should  be  handled.  For convenience, I’ve provided a prepopulated spreadsheet that you can use as

reference  for  your  own  projects.  The  spreadsheet  is  available  from  the

book’s resources page at  AIBusinessCaseBook.com. 

 Question 1: Is the Initiative Implementation-Ready? 

 If You’re Shortlisting Projects for Step 3…

If you’re shortlisting projects for expert verification, assume that a project

is ready for implementation. Temporarily assign a maximum score of 5 for

this  question.  After  verification,  you  can  adjust  the  scores  to  re-rank initiatives for prioritization. 

 If You’re Prioritizing Projects after the Verification Step…

Once  a  project  has  gone  through  verification  in  Step  3,  use  your  updated data and feasibility notes to answer this question. If a project is determined

to  be  ready  for  implementation  (either  through  custom  development  or

using an off-the-shelf AI solution), it should have the maximum score of 5. 

If there are known issues to be worked through, assign a score of 3. If you

should use a simpler or alternate solution instead of AI, assign a score of 0

or remove from scoring. The higher the value, the more confident you are

about a project’s feasibility. 

 Question 2: What Is the Estimated Impact Size? 

You  can  determine  impact  size  based  on  the  pain  point,  benefits,  and  the expected ROAIs that you outlined while framing your AI initiatives. 

Although  this  may  seem  subjective,  good  indicators  of  high-impact

initiatives include those that have the following properties:

Helps a large group of users, customers, or employees

Positively impacts multiple aspects of your business

Provides a sizable boost to revenues

Results in significant cost savings

If one or more of these are true for a project, assign a score of 5. Assign a

score of 3 if some of these are partially true or if a narrower group of people

are  impacted.  Assign  a  score  of  1  if  the  impact  is  marginal  (e.g.,  helping improve productivity for a handful of people or negligible time savings). 

In the ReviewCrunch example, we could say that the impact of solving their

review analysis problem is significant, as the benefits touch various facets

of the business. 

Their AI initiative would likely allow them to:

Reduce turnover of 50% of their workforce through better work-life

balance

Boost revenues by allowing ReviewCrunch to take on new clients

while keeping operational costs constant

Improve the customer experience because of a faster turnaround

Use the AI opportunity as a learning experience to offer more AI-

driven services

Say  only  one  point—improving  customer  experience—was  true  for

ReviewCrunch.  Then  the  impact  can  be  considered  marginal,  as  customer

experience was never a big problem. 

 Question 3: Is the ROAI Clear? 

This  question  tries  to  assess  if  you’re  clear  about  how  you’ll  measure  the business  impact,  specifically  using  ROAI  (i.e.,  improvements  over  a

baseline measurement). 

If  you’re  clear  about  the  metrics  for  measuring  ROAI  and  you  have  the baseline readings, assign a score of 5. If you have partially defined metrics

or no baseline readings, assign a score of 3. If you’re unsure about how to

define meaningful metrics for the initiative, then assign a score of 1. 

 Question 4: What’s the Risk If This Initiative Fails? 

There can be many reasons for AI failure, including:

The solution has unacceptable performance numbers

The solution is too complex to be put into production

The implementation team bailed out at the last minute
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But what happens if your AI initiative fails? 

Typically,  if  you’re  replacing  an  existing  solution  and  your  AI  initiative fails,  then  the  risk  is  moderate  to  low.  That’s  because  you  have  a  backup solution. However, if there’s no fallback and the initiative is time-sensitive

or is needed to secure funding, then the risk when an initiative fails would

be high. For low-risk initiatives, assign a score of 5, for moderate, a score

of 3, and for high risk, 1. 

Action Tip: Add Extra Scoring Criteria as Needed

The I2R2 scoring method is flexible enough that you can

add several company-specific scoring criteria. For example, you

can add the question, “Does this initiative align with our overall

business strategy?” You could also change the range of values

and set guidelines on what each numerical value means. In the

end, the average scores can be used to surface the HI-AIs. Use

the sample spreadsheet from the book’s resources page at

 AIBusinessCaseBook.com. 

 Score, Rank, Prioritize, and Surface HI-AIs

Once  you’ve  answered  all  the  questions  for  each  initiative,  scoring  is

straightforward.  For  each  initiative,  you  can  use  a  simple  average  of  the scores or a weighted average to emphasize specific questions. Then rank the

initiatives by descending order of scores to prioritize. Higher scores point to

more promising initiatives. 

Initiatives with a score of 4 and above  after expert verification are HI-AIs. 

As a rule of thumb, you should try to go for projects with a score of 4 or

greater.  If  you’re  pursuing  a  project  with  a  score  between  1  and  3,  you should take a closer look to see if it makes sense to continue. Often, closing
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specific gaps can improve initiative scores, turning weak initiatives into HI-

AIs. 

In  the  example  spreadsheet  provided,  I’ve  used  a  weighted  average  to

emphasize the first and the last question. The goal is to favor projects with

high implementation potential and with lower risk if the initiative fails. Of

course, you can change this based on what’s important in your situation. 

Action Tip: Address Gaps to Improve I2R2 Scores

If after scoring and ranking, many of your initiatives have

a score lower than 4, see what you can do to improve the

scores. Can you fix known data issues? Can you lower the risk

of failure by starting with a manual process? You can still pursue

initiatives with scores lower than 4, but the decision should be

made on a case-by-case basis. 

FINAL THOUGHTS

You collected a lot of information about the HI-AI Discovery Framework in

this chapter and the previous one. 

To quickly review, the four steps of the HI-AI Discovery Framework are:

Step 1: Identify Potential AI Initiatives (i.e., PAIs)

Step 2: Frame Potential AI Initiatives

Step 3: Use Experts to Verify

Step 4: Score Potential AI Initiatives

This  collaborative  framework  requires  leaders,  domain  experts,  and

innovators to bring in the big picture, and the technical experts to dig into
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the implementation-level details. 

 A summary of the HI-AI Discovery Framework. 

This chapter specifically focused on Step 3: Use Experts to Verify and Step

4:  Score  PAIs.  These  steps  in  combination  allow  you  to  assess  the

implementation  potential  of  initiatives  and  surface  the  best  bets  to  pursue (i.e., the HI-AIs). As we’ve discussed, PAIs, although promising, may not

be  implementable  due  to  various  issues,  such  as  data,  complexity,  and

timeline, which is why Step 3 is critical. Further, given that an organization

may have a series of PAIs, Step 4 helps them strategically pursue the most
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promising and feasible ones. 

Now that you know how to identify, frame, and score PAIs to find the HI-

AIs,  you  can  use  this  knowledge  in  different  ways.  You  can  use  it  in conjunction  with  your  company-  or  department-level  AI  strategy,  or  you

can  use  it  with  one-off  projects.  Ultimately,  the  goal  is  to  weed  out nonstarters and increase your chances of success with each initiative. 

We’ve come to the end of Part 4: “Find AI Opportunities.” In Part 4, you

learned  how  to  discover  AI  opportunities  that  are  truly  AI-worthy, 

promising  from  an  implementation  perspective,  while  also  solving  a  real

business  problem.  You  also  learned  how  to  identify  the  highest  impact

initiatives. With the frameworks and strategies in Part 4, you no longer have

to  guess  if  an  AI  opportunity  is  worth  pursuing;  you’ll  know  for  certain which ones to pursue and which to skip. 

It’s now time for Part 5: “Bring Your AI Vision to Life,” where you’ll learn

how  to  bring  these  AI  initiatives  to  fruition  and  evaluate  the  success  of these initiatives. 

BONUS RESOURCES

• I2R2 Scoring Template: Use a sample spreadsheet to

start scoring your AI initiatives to find the HI-AIs. 

Get this resource from  AIBusinessCaseBook.com. 
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PA R T   5

C H A P T E R   1 3

BUILD OR BUY? 

“Success doesn’t necessarily come from breakthrough innovation

but from flawless execution. A great strategy alone won’t win a game

or a battle; the win comes from basic blocking and tackling.” 

 —Naveen Jain, entrepreneur and philanthropist

Capital One, a US-based financial corporation, used to have a simple SMS-

based  fraud  alerting  system,  asking  customers  if  any  unusual  activity

detected was genuine. In some cases, people did not reply with a simple yes

or  no,  which  is  all  the  system  understood.  People  texted  back  free-form responses, such as, “Yeah, that was me,” or “Yep,” or “Yes, last weekend

when  visiting  my  sister.”  Some  even  texted  back  a  thumbs-up  emoji.  The basic system did not understand such diverse and language-heavy texts. 

As the basic fraud alerting system was inadequate, Capital One went on to

using  a  third-party  AI  assistant  that  understood  natural  language. 79  This third-party  system  understood  85%  of  customer  responses,  but  eventually, 

Capital  One  brought  in  a  team  of  in-house  experts  who  developed  a

banking-specific  AI  assistant  called  ENO.  ENO  understands  99%  of

customer replies compared to 85% with the third-party assistant. Further, it has advanced capabilities such as the ability to verify whether a large tip at

a restaurant was intentional or, if repeated, identical charges several seconds

apart  were  legitimate.  The  more  a  customer’s  habits  and  responses  are

understood, the faster ENO can confirm fraud. 

Such  “buy  or  build”  questions  are  top  of  mind  for  many  leaders.  Yet,  the best  strategy  is  highly  context  dependent.  It’s  not  a  one-size-fits-all

approach. In the case of Capital One, starting with a third-party AI solution

and  then  building  out  their  own  worked  exceptionally  well  for  them,  but that will not always be so. 

One  of  my  clients  invested  heavily  in  developing  models  in-house. 

However, after deployment, they were inundated with customer complaints

and  hired  my  company  to  assess  their  models.  Our  evaluation  pointed  to several  significant  problems  that  would  need  their  models  to  be  rebuilt entirely. However, due to funding issues, they didn’t want to invest further

in  in-house  development.  Instead,  they  turned  to  a  third-party  solution, which surprisingly, outperformed their existing solution while also meeting

their financial constraints. 

There  can  be  many  such  problems  in  implementing  AI.  You  may  have

budget  limitations,  lack  data,  or  lack  in-house  development  skills.  Your company’s IT infrastructure may also be too “simple” to support the use of

AI models. With this in mind, you should make decisions about how you’ll

implement AI based on your organization’s constraints. 

Many  organizations  today  start  by  hiring  a  team  of  data  scientists  to

implement AI. Yet, this is not the only way of bringing your AI vision to

life,  nor  is  it  the  most  cost-effective,  especially  when  you’re  just  getting started. In this chapter, we’ll look at the different strategies for integrating

AI and the pros and cons of each. This will help you assess what’s best for your own organization. 

THE BUY STRATEGY

When  you  “buy  AI,”  you’re  essentially  buying  a  prepackaged  or  off-the-

shelf  solution.  Prepackaged  AI  solutions  are  available  in  two  forms.  The first  is  built  into  a  larger  software  platform.  For  example,  HubSpot’s

customer  relationship  management  (CRM)  software  is  a  large  software

system  with  one  small  ML-based  lead-scoring  feature.  You  may  already

have these larger software platforms but are yet to utilize the AI features. 

Other  prepackaged  solutions  are  highly  targeted.  They  solve  a  specific

problem  with  AI,  such  as  a  sentiment  analysis  service  that  generates

sentiment predictions given some text data. 

Even though you can use some prepackaged solutions right out of the box, 

some  need  a  fair  amount  of  customization.  Plus,  most  prepackaged  AI

solutions  still  need  additional  IT  and  engineering  support,  primarily  for integration  into  your  workflow.  For  example,  sentiment  analysis  tools  are often  used  right  out  of  the  box  (i.e.,  no  customization)  and  only  require engineering support for integration. On the other hand, virtual AI assistants

must first be customized and retrained on relevant data before integration. 

AI applications that commonly come prepackaged include:

Virtual AI assistants

Facial recognition systems

Sentiment analysis tools

Language translation services

Product recommendation engines

Speech recognition systems

It’s sometimes hard to know what prepackaged solutions are out there, but it can come up as you start collaborating with your AI experts. 

Buy Wisely

Even when a buy option is available to you, it may not always serve your

business  needs  as  prepackaged  solutions  are  often  generalized.  Solutions

can be error-prone on your data, you may encounter poor response times, or

face integration difficulty. The only way to know if an off-the-shelf solution

will work is to test it—the same way you’d test an in-house solution after

development. 

The key to testing prepackaged solutions is to ensure that your AI problem

is  well-framed,  as  discussed  in  Chapter  11.  This  will  make  it  easier  to measure success. Further, to limit your risks, go with vendors that offer an

option  to  test  the  solution  for  some  time.  Some  vendors  have  a  strict evaluation period, but they’ll work with you on the time frame if they value

your business. Read Chapters 11 (framing PAIs) and 14 in detail on how to

measure the success of the AI solution in consideration. 

Pros and Cons of the Buy Strategy

The benefit of buying an off-the-shelf solution is part convenience and part

cost.  You  don’t  need  a  team  of  data  scientists,  nor  do  you  need  to

understand  ML  algorithms.  In  most  cases,  you  also  won’t  have  to  worry

about  maintaining  and  monitoring  models.  You  can  use  your  existing

engineering  and  IT  teams  to  help  evaluate,  customize,  and  integrate  the prepackaged solutions into your business systems. 

The  downside  of  the  buy  strategy  is  that  the  AI  solutions  are  often

overgeneralized.  They’re  meant  to  work  for  everyone,  and  consequently, 

quality  and  accuracy  are  at  stake.  The  underlying  assumptions  are  not

specific to your organization’s use cases and data. For that reason, solutions that  need  high  levels  of  accuracy  in  a  particular  domain  are  better  off custom built. 

Where to Find Vendors

For a quick search of prepackaged solutions, you can use software search

websites  such  as   G2.com  and   Capterra.com. For  more  detailed  research, you can engage companies such as Gartner80 and Forrester. 81 None of these companies  are  specialized  in  AI,  so  be  sure  to  put  together  a  team  to perform a meta-evaluation of the shortlisted solutions. 

THE CUSTOM-BUILD STRATEGY

The  custom-build  strategy  starts  with  building  out  an  MVP.  MVP  is  a

concept  from  The  Lean  Startup82  that  talks  about  getting  user  feedback before developing the final product. This feedback limits the risk of failure. 

In  the  case  of  AI,  an  MVP  can  start  from  a  prototype  that  you  develop during  feasibility  analysis,  which  is  eventually  improved  upon,  polished, and made into a usable solution. It can also be an open-source solution that

you use as a foundation, where you customize the solution, build additional

features  around  it,  and  make  it  your  MVP.  MVPs  are  useful  for  iterative improvements.  During  testing,  you  can  use  your  MVPs  to  evaluate  your

ROAIs, assess real-world model performance, get feedback from users, and

then iterate as needed. 

There are several ways to get your MVPs implemented:

“Hire” internal data science teams

Hire AI consultants

Hire new in-house data science personnel

Let’s take a closer look at each approach. 

Build Strategy #1: “Hire” Internal Data Science Teams

Some companies have dedicated data science and ML teams meant to serve

the company at large. Try to reach out to those teams before attempting to

hire  new  employees  or  consultants.  Determine  if  the  team  has  the  right skillset and the bandwidth to help with the AI problem. At the very least, 

these  teams  can  help  you  with  feasibility  assessment  before  you  get  into formal development. 

The  benefit  of  using  your  internal  data  science  teams  is  cost  and

convenience.  Additionally,  as  these  are  employees  from  within  your

company,  they’ll  already  have  a  good  grasp  of  your  internal  data  stores, infrastructure, and processes. 

But of course, there are some downsides. First, some data science teams are

purely focused on simple data analytics and may not have any AI skills. In

addition,  certain  problems  require  specialization  in  specific  AI  subfields, which  your  internal  data  scientists  may  not  possess.  For  instance,  your problem  may  be  heavily  computer  vision  related,  but  your  in-house  data

scientists may be NLP specialists. If you bring a computer vision problem

to an NLP specialist, they can only answer high-level questions. Of course, 

they can learn to become skilled at computer vision, but that takes time. 

Build Strategy #2: Hire AI Consultants

Consultants can help get your AI solutions implemented cost-effectively. AI

consultants can be freelancers, contractors, or consulting companies. 

When  hiring  consultants,  the  arrangement  you  choose  for  your

implementation  project  will  depend  on  how  much  control  you’d  like  to

have.  For  example,  you  can  hire  an  independent  contractor  who  works  at

your company full time. In this case, you’re buying their time and you often have control over their day-to-day tasks and deliverables. If they’re on-site, 

you will work with them as you would with any other employee. 

An alternate arrangement would be to work with these service providers on

a  project  basis.  In  this  scenario,  the  team  may  or  may  not  travel  to  your location, and you’d have to trust their expertise. You’d agree on the scope

of  a  project,  and  they’re  scheduled  to  deliver  as  promised.  Tasks  are

predetermined and not scheduled on an ad hoc basis. 

 How to Use AI Consultants

There are several ways to use consultants to get your MVP developed. The

first  is  to  get  them  to  perform  end-to-end  implementation,  meaning  they would  be  doing  the  necessary  data  formatting  and  cleaning,  model

development,  experimentation,  testing,  and  delivering  production-quality

code for deployment. Some even help with the deployment if it’s a cloud-

based  service.  The  second  option  is  to  have  the  consultant  build  a  solid working prototype, and then your engineering team further develops it into

an MVP. I call this the  working prototype model. 

The  third  option  is  to  use  the  consultant  as  a  coach  or  an  architect  who provides guidance in implementing the AI solution. For this to work, you’d

need  to  have  an  engineering  team  that  works  alongside  the  consultant  to build out the solution. This is the  technical advisory model. 

Most  of  my  clients  have  found  the  working  prototype  and  technical

advisory  models  adequate  for  their  needs.  They  often  test  the  prototypes independently  to  ensure  that  the  prototypes  are  working  as  expected,  and only then, do they expand it into an MVP. The benefit of this approach is

that  companies  get  the  data  science  piece  developed  correctly.  After  that, their engineering teams improve the solution to cater to edge cases, make

the solution fit within the company’s infrastructure, and improve the source code to match their coding standards. Remember, the MVP still needs to be

tested during PDT. 

 What to Look for in Consultants

When it comes to vetting consultants who’d become an extension of your

company,  evaluate  them  the  same  way  you  would  evaluate  a  full-time

employee.  However,  for  short-term,  project-based  arrangements,  you’d

want to pay additional attention to the following. 

 Problem-Focused, Not Techniques-Focused

With all the media attention on the latest AI techniques, service providers

are  sometimes  less  focused  on  solving  your  business  problem  and  instead focused  on  selling  you  the  latest  techniques.  Techniques  are  just  tools  to solve a problem, and if it doesn’t do that, then there’s no use for it. Choose

a provider whose focus is on problem-solving and considers techniques that

fit  the  bill.  Some  of  the  newer  techniques  are  much  more  expensive  to productionize and can put you at financial risk. 

Just  recently,  I  came  to  know  of  a  data  scientist  who  was  experimenting with  a  cutting-edge  deep  learning  technique  for  his  company.  To  test  his approach,  he  rented  cloud  GPU  resources  to  train  his  neural  network  in reasonable  time.  The  training  took  a  handful  of  hours,  and  after  he  was done,  he  moved  on  to  other  projects.  A  few  months  later,  the  company

realized they were racking up thousands of dollars in cloud computing bills. 

At the time of discovery, they had totaled $50,000. 

It  turns  out  it  was  from  training  that  one  experimental  model.  The  data scientist forgot to turn off the rented resources. Even though leaving cloud

computing  resources  on  is  normal  practice,  it  can  become  an  expensive

mistake when you don’t understand its cost implications. 

And  as  for  the  five-figure  initiative?  Well,  it  went  nowhere;  it  was  an experiment. 

If  your  experts  are  not  cautious  about  what  resources  or  techniques  they use, AI initiatives can burn through your budget quickly. 

 Expertise and Past Projects

These  days,  anyone  can  claim  AI  expertise.  Yet,  speaking  about  AI

enthusiastically  and  genuinely  knowing  how  to  implement  working  AI

solutions are two different things. 

Before  I  started  working  with  Ed,  one  of  my  clients,  he  had  hired  a  data science company claiming to have competencies in ML and NLP. Ed’s first

project  for  this  company  was  to  extract  keywords  from  large  amounts  of text  data  as  a  way  to  test  their  competency.  This  company  ran  Ed’s  data through five different open-source keyword extraction tools. Then they sent

him  the  output.  No  analysis  of  the  quality.  No  question  about  what  Ed thought  about  the  keywords.  Nothing.  It  turns  out,  the  collection  of

keywords was not even meaningful. 

Bottom  line:  The  company  knew  how  to  utilize  open-source  tools  and

maybe  even  write  code.  However,  they  didn’t  understand  data  science  or

custom  AI  development.  Instead  of  customizing  or  developing  algorithms

to  extract  keywords  that  best  addressed  Ed’s  problem,  they  just  exported output from tools. That’s not data science. 

Doing high-quality, responsible AI comes from a combination of training, 

years of working in the field, and solving real-world industry problems. To

avoid  falling  into  marketing  traps,  always  look  at  the  qualification  of  the implementing team or individual. Do they have experience and training in

the AI field? What projects have they completed? Who’s leading the team? 

Just having a graduate degree, especially outside a computational domain, 

does not mean they know how to implement AI solutions or work with data. 

 Cost-, Time-, and Scope-Sensitive

As we’ve discussed in the ML development life cycle, AI development is

iterative. You can get into months and years solving the same AI problem

with incremental gains. Yet, at some point, you want to operationalize the

work  to  start  benefiting  from  AI.  Given  this,  choose  providers  who  can break  the  work  down  into  subproblems  and  propose  a  phased

implementation. Otherwise, projects can go on for years without an end in

sight. 

For  example,  if  my  clients  come  to  me  with  a  big  idea,  I  always  try  to separate pure software engineering work and ideas that are actually AI. This

way, I get to discuss how these pieces interact. At the same time, they’re not

wasting  time  and  money  having  me  advise  them  on  software  engineering

problems. 

For the AI components, I break them down further into phases. This way, 

my  clients  know  what  to  expect  at  each  stage,  and  they  can  quickly  test solutions  in  stages  instead  of  waiting  for  the  entire  initiative  to  complete. 

Your service providers are your technical experts. They should know how

to break problems down into logical and well-scoped pieces with timeline

information. 

 Where to Find Consultants

If you are looking for consulting companies, Google is an excellent place to

start.  Alternatively,  sites  like   Toptal.com  and   UpWork.com  offer  a marketplace  where  you  can  search  for  freelancers  and  consulting

companies.  It’s  possible  to  get  really  low-priced  quotes  on  some  of  these sites,  so  I’d  be  cautious  and  look  instead  for  the  elements  we  discussed earlier.  For  top-notch  consultants,  you’re  better  off  using  LinkedIn  and researching the background of shortlisted consultants. It’s crucial to ensure

that their skills match your projects. 

 The Pros and Cons of Hiring Consultants

One  of  the  most  significant  advantages  of  hiring  consultants  is  getting expertise at a reasonable cost. If you hire a talented consultant, you’re only

hiring them for a specific project or for some time. This helps you get your

AI  agenda  forward  in  a  predictable  way.  You’ll  not  have  to  worry  about paying  future  salaries,  nor  will  you  have  to  worry  about  managing  them unless they’re contractors working full time on your project. 

But there are downsides to hiring consultants. For one, you may not always

have  access  to  your  consultants.  Once  the  project  is  over,  unless  you’ve asked for support, you may lose the ability to tap into their expertise. Also, 

because consultants work on short-term projects, their familiarity with your

domain,  data  sources,  and  infrastructure  will  be  limited.  As  a  result,  the consultants will have to depend on the hiring team to get context around the

project and acquire the necessary internal data. 

Build Strategy #3: Hire New In-House Data Science Personnel

Hiring in-house data scientists is a big step. As you know, once you hire, 

you’ll  also  have  to  manage  these  employees  and  have  sufficient  work  for them to do throughout the year. Besides, the industry rule of thumb is that

for  every  data  scientist  you  hire,  you  should  have  two  to  three  data

engineers who will support these data scientists. In other words, you’ll need

to hire more than just data scientists. But why? 

As discussed in previous chapters, the data scientist’s job is to ensure that they’re developing high-quality AI solutions. They may not have a strong

infrastructure  background  and  often  need  support  for  model  deployment, 

monitoring, and acquiring data from various parts of the company. This is

where data engineers step in. 

To be strategic, before bringing on data scientists, consider hiring a strong

team of data engineers. They can be instrumental in many ways. They can

start supporting your internal data needs, help implement parts of your AI

and data strategy, and support AI initiatives whether you outsource, buy, or

build internally. 

It’s  worth  noting  that  between  buying  a  solution,  hiring  a  consulting

company,  and  hiring  full-time  data  scientists,  the  last  option  is  the  most expensive, especially if you’re hiring good talent. Plus, if you don’t know

how to correctly leverage a team of full-time data scientists, the costs can

add  up,  as  we’ll  see  in  the  next  section  on  cost  considerations.  Here’s  a general  rule  of  thumb:  If  you  have  only  one  or  two  projects  in  mind  and don’t have a long-term AI strategy, I strongly encourage you to wait to hire

data scientists. If you have a series of planned projects, hiring data scientists with the necessary support is a reasonable idea. Of course, this is given that

you have the budget. 

 Skills to Look for in Data Scientists

When  you  are  ready  to  hire  data  scientists,  the  skills  you  should  look  for should be largely driven by your AI projects. For example, if most projects

are related to processing and making sense of text data, then look for data

scientists with expertise in NLP. If most projects deal with domain-specific

problems  such  as  in  healthcare,  look  for  candidates  with  industry-specific AI expertise. 

A candidate’s expertise can be determined by their:

Educational background or other formal training

Past projects completed (in an industry setting)

Ability to describe appropriate solutions for your company-specific

problems

Software engineering skills

Ability to articulate and measure the success of AI initiatives

Know-how to productionize models as a bonus

 Benefits of Having an In-House Data Science Team

Although expensive, there are two primary advantages to having your own

team of data scientists. First, over time, if you hire your own data scientists, 

they  will  develop  a  good  understanding  of  your  existing  data  stores  and company  infrastructure.  This  is  important  as  they  can  better  support  AI initiatives  at  every  phase  of  the  AI  development  life  cycle.  For  instance, they  can  quickly  explore  your  data  stores  to  answer  questions  during

planning or promptly prepare datasets during development. The continuity

in knowledge and familiarity with internal processes can speed up ongoing

AI  development.  A  second  advantage  of  hiring  full-time  data  scientists  is that they can assist in implementing your organization’s AI strategy. 

Despite these benefits, companies have a hard time seeing the value in their

data  scientists.  One  reason  is  that  data  scientists  often  work  in  silos,  not because  they  want  to  but  more  because  of  how  they’re  hired  into  the

organization.  Further,  these  data  scientists  are  often  not  witnessing  the inefficiencies  in  the  company  firsthand  and,  consequently,  may  not  be

applying  AI  for  high-impact  problems.  In  many  cases,  they’re  guessing

where  to  use  AI  based  on  the  availability  of  data.  So,  unless  you  actively tap  into  your  data  science  team’s  expertise  or  hire  data  scientists  into

specific  departments  (e.g.,  IT  or  customer  support),  you  may  never  see value in hiring these data scientists. 

COST CONSIDERATIONS: IN-HOUSE

DATA SCIENCE PERSONNEL VERSUS

CONSULTANTS

One  important  consideration  before  deciding  if  you  should  hire  in-house

data scientists or a consultant is cost. You want solutions and strategies that

deliver, but at the same time, you don’t want to overinvest in something that

has yet to show value. Let’s look at how the costs stack up for each option. 

If  you  hire  a  full-time  data  scientist,  you  could  be  paying  $150,000  per annum, not including benefits. This is not an uncommon salary for a data

scientist in the US. In 2020, the average ML engineer salary was roughly

$140,000 in the US.83 Although some companies may use different titles for this work, the wages are typically the same. 

In contrast, consultants charge anywhere north of $200 per hour in the US. 

However, with a project-based arrangement, you’re not paying them for an

entire year. For example, for a two-month AI project, you could be paying

$64,000  or  more.  You  can,  of  course,  get  projects  developed  at  much

cheaper  rates,  but  this  rate  assumes  you  want  to  hire  experienced

consultants  who  produce  high-quality  work.  Also,  the  rates  will  naturally differ by country. Feel free to substitute your local rates where applicable. 

Now let’s use the rates in the US. Assume that you have two big AI projects

in mind. Let’s say a consultant charges $200 per hour, and the two projects

take about five months to develop. In the first year, if you hire a consultant, 

you’ll  be  paying  $160,000  for  the  two  projects,  and  for  a  full-time

employee, you’ll pay $150,000. Assume that the consultant’s support fee is
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$30,000 per annum after the first year. (Support fees include fixing model

issues, retraining models, and answering client questions.) After three years, 

your  cost  for  both  projects  would  be  $220,000  with  the  consultant  option and  $450,000+  with  a  full-time  employee.  With  no  additional  projects,  a full-time employee costs twice the price of hiring a consultant. Conversely, 

if  you  had  two  new  projects  every  year,  the  costs  of  hiring  a  single  data scientist  would  be  comparable  to  hiring  a  consultant,  as  you’ll  see  in  the following comparison table. 

 How the costs of implementing AI projects stack up after three years using a consultant versus full-time data scientists. Scenario 1 assumes projects in the first year and maintenance thereafter. 

 Scenario 2 assumes new projects every year. 

Given  all  of  this,  it  makes  the  best  sense  to  hire  data  scientists  when  you have  a  series  of  projects  for  them.  Otherwise,  it  can  become  a  financial burden. If you’re tackling one-off projects or just getting started with AI, it
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may be wiser to hire consultants until you’re able to plan out initiatives for

the  long  term.  Plus,  don’t  forget,  you  also  need  to  hire  data  engineers  to support your data strategy and your data scientists. 

FINAL COMPARISON

With  different  options  for  implementing  AI,  choose  one  that  makes  the

most  sense  given  your  circumstances.  The  subsequent  table  provides  a

comparison of your different options. 

 A comparison of buying versus building AI solutions internally or using consultants. 

A large corporation may have a big budget. One or two years of not having

sufficient work for their full-time data scientists may be a risk worth taking

to  “test”  AI  and  establish  best  practices.  On  the  other  hand,  smaller

organizations  may  be  better  off  hiring  consultants  or  buying  prepackaged solutions  if  available.  In  the  end,  you  want  to  increase  the  likelihood  of
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success of your AI initiatives while staying within the constraints of your

business. 

In this chapter, we looked at all the different ways to integrate AI in your

organization. From buying off-the-shelf solutions to building from scratch

with  internal  or  external  help,  your  options  are  plenty.  In  the  end,  you should  choose  a  solution  based  on  your  vision,  available  resources,  and constraints. 

However,  AI  implementation  alone  is  not  enough.  It  brings  part  of  your vision to life, but now you need to ensure that it’s delivering value. In the

end, if the AI solution doesn’t solve the problems it was set out to solve, it’s

meaningless to use a solution that does  nothing for your organization. Many organizations overlook this and have no idea what AI is doing for them. To

avoid  this,  we’ll  cover  measuring  the  success  of  AI  initiatives  in  the  next chapter. 

C H A P T E R   1 4

MEASURE SUCCESS

“If you can’t measure it, you can’t improve it.” 

 —Peter Drucker, business consultant

In late December 2019, I worked with Rima, a software product executive, 

on  an  interesting  AI  initiative.  The  problem:  detecting  and  surfacing

duplicate content on the company’s web platform. From a technical point of

view,  this  was  a  feasible  initiative—the  data  was  available  and  in  decent volume.  Plus,  there  was  a  range  of  cost-effective  statistical  and  ML

methods to solve the problem. 

But there was one large concern. 

Rima  was  focused  heavily  on  the  accuracy  of  the  AI  solution.  “I  want  at least  95%  accuracy,”  she  kept  repeating.  Rima  had  good  intentions—she

was  trying  to  be  results-driven  and  didn’t  like  to  provide  a  poor  user experience. With that, she made model accuracy her top priority before any

implementation had begun. 

The problem started when I asked Rima about her objectives. When I asked

her,  “How  does  solving  this  problem  help  your  users?”  she  stumbled  and struggled  to  answer.  Overall,  Rima’s  team  was  unable  to  articulate  the

benefits the automation would provide, let alone the business metrics they

wanted to improve. 

Luckily,  at  the  last  minute,  the  project  stalled.  Rima’s  team  thankfully figured out that they must first clarify what the AI-driven automation would

do for their users and their business. 

Initially,  Rima’s  team  had   assumed  that  the  success  of  the  overall  AI initiative  was  dependent  on  their  model  accuracy.  So,  that’s  what  they

focused  on.  They  completely  overlooked  the  fact  that  an  accurate  model

must do something  productive for the company. 

Unfortunately,  this  type  of  confusion  happens  often.  In  many  companies, 

I’ve  seen  the  success  of  AI  mean  different  things  to  different  groups  of people.  AI  experts  often  see  success  as  developing  sophisticated  AI

solutions and high-accuracy models. Executives, on the other hand, tend to

look for a financial gain from AI initiatives, as AI has the promise of cost

savings.  Innovation  managers  (such  as  product  managers)  are  often  torn

between  the  two  worlds.  Terms  such  as  “precision,”  “recall,”  and

“accuracy,”  which  are  all  used  to  estimate  model  success,  can  throw

managers off. Further, the poor framing of AI initiatives, as we saw in the

case of Rima, makes it harder to envision impact and articulate metrics to

measure, adding to the confusion. 

Yet, nailing what “successful AI” means is critical for organizations. As you

innovate  and  make  AI  an  integral  part  of  your  business,  it’s  crucial  to understand  if  initiatives  are  on  the  right  path  and  making  an  impact. 

Otherwise, all you’re doing is keeping your fingers crossed and assuming

that AI is “working.” 

In this chapter, we’re going to unravel the mystery around AI success. By the end of it, you’ll have the know-how to tell if your AI initiatives are on

the path to delivering value for your organization. After implementing the

strategies  in  this  chapter,  and  based  on  what  you  find,  you  may  decide  to keep a few initiatives…and maybe ditch the rest. 

WHAT DO SUCCESSFUL AI INITIATIVES

LOOK LIKE? 

What  is  a  “successful”  AI  initiative?  Should  the  model  be  99%  accurate? 

Should the model be super fast? Should revenues increase? 

A  successful  AI  initiative  accomplishes  the  goals  it  set  out  to  execute  for the  business  while  also  ensuring  the  AI  consumer  is  satisfied.  In  more concrete terms, successful AI initiatives are built on three core pillars:

Pillar 1: Model Success (whether your AI model is performing at an

acceptable level in development and production)

Pillar 2: Business Success (whether the AI is meeting your

organizational objectives)

Pillar 3: User Success (whether users are satisfied with the AI

solution and perceive it to be a valid solution)

Although these three pillars reinforce one another, the way you measure the

strength  of  each  pillar  will  be  different.  You’ll  define  the  metrics,  targets, and  minimum  acceptable  threshold  to  assess  the  strength  of  each  pillar. 

We’ll discuss all of this in depth shortly. 

In  the  end,  at  any  given  time  during  testing  or  when  your  AI  initiative  is live, for each success pillar, you should be able to confidently answer the
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following questions:

 Three questions you should answer to determine if you have a successful AI initiative in production. 

 A positive answer to all three questions indicates true AI success. 

If the answer is yes for all three questions, this means that all three success

pillars  are  strong  and  you’re  observing  true  AI  success.  If  one  of  these pillars  is  “weak,”  you’ll  almost  certainly  notice  problems  in  some  form, such as customer complaints or stagnant business metrics. 

Several years ago, I helped a risk monitoring company that was struggling

to  get  a  grasp  of  their  emotion  classifier  (emotion  classifiers  predict emotions  such  as  “hate”  and  “fear”  on  some  given  text).  In  development, the company’s emotion classifier seemed to be performing well. But after

deployment, they started receiving a barrage of complaints from customers, 

grumbling  about  incorrect  and  missing  emotion  labels.  As  I  was

investigating  the  issue,  I  realized  that  the  company  had  only  evaluated model  success  in  development.  If  they  had  considered   user  success,  they would’ve known that customers were unhappy with the solution. If they’d

investigated model success in  production, it would’ve been clear that their emotion predictions were off. Finally, if they’d considered  business success, 

they may have noticed that customers were not engaging with the emotion labels. So, you can see how these three success pillars are important for AI

initiatives. 

Given  all  of  this,  you  should  only  fully  deploy  AI  solutions  once  your success  pillars  are  deemed  “strong.”  Of  course,  having  strong  success

pillars is unlikely in the initial stages; that’s why you test and iterate until

you’re ready for full deployment. 

WHEN DO YOU MEASURE SUCCESS? 

Measuring  the  success  of  AI  initiatives  can  happen  in  different

circumstances as follows. 

Circumstance 1: Building from Scratch

When  you’re  developing  a  solution  from  scratch,  you  need  to  ensure  that the  solution  is  working  as  expected,  starting  to  create  value  for  your business, and worthy of deployment. In this case, success measurement will

help you decide if you should iterate on the current solution, fully deploy it

as is, or start over. Success evaluation in this scenario partly starts during

development  and  continues  through  post-development  testing  (PDT).  (If

you recall, we discussed PDT and model deployment in Chapter 7.)

Circumstance 2: In Production with No Evaluation before

Deployment

Typically, you’d want to start evaluation of the success pillars before your

AI solution goes into production (Circumstance 1), but businesses usually

miss  that  opportunity.  In  many  cases,  companies  develop  and  deploy

models  only  to  realize  much  later  that  the  models  may  not  be  delivering value. 
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That’s when I get panic calls from clients. Often, they’re overwhelmed with

customer complaints due to poor model performance, or the client realizes

that specific business metrics are failing instead of improving. 

Fortunately, it’s never too late to evaluate success. Success measurement in

this  scenario  will  help  you  decide  if  it’s  wise  to  keep  the  solution  as  is, iterate on it, or start over. Suppose, through evaluation, you find the results

to  be  disappointing.  In  that  case,  you  may  choose  to  pursue  an  alternate solution  or  build  a  new  AI  solution  with  an  entirely  different  set  of assumptions. 

Circumstance 3: Evaluating an Off-the-Shelf Solution

AI  vendors  often  publish  impressive  model  performance  numbers  and

persuasive case studies. However, their solution hasn’t been tested on your

data and with your employees and customers. Consequently, you’d need to

ensure  that  the  solution  works  with   your  company  data  and  within   your workflow.  It’s  crucial  to  ensure  that  the  three  success  pillars  look  strong, even for an off-the-shelf solution. 

Circumstance 4: After Full Deployment

After  deployment,  some  of  the  evaluation  initiated  during  PDT  will

continue  to  be  instrumental  for  ongoing  success.  It’ll  help  inform  your company about how well the AI solution continues to create value for your

business. 

Let’s return to the ReviewCrunch example and walk with them through all

four scenarios. 

Circumstance 1: Building from Scratch

Remember,  ReviewCrunch  is  attempting  to  develop  an  AI  solution  from scratch.  After  developing  the  models  they  believe  will  accurately

accomplish this task, they’ll need to test the solution within their workflow

to  determine  if  it  meets  the  criteria  for  success  in  all  three  areas:  model success, business success, and user success. 

Of course, ReviewCrunch is unlikely to be successful in all three areas with

the first iteration. However, after several rounds of improvement, there’s a

good chance that their solution would be ready for deployment across the

organization. At any iteration, if the solution is underperforming across the

three pillars of success and doesn’t appear to be salvageable, ReviewCrunch

can return to the drawing board and start over. 

Here’s an example of how ReviewCrunch’s model development could go:
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 Three scenarios of how ReviewCrunch’s AI initiative could go when building from scratch. 

Circumstance 2: In Production with No Evaluation before

Deployment

Assume  ReviewCrunch  deploys  their  solution  without  initially  heeding

these  success  pillars.  As  a  result,  after  deployment,  they  realize  that  they don’t understand if the AI initiative is creating value for the business. 

In this scenario, they’d still need to evaluate their solution using the same

pillars,  but  this  time,  the  evaluation  would  happen  in   production.  Assume

that  while  evaluating  success  in  this  scenario,  ReviewCrunch  notices  that their  model  has  performance  issues  (model  success  at  risk).  They  also

notice  that  they’re  slower  in  reviewing  complaints  than  their  manual

approach (business success at risk). These are red flags that should prompt

ReviewCrunch  to  perform  a  thorough  investigation  and  make  a  decision:

iterate or go back to the drawing board. In this case, the latter could mean

considering an entirely different solution. 

Circumstance 3: Evaluating an Off-the-Shelf Solution

Now,  say  ReviewCrunch  decided  against  developing  a  solution  from

scratch. Instead, they’re testing a third-party tool for their review analysis

needs.  To  ensure  that  they’d  get  value  from  the  purchase,  they  must  first determine if the third-party solution works accurately on their data (model

success),  shows  early  signs  of  workflow  improvement  (business  success), 

and that users find the tool helpful and will continue to use it in months to

come  (user  success).  Such  testing  can  help  them  decide  if  a  solution  is worth  the  investment.  Moreover,  it’ll  allow  for  the  comparison  of

competing solutions. 

Here’s how ReviewCrunch’s decision-making could go when testing an off-

the-shelf solution. 
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 Three scenarios of how ReviewCrunch’s AI initiative could go when considering an off-the-shelf solution. 

Circumstance 4: After Normal Deployment

Suppose  ReviewCrunch  started  evaluating  success  after  development, 

during  PDT  (Circumstance  1).  After  seeing  acceptable  performance  in  all

three  areas  of  success,  they  decide  to  fully  deploy  the  solution,  while iterating  on  model  improvements.  To  ensure  that  model  success,  business

success, and user success remain acceptable with time, ReviewCrunch must

keep tracking metrics of interest. 

Now  let’s  try  to  get  a  more  in-depth  understanding  of  each  of  the  three

pillars of success by breaking them down. 

PILLAR 1: MODEL SUCCESS

Model success refers to how well your AI solution performs on a specific

task.  For  example,  how  accurate  is  your  model  in  correctly  diagnosing

patients  with  lung  cancer?  Or  what’s  the  model’s  false-positive  rate  in detecting  duplicate  content?  For  ReviewCrunch’s  task  of  complaint

detection from user reviews, they would likely be considering accuracy or

precision and recall.84 The metrics are always task dependent. 

To measure model success, collaborate with your AI experts to establish the

best  metrics  to  assess  model  performance—both  in  development

(DevPerform)  and  production  (ProdPerform).  The  reason  I  make  this

distinction  is  because  a  successful  model  in  development  does  not

automatically translate to a successful model in production. So, you need to

be  sure  you’re  tracking  model  performance  in  both  scenarios.  Plus, 

depending on the application, the way you measure success in development

can  be  different  from  how  you  assess  model  success  in  production—not

always  but  in  many  cases.  Also,  you  may  want  to  use  several  distinct

metrics in production. 

Let’s  take  a  product  recommendation  engine  that  generates  personalized

product recommendations as shoppers are browsing. In development, your

AI experts have access to a dataset for model development and evaluation. 

They  may  use  metrics  such  as  precision  and  recall  on  the  development

dataset because it’s static (meaning the correct answers don’t change). This

is how they measure the DevPerform. 

However, when the model goes into testing in production, that dataset is no

longer  applicable.  You  need  to  evaluate  the  recommendation  engine  in  a

“real”  setting  with  dynamic  recommendations.  With  this  in  mind,  in production, you could potentially perform a user study where specific users

rate their recommendations on a rating scale. The ProdPerform in this case

is  measured  using   user  ratings.  Alternatively,  you  can  also  track  click-throughs  to  see  if  users  are  engaging  with  the  recommendations.  In  this case, the ProdPerform is measured using  click-through rate. It’s important to  have  at  least  one  metric  (in  development  and  production)  that  you  can track  on  an  ongoing  basis  to  ensure  model  consistency  and  track  any

degradation. 

How to Evaluate DevPerform and ProdPerform

Once you’ve established model metrics, the next step is to determine how

well  your  model  is  performing,  to  start  with,  in  development.  Essentially, you’ll need to determine if the results are acceptable, but this is highly task

dependent.  For  example,  for  a  sentiment  classification  task  (sentiment

classifiers  predict  sentiment  polarity  such  as  “positive”  or  “negative”  on some given text), 80% accuracy and above is often considered acceptable. 

For a text summarization task, on the other hand, a 30% ROUGE precision

and  recall  is  quite  common  (ROUGE  is  a  standard  metric  to  measure  the quality  of  text  summarization  systems85). In  any  case,  your  AI  experts should tell you what’s acceptable and achievable for every AI problem. 

Once your model is performing adequately in development, you need to test

it during PDT. Additionally, after deployment, you need to ensure that it’s

still  performing  consistently.  To  evaluate  your  model  during  PDT  and

beyond,  you’ll  be  using  your  ProdPerform,  and  there  are  two  ways  to

evaluate. The first approach is to check if ProdPerform is close enough to

DevPerform.  The  second  approach  requires  you  to  ensure  that  metrics

established to measure ProdPerform fall within an acceptable range. 
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The  first  approach  only  works  if  the  metrics  to  measure  DevPerform  and ProdPerform  are   identical,  and  your  DevPerform  is  considered  “good”  or

“excellent”  in  its  category.  There’s  often  a  natural  degradation  in  model performance  when  it  goes  from  development  to  production.  Still,  if  the

margin  between  DevPerform  and  ProdPerform  is  too  wide,  that  means

there’s  a  serious  problem  with  the  model  or  underlying  assumptions  that

warrants further investigation.86

 The relationship between DevPerform and ProdPerform. When models go from development to production, there is a natural degradation. Margins that are too wide indicate model issues. 

In ReviewCrunch’s example, the performance metric used in development

can also be used in production. The only difference will be the evaluation

dataset. To ensure your ProdPerform is acceptable in this scenario, establish

an  acceptable  deviation  from  DevPerform.  If  this  target  is  not  met,  your
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development  team  should  make  model  improvements  and  re-evaluate

performance. 

But  what  if  the  production  metrics  and  development  metrics  are  not

identical?  That’s  where  the  second  approach  comes  in.  We  discussed  this earlier  in  the  case  of  a  product  recommendation  engine.  In  this  case,  you need  to  establish  what’s  acceptable  in  production.  For  example,  if  you’re expecting a minimum of 10% click-through rate, that’s the target you’d use

to determine if your model is successful in production. Just ensure that your

target is achievable. 

 How to decide if your model success pillar is strong. 

In the end, if both DevPerform and ProdPerform are considered acceptable

or close to reaching their targets, then your model success pillar is looking
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strong. Now it’s time to look into business success. 

Quick Tip: In the technical world, DevPerform is often

referred to as offline performance, and ProdPerform is

often known as online performance. I refrained from using the

technical terms to keep it clear which model performance

categories we’re evaluating. 

PILLAR 2: BUSINESS SUCCESS

Business  success  is  about  how  an  AI  automation  is  impacting  your

organization.  Is  it  resulting  in  time  savings?  Reducing  human  errors? 

Preventing  customer  churn?  To  measure  business  success,  you’ll  use  the

ROAIs  established  while  framing  your  AI  initiatives  (as  we  discussed  in Chapter 11). ROAIs are used during testing and much after deployment. 

To recall, ROAI stands for return on AI investment, and it measures change

over  a  baseline.  For  example,  if  the  goal  is  to  decrease  the  number  of incoming support questions, then measuring this reduction is an example of

ROAI. It ties in closely to the pain points you’re looking to ease with AI, 

along with the overall benefits the automation provides. You can use one or

more ROAIs for a single problem. 

Even  though  some  ROAIs  can  be  measured  in  the  short-term  and  are

therefore helpful to determine how well an AI initiative is proceeding, some

can take months or years to evaluate. In the ReviewCrunch example from

Chapter 11, the two ROAIs introduced were:

Reduction in time to analyze complaints (ROAI1)

Reduction in analyst turnover (ROAI2)
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While the impact to the first ROAI can likely be seen within one to three

months,  the  second  ROAI  may  take  a  year  to  show  changes.  This  means

that  the  first  ROAI  is  ideal  for  making  decisions  around  iterations  or  full deployment  of  the  AI  initiative.  (For  more  information  on  ROAIs,  read

Chapter 11.)

Here  are  several  things  you  must  do  to  measure  business  success  once

you’ve determined the business metrics of interest:

1. Establish a baseline for each metric (your starting point)

2. Set your expected ROAIs (your targets)

3. Continuously track ROAIs (the current improvement)

4. Continuously track the percentage of expected ROAI reached (the

intended improvement attained)

The  baseline  measurements  are  the  starting  values  on  which  you  hope  to improve.  The  ROAI  tells  you  if  there’s  a  move  from  the  baseline.  The

percentage  of  expected  ROAI  reached  tells  you  how  far  off  you  are  from your  target  improvement.  It  guides  you  on  a  path  forward  for  the  next iteration. 

Here’s  how  we  would  measure  business  success  based  on  the

ReviewCrunch example from Chapter 11. Let’s assume we’re starting with

the following metric, baseline measurement, and expected ROAI. 

Metric: review analysis time

Baseline Measurement: about twelve hours per day

average

Expected ROAI: 50% reduction in time to analyze

reviews (six hours)
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Now it’s time to measure the ROAI and expected ROAI reached. 

ITERATION 1

Current measurement: 11 hours to complete review

analysis

ROAI: 8.33% reduction in review analysis time

Expected ROAI reached: 16.67%

ITERATION 2

Current measurement: 8 hours to complete review

analysis

ROAI: 33.33% reduction in review analysis time

Expected ROAI reached: 66.67%

ITERATION 3

Current measurement: 7.5 hours to complete review

analysis

ROAI: 37.50% reduction in review analysis time

Expected ROAI reached: 75%

The following table summarizes this example in a tabular form. 
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 Tabular example of tracking business success with ROAI using the “review analysis time” metric from the ReviewCrunch example. 

Notice that in the first iteration, the ROAI is 8.33%, reaching roughly 17%

of  the  expected  ROAI.  This  is  a  good  sign,  as  the  ROAI  is  positive  and moving in the right direction. In the second iteration, with a 33.33% ROAI, 

almost 67% of the expected ROAI is reached. This means that the changes

made  in  the  second  iteration  is  moving  ReviewCrunch  much  closer  to  its goals. 

In  your  own  business,  you  want  to  see  similar  trends;  from  the  time  of testing,  look  for  a  positive  return  in  your  ROAIs.  It  may  take  several iterations to see a positive move. Still, as long as the short-term ROAIs start

moving  in  the  right  direction,  your  business  success  pillar  is  beginning  to look strong. 

Quick Tip: Before tracking your ROAIs, double-check

that you’ve established the right set of metrics. 

Otherwise, you may not observe a change, which can be

confusing and frustrating. Additionally, if you bucket metrics into

short-term and long-term metrics, you’ll know which to track first. 

The Relationship between Business Success and Model

Success

Model  success  is  a  means  by  which  one  achieves  business  success.  For

example, an 80% model accuracy may allow you to obtain 20% ROAI, and

a  90%  model  accuracy  may  allow  you  to  achieve  25%  ROAI.  As  you

improve  models,  the  ROAI  will  also  improve.  Yet,  there’ll  be  a  point  of diminishing returns. 

Let’s take the ReviewCrunch example. Say in the second and third iteration, 

you  get  a  93%  and  95%  model  accuracy,  respectively,  but  the  ROAI  has

stayed constant at 50% through the two iterations. This indicates that you

may  have  reached  the  point  of  diminishing  returns,  and  further  model

improvements  will  be  “nice  to  have,”  but  they  won’t  necessarily  improve business success. 
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 Model improvements can improve ROAIs, but there will be a point of diminishing returns. 

In  some  cases,  minor  model  improvements  may  not  make  a  difference  to

your ROAIs and can make them appear “stuck.” In this scenario, you may

need  a  significant  accuracy  bump  to  see  a  change  in  ROAI.  This  may

require you to build newer models with better underlying assumptions, data, 

and algorithms than trying to iterate on the current one. It could also be that

the problem is so complex that you cannot adequately solve it with existing

AI tools and technologies. In such a case, you may have to wait till newer

technologies emerge. 

Conversely,  in  some  scenarios,  models  that  seem  to  be  “low  performing” 

are  sufficient  to  help  move  your  ROAI  toward  its  target.  For  example,  a recommendation system may have a 30% recall at 10 in development. This

means  that  on  average,  out  of  ten  items  recommended,  only  three  are worthy  of  recommendation.  Even  though  this  appears  low  on  the  surface, 

don’t  be  surprised  if  it  pushes  your  sales-related  ROAI  over  the  expected ROAI. 

Bottom line: don’t wait for a perfect model to test business success, but of

course, models must pass a minimum quality threshold. 

PILLAR 3: USER SUCCESS

Most AI systems interact with people. They are the AI users, and they can

be your customers, employees, or vendors. In the ReviewCrunch example, 

the users are the analysts as they directly consume the AI output. Evaluating

user success requires that you understand user perception of the AI solution

and adoption of the technology. 

So  why  is  user  success  important  to  AI  initiatives?  That’s  because

regardless of how well your model performs or how much of the expected

ROAI is achieved, if the AI users are not satisfied with the solution, there’ll

be user adoption risks. Plus, by evaluating user success, you can surface a

range of unknown model and non-model issues just by talking to users. 

Let’s take the ReviewCrunch example. Suppose the primary ROAI relating

to time savings is moving in the right direction, but analysts must wait three

hours to access the AI output and take additional inconvenient steps in their

workflow.  This  can  be  off-putting  to  the  analysts  and  cause  them  to

abandon  the  solution  and  return  to  their  “old  way”  of  doing  things.  Such hidden issues are not easy to detect through quantitative evaluation alone. 

That’s where qualitative user feedback becomes handy. This feedback can

bring  up  all  sorts  of  problems  that  may  require  you  to  investigate  model issues, non-model issues, or train your AI users better. 
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 The types of issues that can surface through user success evaluation. 

Interviews

One way to collect these qualitative evaluations is to interview users. You

could select a handful of users and develop a series of questions to ask each. 

Typically, you’ll want to design these questions in collaboration with your

development  team.  Also,  the  interview  participants  should  ideally  be

diverse. For example, they could be from different business units, consume

the solution differently, or be at varying seniority levels. 

Here are some example questions that ReviewCrunch could ask its analysts

(who are the ultimate consumers of their AI solution):

Question 1: Are you able to easily review the automatically

extracted complaints?  (This question surfaces issues in the

 workflow.)

Question 2: What would you say about the quality of the AI output

that you’re seeing?  (This question surfaces “hidden” model issues.)

Question 3: Do you feel that the AI solution is making you more

productive?  (This question surfaces user satisfaction issues.)

Question 4: Do you see yourself continuing to use the AI solution

three years from now?  (This question surfaces user adoption risks.)
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As you conduct the interviews, look for patterns. Are three out of five users

complaining about model speed issues? Does the AI output make sense to

all users? Are users indicating that they’re unlikely to use the solution once

it’s fully integrated? 

Use  the  feedback  themes  to  guide  improvements.  For  example,  quality-

related  issues  may  require  model  fine-tuning,  while  usability  issues  may demand changes to the workflow. 

Surveys

Another  approach  to  collecting  qualitative  feedback  is  through  surveys.  If you have many users consuming the AI output, then surveys can help you

collect feedback at scale. Similar to interviews, you can formulate different

questions to ask users and even include open-ended questions. Additionally, 

just as you did with interviews, you can analyze the survey results to find

common themes in user feedback. Use the themes to guide improvements. 

For  both  surveys  and  interviews,  if  the  feedback  is  ridden  with  major

complaints or concerns, this is an indicator that your user success pillar is

still  weak  and  your  AI  initiative  is  not  ready  for  deployment.  If  the feedback is mostly positive with minor issues that can be easily fixed, then

you know that your user success pillar is on the right path. The bottom line

is  that  you  should  assess  the  problems  and  risks  to  determine  if  the  user success pillar is good enough to warrant deployment. 

The  table  below  summarizes  how  you  measure  each  of  the  three  success

pillars we’ve discussed so far. 
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 A summary of how you measure each success pillar. 

Before I show you how to put the success pillars into action, let’s quickly

discuss  the  mysterious  “non-model  issues”  or  “non-model  factors”  I’ve

been  talking  about  in  this  section.  Let’s  see  how  it’s  significant  to  the success of AI. 

NON-MODEL FACTORS

Earlier, we saw how model success impacts business success. Yet, there are

often  other  confounding  factors  that  impact  the  success  of  AI  initiatives. 

They show up as problems in the different success pillars. 

Years  ago,  when  my  development  team  was  evaluating  a  topic

recommendation  system,  we  noticed  that  user  engagement  with  the

recommendations were meager. This was found during a business success

evaluation. We conducted various experiments to pinpoint the issue. In the

end, we found that the problem was the placement of the recommendations

—a design problem. 

The recommendations were at the bottom of a long, scrollable page. As you

probably  know,  unless  a  feature  is  above  the  fold  or  prominently  visible, there’s a lower chance that users will see this feature, let alone use it. So, 

the problem with low engagement in this case wasn’t model related. It was

the user interface, a non-model factor. 

Such  non-model  factors  can  prevent  you  from  achieving  business  success

and can impact user success. 

There is a tendency for companies to blame models when users are unhappy

or  the  ROAIs  are  miserable.  That’s  an  easy  way  out,  as  models  don’t  get offended.  But  this  is  wrong.  The  majority  of  the  time,  if  models  are  well developed and tested, poor ROAIs are often caused by non-model factors. 

Also,  although  certain  complaints  from  the  AI  users  would  require  model improvements, many will be non-model related. Some common non-model

factors that impact AI success include:

1. A poor user interface

2. The lack of user training in consuming the AI output

3. Wrong metrics to measure ROAI

4. Network latency that causes delays in accessing the AI output

There can be many other non-model issues, which will arise as you evaluate

your business and user success. For instance, in the topic recommendation

example  we  saw  earlier,  a  design  issue  arose  during  business  success

evaluation. Non-model issues are unavoidable. Yet, by evaluating the three

success  pillars,  non-model  issues  will  naturally  surface,  allowing  you  to resolve them promptly and improve your AI outcomes. 
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 The success of an AI initiative consists of three core pillars: model success, business success, and user success. Non-model factors can also affect the success of AI initiatives, but problems can be discovered while evaluating the three success pillars. 

PUTTING THE THREE SUCCESS PILLARS

INTO ACTION

Now that you understand the three pillars that determine the success of AI

initiatives,  it’s  time  to  see  how  and  where  to  use  them.  We’re  going  to assume that you’re starting a new AI initiative, which you’ll be developing

from scratch. In essence, there are five stages from the start of development

through  deployment,  where  you’ll  either  prepare  to  evaluate,  measure,  or make a critical decision. 

Stage 1: Establish Metrics

In the early phases of the ML development life cycle, ideally before model

development,  it’s  important  to  establish  metrics.  Start  with  the  relevant metrics  to  measure  ROAI  (your  business  success).  Then  collaborate  with

your AI experts to establish metrics for DevPerform and ProdPerform (your

model  success).  Even  though  part  of  model  metrics  is  measured  by  your

development  team,  try  to  understand  what  the  metrics  mean  and  what

they’re measuring. These may take time to define, but you should establish

all metrics and targets before getting into PDT. 

Stage 2: Prepare for Evaluation

As development is underway, you should lay the groundwork for PDT. The

goal  here  is  to  set  up  the  foundation  so  that  later,  when  the  AI  model  is ready  for  use,  you  can  promptly  start  measuring  ProdPerform  (model

success  in  production)  as  well  as  your  ROAIs.  Some  of  the  preparation

work for PDT can include:

Hiring human evaluators

Engineering work to consume the AI results and for workflow

integration

Engineering work to collect click-throughs

Setting up dashboards

Stage 3a: Integrate Model and Measure Performance

If  model  performance  is  considered  acceptable  in  development,  you  can

start integrating your model to start PDT. What’s acceptable depends on the

task, and you can read more about it in the section on model success. 

Once your AI solution is ready for PDT, you want to do three things:

1. Track your ProdPerform

2. Track your ROAIs

3. Track your ROAIs against the expected ROAIs

Getting  reliable  measurements  for  your  ROAIs  and  ProdPerform  isn’t  an

immediate  process.  You’ll  have  to  wait  to  collect  sufficient  data  to  draw meaningful  conclusions.  Suppose  you  must  track  click-through  rates  to

measure ProdPerform. You must collect clicks for several weeks before you

can  interpret  numbers.  The  same  applies  to  your  ROAIs.  Say  you’re

measuring  the  reduction  in  time  to  analyze  reviews;  to  draw  meaningful

conclusions, you’ll need to measure review analysis time for a while. 

As  you’re  tracking,  first  ensure  that  the  model  is  performing  well  in

production.  If  you  see  issues  in  your  ProdPerform,  iterate  on  model

improvements until its performance is acceptable. Then look for a move in

your  ROAIs  and  observe  the  expected  ROAI  reached.  To  begin  with, 

observe the short-term ROAIs. Look for changes. 

If you start observing a positive move in your ROAIs, then you’re on the

right  path.  You  can  iterate  for  further  improvements  or  choose  to  stop  if you’ve  reached  targets.  Enhancements  may  involve  fine-tuning  models  or

fixing  non-model  issues.  As  you  make  changes,  keep  tracking  the

ProdPerform and ROAIs with every iteration. 

If  at  any  iteration  the  ROAI  numbers  don’t  change  or  you  see  a  negative return,  it’s  time  to  investigate  both  model  and  non-model  factors.  It’s critical that the collaborating teams perform a rigorous investigation before

drawing  conclusions.  Otherwise,  you  could  end  up  in  a  finger-pointing

situation, which helps no one. 

Long  ago,  in  one  of  the  teams  I  worked  with  at  a  large  corporation,  any poor ProdPerform and customer dissatisfaction was scapegoated on the ML

model  and,  through  association,  the  ML  developers.  Yet,  the  real  issue

wasn’t the model; it was doing what it was trained to do. As an outsider, it was clear to me that the model was used incorrectly. While the model was

optimized to process sentence-level text, the company occasionally fed the

model  paragraphs  and  confused  it.  Unfortunately,  due  to  clashing  egos, 

nobody  cared  to  listen  that  they  were  perhaps  misusing  the  model,  even though that’s what the data showed. As a result, they continued to struggle

for months to come. 

Don’t  fall  into  the  same  trap.  Ensure  a  fair  assessment  when  you’re

investigating  a  poor  ROAI.  In  the  end,  AI  initiatives  are  all  about

teamwork, and it’s a learning process for everyone. The more you learn as a

team, the smoother future iterations will be. 

Stage 3b: Collect and Evaluate User Feedback

Once you have a good grasp on your ROAIs and ProdPerform, you can start

collecting user feedback to evaluate the third pillar, user success. This will

provide  insights  into  how  users  perceive  the  integration  of  the  AI, 

additional model performance issues, and other non-model issues. Use the

insights to help you proceed appropriately. 

Similar  to  Stage  3a,  perform  a  fair  assessment.  If  there  are  model  issues, promptly inform the development team. If there are non-model issues, work

with the relevant teams to get those issues resolved. As you make changes, 

track  how  this  impacts  your  other  two  success  pillars.  Is  ROAI  getting better or worse due to the changes? Is your ProdPerform improving? 

This  phase  should  ideally  happen  after  several  iterations  of  strengthening your model success and business success pillars. These initial iterations will

help  you  fix  obvious  problems  before  you  start  soliciting  feedback  from users. Plus, you’ll be able to better structure your surveys and interviews. 

It’s  not  wise  to  get  into  user  feedback  too  early  in  the  PDT  phase,  as
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repeating  this  can  take  considerable  effort  and  time.  However,  you  will likely be conducting 3a and 3b at the same time eventually. 

Refer to Pillar 3: User Success to get ideas on structuring your interview or

survey questions to acquire user feedback. 

The table below summarizes the types of issues that could surface as you’re

evaluating your ROAIs, ProdPerform, and user feedback. 

 The types of issues each success pillar can surface when put into action. 

Stage 4: Stop and Integrate? 

Based  on  where  things  stand  in  terms  of  ProdPerform,  ROAI,  and  user

feedback,  you  can  decide  to  stop  iterating,  tie  loose  ends,  and  start  a  full deployment of the model if the initiative appears successful. Otherwise, you

can  shelf  the  initiative  and  document  lessons  learned.  Either  way,  your evaluation pillars would guide you. 

For example, suppose ReviewCrunch has gone through several iterations of

improvements and has even completed collecting user feedback (Stage 3b). 

Say ReviewCrunch determines that:

It has reached 80% of the expected ROAI. 

Its ProdPerform is acceptable. 

Analysts are pleased with the solution. 

There are no significant issues from a qualitative perspective. 

It’ll take many more months to improve the model to achieve a

higher ROAI. 

Essentially, all three success pillars appear strong for ReviewCrunch. As a

result,  ReviewCrunch  can  now  get  into  deployment.  ReviewCrunch  may

choose  to  deploy  the  current  model  while  also  having  their  AI  experts

continue  iterating  on  model  improvements.  Once  a  new  version  of  the

model  becomes  available,  it  can  be  tested  and  swapped  if  there’s  a

significant ROAI gain. 

 How Long to Iterate? 

When  you’re  iterating  to  fix  model  and  non-model  issues,  you  can  go  on iterating indefinitely and observe small incremental changes. But that’s not

a practical strategy. There should be a point where you say, “Hey, it’s safe

to deploy.” 

This  happens  when  all  three  success  pillars  are  strong  and  meet  their

minimum acceptable quality thresholds. The goal isn’t perfection but rather, 

meeting an acceptable bar. 

A  quick  way  of  evaluating  the  strength  of  each  success  pillar  is  to  assign scores on a rating scale to indicate the strength of each pillar. On a scale of

1–5, you can use 3 as the threshold for acceptable quality. For example, if

ReviewCrunch  meets  its  ProdPerform  target  or  is  very  close  to  it,  we  can assign a score of 3 because the model has reached the minimum acceptable

quality. If it exceeds the target, we can assign a higher score, and if it’s way

off, a much lower score than 3. If each pillar receives a “strength score” of

3  and  above,  you  can  consider  it  safe  to  deploy  and  choose  to  stop iterations.  Alternatively,  you  can  integrate  and  iterate  in  the  background. 

Scoring  is  optional,  but  if  you  feel  it  simplifies  decision-making,  then  go ahead and assign scores for each of the three areas of success. 

If you decide to iterate in the background, ensure that it makes sense. Say

nothing changes after many rounds of improvements (model or non-model

improvements), your ROAI is constant, and ProdPerform is about the same. 

Consider  stopping  iterations.  Additionally,  if  your  ROAI  has  reached  its target and beyond, decide if more ROAI gains will be beneficial or provide

limited value. 

The  following  table  provides  some  examples  of  when  you  may  choose  to

iterate versus integrate (i.e., deploy fully). 
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 Example of when you should iterate, integrate, or go back to the drawing board. 
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Stage 5: Continue Tracking ROAIs and ProdPerform

If  you  choose  to  deploy  your  AI  solution,  continue  monitoring  your

ProdPerform and ROAIs. This happens as part of Phase 6: Monitoring and

Feedback  in  the  ML  development  life  cycle.  Both  the  ProdPerform  and

ROAIs should remain constant or improve with iteration. For example, if an

existing model is replaced with a new and improved one, this should lift the

ProdPerform and ROAIs and not impact them negatively. 

In  summary,  these  stages  for  measuring  AI  success  are  necessary  when

you’re building a new AI solution from scratch. But what if you’ve already

deployed  your  AI  solution  (without  knowing  about  these  success  pillars)

and only now you’d like to evaluate? The difference will be in Stages 3 and

4. In Stage 3, instead of performing your evaluation during PDT, you’ll be

performing evaluation in production. Then, in Stage 4, instead of deciding

between  iterate  or  deploy,  you’ll  be  deciding  if  you  should  do  nothing, iterate, or consider an alternate solution. But what if you’re testing an off-the-shelf  or  prepackaged  solution?  The  stages  are  almost  identical  as

building  from  scratch;  the  only  difference  is  that  you’ll  not  have  the development  component,  and  iterating  could  mean  testing  a  different

vendor solution or improving customization on your data. 

SUCCESS: MEASURED! 

In  this  chapter,  we  learned  that  the  success  of  AI  initiatives  is  not  one particular metric. Instead, it’s supported by three pillars of success: model

success, business success, and user success, where one pillar of success can

influence the other. 

[image: Image 122]

Model success is measured using development performance (DevPerform)

and  production  performance  (ProdPerform).  Business  success  is  measured

using ROAIs, a process or task improvement over a baseline. User success

is evaluated using qualitative feedback from users. Each pillar would have

its own minimum quality requirements. 

For  an  initiative  to  be  ready  for  deployment  the  initiative  must  be  strong across  all  three  success  pillars.  You  don’t  need  perfection,  but  it  must  be acceptable. It may take several iterations to get there. Importantly, through

multiple iterations, you may also uncover that the initiative is strong in one

pillar  but  unable  to  improve  in  others,  allowing  you  to  document  lessons learned and start over. 

As  you’ve  seen  in  this  chapter,  making  decisions  around  AI  initiatives  is highly strategic. It’s like playing a game of chess to maximize your chances

of winning. This is why leaders managing AI initiatives need to be skilled

beyond a basic understanding of AI. From knowing how to spot promising

AI  initiatives  to  how  to  measure  the  success  of  these  initiatives,  leaders need in-depth AI management skills. Parts 3–5 of this book are critical for

building those skills. 

We’ve come to the end of Part 5, where you learned how to move your AI

initiatives from a vision to reality. To implement AI, you learned that you

could  outsource,  develop  in-house,  and  in  many  cases,  buy  off-the-shelf

solutions.  Nevertheless,  the  only  way  you’ll  know  if  these  solutions  are working and creating value for your organization is to measure the success

of these initiatives, which is what we learned in-depth in this chapter. 

C O N C L U S I O N

START NOW, START SMALL

In  2019,  Dell’s  technical  support  team  with  over  3,000  agents,  servicing 10,000  customers  a  day,  started  seeing  a  10%  reduction  in  call  times. 

Customers were getting off the phone faster, and agents were able to field

more calls. 

This impact was a direct result of Dell’s homegrown AI tool. 

Before the AI tool, agents worked through a maze of web links to get the

correct  set  of  troubleshooting  steps.  But  now,  the  homegrown  tool

streamlines  the  entire  process.  When  customers  call  in  to  report  product issues, the tool gives agents instant predictions of the best troubleshooting

steps  to  help  customers.  As  a  result,  25%  of  the  time,  agents  can  skip diagnosis  and  go  straight  to  providing  a  solution,  improving  the  overall customer experience. 

This  AI  tool  is  also  helping  agents  improve  service  accuracy  by  reducing the number of customers who have to call back. That’s because customers

are given the correct answers the  first  time. 

Such results can be your reality as well. 

Dell did not make changes all at once. They started small. They found areas in customer service that could benefit from AI, developed a prototype, and

grew from there. 

Becoming  AI-ready  and  AI-capable  is  a  journey.  It  doesn’t  happen

overnight. If you’ve read this book, you now have a good head start in that

journey. In this book, we went from a high-level overview of AI down to

measuring the success of AI initiatives, and we covered a lot of ground in

between. 

Specifically,  the  first  part  of  the  book  shaped  your  thinking.  We  learned what AI is and isn’t, helping you set expectations. Instead of thinking of AI

as  the  bot  that’ll  replace  your  job,  we  learned  that  AI  can  be  a  practical business tool. You can use it today to improve productivity, reduce human

errors,  and  even  boost  revenues.  We  also  learned  that  AI  is  not  a  silver bullet that will solve every problem. It’s meant for problems with specific

characteristics, and there are downsides to it. 

The second part of this book was all about application ideas. We discussed

different use cases of AI to improve efficiency in your business processes. 

We  also  discussed  ideas  for  applying  AI  on  complex  data  sources  for

making  deeper  data-driven  decisions,  specifically  using  intelligent  data

analytics (IDA). 

The third part of this book was critical. We went into ideas and strategies

for becoming prepared for AI. To set the context, we briefly reviewed the

ML development life cycle to help you understand what it takes to go from

an AI idea through development, deployment, and beyond. Then we learned

about  the  five  preparation  pillars  in  becoming  AI-ready—namely,  budget, 

culture,  infrastructure,  data,  and  skills  (B-CIDS).  To  put  these  preparation pillars into action, we learned the Jumpstart AI approach, which advocates

the  adoption  of  AI  using  short-term  strides.  This  approach  helps  you systematically close AI readiness gaps while also getting your hands dirty

with AI. 

In  the  fourth  part  of  this  book,  we  learned  all  about  finding  AI

opportunities.  We  first  learned  how  business-aligned  AI  opportunities

emerge.  Then  we  explored  a  repeatable  framework  for  discovering  high-

impact AI initiatives (HI-AIs)—the most promising AI opportunities from

an implementation and business perspective. As part of this framework, we

learned  how  to  spot  potential  AI  initiatives,  frame  these  initiatives  for clarity and measurability, assess feasibility, and score initiatives to surface

the HI-AIs. All this to lay the groundwork for successful outcomes. 

Finally,  in  the  last  part  of  the  book,  we  discussed  how  to  bring  your  AI vision  to  life.  As  Thomas  Edison  said,  “Vision  without  execution  is

hallucination.”  To  move  your  AI  vision  to  reality,  we  compared  and

contrasted  the  buy,  build  in-house,  and  outsourcing  strategies  to  get  AI solutions in place. We further went into how to measure the success of AI

initiatives. If you don’t measure, you will never know what AI is doing for

you. We learned that the success of AI initiatives is not just about how your

model performs. It’s made up of model success, business success, and user

success, and we went into detail about what each of these meant. 

READY? TAKE ACTION! 

To start putting things into action, define your goals and assess your current

situation.  Say  you’d  like  to  become  AI-ready  within  five  years,  but  you know  for  a  fact  that  your  company  has  data  struggles.  Now  you  need  to develop a plan to reach those goals given your current situation. Here are

two examples of the current situation and corresponding goals and ways to

achieve those goals. 

“My Company Is Data-Ready, and We Want to Become AI-

Ready.” 

Although your company may be collecting, storing, and warehousing data, 

there  could  be  other  AI  readiness  gaps.  Go  back  to  Chapter  9  and  work through the Jumpstart AI approach to identify and address all AI readiness

gaps and get started with AI. 

“My Company Is AI-Ready, but We’ve Yet to See Any Value from

AI.” 

For  this,  it’s  critical  to  get  the  framing  of  AI  initiatives  and  success measurements right. Reread Chapter 11 (the section on framing) and 14 and

follow  the  strategies  there  to  establish  metrics  and  assess  the  success  of your AI initiatives. Based on what you find, you may choose to keep some

initiatives, iterate on others, and shelf the rest. 

Regardless  of  your  starting  point  and  your  desired  goals,  you  can  fill  the gaps in between using this book as a guide. Start small and work your way

up. 

TIME IS OF THE ESSENCE

As  we’ve  all  experienced,  the  COVID-19  pandemic  has  taught  us  that

organizations can no longer rely on a 100% human workforce. The risk is

just  too  high.  We  need  a  hybrid  setup.  Tasks  that  can  be  automated  away should be done so appropriately. Some will lend themselves to AI, some to

robotic  process  automation  (RPA),  and  some  to  mechanical  machines  and

robots. Importantly, there will be many tasks that no robot or AI can do as

well as humans. 

Although AI is portrayed as this futuristic technology, you and I know that

it’s relevant to business problems of today. If you look into some of your day-to-day business operations, there’s a chance that you’ll find several AI-suitable problems. 

But getting the foundation right for AI is a long journey. 

It takes time to make cultural shifts, hire and train employees, find the right

opportunities  to  invest  in,  and  truly  reap  the  benefits  of  AI.  Your  journey can take a year or maybe even five. Unfortunately, the longer you wait, the

harder it’ll be to catch up when it really matters, such as the next pandemic

or when a competitor shows up out of nowhere. 

Here’s the good news: you don’t have to wait. The tools and resources to

help businesses like yours get started with AI are all out there. If you need

to set up your AI infrastructure, you have a list of vendors to choose from. 

If you need to train employees to help them leverage AI, there are corporate

AI trainers and self-paced courses for different types of employees. It’s all

within the realm of possibility for small and large businesses to get started

with AI today. So, take the next step, follow the guidelines from this book, 

and  start  putting  things  into  action.  With  time,  your  organization  will become  more  productive,  make  better  decisions,  and  delight  your

customers. Eventually, AI will give you an edge in your industry. 

At any point, if you’re stuck or have any questions, you can contact me at

 kavita@opinosis.ai. 
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BONUS RESOURCES

All  the  bonus  resources  from  this  book  are  available  at

 AIBusinessCaseBook.com. Once  you  register,  you’ll  get immediate access to all resources, such as:

• Glossary of terminology specifically curated for readers of

this book

• AI readiness assessment

• Rubrics for identifying AI readiness gaps

• Visuals for discovering potential AI initiatives

• I2R2 scoring template

• And many more! 

I hope you’ll find these resources useful in your AI journey. 

LIKED THIS BOOK? 

If you found this book useful, the best way you can thank me is by leaving

an honest review at  reviews.AIBusinessCaseBook.com. 

I’m on a mission to change the status quo of AI in business, where I’d like

to  see  many  more  successes  in  the  adoption  of  AI.  Your  review  will  be  a catalyst in that journey. It can help get the book into the hands of the right

readers  and  spread  the  knowledge  from  the  book  as  far  and  wide  as

possible. 

Thank you for your help, and I look forward to staying in touch. 

ABOUT THE AUTHOR

Kavita Ganesan is the founder of Opinosis Analytics and an AI strategist, 

educator, and consultant. 

With  over  fifteen  years  of  experience  in  the  field,  Kavita  has  advised Fortune 500 companies as well as midsize to smaller organizations and has helped  deliver  numerous  successful  AI  initiatives.  She  also  helps  leaders and  practitioners  around  the  world  through  her  blog  posts,  coaching  and training sessions, and open-source tools. 

Kavita holds graduate degrees from top computer science programs in the

US—specifically,  a  master’s  degree  from  the  University  of  Southern

California and a PhD from the University of Illinois at Urbana Champaign

—specializing in applied AI, NLP, and search technologies. 

Contact Kavita at  kavita@opinosis.ai to inquire about having her work with your  company  or  speak  at  your  event.  To  learn  more  about  Kavita,  visit

 www.Kavita-Ganesan.com. 

CONNECT WITH ME

If you would like to continue hearing from me, the best way to stay in touch

is  through  my  AI  mailing  list,  which  you  can  subscribe  to  at

 mailing.AIBusinessCaseBook.com.  Also,  feel  free  to  connect  with  me  on

LinkedIn at  LinkedIn.com/in/Kavita-Ganesan. 

You can also learn more about me on my personal website at:  www.Kavita-

 Ganesan.com. 

Lastly, if you have questions about having me do work for your company

through  consulting,  training,  and  workshops,  send  me  an  email  at

 kavita@opinosis.ai. 

BULK ORDERS

As Stephen King says, “Books are a uniquely portable magic.” Giving one

good  book  to  someone  can  change  how  they  think  about  a  subject  and

improve their understanding of the topic. 

If you enjoyed this book and feel that your team, customers, talk attendees, 

or  students  can  benefit  from  reading  it,  my  team  and  I  can  help  you  with bulk  orders  at  discounted  rates.  To  get  the  process  started,  email

 books@opinosis.ai. We’ll be thrilled to hear from you. 
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