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Chapter 1

Introduction

1.1

Basics of Physical Layer Security

Wireless communication is one of important means for connecting everyone from anywhere in the world at any time. Though the prevalence of wireless technologies brings many advantages, the nonnegligible fact is that the users are more exposed to the attacks of adversaries due to the broadcast nature of wireless signals. In view of that, the communication security has been drawn more and more attention. 

The traditional manner to reinforce the security of communication is to use the encryption techniques to protect user data in the upper layers of the communication stack. Even though current efforts provide solutions from certain perspectives, these methods are neither adaptive nor flexible enough to provide security mechanism due to the computational tasks and system complexity. Furthermore, the characteristics of wireless channels, such as difference, reciprocity and so forth, make it possible to transmit signals safely between transmitter and receiver in the physical layer. Such an idea has been verified to effectively improve the security of communication. With the development of wireless communication techniques, physical layer security has become one of hot topics. In this section, we will give some brief introduction about physical layer security from concept, technical evolution, to its applications in wireless networks. 

 1.1.1

 Concept and Evolution of Physical Layer Security

1.1.1.1

Shannon’s Pioneering Work

The typical network where issues of secrecy and confidentiality are considered in the physical layer is a three-node system involving a transmitter, a legitimate receiver, and an adversary, wherein the transmitter wishes to send a private message
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Fig. 1.1 Shannon’s model of a secrecy system

to the receiver without the interception or attack from the adversary. Generally, the transmitter, the receiver, and the adversary are often referred to “Alice”, “Bob”, and “Eve”, respectively. The basic principle of physical layer security can be traced back to the information-theoretic model of crypto-system introduced by Shannon. 

In his classic treatise in 1949 [1], Shannon presented a secrecy system where a non-reusable private key  K  is used by both the transmitter and legitimate receiver to encrypt the confidential message  M.  M  is encrypted into a codeword  C, which can be also observed by the adversary during the transmission, as shown in Fig. 1.1. 

Herein, the perfect secrecy can be achieved if the  a posteriori  probability of the secret message calculated by the adversary is equal to the  a priori  probability of the message [2]. From the information-theoretic perspective, it can be expressed as H.  M j C/ D  H.  M/; 

(1.1)

where  H.  M j C/ is the conditional entropy of the message under the given cryptotext C, or the eavesdropper’s  equivocation. Equation (1.1) can be expressed in a more familiar manner

 I.  M I  C/ D 0; 

(1.2)

where  I.I / is mutual information. Equation (1.2) indicates that  M  and  C  are statistically independent. The absence of correlation ensures that there is no method for the adversary to obtain the message. So the  perfect secrecy  can be guaranteed only if  H.  K/   H.  M/, i.e., the secret key  K  should have at least as much entropy as the message  M, or the uncertainty about the key must be at least as high as the uncertainty about the message [3]. 

A classic method to achieve the perfect secrecy is Vernam’s one-time pad cipher

[4] in the subsequent years, where the binary message or ciphertext is XORed. 

However, it is hard to be implemented in practice because it needs to produce a huge number of random keys, which needs to be managed and assigned in a more difficult way. 
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3
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Fig. 1.2 Wyner’s wiretap channel model [5]

1.1.1.2

Wyner’s Wiretap Channel

In 1975, Wyner led to a new era in information-theoretic security by proposing the wiretap channel  in [5]. Compared with Shannon’s original secrecy system, Wyner’s system considered random noise channel which is regarded as an intrinsic element of physical communications, and both the legitimate channel and wiretap channel are modeled as the discrete memoryless channels (DMC). Besides, the transmitter encodes the message  M  into a codeword  Xn  consisting of  n  symbols, where  Xn  D

Œ X 1; : : : ;  Xn, and then is sent to the legitimate receiver as a degraded message  Yn, where  Yn  D Œ Y 1; : : : ;  Yn and via a wiretap channel to the adversary as  Zn, where Zn  D Œ Z 1; : : : ;  Zn, as shown in Fig. 1.2. 

In addition, Wyner suggested an alternative definition for the perfect secrecy. 

Instead of holding the Eq. (1.1), a new secrecy condition is required that the equivocation rate Re  D .1= n/ H.  M j Zn/ should be close to the  entropy rate R  of the message .1= n/ H.  M/ when  n  is sufficiently large. Note that  R   Re  D .1= n/ I.  M I  Zn/

means the information that is leaked to the adversary. Thus, message  M  is gradually perfectly secure from the adversary if .1= n/ I.  M I  Zn/  " [6]. Moreover, Wyner defined the  secrecy capacity  as the supremum of achievable transmission rates to the legitimate receiver at which one can guarantee reliability and information-theoretic security against the eavesdropper. 

1.1.1.3

General Wiretap Channel Scenarios

After Wyner’s far-reaching work, in 1978 Csiszàr and Körner considered a non-degraded version of Wyner’s system in broadcast channel with two receivers [7], as shown in Fig. 1.3. Private message is transmitted to the first receiver and common message is transmitted to both receivers, while keeping the second receiver as ignorant of the private messages as possible. They obtained the characterization of private message rate, equivocation rate, and common message rate, with achievable triples. In this case where no common messages exist, the secrecy capacity is achieved by maximizing overall joint probability distributions such that a Markov

4
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Fig. 1.3 General wiretap channel model (Csiszàr and Körner’s work) chain  V !  X !  YZ  holds, is defined as

 Cs  D

max

 I.  V I  Y/   I.  V I  Z/; (1.3)

 V!  X!  YZ

where  V  is a purposely designed auxiliary variable. Moreover, when the wiretap channel is degraded, i.e.,  X,  Y,  Z  form a Markov chain  X !  Y !  Z, the secrecy capacity expression reduces to [8]

 Cs  D max  I.  X I  Y/   I.  X I  Z/: (1.4)

 X

We can see that due to the Markov chain, there is no need for channel prefixing, so the auxiliary random variable  V  disappears. 

Soon after, in [9] Cheong and Hellman examined the secrecy capacity for Gaussian degraded wiretap channel, assuming that all channels are discrete memoryless real channels. They presented that both the legitimate channel and wiretap channel can be maximized, and the secrecy capacity is the difference between the capacities of the main and wiretap channel, which can be given by
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where  P  is the transmit power,  2 and  2 are the variances of noise in legitimate M

 W

channel and wiretap channel, respectively. In general, it is expected that the legitimate channel has a larger Signal-to-Noise Ratio (SNR) than that of the eavesdropper, so the secrecy capacity should be a positive value which can be expressed as

 Cs  D Œ CM   CW  C; 

(1.6)

where Œ x C D max.0;  x/. 
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Moreover, the secrecy capacity in complex Additive White Gaussian Noise (AWGN) fading channels has been investigated by many researchers and can be expressed as [10, 11]

 P  j  hM  j2

 P  j  hW  j2

 Cs  D Œlog2.1 C

/  log

/C; 

(1.7)

2

2.1 C

2

 M

 W

where  hM  and  hW  are the channel gains of legitimate and wiretap channel, respectively. In the following parts of this book, we only consider the complex AWGN fading channels for convenience. 

1.1.1.4

Multiple-Antenna System

With the development of wireless techniques, the communication facilities can be equipped with multiple antennas. By exploiting multiple antennas on the transmitter and receiver, i.e., Multiple-Input-Multiple-Output technique (MIMO), the reliability and efficiency of communication system can be significantly improved. It has been verified that the MIMO technique is one of the most powerful tools for secure communications. The work by Hero [12] was the first to consider secret communication in a MIMO system, promoting a concerted development in terms of applying and extending the single-antenna wiretap model to a multi-antenna one. In a general scenario where a fading MIMO wiretap channel is considered, Alice, Bob, and Eve are equipped with multiple antennas, namely Multiple-Input-Multiple-Output Multiple-antenna Eavesdropper (MIMOME) as shown in Fig. 1.4. 

In this case, the secrecy capacity can be expressed as [13]
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Fig. 1.4 MIMO wiretap channel model (MIMOME)
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where Kx is the covariance matrix of the transmit signal x,  P  is the power constraint, Hb 2 CNrNt and He 2 CNeNt are the MIMO complex Gaussian channel matrices of legitimate link and wiretap link, respectively. 

With the fast development of MIMO techniques, both the industrial and academic fields were also inspired and paid more attention on physical layer security by considering other scenarios. The basic system model has been extended to a more complicated one, such as multiple antenna channel [15], relay channel [16], 

interference channel (IFC) [17], multiple access channel (MAC) [18], and multiuser channel [19], etc. 

 1.1.2

 The Relationship Between Cryptography and Physical

 Layer Security

1.1.2.1

The Differences Between Encryption and Physical Layer Security

Figure 1.5 illustrates the fundamental differences between cryptography and physical layer security [20]. Cryptographic encryption is a conventional way for protecting data transmission. In general, related methods are implemented in the upper layer of the protocol stack of the networking architecture to achieve information security. The basic idea of cryptography is using a  secret key  to encrypt the transmitted signal at the source and convert it into ciphertext. For instance, the combination of state-of-the-art algorithms like Rivest-Shamir-Adleman (RSA) and Secure Message

Secure Mesage
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Physical layer
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Fig. 1.5 The difference between cryptography and physical layer security approaches [20]. (a) Cryptography. (b) Physical layer security
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the Advanced Encryption Standard (AES) is deemed secure for a large number of applications [21]. But it is true that for the encryption systems, the secret key distribution and management is very vulnerable in wireless networks, since the eavesdroppers can easily intercept the transmission of secret key due to the broadcast nature of the wireless medium. In contrast, physical layer security approaches can prevent data transmission form interception, by exploiting the characteristics of wireless channels via appropriate signaling and channel coding without upper layer data encryption. One of the most important advantages of physical layer security comes from the facts that the related approaches achieve provable security regardless of the unlimited computational power the eavesdroppers may possess. However, we must admit that there are also some disadvantages in physical layer security. It always relies on average information measures, so it might not be possible to guarantee confidentiality with probability one [22]. Moreover, we also need to make assumptions about the conditions of the communication channels that might not be accurate in practice. 

1.1.2.2

Cooperating with Upper layers: Cross-Layer Protocols for

Physical Layer Security

Although Fig. 1.5 indicates that the secrecy approaches at physical layer can guarantee the security independently of cryptography, it also has potential to cooperate with upper encryption methods for further enhancing security performance. Designing protocols that combine traditional cryptographic techniques with physical layer techniques, which are so called  cross-layer protocols, is also a promising way. 

An essential part of this research is how to design a standard that makes an accurate assessment on the performance of cross-layer designing schemes. Xiao et al. [23] considered that in a wireless sensor network, the cross layer design should work collaboratively to detect the adversaries while enabling the efficient power consumption. A cross-layer scheme for secure communication in an MIMO system has been proposed in [24], which combines the spatial modulation and upper layer key stream. This scheme can effectively control the space modulation/demodulation process by sharing two control sequences between two legitimate users, which are formed by the upper layer key stream. Unknown the control sequences, the eavesdropper can only use the traditional spatial demodulation method to guess the control sequence so the eavesdropper is impossible to restore the original signal. 

Besides, a cross-layer security policy in a relay cooperative network has been studied in [25]. In the proposed scheme, some of the relays cooperate for enhancing physical layer security performance, while the others ensure information security rely on upper layer crypto-system. In [26], medium access control (MAC) layer is exploited to further improve the secure communication of the physical layer. The design of MAC protocol used to consider the link quality, transmission rate, and transmission delay. But in this scheme, MAC protocol will accomplish the packet transmission, when the secrecy rate or secrecy capacity satisfies the requirement for guaranteeing the secure transmission in the physical layer. Otherwise,the transmission will stop so as to achieve the secure transmission of communication. 
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 1.1.3

 Classification of Attacks in Physical Layer Security

According to the different abilities of illegitimate nodes, attacks in the physical layer security can be categorized into two aspects: passive attacks and active attacks. 

• Passive attacks: illegitimate node plays a role as an  eavesdropper  which does not transmit any signal so it can conceal its presence. Therefore, it is not going to disrupt network operation, and the goal of the node is to intercept transmitted information from legitimate wireless channels [27]. In some cases, such node can further analyze the information received from Alice. Thus, we have to prevent the eavesdroppers from intercepting the information by elaborately designing the signal. 

• Active attacks: illegitimate node is able to afford the risk of being detected by the legitimate nodes, and then it has a powerful ability to actively attack. Such node plays a role as a  spoofer  to transmit a deceiving signal to generate confusion at Bob, intercepts and forges messages to deteriorate the security performance. 

Such type of attacks is also referred to  masquerade attack [28]. On the other side, malicious node also has capability of being a  jammer  to transmit a noisy signal to Bob for interrupting the communication [29]. When Bob receives desired signal and jamming signal at the same time, legitimate signal would be less trustworthy. 

Therefore, the signal would not be decoded. Active attacks can significantly influence the normal network operations because an adversary often tries to change the network data. When the attack is held, it needs to be identified by legitimate users, and the signal needs to be protected accordingly. 

 1.1.4

 Performance Metrics in Physical Layer Security

The conventional encryption systems always testify the performance of the encryption algorithm by measuring the number of attacks that the system suffered. In contrast, there are different performance measurements in physical layer security according to different communication scenarios. 

1.1.4.1

Key Factor: Channel State Information (CSI)

In wireless communications, channel state information (CSI), which is sometimes also known as channel gain, refers to the knowledge of channel properties about a wireless communication link. CSI describes how a signal propagates from the transmitter to the receiver and represents the corresponding effect, such as scattering, fading and power attenuation with distance. The CSI makes it possible to adapt transmissions to current channel conditions, which is crucial for achieving reliable communications with high data rates in multi-antenna systems. The method for obtaining CSI is called channel estimation. In general, the CSI at the transmitter and receiver is different, and the CSI at the transmitter is referred to CSIT and the other at the receiver is referred to CSIR. 
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Typically, the CSI can be classified as two categories: namely  instantaneous CSI and  statistical CSI. 

• Instantaneous CSI: the channel conditions in the current time slot are known, which can be regarded as having the knowledge of the impulse response of the filter. Instantaneous CSI gives an opportunity to allow the transmitted signal to adapt the impulse response and thereby optimize the received signal for achieving higher data rate and lowering bit error rates. In some cases where the instantaneous CSI of whole wireless nodes are known, we can say that the  full

 CSI  of the wireless communication system is known. 

• Statistical CSI: when the instantaneous CSI cannot be obtained, a statistical characterization of the channel can be used. This knowledge generally involves some statistical information, such as the fading distribution, the average channel gain, the line-of-sight (LoS) component, and the spatial correlation. Similar to the case of instantaneous CSI, this information also can be used for resource optimization or scheduling. In some cases where the instantaneous CSI of some nodes and the statistical CSI of others are known, we can say that the  partial CSI

of the system is obtained. 

The availability of CSI plays a very important role in designing the optimal transmission strategy and choosing a proper secrecy performance metric in physical layer security. In general, in order to maximize the achievable secrecy rate, both instantaneous CSI of main channel and wiretap channel are needed. Once the full CSI is available, secrecy performance can be considerably improved by maximizing the received SNR at the destination, while minimizing the received SNR at the eavesdroppers. However, in practice, full CSI may not be obtained due to the estimation error, or the intentionally concealing of eavesdropper, which will negatively impact the secrecy performance. For example, when CSI estimation error exists, jamming signals for disturbing eavesdroppers cannot be perfectly eliminated at the destination, which will cause interference to the legitimate channel consequently. Likewise, lacking of eavesdropper’s CSI will impact the signal design at the transmitter to protect against interception. In this case, we often assume that the statistic CSI of the wiretap channel can be obtained according to the propagation environment, to maximize the ergodic secrecy rate or minimize the secrecy outage probability. Next, we will give some details about the corresponding performance metrics. 

1.1.4.2

Secrecy Rate

In most cases, the problem of obtaining secrecy capacity is very difficult since we have to solve a optimization problem with probability distribution of transmitted message  X. The secrecy rate of Gaussian noise wiretap channel is defined as the difference between the achievable rates of the main channel and the wiretap channel with Gaussian codebook [30]. It can be expressed as Rs  D Œ Rb   Re C; 

(1.9)
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where  Rb  and  Re  are the achievable rate of legitimate link and eavesdropping link, respectively. In general, secrecy capacity  Cs  is the maximum achievable perfect secrecy rate  Rs. 

1.1.4.3

Ergodic Secrecy Capacity/Rate

Secrecy capacity/rate is often used under the assumption of fixed channels, and usually does not take the channel fading into consideration. To characterize the time varying feature of a channel, the ergodic secrecy capacity is considered if the secrecy message spans sufficient channel realizations to capture the ergodic features of the channel. Ergodic secrecy capacity measures the average ability of secrecy transmission over fading channels, which can be achieved by performing rate and power adaption according to CSI. 

Ergodic secrecy capacity is for the case of both CSI of the main channel and legitimate channel are known, and the case of only CSI of main channel is known, have been investigated in [31]. If the full CSI is known, it means that the probability density function (PDF) can be obtained. Likewise, knowing the partial CSI means that only the PDF of main channel can be obtained. Averaging over all fading realizations, we can formulate the ergodic secrecy capacity of fading channels with full CSI as [31]
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where  hM  and  hE  are the channel gains of main channel and wiretap channel, respectively.  f .j hM j2/ and  f .j hE j2/ are the PDFs of j hM j2 and j hE j2, respectively. 

Ef P.j hM j2 ; j hE j2/g   P  means the optimal power allocation policy should satisfy the average transmit power constraint. Similarly, when only the channel gain of the legitimate receiver is known at the transmitter, the secrecy capacity is written as [31]
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Note that the optimal transmission scheme is allowed only when j hM j2 > j hE j2. 

Though Eqs. (1.10) and (1.11) have a similar form, the optimization of power control policies are different according to the obtained CSI. 

The achievable ergodic secrecy rate is strictly smaller than secrecy capacity. 

Nevertheless, in most cases it is more computationally efficient, which is usually taken as the optimization objective function, being a lower bound of the ergodic secrecy capacity [32]. 

1.1.4.4

Secrecy Outage Probability

In some scenarios, Alice does not have the perfect CSI of Bob and Eve. Therefore, the secrecy outage probability is considered as the performance metric. When the current secrecy rate  Rs  is not more than a pre-defined threshold  R 0, the secrecy outage occurs, which means the current secrecy rate cannot guarantee the security requirement. The secrecy outage probability is the probability for measuring the likeness that the secrecy outage happens with a particular fading distribution [33]:

 Pout  D  Pr f Rs <  R 0g;  R 0 > 0: (1.12)

Equation (1.12) can be interpreted as two aspects: (1) it involves the outage probability that Bob cannot decode the received signal from Alice; (2) it also involves how safe about the transmit signal from Alice. 

1.1.4.5

Secrecy Outage Capacity

The largest secrecy rate that can be achieved with a certain outage probability is referred to secrecy outage capacity. Mathematically, the secrecy outage capacity can be defined as the largest secrecy rate  R 0 when the secrecy outage probability is less than or equal to a certain value "0 [33]:

 R 0 D  P 1." 

 out

0/; 

(1.13)

where  P 1./ is the inverse function of Eq. 1.12. Therefore, perfect secrecy trans-out

mission at a rate  Rs  can only be guaranteed by a probability 1   Pout. 

1.1.4.6

Secrecy Region/Outage Secrecy Region

Secrecy region is used to measure the security performance from the perspective of large scale fading channel, which is defined as a geometrical region in which the secrecy capacity is positive. Assume that .  xe;  ye/ is the coordinates of the eavesdropper, secrecy region can be expressed as a set of coordinates [34]

 Rregion  D f.  xe;  ye/;  Ce.  xe;  ye/ <  Cm g; (1.14)
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where  Ce.  xe;  ye/ is the capacity of the wiretap channel with geographical coordinate

.  xe;  ye/,  Cm  is the capacity of main channel. In addition, secrecy region also can indicate that a region in which Eve cannot appear. In [35], Chang et al. proposed a similar term  secure zone  in which inside a certain radius of the transmitter, the eavesdropper is not present. 

Besides, Li et al. first proposed  Outage Secrecy Region (OSR) [36]. For a given transmission rate  R 0 and a pre-defined outage probability ", OSR is defined as a region in which the secrecy outage probability with the given  R 0 is not larger than

", and can be formulated as

 Rregion out  D f e j Pout.  R <  R 0/  "g; (1.15)

where  e  is the geographical coordinate vector of Eve, with respect to the position of Alice, which is chosen to be the origin of the coordinate system. 

1.1.4.7

Secrecy Degrees of Freedom

In some scenarios, especially where multiple users exist, it is hard to find the exact secrecy region. In such case, the secrecy degrees of freedom (SDoF) is studied [37, 

38], which is the pre-log1 of the secrecy capacity at high SNR and captures the asymptotic behavior of the achievable secrecy rate in high SNR regime. The SDoF

can be formulated as [39]

 Rs./

 SDoF  D lim

; 

(1.16)

!1 log2./

where  represents SNR. 

1.1.4.8

Other Performance Metrics

According to different scenarios in terms of physical layer security, some conventional measurements can be used to test the security performance, such as SNR, signal-to-interference plus noise ratio (SINR), mean square error (MSE), and bit error rate (BER), etc. By using such measurements, the system security can be improved while the quality of service (QoS) and the effectiveness of the coding scheme can be guaranteed. For example, strategies of physical layer security based on signal processing method can take advantage of more traditional performance metrics by designing transmission schemes for decreasing the BER at eavesdroppers to pre-defined thresholds [40]. 

1For the case in which capacity increases logarithmically in the SNR, pre-log means the asymptotic ratio between channel capacity and the logarithm of SNR. 
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Moreover, the energy consumption is also an inevitable problem. In general, a myriad of optimal power allocation schemes are proposed to achieve the maximum secrecy rate/capacity. And in recent researches, a novel criteria  secrecy energy efficiency (SEE) [41] is widely used which is defined as the ratio between the channel capacity and total consumed energy [42], 

 Cs

 SEE  D

bits=joule; 

(1.17)

 Etotal

where  Cs  is the secrecy capacity and  Etotal  is the total energy consumed by the system. 

1.2

Overview of Wireless Cooperative Networks

The origin of  cooperate  comes from the Latin words  co-  and  operate, whose connotation is “working together”. Cooperation indicates the process of a group of people or animals working together for achieving a common goal or mutual benefit. Inspired by the cooperative behaviors in nature, especially among human beings, researchers exploit ideas of cooperation in terms of wireless communication networks. In the past decades, wireless cooperative networks are gaining more and more attention since such network paradigms can remarkably improve capability of wireless communications and provide a more flexible environment. In the following part, we will illustrate the concept of cooperation in terms of classification, technical aspect, and some typical applications. 

 1.2.1

 Classification of Wireless Cooperative Networks

Cooperation has different connotations and meanings in wireless communications. 

Fitzek’s book [43] gave the detailed description of classification of cooperation in wireless networks. Here we categorize the cooperative wireless networks mainly from the technical perspective, in which cooperation in wireless networks involves a number of techniques making use of the synergetic interaction of wireless partners for achieving high performance. From an upper layer aspect, or so-called “macro” in Fitzek’s book, techniques like cooperative diversity, cooperative coding, cooperative protocols, etc, can be used for enhancing the performance. Besides, from a lower layer aspect, or so-called “micro” in the book, cooperation includes the concreted designs of virtual staff, such as signals, functions, algorithms, processing elements, etc., based on different scenarios and requirement of wireless communication environment. Figure 1.6 illustrates the classification of cooperation in wireless networks as described above. Now we will consider some examples of practical applications. 
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Fig. 1.6 Illustration of classification of cooperation from technical aspect [43]

1.2.1.1

Cooperative Protocols

The idea of cooperative protocols comes from Fitzek’s book [43]. Transport Control Protocol (TCP) and ALOHA protocol are good examples for cooperative protocols. TCP is one of the main transport protocols in the Internet, improving fairness among users by using a flow control. The flow control limits a user to occupy the maximum link capacity for protecting routers in the Internet being overloading, causing unacceptable delays and losses for other traffic links which go through such routers [44]. 

The ALOHA protocol is another example of cooperative protocols that is a simple medium access protocol with a minimum signaling overhead. It was invented by the University of Hawaii in the 70s and then became the reference for many other protocols. ALOHA was designed for distributed wireless systems without central control. The protocol allows users to access the central computer via the wireless medium under a number of rules. Whenever a station has a packet to send, it does so. For achieving the successful reception, it is important to ensure that only one wireless node is transmitting at one time slot. 

1.2.1.2

Cooperative Diversity

The term “cooperation” in wireless communications is often referred to  relaying. 

Relaying is a technique to virtually extend the communication range with the help of the wireless nodes to forward transmitted signals. Cooperative diversity, which can be interpreted as a virtual multiple antenna technique based on multiple relays, can improve the networks performance, e.g., maximize total network throughput while enhancing the reliability of the system. By doing so, user diversity is exploited by jointly decoding the signal from the relay and the transmitter. In a conventional direct transmission, the receiver only decodes the signal based on the direct link while regarding the signals from other links as interference, but the cooperative diversity considers the other signals as supplement. 
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The ground-breaking work of Cover and Gamal for the information-theoretic characteristics of relay channel [45] can be viewed as the first work on cooperative diversity. About 20 years later, Sendonaris et al. published a number of far-reaching papers for relay channels, inspiring and motivating much of the recent researches in terms of wireless cooperative networks. One of the prominent works is illustrated in [46], in which the authors proposed a two-user cooperation for CDMA system, and verified that relay cooperation can significantly improve the system throughput and extend the coverage. Besides, the remarkable contributions from Laneman, whose Ph.D thesis [47] studied the transmission schemes and performance metrics of certain important relaying protocols in fading environment, also facilitated the development of cooperative diversity. 

There are at least two fundamental relaying protocols based on which the source and relay nodes can provide some help for forwarding the signals to achieve the highest throughput possible for any known coding scheme. Such relaying protocols can be classified as decode-and-forward relay and amplify-and-forward relay [48]:

• Decode-and-Forward (DF): the relay has ability of decoding its received signal, which will be re-encoded by the relay and forwarded then. The DF protocol is nearly optimal if the quality of the channel from the transmitter to relay is perfect, which practically happens when the source and relay are geographically close to each other. 

• Amplify-and-Forward (AF): the relay just amplifies the received signal (including the noise) and retransmits a degraded version of the initial signal, conditioned on the level of transmit power. Though noise is amplified due to the forwarding, the receiver can benefit from the cooperation by combining the two independently received signals from the source and relay, respectively. 

1.2.1.3

Cooperative Coding

Though DF and AF protocols have ability of improving system reliability and throughput, there are still some weaknesses to limit the performance: (1) both protocols cannot fully exploit the spectral efficiency since some retransmission will happen if the error occurs; (2) DF protocol could even transmit the incorrectly decoded signals, and AF protocol could transmit the noise version of signals to deteriorate the performance; (3) in order to obtain the maximum likelihood (ML) detection, both AF and DF protocols need to know the BER and SNR about the users’ channels. However, in practice, it is difficult to have as much as enough information to recover the analog signal. 

In view of that, Hunter and Nosratinia proposed a novel strategy namely cooperative coding [49, 50], which is a method that combines cooperation with channel coding schemes. The basic idea of coded cooperation is sending each user’s codewords via two fading links which are independent with each other. 

The principle behind coded cooperation is that each user in wireless networks tries to transmit incremental redundancy for his partner. Figure 1.7 shows how the
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Fig. 1.7 Coded cooperation [50]

coded cooperation works. In the first frame, user 1 and user 2 transmit a codeword consisting of the  N 1-bit code partition. Both users in the wireless networks also try to decode the signal from its partner. By checking the CRC code, the users can determine whether such attempt is successful. In the second frame, both users calculate and transmit the second code partition of its partner, containing  N 2 bits. 

Otherwise, the user transmits its own second partition, again containing  N 2 bits. 

Thus, each user always transmits a total of  N  D  N 1 C  N 2 bits over the two frames [51]. 

Stefanov and Erkip designed and analyzed the cooperative codes for slow fading environments [52]. They demonstrated that an overall block fading channel model is appropriate in the case of user-cooperation, since the cooperating terminals observe independently faded channels towards the destination. Chakrabarti et al. 

proposed an irregular expurgated coding protocol in a relay network, and a density evolution approach is used for code design. The proposed coding scheme is based on conventional density evolution, by which the performance are approximated to that of standard LDPC codes with low computational resource [53]. In addition, the integration of network coding and cooperative diversity is also investigated in [54], 

in which the network coding can provide a better channel among users than that employing time sharing, so a higher cooperative diversity can be achieved. 
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 1.2.2

 Applications of Wireless Cooperative Networks

1.2.2.1

Device-to-Device (D2D) Networks

With the drastic emergence of a myriad of smart phones, user demands for mobile broadband are undergoing an unprecedented rise. The considerable growth of applications that need more bandwidth such as video streaming and multimedia file sharing have already exposed the limits of current cellular system. To handle such problems, Third Generation Partnership Project (3GPP) Long Term Evolution (LTE) is planning to provide technologies for high data rates and spectral efficiency. 

Device-to-Device (D2D) communications, as a technology component for LTE-Advanced (LTE-A), allows direct wireless links between mobile users without routing data through a network infrastructure [55]. The mobile users communicate directly without transmitting the information through the base station (BS), while just remaining controlled under the BS, as shown in Fig. 1.8. Therefore, to some extent, D2D communications can improve system throughput, increasing spectrum efficiency and energy efficiency, and reduce transmission delay, etc. 

1.2.2.2

Ad Hoc Networks

The term “ad hoc” indicates that the network is typically established for some special applications, which are served in an extemporaneous manner. All of wireless nodes in an ad hoc network are willing to transmit data to other nodes, without forming a pre-existing configuration [56]. The earliest wireless ad hoc networks were called “packet radio” networks in early 70s, which were constructed by the Defense Advanced Research Projects Agency (DARPA), which promoted the basic principles of wireless ad hoc networks. Wireless mobile ad hoc networks are dynamic networks in which nodes can move and self-configure without any limitation. Wireless networks lack the complexities of infrastructure setup and administration, enabling devices to create and join networks for their common purpose, as shown in Fig. 1.9. 
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Due to the mobile and self-configuring nature of wireless ad hoc networks, it also motivates the designing of corresponding devices. Given the perspective of the application level, mobile users in wireless ad hoc networks typically connect and cooperate with each other as teams (e.g., police, firefighters, medical personnel teams in a search and rescue mission). The corresponding applications always require efficient data transmission and lower delay tolerance. 

1.2.2.3

Cognitive Radio Networks (CRN)

In general, in order to support wireless services, the spectrum regulators often provide fixed spectrum access policy, which is designed to allocate each piece of spectrum with certain bandwidth to one or more dedicated users. By doing so, only the users who are assigned licensed spectrum have the right to use the allocated spectrum, while remaining users are not allowed to use it, regardless of whether the spectrum is occupied by the licensed users [57]. With the remarkable development of wireless services, the available spectrum has fully been allocated, which results in the severe problem of spectrum scarcity. Moreover, the spectrum utilization measurements in the real world have revealed that a large portion of the licensed spectrum is idle, which decreases the utilization. CRN have ability of providing high bandwidth to mobile users with dynamic spectrum access techniques in heterogeneous wireless architectures. Thus, CR can be regarded as a promising technique by exploiting the under-utilized licensed spectrum. 

Figure 1.10 illustrates a basic model of CRN from [58]. The principle of CR is to use dynamic spectrum access (DSA) to manage the radio spectrum more efficiently. 
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Fig. 1.10 Cognitive radio networks [58]

In DSA, a certain piece of licensed spectrum f1 is allocated to one or more users, namely primary users (PUs), which are monitored by the primary BS. However, the use of that spectrum is not exclusive to primary users. Other users, namely the secondary users (SUs) which have an opportunity to access the remaining spectrum f2 and f3 that the PUs do not use temporally, or share the spectrum with the PUs as long as the QoS of PUs can be properly protected [59]. The opportunity of occupying the idle spectrum can be enhanced with employing spectrum sensing by secondary BS. By doing so, the radio spectrum can be reused in an opportunistic manner or shared all the time; thus, the spectrum utilization efficiency can be significantly improved. 

1.2.2.4

Wireless Sensor Networks (WSN)

Wireless sensor networks (WSN), sometimes called wireless sensor and actuator networks, are formed by physically distributing sensor nodes to monitor or detect environmental conditions, such as temperature, concentration, pressure, etc., and to transmit the collected data with cooperation through the network to a monitor. A WSN typically involves a monitoring center to control the network and process the information delivered via the Internet, and a gateway/sink works as a merging node which is responsible for the connection between the senor and monitoring center, and multiple sensor clusters used for collecting the wanted information around them, as shown in Fig. 1.11. In general, each sensor node has a radio frequency (RF) transceiver for transmitting and receiving the signal, and an microcontroller for processing the collected signal, and an electronic circuit for connecting with the sensors and a battery. The development of WSN was motivated by military applications such as battlefield surveillance [60]. The topology of the WSN can be varied from a simple star network to an advanced multi-hop wireless mesh network. 
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1.2.2.5

Internet of Things (IoT)

IoT is expected to offer connectivity of all things around human beings, such as physical devices, vehicles, buildings, etc., while combining with electronics, software, sensors, and network connectivity that enable these objects to communicate with each other [61]. The interconnection of these embedded devices, is expected to usher in automation in almost all fields, while also enabling advanced applications like a smart grid and expanding to the areas such as smart cities

[62]. In 2013, the Global Standard Initiative on Internet of Things defined the IoT

as “the infrastructure of the information society”. The IoT allows objects to be sensed and/or controlled remotely across existing network infrastructure, creating opportunities for more direct integration of the physical world into computer-based systems, and resulting in improved efficiency, accuracy, and economic benefit. In

[63] the basic illustration of IoT is introduced, as shown in Fig. 1.12. 

1.2.2.6

Social Networks

A social network is made up of a set of social actors, which are used to analyze the relationships between individuals, groups, organizations, or even entire societies. 

This attracts much more attention after the great success in the Internet and social applications. Social networking service (SNS), which is used by people to build social networks or social relations with other people who share similar personal or career interest, activities, backgrounds or real-life connections. Nowadays, the most significant portion of the Internet traffic is related to social networks, such as Facebook, YouTube, etc. Figure 1.13 illustrates a social network of individuals. 
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Fig. 1.13 Social networks

illustration

Social networks can be extremely useful to study many social and commercial behaviors. Such understanding is critical to applications and services of modern technology. A popular mean of seeking information is asking around [64]. A person may consult her friends until the information is found. Navigating for information via social networks works better than other methods like the Internet when people are searching for information which is location-specific, community-specific, or time-specific. This is because people are good sources of these types of information [65]. 
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In addition, the social interaction among mobile users can significantly enhance the connectivity of IoT, namely “Social Internet of Things” [66]. The advantages of employing the idea of social characteristics in IoT involve creating a level of trustworthiness by leveraging the level of interaction among things, guaranteeing the network navigability to effectively reinforce the service discovery, and extending the conventional model in social networks to exploit the interaction among equipments. 

1.3

Wireless Cooperation for Physical Layer Security

Enhancement

The issue of physical layer security in wireless cooperative networks has been drawn much attention recently, which is regarded as an extended version of investigating the security issue in non-cooperative networks. The cooperative behavior among wireless nodes, is initially proposed to improve diversity gain for single-antenna wireless communications systems, is also promising to enhance the security at the physical layer. In this scheme, one/multiple cooperative nodes help the transmitter deliver information to the receiver and interrupt the behavior of eavesdropping from the malicious nodes. 

In this section, we intentionally summarize the corresponding content of cooperative networks for secure communications in two aspects: multi-antenna cooperation, and multi-user cooperation. Note that such two aspects always overlap with each other due to the combination of techniques. 

 1.3.1

 Multi-Antenna Cooperation

In a MIMO system, the cooperation among the antennas can be fully exploited to enhance the performance of physical layer security. In particular, the MIMO

system with respect to the physical layer security can be divided into two categories: centralized MIMO system, or the centralized antenna system (CAS) where the antennas are co-located at the communicate entities, and  distributed MIMO system, or the distributed antenna system (DAS) where antennas are separately located, significantly reducing the transmission distance between transmitter and receiver

[67]. Compared to the CAS, DAS can exploit rich spatial diversity to combat path loss and shadowing for improving the signal reception quality, and the classic techniques in MIMO system such as space-time coding, spatial multiplexing, or beamforming can also be applied in DAS system [68]. 

[image: Image 14]
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Fig. 1.14 Secrecy beamforming with AN in a multi-antenna wireless system [14]

1.3.1.1

Secrecy Beamforming

In transmitted signal design, beamforming and precoding techniques are the strategies which can effectively transmit signals in intentional directions that meet maximal difference of signals at the destination and the eavesdropper. Once directional transmission is employed, the receiver in the beam’s direction can decode the transmitted signal successfully, while the eavesdropper only can obtain degraded version of signal. In general, beamforming refers to rank-1 transmissions by which only one data stream is delivered with the multiple antennas, but precoding refers to multi-rank transmissions by which several data stream are transmitted simultaneously [14]. Typically, beamforming serves as a special case of precoding but needs to be analyzed separately due to its simpler and more intuitive designs. 

Hong et al. [14] presents the principle of beamforming, as shown in Fig. 1.14. 

In Shafiee and Ulukus’s work [69], the optimal beamforming scheme was investigated in multiple-input-single-output single-antenna eavesdropper (MISOSE) scenario. The transmitted signal can be denoted as x D !  u, where ! 2 C Nt 1

is the beamforming vector and  Tr.!  H!/ D  P  is the transmit power. Thus the optimal beamforming vector ! can be expressed as [69]:

1 C h

 H

b!  H! hb

! D arg max

; 

(1.18)

! 

1 C h

 H

e!  H! he

where hb 2 C1 Nt  and he 2 C1 Nt  are the vectors of main channel and wiretap channel, respectively. Khisti verified that the secrecy capacity in this case is [70]:

 C

 H

 H

 s  D Œlog.  max.  I  C  Phbhb

;  I  C  Phehe //C; 

(1.19)
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where  max.  A,B/ is the maximum generalized eigenvalue of matrices pair .  A,B/. So the optimal beamforming vector is the generalized eigenvector corresponding to the maximum eigenvalue of .  I  C  Ph

 H

 H

ehe

/1.  I  C  Phbhb / [71]. Note that in MISOME

system Eq. (1.19) is feasible as well. 

Moreover, when the destination is equipped with multiple antennas, which is referred to as the multiple-input-multiple-output multiple-antenna eavesdropper (MIMOME) scenario, confidential messages can be spatially multiplexed onto multiple independent subchannels via precoding. In this case, the transmit signal vector is given by x D Fu [72], where F is the  Nt   ks  linear precoding matrix, u   C N .0; I k / is the Gaussian input, and  k s

 s  is the number of signal dimensions. In

this case, by considering the power-covariance constraint (i.e., 0  Kx D FF H  S), a closed-form solution can be obtained by exploiting the structure of the matrix S [73]. More specifically, assume that C is the generalized eigenvector H

matrix of the two symmetric positive definite matrices I C . S 1/2/ H  H

e

He S1/2

 H

 H

and I C . S 1/2/ H  H

 H

b

Hb S1/2  such that C H. I C . S 1/2/ He HeS 1/2/C
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I and

 H
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the number of eigenvalues larger than 1 so that 1  : : :   m  1  : : :   N . 
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The optimal covariance matrix K 

x

is given by Hong et al. [14]
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(1.20)

0

0

where C D Œ C 1  C 2 with C1 being an  Nt  m  submatrix, and C2 being an  Nt .  Nt  m/

submatrix. 

Besides,  zero-forcing (ZF)  beamforming also can be used for preventing signal transmission from interception. The basic idea of ZF method stems from cancelling the interference at intended receiver in multiuser communications. In a MISOSE

system, the beamforming vector ! 2 C Nt 1 should satisfy the following condition he! D 0:

(1.21)

Defining the null-space of he as [74, 75]

h

 H

 H

e? D I  he . hehe /1he:

(1.22)

Therefore, the optimal ZF-beamformer can be obtained as [76]

h

 H

e
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? hb

:

(1.23)

k h

 H

e? hb

k2

1.3 Wireless Cooperation for Physical Layer Security Enhancement 25

1.3.1.2

Artificial Noise Design

Deliberately deteriorating the quality of eavesdropper’s channel in MIMO systems is promising to exploit. The artificial noise (AN)-based transmission has been regarded as an effective strategy to generate interference to the eavesdropper and interrupt the intercepting behavior. And the AN does not interfere the intended receiver by elaborating the signal design. As shown in Fig. 1.14, AN is also used by jointly combining beamforming techniques. The basic idea of leveraging AN

to improve secrecy performance was first proposed in Goel and Negi’s works

[77, 78], in which AN is superimposed on the transmitted message to puzzle the eavesdropper. This can be achieved by designing the corresponding AN which is generated in the null space of the legitimate receiver’s channel. Here we also consider a MISOME case, in which the signal transmitted by a source can be written as

x D !  u  C ; 

(1.24)

where !  u  2 C Nt 1 is the bearing information and  u  is the Gaussian distributed signal with zero mean and variance  2.  2 C Nt 1 is the AN signal. 

 u

Considering the design of AN in the same way as ZF-beamforming in Eq. (1.21), 

i.e.,  is chosen to lie in the null space of main channel hb 2 C Nt 1, we have [77]

hb D 0:

(1.25)

In general,  is always chosen to be i.i.d Gaussian random vectors in the null space of hb, which can be expressed as

D G˛; 

(1.26)

where G is an orthogonal basis of the null space of hb and is assumed that GHG D I, and ˛ is chosen to be i.i.d. complex Gaussian vector with zero mean and variance 2˛. Therefore, the corresponding secrecy capacity can be expressed as [78]

2h

 H

 H

b!  H! hb

2He!  H! He

 C

 u

 u

 s  D Œlog2.1 C

/  log
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(1.27)
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where  2 and  2 are the variances of additive white Guassian noise (AWGN) in n

 e

main channel and wiretap channel, respectively. 

1.3.1.3

Antenna Selection

As we have mentioned before, MIMO technique can significantly enhance the capacity and reliability of wireless communication. However, regardless of the

26

1

Introduction

Transmitter

Receiver

RF chain

RF chain

Signal 

RF chain

RF 

RF 

.. 

RF chain

Signal 

processing 

switch

switch

. 

... 

processing 

... 

and coding

... 

and coding

RF chain

RF chain

Receive antenna 

selection

Transmit antenna 

selection

Selected antenna

Dumb antenna

Fig. 1.15 Antenna selection in multi-antenna system [80]

diversity gain benefiting from the multiple antennas, MIMO systems typically have high complexity in terms of size, power and hardware [79]. Therefore, antenna selection is an effective alternative to lower the cost complexity while capturing many of the advantages of MIMO system. 

Generally, there are two types of antenna selection in research field:  transmit antenna selection  and  receiver antenna selection [80], as shown in Fig. 1.15. Transmit antenna selection (TAS) also has ability of enhancing the secrecy performance at physical layer in MIMO wireless systems. Different from transmit beamforming that requires the feedback of CSI and signal processing for all transmit antennas, TAS

achieves lower feedback and computational overheads as it only requires feedback and signal processing for a single transmit antenna. Note that if the full CSI of both main and eavesdropping channels are known, the transmit antenna with the highest secrecy capacity is chosen [81]. Alves et al. studied TAS in MISOSE system where partial CSI is assumed between Bob and Alice [82, 83]. They demonstrated that high performance of security can be achieved as the number of transmit antenna increases, and Eve cannot exploit any additional diversity gain offered by Alice due to the implementation of TAS. Besides, Yang et al. further investigated the TAS

scheme in MIMOME system [84, 85] by using maximal ratio combining (MRC) and selection combining (SC) at the legitimate receiver. 

 1.3.2

 Multi-User Cooperation

Apart from the multi-antenna system, we will discuss another scenario, in which there are a number of mobile entities or terminals in the network. Generally, when considering security issues in this scenario, the nodes often play two roles:

[image: Image 15]
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• Cooperative relaying: improves the security by enhancing channel quality between source and legitimate destination, as a relay should do; 

• Cooperative jamming: decreases the interception by deteriorating the channel condition to the eavesdropper, also known as jammer. 

1.3.2.1

Improving the Legitimate Channel: Relaying

During a conventional cooperative network, we always use relay nodes to expand coverage/distance of communication and combat fading. Therefore, in a secrecy transmission, cooperative nodes can serve as relays to combat the interception from the eavesdropper. The basic concept of cooperative relaying system in physical layer security was first described in [86] with the help of one relay node. The cooperation offered by the relay is separated into two phases, as shown in Fig. 1.16:

(1) in the first phase, the transmitter broadcasts confidential signals to all the relay nodes so the eavesdroppers possibly receive signals at the same time; (2) in the second phase, the relay retransmits the received signals which gives eavesdroppers another opportunity to intercept the signals. Therefore, in this case the transmitted signal is more vulnerable to eavesdropping, so it is necessary to carefully design corresponding schemes to prevent an eavesdropper from interception. 

Recall that we have mentioned that typically there are two relaying strategies, i.e., AF relaying strategy and DF relaying strategy. Due to their own transmission characteristics, the expressions of secrecy rates with such two strategies are different. 

• AF relaying protocol: the relay will transmit a scaled version of its received signal to destination without any decoding. In this case, assume that transmit power of source and relay are  Ps  and  Pr, respectively, and the channel gains from source to relay, relay to destination, source to eavesdropper, relay to
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eavesdropper, and source to destination are  hsr,  hrd,  hse,  hre, and  hsd, respectively. 

2 is the variances of noise in legitimate channel and eavesdropper channel. 

Thus, the secrecy rate can be expressed as [87, 88]
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• DF relaying protocol: the relay decodes and re-encodes the transmitted signal from the source, and we assume that both the relay and destination can fully decode the entire codeword without error. Also, MRC is used at the eavesdropper to combine the intercepted signals from the source and relay. According to [48, 

89], the secrecy rate can be expressed as the following formulation RDF  D  RDF   RDF
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2

The aforementioned basic scenarios can be extended to a secrecy transmission with one source-destination pair in the presence of more eavesdroppers with the help of multiple relay nodes, as shown in Fig. 1.17. Typically,  cooperative

 beamforming  which is the extended version of beamforming in multi-antenna system, can also significantly improve the main channel capacity with multiple relays. These relays form a virtual antenna array to provide both diversity and power gains for the destination such that the rate of the legitimate channel can be greatly enhanced. Concurrently, the forward signals from the relays can also be designed deliberately to perform transmit beamforming to deteriorate or even null out at the eavesdroppers. By doing so, the secrecy rate can be greatly increased. 

In [90] and [91], the basic beamforming strategy in dual-hop relaying network are investigated. The weights of the transmitted signal of the corresponding relays are derived to maximize the achievable secrecy rate. In [92], Bassily and Ulukus proposed beamforming strategies based on multiple relays with ZF. All the relays retransmitted the signal concurrently, then employing beamforming by transmitting scaled versions of the same signal to the receiver, while all the components of the signal can be eliminated from the eavesdropper’s observation. 

Another cooperative relaying scheme is to just select a single relay out of a group of relay nodes for cooperation under certain conditions with respect to the security
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performance. This is referred to  relay selection, as shown in Fig. 1.18. Intuitively, the relay which makes the ratio between the quality of channel to the receiver and the quality of channel to the eavesdropper biggest should be selected as the intended relay. Typically, the ratio of end-to-end SNRs between main channel and wiretap channel can be used as a criterion for selecting relay, which can be formulated as [93]

 srd

 k D arg maxf

g; 

(1.30)

 k 2 S

 sre
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where  S  is the set of candidate relays,  srd  and   sre  are the end-to-end SNRs of source!relay!destination and source!relay!eavesdropper links, respectively. 

By doing so, the difference of the legitimate channel rate and the wiretap channel rate can be maximized, such that the secrecy performance can be greatly improved. 

Zou et al. considered different relay selection schemes [94] for both AF and DF relays, in which single and multiple relays exist. They demonstrated that the performance of interception probability with proposed optimal relay selection is much better than that of conventional relay selection scheme and multiple relay combining methods. 

1.3.2.2

Degrading the Wiretap Channel: Jamming

Cooperative jamming can also be referred as cooperative AN transmission. In this case, cooperative nodes become friendly jammers to transmit AN to cover the confidential signals in case of being intercepted. Since the jamming signals will interfere with both legitimate receiver and eavesdropper, they should be deliberately designed to make quality of the legitimate channel better than that of the wiretap channel. This phenomenon was first clarified in [95]. In a most common cases, the cooperative jamming schemes can be classified into two categories:  coordinated

 jamming  and  jammer selection [96]. 

In coordinated jamming, jamming signals transmitted from the multiple jammers should be designed coordinately in the direction of the wiretap channels while ignoring the legitimate channels, as shown in Fig. 1.19. Herein, many artificial jamming signals are used and could be divided into four categories [97, 98]: (1) Gaussian noise, which is the same as the additive noise at the receiver [99, 100]; (2) Alice
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Fig. 1.19 Coordinated jamming
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jamming signal, which is priory known at legitimate receiver, so it has an impact only on the eavesdropper’s performance. This type of signal is better than the previous one because the jamming signals do not effect the legitimate receiver [101]; 

(3) an introduced randomization to the public codebook, which is provided by the interferer and the secrecy can be increased further. Assuming that the eavesdropper knows the codebook of the transmitter and the interferer, the legitimate receiver has the ability to decode and cancel the jamming signals sent by an independent interferer, even though receiver requires a complicated self-interference cancellation to decode the codewords. However, the eavesdropper cannot decode the codewords through the codebook because of the randomness brought by jamming signals [102]; 

(4) useful signals for the other legitimate nodes, such as the signals of multiple simultaneous source-destination pairs, but this kind of jamming is difficult to be applied due to the change of the multiple transmission pair [103, 104]. 

Jammer selection is an alternative to coordinated jamming with low complexity, where only one or multiple nodes are selected as a jammer or jammers. Like the coordinated behavior in relay selection scheme, jammer selection is also based on some certain conditions to improve the security performance of the system. 

Therefore, the corresponding criterion of selecting jammers should be deliberately designed. 

1.3.2.3

Hybrid Cooperative Relaying/Jamming Strategies

Cooperative relaying and cooperative jamming schemes can significantly improve the secrecy performance in physical layer, however, there are still some drawbacks that we have to take into consideration: (1) for cooperative relaying schemes, since the two transmission phases are required for transmitting the signal from the source to destination, eavesdropper has an opportunity to intercept the information, which means the wiretap channel can also be improved. (2) if the relay works in a half-duplex mode, so cooperative beamforming or relay selection are only effective in the second phase. Therefore, the secure performance cannot be guaranteed because there is no wireless node preventing eavesdroppers from interception [96]. Besides, for cooperative jamming schemes, due to the influence from imperfectly designed jamming signal, the quality of the legitimate channel from source to destination may not be improved via cooperation. Especially for the situation where both the source and destination are only equipped with a single antenna, the secrecy capacity could be degraded essentially. 

Based on all above situations, hybrid relaying/jamming schemes are proposed, which is the combination of pure relaying and jamming strategies [105]. In a hybrid relaying/jamming scheme, cooperative nodes are separated into two groups: one of them works as a relay group and another group works as a jammer group. The wireless nodes in the relay group help forward the confidential information, while those in the jammer group cooperate with each other to interfere the eavesdropper, as shown in Fig. 1.20. An effective way is letting a proportion of nodes work as relays performing distributed beamforming, and remaining nodes are required to be
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jammers to transmit AN to deteriorate the eavesdropper. By doing so, the legitimate channel is improved, and the wiretap channel is perturbed, consequently the secrecy performance is enhanced [106, 107]. 

1.4

Outline of the Book

This book focuses on security issue of physical layer in wireless cooperative communication systems, from the conceptual and technical perspectives. Chapter 1

presents an overview on physical layer security, cooperative networks and cooperation for physical layer security. In particular, this chapter involves fundamentals, technical development path, etc. Chapter 2 gives a brief description about some existing techniques of physical layer security in wireless cooperative networks, which will be specifically analyzed in the remaining of the book. We mainly focus on time reversal technique, spatial modulation technique, and D2D-enabled networks, in terms of their principles and applications, and so forth. In Chap. 3, 

time reversal (TR) is presented to show its ability of protecting against unintended signal leakage to eavesdroppers. The secrecy performance is analyzed with respect to the SNR improvement, and then we make a comparison with other sophisticated techniques including direct beamforming and distributed beamforming. Moreover, Chap. 4 presents physical layer security in terms of spatial modulation in MIMO

system. space shift keying (SSK) and generalized space shift keying (GSSK) are also analyzed as benchmarks to show the advantages and weaknesses of SM-MIMO in secure communications. Besides, we further consider the scenario where multiple users are existed. Based on this, a precoding-aided spatial modulation (PSM) scheme is proposed to achieve security enhancement. Chapter 5

describes secure transmission with the help of cooperative jammers, especially in
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D2D-enabled networks. By considering the social interaction of the jammers, joint power allocation and jammer selection schemes are investigated to improve secrecy and privacy of D2D communications. Finally, Chap. 6 provides the summary of the technical contents discussed in this book. 
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Chapter 2

Existing Techniques in Physical Layer Security

Last chapter has demonstrated that wireless cooperative networks can significantly enhance the security performance at physical layer. In this chapter, we will give a brief overview of several existing prevalent methods with respect to the cooperation within multi-antenna networks and multi-user networks, for improving the confidentiality. Specifically, we mainly focus on time reversal (TR) technique, spatial modulation (SM) technique as the representative multi-antenna cooperative strategies, and D2D transmissions as typical scenarios for investigating cooperation behavior among mobile users. The reason why we elaborate such strategies is that they have their own specific characteristics for enhancing the security performance. 

Typically, the signal focusing property of TR can be exploited to reduce signal leakage to unintended users, hence the secrecy performance is improved. For SM

transmission, the system can achieve the same degree of security compared to the conventional MIMO system, while effectively reducing the complexity of system. 

Finally, there are a number of cooperative techniques can be perfectly implemented in D2D communications, and due to the social interactions among the mobile users, the issues of security can be investigated from a novel perspective. Each of these methods will be discussed from two aspects: the basic corresponding principles of such techniques and their applications in physical layer security. Specifically, we elaborate the basic transmission models, characteristics, and their practical applications. The issues in physical layer security will be discussed with the current state of research. 
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2.1

Time Reversal Technique

 2.1.1

 Basic Principles of Time Reversal Technique

TR is a technique focusing the signal energy in both time and space domains. TR

was first developed by M. Fink in the mid 1990s [1]. The basic principle of TR is that in the multiple-input-single-output (MISO) system, the receiver first sends a pilot signal with an impulse shape which then is transmitted through a scattering and multi-path channel and the resulting waveforms are received and recorded by the transmitter. Then, the transmitter time reverses (and conjugates, if the signal is complex valued) the channel impulse response as its signaling pulse over the same channel and transmits back to its intended receiver. 

Generally, there are two basic assumptions for the TR communication system [2]:

• Channel reciprocity: the impulse responses of the forward link channel and the backward link channel are assumed to be identical. 

• Channel stationary: the channel impulse responses (CIRs) are assumed to be stationary for at least one probing-and-transmitting cycle. 

Now we analyze the TR transmission via a multi-path channel of the  k-th antenna in a MISO system, as shown in Fig. 2.1. We assume that a sequence of information symbols transmitted from the  k-th antenna are

1

X

 xk .  t/ D  bk

 am ı .  t   mT/; 

(2.1)

 m D1
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Fig. 2.1 Conventional time reversal communications ( k-th antenna) [2]
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where  bk  is used for normalizing the power according to the  k-th transmit antenna number.  T  is the symbol duration, and  am  is the consecutive symbols for the modulation scheme. For example, if binary phase shift keying (BPSK) is used, binary bits which are equal to 0 or 1 mapping to  am  D 1 or  am  D C1, respectively. 

Besides, the CIR of the  k-th antenna to the receiver can be written as Lk

X

 hk .  t/ D

 hki ı .  t   ki/ ; 

(2.2)

 i D0

where  hki  is the complex channel gain of the  i-th path of the CIR, and  ki  is the corresponding path delay, and  Lk  C 1 is the total number of the multi-paths. Besides, Lk  is assumed as a constant in our basic analysis and the collection f Lk g is modeled as a set of independent random variables, each of them follows identical uniform distribution, where Prob.  Lk  D `/ D  L 1; 

` D 0; 1; ;    ;  L  1. 

1) Pilot Transmission Prior to the TR transmission from the transmitter, the receiver first sends out a pilot signal to assist the transmitter to estimate the perfect CSI. The pilot signal is transmitted through a pulse  p.  t/ of duration  T, which then propagates to transmitter through the multi-path channel  hk.  t/, where the transmitter keeps a record of the received waveform,e

 hk .  t/, which is the convolution of  hk.  t/ and p.  t/, represents as follows:

 Lk

X

e

 hk .  t/ D  hk .  t/ ˝  p .  t/ D

 hkip .  t   ki/ ; 

(2.3)

 i D0

where ˝ denoted the convolution operation, e

 hk .  t/ can be treated as an equivalent

channel response for the system with a limited bandwidth. 

2) Data Transmission Upon receiving the waveform, the transmitter time-reverses (and conjugates, when complex-valued) the equivalent channel response e hk .  t/. We





denote e

 h  T

as the time-reversed and conjugated channel response where  T

 k

 p   t

 p

is the maximum multi-path delay, so the normalized TR waveform  k.  t/ can be expressed as [3]
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At transmitter, there is a sequence of information symbols  xk.  t/ to be transmitted to receiver. Applying the TR waveform  k.  t/, the signal can be written as 1

X

 sk .  t/ D  xk .  t/ ˝  k .  t/ D  b a

 k

 m k .  t   mT /:

(2.5)
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Therefore the received signal in baseband can be expressed as

1

X

 Lk

X

 wk .  t/ D  sk .  t/˝ p .  t/˝ hk .  t/C nk .  t/ D  bk am k .  t   mT/˝

 hkip .  t   ki/C nk .  t/ :

 m D1

 i D0

(2.6)

2.1.1.1

Main Properties of TR Technique

• Temporal focusing: by utilizing channel reciprocity, the re-emitted TR waves can retrace the incoming paths, ending up with a constructive sum of signals of all the paths at the intended location and a “spiky” signal-power distribution over the space. The received signal is compressed in the time domain. Owing to this property, the inter-symbol interference (ISI) at the receiver caused by the original multipath channel is significantly reduced [4]. 

• Spatial focusing: the received signal is focused on the intended user at some specific position, which is determined by the transmitter that uses the corresponding channel to pre-filter the intended data signal. Spatial focusing combats channel fading, maximizes delivered power to the intended receiver, as shown in Fig. 2.2

[5]. Therefore, the power can be saved at the transmitter side and the channel Fig. 2.2 Property of the spatial focusing in TR [5]
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capacity and communication range can be increased as well. Spatial focusing also reduce power leakage to other locations. This is very useful to reduce interuser interference in multiuser configuration, which in turn allows a more effective use of space-division multiple access (SDMA) to boost the system capacity [6]. 

Spatial focusing also adds a degree of physical layer security to the system, making it hard for eavesdroppers away from the intended receiver’s location to decode the signal. 

 2.1.2

 Applications of Time Reversal Technique

• Underwater communications: underwater communications using acoustic waves are difficult to achieve high data rates due to the time varying nature of the dispersive multi-path environments. In this case, the TR technique has two effects: (1) temporal compression that reduces dispersion caused by the channel

[7]; (2) the characteristic of spatial focusing mitigates the effects of fading. These characteristics also eliminate the need for diversity techniques such as multiple receive antennas [8]. In July of 1999, Edelman conducted underwater testing of a time reversal mirror for communications off the west coast of Italy [9]. The experiment was operated at 3.5 kHz with BPSK in three different underwater environments: an absorptive bottom, a reflective bottom, and a sloping bottom. 

The experiment transmitted 50 bits to the receiving array and decoded them. 

As an unique strategy, TR can not only decode all 50 bits correctly at the intended location, but also can cause more detection errors at other locations as an effective method. 

• Sensing radar: most radar systems are designed under line-of-sight (LoS), not in multipath channel environments. Besides, the range of radar sensors is limited by LoS blackage due to the buildings, forests, and many other scatters. By using the TR technique, the transmission waveforms are tailored for the propagation medium and the target scattering characteristics. Hence, TR is a radar waveform adaptive transmission scheme [10]. Plumb and Leuschen applied a TR mirror to solve a remote sensing problem [11]. In ground penetrating radar, antennas transmit a pulse from the surface and then the signal is recorded either in the same location, or in a different location. The desired outcome of ground penetrating radar is to get an accurate picture of the object space. Plumb and Leuschen proposed to use TR technique as a matched filter to model the dielectric properties of the ground. This experiment shows the flexibility of TR theory. 

• Inhomogeneous medium: in most cases, inhomogeneous environments cause problems for communication system. Replicas of the signal are incident on the receiver due to reflections, resulting in small scale fading. This problem is compounded when the environment or the user is in motion which results in Doppler shifts. In the case of TR methods, an inhomogeneous medium will actually improve the accuracy of the communication [12]. Random reflectors throughout the environment will focus more energy onto the antenna array. 
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• Ultra Wideband communication: an Ultra Wideband (UWB) communication system is defined as an antenna transmission for which transmitted signal bandwidth exceeds 500 MHz or 25% of the arithmetic center frequency. UWB has become a promising candidate for high-data rate and short range communication systems. However, due to the wide bandwidth property, UWB systems may suffer from a very long delay spread brought from multipath effect [13]. Due to the power focusing property of TR, it is a feasible technique to solve the existing problems in UWB by combining TR technique to improve the transmission rate and minimize the influences of channels thus increasing the quality of UWB

systems [14]. 

 2.1.3

 Time Reversal Technique for Physical Layer Security

In ordinary wireless communication systems, each user’s signal is broadcast in all directions. Knowing the users’ frequency band, time slot, or code will allow someone to decode the information intended for that user. As mentioned before, Edelman’s experiment showed that TR can let the transmit signal focus spatially and compress temporally on the intended receiver. This result verified that the TR can provide a more extended solution of security issues than other methods. In wireless communications, signal leakage to unintended receivers causes security risk and co-channel interference. The signal focusing property of TR can also be exploited to reduce signal leakage to unintended users, so it has potential to facilitate the physical layer secrecy in wireless communications. 

It has been verified in [15] that TR with time-space focusing characteristic can be utilized to improve information transmission in terms of anti-detection/interception performance in the space of wireless sensor networks, reduce probability that the signal have been illegally detected in space-time domain, and improve information dissemination security in space. The effect of linear block precoding for distributed TR (DTR) in the discrete time domain has been studied in [16]. Given multiple distributed transmit antennas, each eavesdropper was assumed to have only one antenna. By focusing on block transmission schemes, including orthogonal frequency division multiple access (OFDMA), their work optimized the precoder and analyzed secrecy capacity by showing that high-rate messages can be transmitted towards an intended user without being decoded by other users from the viewpoint of information theoretic security. Moreover, experimental characterization of the confidentiality with an indoor MISO-TR transmission has been reported in [17]. 

The secrecy performances between TR and maximum ratio transmission (MRT) precoding techniques has been compared in [18] in terms of achievable secrecy rate in MISO-OFDM systems. They verified that the achievable secrecy rate of MISO-TR-OFDM is always better than its counterpart in MISO-MRT-OFDM. Besides, implementing TR technique in MIMO-UWB system has been also investigated in

[19], which indicates that TR can be used to improve the secrecy capacity. 
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2.2

Spatial Modulation Technique

 2.2.1

 Basic Principles of Spatial Modulation

MIMO techniques are regarded as a crucial technology for modern wireless communications, which can be exploited in different ways to get multiplexing, diversity, or antenna gains. Regardless of the benefits brought from MIMO system such as spatial multiplexing, diversity, or smart antenna system, the main drawback of MIMO system is nonnegligible complexity and cost. This is primarily because of three main reasons [20]: (1) Inter-channel interference (ICI), which is introduced by superimposing independent information sequences to be transmitted by multiple transmit antennas; (2) Inter-antenna synchronization (IAS), which represents the baseline assumption for space-time and delay-diversity encoded methods; (3) multiple radio frequency (RF) chains, which are needed to transmit all the signals simultaneously and are expensive and do not follow Moore’s law. These issues make the practical implementation of MIMO schemes difficult, especially in mobile stations, as the necessary hardware and digital signal processing require significant energy. 

Hence, Spatial Modulation (SM) has been proposed as a novel multiple-antenna transmission technique which can effectively provide improved data rates with a very low system complexity, and robust error performance even in the uncorrelated channel environments. This is achieved by adopting a simple but effective coding mechanism that establishes a one-to-one mapping between blocks of information bits to be transmitted and the spatial positions of the transmit-antenna in the antenna-array. 

The basic idea of SM was derived from Chau and Yu’s work in 2001 [21], in which the receiver decodes the signals transmitted from the different antennas. Then the comprehensive interpretation of SM was proposed by Mesleh and Haas [22]. As a re-designed modulation concept for MIMO systems, SM aims at reducing the complexity and cost of multiple-antenna schemes without deteriorating the end-to-end system performance and still guaranteeing the required data rates. More specifically, the low-complexity transceiver design and high spectral efficiency are simultaneously achieved. The main idea of SM is to map a block of information bits into two information carrying units [23]:

• A symbol that is chosen from a complex signal constellation diagram. 

• A unique transmit-antenna index that is chosen from the set of transmit-antenna in the antenna-array. 

2.2.1.1

Transmitter and Receiver

Figure 2.3 illustrates a basic model for a SM system. Let us analyze the characteristics of SM in terms of transmitted signal and received signal, respectively. 
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• Transmitter: We assume that the  n-th transmit antenna (TA- n) is activated, where  n  2  L  D f1; 2; : : :  Nt g and the channel is quasi-static frequency-flat fading, the received signal model of SM-MIMO is as follows:

y D Hx C n; 

(2.7)

where y 2 C Nr 1 is the complex received vector; H 2 C Nr Nt  is the complex channel matrix; n 2 C Nr 1 is the complex AWGN at the receiver; and x 2 C Nt 1

is the complex modulated vector and can be formulated as

x D Œ0 : : : 0

 sm

0 : : : 0 T  D e

„ƒ‚…

 nsm

(2.8)

 n th

where  sm  2 C11 is the Phase Shift Keying (PSK)/Quadrature Amplitude Modulation (QAM) modulated symbol belonging to the signal set  S , and e n  2 R Nt 1 is the vector belonging to the spatial-constellation diagram  A  as follows:

1;if the  n-th TA is active

e n  D

(2.9)

0; if the  n-th TA is not active

For convenience, e n  can be written as

e n  D Œ0 : : : 0

1

„ƒ‚… 0 : : : 0 T

 n th

• Receiver: Similarly, according to the characteristic of SM, if  n-th (recall that n  2  L) antenna is activated, the received signal also can be written as y D h nsm  C n; 

(2.10)

where h n  is the  n-th column of H,  sm  2  S . 
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In order to detect the transmitted signal from the noisy received signal y, the receiver must know the channel impulse response of all the links, i.e., perfect CSI via channel estimation. According to the ML principle, the receiver computes the Euclidean distance (two-norm of a vector) between the received signal and the set of possible signals modulated by the wireless channel (including signal modulation if SM is used) and chooses the closest one. Specifically, 

.Q n; Q s/

D  arg

min

ky  h

 ML

 nsm k2; 

(2.11)

 n 2 L;  sm 2 S

where Q n, Q s  are the estimated activated antenna index and transmitted symbol, respectively. 

2.2.1.2

Mapping Rule of SM Using Three-Dimensional Constellation

Diagram

A simple instance of mapping rule in SM is illustrated in Fig. 2.4 with  Nt  D 2 and M-QAM modulation where M=4, where Q and I are the real axis and imaginary axis of the signal constellation, respectively. It shows a three-dimensional (3-D) constellation diagram of SM. The bitstream transmitted by a binary source is processed by a SM mapper, which splits each of them into two parts of log2.  Nt/

and log2.  M/ bits, respectively. The bits in the first part are used to determine the index of the activated antenna which is for data transmission, while remaining transmit antennas are kept dumb in the transmission time interval. Besides, the bits in the second part are used to choose a symbol in the signal-constellation diagram. 
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So it is obvious that the total bits transmitted in one time slot by using SM is log . 

. 

2  Nt/ C log2  M/ [24]. Figure 2.5 illustrates a case in which bitstream “110” 

is emitted in current time slot. “1” indicates that the second transmit antenna is activated, and “10” determines the transmitted QAM symbol. 

2.2.1.3

Advantages and Disadvantages of SM

Compared with other MIMO schemes, SM has its own advantages and disadvantages [24]:

• Advantages: (1) compared to the conventional MIMO techniques, such as Vertical-Bell Laboratories layered space-time (V-BLAST) and Alamouti space-time schemes, SM entirely avoids ICI and IAS, and only requires a single RF

chain at the transmitter due to its working mechanism; (2) compared to conventional single-antenna systems, the 3-D constellation diagram in SM introduces a multiplexing gain in the spatial domain that increases systematically with the number of transmit-antenna; (3) the receiver design is inherently simpler than the V-BLAST scheme since complicated interference cancellation algorithms are not required to cope with the ICI: unlike conventional spatial-multiplexing methods for MIMO systems, SM can attain ML decoding via a simple single-stream receiver. (4) SM can still function effectively even if the number of receive antennas is fewer than the number of transmit antennas, i.e.,  Nr <  Nt, as the MIMO configuration provides sufficient diversity gain. 

• Disadvantages: (1) at least two transmit antennas are required to exploit the SM concept; (2) a rich-scattering environment is required to guarantee a significant improvement for the data rate, otherwise the SM might not be
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used or might not achieve better performance; (3) the receiver requires perfect channel knowledge for data detection: this may pose complexity constraints on the channel estimation unit, as well as some overhead for channel estimation; (4) when compared to conventional MIMO techniques, such as V-BLAST, SM

can offer only a logarithmic (instead of linear) increase of the data rate with the number of transmit antenna; (5) due to the working mechanism of SM, the number of RF chains is often low that will introduce negative effect on high-frequency transmission, e.g., millimeter-wave communications, which needs a high multiplexing gain and a high beamforming gain. 

 2.2.2

 Extended Versions: Space Shift Keying and General

 Space Shift Keying

As the complements of SM technique, Space Shift Keying (SSK) and General Space Shift Keying (GSSK) have been investigated by J. Jeganathan in 2008 and 2009, respectively [20, 25]. Both of them can be regarded as simplified versions of SM, which have the same performance in terms of the throughput. 

2.2.2.1

Space Shift Keying (SSK) Modulation

SSK modulation is a low-complexity implementation of SM, in which only antenna indices are used for transmitting bits, so the conventional amplitude/phase modulation (APM) techniques are not necessary. This elimination of APM provides SSK

with notable differences and advantages over SM [20]: (1) detection complexity is lowered, while the performance is almost identical to SM under the optimal detection; (2) because phase and amplitude of the pulse do not convey information, transceiver requirements are less stringent than that of APM; (3) the simplicity of SSK’s framework provides ease of integration within communication systems. For example, SSK has potential to be implemented in UWB system, where the pulses are used instead of APM signals. 

In SSK modulation, the transmitter maps the data bits to the symbols x, and encodes block of  k  D log2.  Nt/ data bits into the index of a single transmit antenna which is switched on for data transmission, while the other antennas are kept silent. 

Therefore, input data vector x is shown, if  n-th antenna is used, as x D Œ0 : : : 0

1

„ƒ‚… 0 : : : 0 T  D e n

 n th

Table 2.1 shows the corresponding modulation principle of SSK with modulation order  M  D 4. In general, the number of needed transmitting antenna  Nt  equals to  M. 
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Table 2.1 Modulation principle of SSK [20]

Transmitting bits

Transmitting vector

Antenna index

Symbol

Œ b 1

 b 2

Œ x 1

 x 2

 x 3

 x 4

1

0

Œ0

0

Œ1

0

0

0

2

1

Œ0

1

Œ0

1

0

0

3

2

Œ1

0

Œ0

0

1

0

4

3

Œ1

1

Œ0

0

0

1

Table 2.2 Modulation principle of GSSK [25]

Transmitting bits

Transmitting vector

Antenna index combination

Œ b 1

 b 2

 b 3

 x  D Œ x 1

 x 2

 x 3

 x 4

 x 5

(1,2)

Œ0

0

0

Œ 1

p

1

p

0

0

0

2

2

(1,3)

Œ0

0

1

Œ 1

p

0

1

p

0

0

2

2

(1,4)

Œ1

1

0

Œ 1

p

0

0

1

p

0

2

2

(1,5)

Œ1

1

1

Œ 1

p

0

0

0

1

p 

2

2

(2,3)

Œ1

0

0

Œ0

1

p

1

p

0

0

2

2

(2,4)

Œ1

0

1

Œ0

1

p

0

1

p

0

2

2

(2,5)

Œ1

1

0

Œ0

1

p

0

0

1

p 

2

2

(3,4)

Œ1

1

1

Œ0

0

1

p

1

p

0

2

2

2.2.2.2

Generalized Space Shift Keying (GSSK) Modulation

Jeganathan et al. extended their work on SSK by allowing more than one antenna to be activated in every channel use and by encoding the information bits onto various combinations of multiple active antennas, which is referred to as GSSK [25]. The motivation of GSSK comes from the limitation of  Nt  D  M  when  M  is very large. 

It has been shown in [25] that for the same number of transmit antenna elements the rate can be improved at the cost of increasing the number of RF chains, while tolerating some performance loss. Thus, at the cost of increasing the number of RF chains, GSSK-MIMO provides higher rates than SSK-MIMO. Moreover, this encoding scheme still preserves the ICI-free advantage even though more than one transmit antennas are active. 

In GSSK modulation, if  nt.  Nt >  nt/ transmit antennas are active in each time slot, there will be  M 0 D  Cnt  available constellation points. Then select  M  combination Nt

from  M 0 available constellation points to be the transmit antennas. The transmitter encodes block of  k  D log . 

2  M/ data bits into the transmit antenna index. And the

input data vector x has  nt  non-zero entries, i.e., 1

1

1

 T

x D

p 0 : : : 0 p 0 : : : 0 p

 nt

 nt

 nt

Table 2.2 shows the modulation principle of GSSK in which  Nt  D 5 and  nt  D 2. 
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 2.2.3

 Pre-Coding Aided Spatial Modulation Schemes

The conventional SM technique carries the spatial information with transmit antenna index and assumes perfect CSI at receiver (CSIR). However, in some practical scenarios, CSI is preferably to be exploited at transmitter (CSIT). So compared to the conventional one, the modified SM schemes exploit the receive antenna index, by doing so the complexity at receiver is effectively reduced. 

Furthermore, it is widely recognized that the MIMO systems operated under CSIT mode have a range of advantages over that under the CSIR mode [26]. 

First, when a MIMO system has more transmit antennas than receive antennas, the capacity under the CSIT mode may be much higher than that under the CSIR mode. 

Second, opposite to the openloop space-time diversity (STD) schemes operated under CSIR mode, which can only attain the transmit diversity gain, the closed-loop STD schemes under CSIT mode are able to provide the receiver with the SNR

gain, apart from the promised transmit diversity gain. 

Based on these theories, [26] proposed a space-based modulation scheme, namely the  pre-coding aided spatial modulation (PSM) scheme, which carries information using transmitter antennas and assumes CSIR. 

The basic system model of PSM is shown in Fig. 2.6.  Tx,  Rx  indicate transmit antenna and receive antenna, respectively. q.  k/2 C Nr 1 is denoted as PSM symbol determined by two components of information, one is x.  k/ conveyed by the indices of receive antennas, where x.  k/ D Œ0 : : : 0

1

„ƒ‚… 0 : : : 0 T  and  k  represents the

 k th

activated receive antenna. The other component is  xl  conveyed by the conventional APM where  l  is related to the modulation mode. Specifically, q.  k/ D x.  k/   xl  D

Œ0 : : : 0

 xl

0 : : : 0 T . 
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The PSM uses certain transmitter pre-coding scheme to identify the desired receive antenna, based on which the detector can acquire the first component of information carried in the spatial domain. The second component of information is recovered from the conventional APM in the traditional demodulation way. 

Explicitly, the proposed PSM can be regarded as a dual modulation scheme of the SM for MIMO communications [29]. Similarly, in PSM, the received signal y.  k/2 C Nr 1 can be written as

y.  k/ D H HPq.  k/ C n; (2.12)

where H2 C Nt Nr  denotes the channel matrix between the transmitter and receiver and P2 C Nt Nr  denotes complex pre-coding matrix. n2 C Nr 1 is an additive Gaus-1

sian noise vector. According to [26], P can be designed as P D ˇH H HH

, 

where ˇ2 C Nt Nt  is the normalized matrix. Similar to the conventional SM scheme, a ML detector can be employed to detect the transmitted information. 

Recall that in the PSM, two types of modulations, namely SSK and conventional APM, are jointly used to convey information. Specifically, SSK is implemented by the indices of receiver antennas, with the aid of zero forcing pre-coding (ZFP) or minimum mean square error pre-coding (MMSEP). Therefore, the PSM employs two distinctive advantages: additional information transmission in space domain, and low-complexity detection. In PSM, a portion of transmitted messages serve as a pseudo-noise (PN) sequence to randomly activate a receive antenna of the desired receiver, making the receive antenna hopping pattern controlled directly by the transmitted message. So it is hard for the eavesdropper to acquire the CSI of the desired receiver and, hence, barely possible to know the pre-coding matrix P. It is widely shown that PSM can enhance the performance of communication system with proper design of P, making the system achieve a better secrecy rate and overall BER performance to combat the eavesdropping. 

So far, PSM has been investigated from different perspectives due to its merits. 

In order to guarantee the physical-layer security in presence of an unauthorized eavesdropper, a secret PSM (SPSM) was proposed in [27], which can significantly enhance the security of the PSM, in addition to inheriting all its merits. Apart from the PSM which activates only one receive antenna at the same time, the model of generalized PSM (GPSM), proposed in [28], is that a particular subset of receive antennas is activated so the activation pattern can convey partial information. 

Compared with PSM, both SPSM and GPSM have their unique advantages, which are illustrated in the following parts. 

2.2.3.1

Secret Pre-Coding Aided Spatial Modulation (SPSM)

Assume that MIMO system confronts an eavesdropper trying to intercept the transmitted data, and the transmitter does not know its existence. From the analysis in above subsection, we can know that the knowledge of P to Eve determines the security of the PSM system. When the transmitter-receiver channels vary slow, the
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pre-coding matrix P designed in Eq. (2.12) may change very slowly, which benefits Eve’s eavesdropping. Therefore, the basic idea to design SPSM is to construct a fast time-varying pre-coding matrix O

P. By introducing some perturbation to the pre-

coding matrix P, SPSM can make the eavesdropper’s detection impeded much more

seriously[27]. 

Generally, Eve will retrieve the data through the blind estimation. In order to further decrease the probability of successful eavesdropping, we can design some perturbation to deteriorate the blind estimation at Eve, which can be realized in the following ways. 

The SVD on channel matrix H can be written as

H D U˙ ŒV.1/ V.0/ H; 

(2.13)

where V.0/ is the null space of H. Then, a matrix T can be designed as T D V.0/R, where R is a matrix whose elements are complex Gaussian random variables with zero mean and unit variance. The symbols in R keep time-varying and independent. 

Therefore, T is fast-varying. When the time-varying perturbation T is designed in pre-coding matrix P so that the fast time-varying pre-coding matrix O

P D P C T, it

is clear that Bob is not affected by its interference because T lies in the  nullspace of H. On the contrary, Eve is greatly influenced by the time-varying perturbation T, which largely decreases the precision of blind estimation. 

By incorporating a random component, SPSM becomes much more secure than PSM. The SPSM is able to provide secure information transmission, even when the authorized receiver’s CSI is leaked to an eavesdropper. It is also demonstrated that the SPSM can not only inherit the PSM’s advantage of low-complexity detection, but also provide significantly improved secrecy performance. 

2.2.3.2

Generalized Pre-Coding Aided Spatial Modulation (GPSM)

As mentioned above, SM conveys extra information by mapping proportional bits to the indices of transmit antennas, in addition to the traditional modulation schemes. 

On the contrary, the PSM schemes is able to convey extra information by appropriately exploiting the receive antenna. Apart from these two schemes, the further improved concept of GPSM is proposed, where the key idea is that a particular subset of receive antennas is activated and a part of useful information is conveyed by the activation pattern. This is different from the previously proposed SM and PSM schemes, which are realized by activating only one specific transmit/receive antenna. It is shown that the GPSM scheme constitutes a flexible alternative to the state-of-the-art MIMO transmission schemes, especially because it realizes a high throughput. Moreover, mapping information to the spatial domain rather than relying on conventional modulation has plenty of benefits in the high SNR

region. Quantitatively, GPSM is capable of exhibiting an approximately 1 dB SNR

gain compared to the conventional MIMO scheme with the same throughout and complexity [30]. 
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Table 2.3 A comparison between SM, PSM, SPSM, and GPSM

Scheme

Activation pattern

Mode

Advantages

SM

Only a transmit antenna

CSIR

No ICI, low receiving complexity

PSM

Only a receive antenna

CSIT

Better secrecy rate and BER performance than

SM

SPSM

Only a receive antenna

CSIT

Achieve higher secrecy rate when compared to

PSM

GPSM

A subset of receive antennas

CSIT

Transmit more bits than PSM with same

antenna number

Consider a MIMO system equipped with  Nt  transmit antennas and  Nr  receive antennas, where we suppose  Nt >  Nr. In this MIMO system, a maximum of Nr  parallel data streams may be supported, conveying a total of  k =  Nrkmod  bits altogether, where  kmod = log2.  M/ denotes the number of bits per symbol of a conventional  M-PSK/QAM scheme and  M  is denoted as modulation index. In contrast to the aforementioned traditional multiplexing of  Nr  data streams, in GPSM

scheme,  Na  receive antennas are activated in order to facilitate the concurrent transmission for  Na  data streams, in which the particular pattern of  Na  activated receive antennas conveys information consisting of spatial symbols in addition to the information carried by the conventional modulated symbols. Hence, the number of bits in GPSM conveyed by a spatial symbol becomes  kant  D log . 

2  C/, where the

set  C  contains all the combinations associated with choosing  Na  activated receive antennas out of  Nr  receive antennas. As a result, the total number of bits transmitted by the GPSM scheme is  k  D  kant  C  Nakmod, which is more than that in PSM scheme. 

Table 2.3 presents the comparison of conventional SM, PSM, SPSM, and GPSM. 

 2.2.4

 Spatial Modulation in Physical Layer Security

It can be found that the randomness and uniqueness properties of wireless channels are very important in both physical layer security and spatial modulation technique. 

In the SM paradigm, the symbols modulated on the antenna indices would be undistinguishable if all the channel are identical. Therefore, the feasibility of physical layer security and spatial modulation depends on the same nature of the wireless channels. So SM has potential to improve the physical layer security of wireless networks, by properly designing the transmission signal. 

With respect to secrecy rate of SM-MIMO form the information theoretic perspective, the spatial transmission features of SM-MIMO make it attractive for secrecy capacity analysis. In [31], the authors demonstrated that SM-MIMO can achieve better secrecy capacity than that of its single antenna counterpart. Also, [32]

established improved secrecy rate with growing number of transmit antennas in SM-MIMO system. To further strengthen the secrecy rate of SM-MIMO, the authors of

[33] and their subsequent work [34] proposed a precoding-aided spatial modulation
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method for enhancing physical layer security. Moreover, authors in [35] examined the secrecy rate enhancements that can be attained by applying CSI aided transmit signal design algorithms in SSK transmission. 

2.3

D2D Communications in Cellular Networks

Apart from the security issues in aforementioned multiple-antenna systems, mobile users who are equipped with single antenna will also confront threats from malicious wireless nodes. D2D communication is a promising wireless technique which enables mobile user communicate to each other without the help or supervision of infrastructure. There will be new problems with respect to security issues in D2D communications. In this part, we are going to investigate some details of D2D

communications and the security issues in such certain scenario. 

 2.3.1

 Basic Principles of D2D Communications

The explosive growth in the demand of wireless mobile data expects the telecom-munication industry to introduce new standards that can provide higher throughput, lower energy consumption, and better quality of service (QoS). Under this situation, there has been increased interest in D2D communication, as manifested by the WiFi Direct specifications and proposals for Long Term Evolution-Advanced (LTE-A) D2D standardization [36]. Increasingly, mobile stakeholders such as device manufacturers and network operators are accepting that D2D communications will be a cornerstone of future 5G networks, which drives the standardization of D2D

technologies. After the 3GPP meeting held in June 2011 [37, 38], the concept of D2D discovery and communication was submitted and widely accepted by both industrial and academic fields. 

D2D communications refer to a type of technology that enables devices to communicate directly with each other without the involvement of fixed networking infrastructures such as access points (APs), base station (BSs), etc. By sharing resource blocks (RBs) of cellular users, D2D communications can significantly improve the spectral efficiency. 

In general, D2D users can communicate with other users in the following three manners [39]:

• D2D Direct Link: The simplest case of D2D communications occurs when transmitters and receivers exchange data directly with each other without intermediate nodes. 

• Relay-Assisted D2D Communications: When user devices are at the edge or out of BS coverage, they can communicate with the BS through relaying their communication data via other covered devices. 
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• Cluster-Assisted D2D Communications: In a content sharing or information diffusion scenario, users requesting the same file in a short range can potentially form a cluster to allow the desired file to be multicasted within the cluster to save both bandwidth and time delay. 

Besides, in D2D communications, both unlicensed and licensed spectrum resources can be utilized by D2D users for communication, which can be classified as two categories shown in Fig. 2.7:  outband D2D  communications and  inband D2D  communications [40]:

• Outband D2D: D2D communications exploit unlicensed spectrum. The essential advantages of outband D2D communications lie in the elimination of interference between D2D links and cellular links since D2D communications occur on license-exempt bands. Notice that an extra radio interface is necessary for exploiting unlicensed spectrum, which brings up with other wireless technologies together, such as Wi-Fi, Wi-Fi Direct, Bluetooth. Outband D2D

can be further divided into  controlled communication  in which the control of a second interface is under the cellular network, and  autonomous communication in which the cellular network controls all the communication but leaves the D2D

communication to the users [41]. 

• Inband D2D: D2D communications operate on licensed spectrum (i.e., cellular spectrum) which is also allocated to cellular links. High control over cellular (i.e., licensed) spectrum indicates that it is more convenient to provide better user experiences under a planned environment. Inband D2D communications can be further divided into two types, referred to  underlay D2D communications
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in which D2D users share the same spectrum resources with some other cellular users, and  overlay D2D communications  in which the dedicated cellular resources are allocated to the D2D links [42]. It is noted that though the spectrum efficiency and network throughput can be improved in the underlay D2D communications, the inevitable interference between D2D users and cellular users occurs during the spectrum sharing. In contrast, overlay D2D

communications can effectively provide better system performance without co-channel interference at the costs of lower spectrum efficiency. 

Here we consider a typical model of D2D network, as shown in Fig. 2.8. It is assumed that each cellular user is allocated equal number of RBs. In general, both the downlink (DL) resources and uplink (UL) resources can be reused in D2D

communications, and here we consider the case of reusing the DL spectrum is reused. Let the channel gain between BS and a cellular user  i, the channel gain between D2D transmitter and receiver, the channel gain of interference from BS to D2D pair  j, and channel gain of interference of D2D pair  j  to cellular user  i  as  hc , i

 hd ,  g  and  g

. In D2D underlay communications, when  j-th D2D pair shares RB

 j

 dj

 djci

with  i-th cellular user, the Signal-to-Interference plus Noise Ratios (SINRs) at the cellular user and receiver of D2D pair can be expressed as
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where  PBS  and  Pd  are the transmit power of BS and D2D transmitter, respectively. 

 j

 N 0 is variance of AWGN. 
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Besides, if D2D pairs work as overlay, the corresponding SINRs of cellular user and D2D pair can be given by

 P



 BShci

 c  D
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(2.16)
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 j

 j

 d  D
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(2.17)

 j

 N 0

 2.3.2

 Applications of D2D Communications in Future

 5G Networks

Combined with the current development of wireless communication, some potential applications of 5G network in which D2D communication is considered but not limited to the following aspects. 

2.3.2.1

Local Service

A typical application of local service is for social networks, which is the most basic application based on proximity service. For example, mobile users can find others who have similar interests through the D2D communications. Besides, a user can share data or play games with adjacent users. 

Another basic application of local service is the local data transmission [41]. 

Local data transmission exploits the proximity and direct data transmission features of D2D to expand mobile communication application while saving spectrum resources, creating new revenue for operators. For example, local advertisement service based on proximity service can accurately target the users to maximize advertisement benefits. Shopping mall can send the advertisement which includes discounts and other information to make people want to buy something. Cinemas can push the movie information and schedules to nearby users. So D2D communications have potential to build a trustworthy 5G-grade D2D connectivity environment which considers both offline interactions (i.e., driven by user encounter patterns) and online interactions among mobile users (i.e., driven by social applications similar to Facebook, Twitter, and LinkedIn.) [43]. 

One of the most important advantages brought from local service is cellular traffic offloading [44]. The proliferation of smartphones also leads to a vast array of new wireless services, such as multimedia streaming, their massive traffic brings huge pressure on the core network. Now Cellular network is suffering from severe traffic overload [45]. The D2D-based local media service utilizes the local features of the D2D communication to offload the resource of core network and spectrum. 

For example, in some areas, the operator or content provider can deploy a media server which can store popular media content proactively. Mobile users who want
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to watch the related video can directly download the content from the media server. 

Alternatively, other users can obtain the media content through their D2D partners who have owned the content, thereby alleviating the downlink transmission pressure of the operator cellular network. In addition, cellular communication between short-distance users can also be switched to the D2D communication mode to offload cellular network traffic. 

2.3.2.2

Emergency Communication

The benefits brought from D2D include coverage extension, spectrum utilization improvement, higher throughput, and energy consumption reduction [46]. Thus, it is promising that proximity-based communications can be used for context-aware data collection and information diffusion in emergency situations when data has to be sent from the area where emergency happens to the central BS in both uplink and downlink through reliable and low latency links[47]. 

When severe natural disaster or catastrophe, e.g. earthquake happens, the infrastructure (e.g., BSs) of wireless networks will be damaged, greatly hampering the rescue efforts. This problem can be solved by using D2D communications. 

Even if the infrastructure is destroyed, wireless communication network can still be established between terminals through D2D connection. This means establishing an ad hoc network based on the multi-hop D2D can ensure smooth wireless communication between the terminals and provide protection for the disaster rescue. In addition, due to the terrain, buildings and other factors, blind spots always exists in wireless communication networks. With one-hop or multi-hop D2D communication, the user in the blind coverage area can be connected to user terminal in the network coverage areas, and then can be connected to the wireless communication network. 

2.3.2.3

Internet of Things (IoT) Enhancement

One of the mean goals of developing mobile communication is to establish a wide range of interconnected networks containing various types of terminals, which is also one of the starting points of IoT development in the cellular communication framework. According to the forecast from industry, by 2020 there will be about 50 billion worldwide cellular access terminals, and most of them will be machine communication terminals with the IoT feature. If D2D technology and IoT can be combined, a truly interconnected wireless network will be created. 

One of the typical applications of D2D-based IoT enhancement is Vehicle-to-Vehicle (V2V) communication. In particular, the possibility of exchanging information between cars will foster the appearance of many different applications. 

One of vital areas where such a revolution is to be expected are the enhancement of road safety[48]. When driving at high speed, the change of vehicle lane, deceleration, and other operational actions will send an early warning through D2D
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communication by a vehicle. Based on the received warning, nearby vehicles alert drivers, or even autonomously control the driving to shorten the response time of the driver in emergency and hence reduce traffic accident rate. In addition, through D2D

discovery technology, vehicles can reliably detect and identify specific vehicles nearby, such as potentially dangerous vehicles at intersections and those specific vehicles required special attention (such as vehicles carrying dangerous goods or school buses) and so on. Because of the communication delay and proximity discovery features of D2D based on direct terminal communication, there exist many inherent advantages for its application in vehicle network security. 

In 5G network, since the number of IoT communication terminals is numerous, network access load has become a serious issue. D2D-based network access is expected to solve this problem. For example, in the scenario with a great number of terminals, low-cost terminals are not directly connected to the BS, while connecting to the adjacent terminal which has ability of processing transmission [49]. Through such terminals, the connection to the cellular network can be established. If the terminals are isolated geographically, the wireless resource used for low-cost access can be reused, which not only alleviates the access pressure of the BS, but also improves the spectrum efficiency. Moreover, compared with the current small cell structure in 4G network, this D2D-based access is more flexible and needs lower cost. 

A primary aim of the IoT is to bring connectivity to every physical object[50]. For example, in intelligent home applications, an intelligent terminal can act as a special terminal. Household facilities with wireless communication capability such as home appliances access the intelligent terminal in D2D mode, and the intelligent terminal access the BS in a traditional cellular mode. The cellular-based D2D communication may bring about a real breakthrough in the development of smart home industry. 

2.3.2.4

Other Applications

D2D applications in 5G networks also include multi-user MIMO (MU-MIMO) enhancement, cooperative relaying, virtual MIMO and other potential scenarios[51]. 

In the traditional multi-user MIMO technology, based on the respective terminal channel feedback, BSs determine the pre-coding weights to create nulls and finally eliminate the interference between multiple users. After the D2D is introduced, the paired users can exchange the CSI directly so that the terminal can feedback the combined CSI to the BS and improve the performance of the multi-user MIMO. 

In addition, D2D can help solve the problems in new wireless communication scenarios. For example, indoor positioning system is an important component for developing various location based services such as indoor navigation in large complex buildings (e.g., commercial center and hospital). Meanwhile, it is challenging to design an effective solution which is able to provide high accuracy[52]. When the terminal is located indoors, satellite signals are often not available, so conventional satellite-based approaches will not work. In the D2D-based indoor positioning, 
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pre-deployed terminals with given location or the ordinary positioned terminal can determine the position of terminals to be positioned, which can support indoor positioning at a lower cost in 5G network. 

 2.3.3

 Social Networks-Assisted D2D Communications

Due to the D2D link establishment among different mobile users, it is important to consider the relationship among the members of D2D communications. So the social-aware D2D communications, which leverage social networking characteristics of the cellular system, has been attracted more and more attention. Social characteristics, existing in social networks, not only define the behaviors of these entities but also depict the structure of entities that are connected to each other through some relations, where these entities exhibit homophily by sharing content items to those who have common interest and similar behaviors [53, 54]. 

It is obvious that the social behaviors and structures of social networks are good for designing efficient D2D communications. Based on the profound understanding of the social networks’ properties, Li et al. reviewed the social characteristics in the following four categories [55], as shown in Fig. 2.9:

• Social Ties: The social ties are the most basic concept in a social network which represent the friend relations among the mobile users. Social ties can be built up among humans through friendship, kinship, colleague relationships, and altruistic behaviors that are observed in human activities [56]. In mobile
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networks, social ties can measure how weak or strong the relationships among mobile users. Allocating more spectrum and energy resources to users with strong ties can increase the peer discovery ratio, avoid congestion, and improve spectral efficiency [57]. In some works, social tie is also called social trust or social reciprocity, by which the efficient cooperation among mobile users can be promoted [58]. 

The  contact interval  and  contact duration  among D2D users can be used for quantifying the social ties [59]. Contact interval  CIi;  j  between user  i  and  j  is defined as the time duration for users coming into the connected range again, starting from the last time-instant  t 0, when they meet with each other, and can be expressed as
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where  Li .  t/ and  Lj .  t/ are the geographical positions of user  i  and  j  at time  t, respectively, while  Ri;  j  is the transmission range between  i  and  j. 
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the time before  tc. The D2D communication contact duration between users  i  and j  is defined as the time during which they are in contact before moving out of the communication range [59], i.e., 
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where  t  and  tc  are in the continuous-time scale. 

• Social Community: The social community often defines user clusters or groups which are formed by the mobile users who have similar social interests or behaviors [60]. In mobile networks, communities may represent real social groupings formed with location, interests or background, and different communities represent different groupings in which the members are usually interested in different content items. Thus, scheduling the resources among the users in a community can effectively decrease content duplication and increase the network throughput. 

The formation of a community can be regarded as the clustering process, and the  clustering probability  of a D2D user  i  selecting user  j  to form a cluster can be formulated through China Restaurant Process (CRP) [61]
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where ˛ is a constant parameter,  f .  s.  i;  j// is the relationship function measuring user  i  and user  j, which can be expressed as
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where ˇ 2 Œ0; 1 is a weight parameter which equals to 1 if the cluster is formed by social preference and 0 if the cluster is formed by interest preference. 

 dmax  is the largest communication distance between two D2D users.  s 1 .  i;  j/ D

log .  p 1 .  i;  j// and  s 2 .  i;  j/ D  log .  p 2 .  i;  j// which are used for presenting the social distance  and  interest distance, respectively, where  p 1.  i;  j/ and  p 2.  i;  j/ are the social tie and interest similarity between user  i  and user  j, respectively. 

Also, the  Community Impact Factor fc  is used for measuring how often the users in the community  c ( c  2  C , where  C  is the set of community) are contacting with each other and is calculated by averaging the contact rates (is simply defined as 1= E Œ CIi;  j) of all users [59], 
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where node  i  2  c, and  i  is the average contact rate of node  i  with other nodes in the community  c, and  Nc  is the node number in community  c. 

• Social Centrality: The centrality in social network represents a node which has more communication links or friends within a social network, i.e., the member who plays a relatively more important role to connect other members. The mobile user in D2D communications has the ability of reducing congestion and increasing the network throughput by allocating more resources. The centrality can be measured in several ways, such as Freeman’s degree, closeness, and betweenness measures [62, 63]. In [59], the social centrality of user  i  is defined as P

R

! 

 T 



1   F

.  x/  dx

 j 2 N;  j¤ i

 CIi;  j

 S

0

 i  D

 fc

1 

(2.23)

 c W i 2 c;  c C

 N  1

where T is the time that is taken to measure the centrality metric for the system, N  is the number of mobile users and  FCI  is the cumulative distribution function i;  j

(CDF) of  CIi;  j. 

• Social Bridge: The bridge structure indicates the connections between communities. A bridge acts as the interaction edge between two adjacent communities for information exchange. Hence, two devices forming a bridge can be allocated more resources compared to other devices. 
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 2.3.4

 Physical Layer Security in D2D Communications

In spite of the significant benefits of D2D communications, new applications also expose D2D services into some security threats. Compared with conventional connections between devices and BSs, direct connections among mobile users in D2D communications are more vulnerable to security threats with the following reasons [64]: (1) direct wireless connection between devices without supervision of BS; (2) a new relay transmission structure, for example, D2D communications enable mobile users to communicate with others who are not within the coverage of BS, so a malicious user can easily create multiple fake identities to communicate with legitimate users due to the lack of infrastructure; (3) the security issue could be more complicated due to mobility of users, BS handover and roaming in D2D

communications; (4) privacy issues in social applications. If the security issues are not handled well, they may severely hinder successful deployment of D2D

communications in practice. 

It is more likely that maintaining data security is an essential task in D2D

communications since the transmitted data among mobile users may be overheard by all of the surrounding devices [65]. This task becomes more hard to tackle particularly given the fact that the connected devices may not be able to handle complex signal processing algorithms as BSs do. One possible solution to tackle this task is  closed access [66], in which the intended device has a list of “trusted” 

devices, and the devices which are not on the list can only communicate with the other devices through macro cell or micro cell. Hence, the establishment of closed access safeguards the data exchange between the intended device and the “trusted” 

devices against eavesdropping. 

It is worth noting that closed access may not always be implemented, due to the lack of authentication in the macro cell or the micro cell. This scenario is called, in general,  open access [66]. In open access, since authentication is absent, surrounding devices could act as potential eavesdroppers for the connected devices, or even play a role as relays without any restriction. To address security issues in open access, network designers need to construct new secure data exchange strategies that fully consider the physical characteristics of unintended or malicious devices, e.g. ambiguous location, uncertain mobility, and unknown configuration

[67]. In addition, the potential attacks and threats induced by unintended devices and malicious BSs need to be carefully analyzed and incorporated into the construction. 

Furthermore, some practical problems of security issues have been investigated. 

The basic model of physical layer security in D2D communications was investigated in [68]. And the exploitation of interference generated by D2D communications to enhance physical layer security of cellular communications was studied in

[69]. [70] discussed the benefits of D2D communications for securing cellular communications, by building a weighted bipartite graph model to analyze the security impact of D2D communications. In [71], two secure capacity optimization problems for a MIMO secrecy channel with multiple D2D communications were studied and two conservative approximation approaches to convert the probability based constraints into the deterministic constraint have been addressed. Apart from
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direct D2D connections, secure communications in relay-assisted D2D was also proposed [72]. In addition, considering that some mobile users have potential to be jammers to enhance the transmission security, cooperative jamming was investigated in D2D communications [73]. Since the social characteristics have been exploited as very important issues in D2D communications, some researches of social impact on physical layer security were investigated. It is feasible that trust relationship and reciprocity activities among human beings can be exploited to deal with security issues [74]. And the authors in [75] proposed a jammer selection scheme by identifying the trust level of different mobile users to enhance the physical layer security. 

2.4

Chapter Summary

In this chapter, we have discussed some details about certain techniques from their basic principles to the issues in physical layer security. Specifically, TR technique, SM technique, and D2D communications were investigated. We have not only presented their basic ideas and formulations of transmit signals and received signals, but also their characteristics and applications. The issues of physical layer security has been discussed with current state of research, to establish a comprehensive insights about the relationship between the security and corresponding techniques. 

In the remaining chapters of this book, the technical design addressing physical layer security with TR, SM, and D2D communications will be investigated in greater detail. 
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Chapter 3

Secrecy Analysis with Time-Reversal Technique

in Distributed Transmission System

In wireless communications, signal leakage to unintended receivers may cause severe security risk and co-channel interference. Multiple-antenna cooperation techniques have been exploited and attracted increasing interest because of their good ability to handle the security problem. Among the corresponding techniques, time reversal (TR) transmission is identified as a promising wireless technology for wide-band multi-path channels because it can focus energy spatially and temporally by exploiting multi-path propagation [1–3]. The signal focusing property of TR can also be exploited to reduce signal leakage to unintended users, typically at unknown locations [4–6]. This chapter analyzes the effect of distributed time-reversal (DTR) transmission scheme on the SNR at its intended and unintended receivers. By focusing the temporal and spatial signal energy on the intended receiver, DTR

can effectively maintain a satisfactory SNR level while lowering received signal level at eavesdroppers or unintended co-channel users. The DTR performance is analyzed in terms of secrecy rate and SNR gap between the desired and unintended receivers. The SNR gain of DTR is also analyzed over traditional distributed direct transmission and several distributed beamforming transmission schemes. 

3.1

System Model

A cooperative distributed antenna network is shown in Fig. 3.1, where a source communicates with a distant intended receiver through the distributed transmit antennas. An unintended receiver is present which is close to the target destination. 

We consider Ultra High Frequency (UHF) signaling (above 900 MHz), such that the carrier wavelength is very small. For such operating frequencies, in a rich scattering and multi-path channel environment, the coherence distance [7] is in the

© Springer International Publishing AG 2018

71

L. Wang,  Physical Layer Security in Wireless Cooperative Networks, Wireless Networks, DOI 10.1007/978-3-319-61863-0_3

[image: Image 35]

72

3

Secrecy Analysis with Time-Reversal Technique in Distributed Transmission. . . 

h1(t)

Tx- 1

Intended Receiver

•••

he,1(t)

S

hk(t)

1(t )

Sk(t)

Tx- k

•••

he,k(t)

hK(t)

Sk(t)

he,K(t)

Tx- K

Unintended Receiver 

(Eavesdropper )

Intended links

Unintended links

Fig. 3.1 System model with distributed transmission antennas order of centimeters such that the channels between the distributed antennas and the destination are substantially uncorrelated and different from the channels between the distributed antennas and the unintended receiver. 

The system model is characterized by links between the source-to-destination node and source-to-unintended node. The corresponding notations are shown in Table 3.1. For the number of multi-path delay, two separate cases are considered: firstly,  Lk  is assumed as a constant in our basic analysis; secondly, the collection f Lk g is modeled as a set of independent random variables, each of them follows identical uniform distribution, where Prob.  Lk  D `/ D  L 1; 

` D 0; 1; ;    ;  L  1. 

 i  denotes the  i-th path ( i  D 0; : : : ;  Lk), and  Lk  C 1 is the number of channel paths for the  k-th transmit antenna. The index set of transmit antennas is denoted by  K  D f1;    ;  K g. On the other hand, for the channel, we have following assumptions:

• The multi-path channel gains are assumed to be independent and identically distributed (i.i.d.) with Rayleigh fading, each with zero mean, i.e.,  hki C N .0;  2

2

 B /,  he;  ki   C N .0;  E /; 

• Based on the assumption of a uniform power-delay profile, we assume that Efj hki j2g D  2, Efj h

, Ef h

g D 0. Similarly, Efj h

 B

 ki j4g D 2 4

 B

 ki g D Ef h 2

 ki

 e;  ki j2g D

2, Efj h

, Ef h

g D 0; 

 E

 e;  ki j4g D 2 4

 E

 e;  ki g D Ef h 2

 e;  ki

R 1

• Without loss of generality, let  Ep  D

j p.  t/j2 dt  D 1; 

1

•  E  D  B. 
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Table 3.1 Notation summary

 am

QAM source data symbol in constellation  Q

 T

QAM symbol duration

 k.  t/

Normalized pulse for QAM symbol at antenna  k

P

 b

 K

 k

 k-th antenna power scalar with

g D 1

 k D1 Ef b 2

 k

 hki;  he;  ki

 i-th multi-path gain from transmit antenna  k  to destination and unintended receiver, respectively

 ki;  e;  ki

 i-th multi-path delay from transmit antenna  k  to destination and unintended receiver, respectively

 Tp

Maximum multi-path delay

 Te,  Te 0,  Te 1

Sampling time at unintended receiver

 Lk  C 1

Number of multi-paths for transmit antenna  k

 p.  t/

Root raised-cosine receiver filter impulse response

2;  2

Variance of i.i.d. delay gains  h

 B

 E

 ki  and  he;  ki, respectively

 Ps

Transmit power of distributed antennas

 K

Number of distributed antennas

 Cm

Combinatorial choosing of  m  objects from  M  possibilities M

Definition 1 The multi-path delay profile is modeled as exponential over the interval .0;  Tp/. Specifically,  ki  and  e;  ki  are assumed to independently follow the truncated exponential density function

 e= T 0

 p . / D  p . / D

Œ u. /   u.  T

 e;  ki

 ki

 p/:

(3.1)

 T 0.1   e Tp= T 0 /

Note that for uniform power-delay profiles,  T 0 ! 1 such that  ki  and  e;  ki  are uniform between .0;  Tp/. 

The target receiver is synchronized to the incoming signal, whereas the eavesdropper may be not. Without loss of generality, the target receiver samples the received signal at time  Tp, which is the peak sampling time, whereas the unintended receivers sample their received signals at  Te. To give the unintended nodes the benefit of the doubt, the effect of synchronized sampling  Te  D  Tp  will be considered when comparing the received signal qualities later in the chapter. 

 3.1.1

 Distributed Time Reversal Transmission

The DTR-based transmission is assumed to use time division duplexing (TDD). In TDD system, channel reciprocity is often assumed for wireless channels of sufficient coherence time. For large enough channel coherence time, channel reciprocity allows each node to assume its transmission channel and reception channel to be the same. 

We have analyzed transmitted signal and channel impulse responses in Chap. 2

(see Eqs. (2.1)–(2.6)). Recall that
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e

 h  T

e

 p   t

 h  Tp   t



 k

 k

 k .  t/ D r

n

p

; 

(3.2)

R

o D

1 ˇ

ˇ

 Ek

 E

ě

 h

ˇ2 dt

1

 k .  t/

 Lk

X

 hk .  t/ D

 hki ı .  t   ki/ ; 

(3.3)

 i D0

 Lk

X

e

 hk .  t/ D  hk .  t/ ˝  p .  t/ D

 hkip .  t   ki/ ; 

(3.4)

 i D0

1

X

 sk .  t/ D  bk

 am k .  t   mT/; 

(3.5)

 m D1

where  k .  t/ is the normalized TR waveform,  hk .  t/ is channel impulse response, e

 hk .  t/ is the equivalent channel response (see more details in Eq. (2.3)), e h  T

 k

 p   t

is the time-reversed and conjugated channel response and  sk .  t/ is the transmitted signal (see more details in Eq. (2.6)). 

R 1

We assume that the  k-th average transmission power is  Pk  D 1

Efj s

 T

1

 k.  t/j2g

R 1

 dt  D Efj bk j2g Ps

j

1

 k.  t/j2 dt  D Efj bk j2g Ps. For simplicity, the waveform  k.  t/ is R 1

normalized to have unit energy

j

1

 k.  t/j2 dt  D 1. 

Note that in order to avoid a circular problem of having to define the receiver filter p.  t/ to design time-reversal transmit impulse shape, the optimum receiver filter at both intended and unintended receivers is chosen to be a simple root-raised cosine (RRC) filter [11, 12], and the transfer function of receiver filter impulse  p.  t/ can be expressed as

8

ˆ

ˆ

<  T; j fT j  1 .1  ˇ/ :

2

n

h 

io

j P.  f /j2 D

 T

1  sin  j fT j  1

; 

1 .1  ˇ/  j fT j  1 .1 C ˇ/ :

ˆ

ˆ 2

ˇ

2

2

2

:0; j fT j  1 .1 C ˇ/ :

2

(3.6)

where ˇ is the roll-off factor. Using RRC filter offers several distinct advantages as follows [6]:

• it is not channel dependent; 

• it can be optimum when there is no multi-path distortion; 

• it can keep the  T-spaced output noise samples white. 

Similar to Eq. (3.4), the equivalent channel impulse response from the  k-th transmit antenna to the unintended receiver is denoted as e

 he;  k .  t/, and by involving

the receiver filter response  p.  t/ as part of the channel responses as seen at the transmitter, the multi-path propagation channel of transmitter to unintended receiver can be described as

 Lk

X

e

 he;  k .  t/ D

 he;  kip .  t   e;  ki/ ; 

(3.7)

 i D0
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where  e;  ki  is the  i-th path delay from  k-th antenna to the unintended receiver. Note that  Ep  D 1 and thus the average energy of  hk.  t/ is Z 1



 Lk

X

Z 1

 Ek  D E

je

 hk .  t/ j2 dt  D

2

j p.  t  

 B

 k;  i/j2 dt

1

1

 i D0

D .  Lk  C 1/2 E

:

(3.8)

 B

 p  D .  Lk  C 1/ 2

 B

According to Eq. (3.5), by using TR, antenna  k  now transmits a new signal that is of the form

1

X

 am

 sDTR.  t/ D  b

p

e

 h.  T

 k

 k

 p   t  C  mT /:

(3.9)

 E

 k

 m D1

 k

Recall that  Ps  D Efj am j2g. The normalization makes it simpler to control power p

distribution by adjusting  bk. Given  K  antennas,  bk  D 1=  K  allows equal gain transmission (EGT) in DTR by exploiting only local CSI [9]. 

The delay  Tp  must be large enough to account for the maximum multi-path delay spread among all transmit antennas. Before sampling, the signals at the RRC receiver filter output from the  k-th antenna at the destination and unintended receivers are, respectively, 

 dk.  t/ D  sDTR.  t/ ˝ e

 h

 k

 k .  t/ C  nk.  t/; 

(3.10)

 ek.  t/ D  sDTR.  t/ ˝ e

 h

 k

 e;  k .  t/ C  ne;  k.  t/: (3.11)

where  nk.  t/ and  ne;  k.  t/ are additive white Gaussian random processes of  k-th path with power spectral densities  2 and  2, respectively. 

 n

 e

For convenience, the received pulse at the destination is defined as qk.  t/ D e

 h  T

˝ e

 h

 k

 p   t

 k.  t/= E 1=2

 k

 Lk

X  Lk

X

Z

 h

1

 kih

D

 k`

p

 p.v   ki/ p.  Tp   t  C v   k`/ d v: (3.12)

 E

1

 i D0 `D0

 k

Moreover, at the unintended receiver define the received pulse  qe;  k.  t/ as qe;  k.  t/ D e

 h  T

˝ e

 h

(3.13)

 k

 p   t

 e;  k.  t/= E 1=2

 k

 Lk

X  Lk

X

Z

 h

1

 e;  kih

D

 k`

p

 p.v   e;  ki/ p.  Tp   t  C v   k`/ d v: E

1

 i D0 `D0

 k
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Now that the received signal pulse-shaping from time-reversal transmission has been specified, and the two received signals from a given transmit antenna can be rewritten as

1

X

 dk.  t/ D  bk

 amqk.  t   mT/ C  nk.  t/; 

(3.14a)

 m D1

1

X

 ek.  t/ D  bk

 amqe;  k.  t   mT/ C  ne;  k.  t/: (3.14b)

 m D1

It is important to note that the equivalent receiver filter output pulse for TR

transmission at the destination has a maximum-power peak at time  t  D  Tp, and Z

ˇ

ˇ

 L

2

1

1 ˇ

ˇ

ˇ  k

X

ˇ

 qk.  Tp/ D p

ˇ

 hkip.v   ki/ˇ  d v:

(3.15)

 Ek  1 ˇ

ˇ

 i D0

This peak sampling property does not hold, however, for the unintended receiver node. 

Since all  K  antennas perform the same functionality and transmit the same symbol  am, the received signals at the two receivers are, respectively, K

X

X

 K

X

 d.  t/ D

 dk.  t/ D

 am

 bkqk.  t   mT/ C  n.  t/; 

(3.16a)

 k D1

 m

 k D1

 K

X

X

 K

X

 e.  t/ D

 ek.  t/ D

 am

 bkqe;  k.  t   mT/ C  ne.  t/: (3.16b)

 k D1

 m

 k D1

Recall that for the destination receiver, the peak SNR sampling instants are at t` D ` T  C  Tp. Since  p.  t/ is chosen as the well known RRC filter response, the  T-

spaced noise samples  n.` T  C  Tp/ and  ne.` T  C  Te/ taken at time intervals of ` T  are independent Gaussian random variables [7, 8]. 

Unlike traditional secrecy analysis that focuses on discrete channel models, our model is the practical analog signal model. To investigate the secrecy effect, idealistic receivers are assumed at both the destination and unintended receiver when determining the secrecy rate. In particular, it is assumed that

• both destination and unintended receiver have CSI from each distributed antenna to their respective receivers. 

• both have a RRC front-end filter whose output is periodically sampled. 

• both are capable of designing an ideal and perfect receiver to remove all ISI from their sampled RRC filter output signals. 
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 3.1.2

 Direct Transmission and Distributed Beamforming

 Transmission

3.1.2.1

Direct Transmission (DT)

In naïve direct transmission, each antenna sends the same pulse  k.  t/ D  p.  Tp   t/

matched to the receiver RRC filter. Note that the pulse has energy  Ep  D 1. Recall that the received signals at the destination and unintended receivers from the  k-th transmit antenna are, respectively, 

1

X

 dk.  t/ D  bk

 am k.  t   mT/ ˝ e

 hk .  t/ C  nk.  t/; 

(3.17a)

 m D1

1

X

 ek.  t/ D  bk

 am k.  t   mT/ ˝ e

 he;  k .  t/ C  ne;  k.  t/: (3.17b)

 m D1

Let us define the two combined responses

N zk.  t/ D e

 hk.  t/ ˝  p.  Tp   t/; 

(3.18a)

N ze;  k.  t/ D e

 he;  k.  t/ ˝  p.  Tp   t/: (3.18b)

Thus, the signals received at the destination and the unintended receiver can be expressed, respectively, as

 K

X

X

 K

X

 d.  t/ D

 dk.  t/ D

 am

 bk N zk.  t   mT/ C  n.  t/; (3.19)

 k D1

 m

 k D1

 K

X

X

 K

X

 e.  t/ D

 ek.  t/ D

 am

 bk N ze;  k.  t   mT/ C  ne.  t/ : (3.20)

 k D1

 m

 k D1

The peak SNR sampling times for the destination and the unintended receiver are t` D  Tp  C ` T  and  Te 0 C ` T, respectively. At the points of sampling and detection, Lk

X

Z 1

 Lk

X

N zk.  Tp/ D

 hki

 p.v   ki/ p.v/ d v D

 hkiRp.  ki/; 

(3.21a)

1

 i D0

 i D0

 Lk

X

Z 1

N ze;  k.  Te 0/ D

 he;  ki

 p.v   e;  ki/ p.  Tp   Te 0 C v/ d v 1

 i D0

 Lk

X

D

 he;  kiRp.  Tp   Te 0 C  e;  ki/ : (3.21b)

 i D0
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3.1.2.2

Distributed Beamforming (DBF)

Cooperative beamforming is a widely used method to enhance the security of communications, where transmit antennas utilize distributed beamforming to con-centrate the signal towards the intended destination and mitigate the information leakage to an unintended receiver. 

DBF usually considers only a single path between a transmit antenna and the destination, while in practice the signals transmitted by the transmit antennas propagate through multi-path channels and the received signals at the unintended receiver(s) may not fully achieve coherent combining. Therefore, the achievable SNR for distributed beamforming will be analyzed considering both the one-path channel model and a practical multi-path channel model. 

With distributed beamforming, the  k-th transmit antenna uses the (normalized) pulse

 k.  t/ D  p.  Tp   ki   t/; 0

where

( arg max j h j; MGP; 

 ki

 i

0 i L

0 D

 k

0; 

Direct LoS. 

For maximum ratio transmission (MRT) [19], each antenna adopts a different gain bk  D  h =, thereby transmitting  b

 t/: Since  h

 ki

 kp.  Tp   ki

 ki  is a random variable, 

0

0

arg max i  j h j is a special kind of random variable that requires order statistics [20]. 

 ki

P

Here  is used to normalize

 K E fj b

1

 k j2g D 1 for fairness. 

In distributed beamforming, two different types of beamforming are considered for comparison:

• LoS-DBF: with line of sight beamforming, each transmit antenna sends a pulse p

 h  p.  T

 K/ that is matched to the first LoS delay only. 

 k 0

 p   k 0   t/=.  B

• MGP-DBF: with maximum gain path distributed beamforming, at each transmit antenna the strongest multi-path component is selected for distributed beamforming. Similar to LoS-DBF, each antenna sends a pulse  h  p.  T

 t/= that

 ki

 p   ki

0

0

is matched to the strongest delay path  i 0 only. 

Order statistics can be used to determine the  bk. For  X 1;  X 2; : : : ;  Xn  i.i.d. 

continuous random variables with probability density function (PDF)  f .  x/ and cumulative distribution function (CDF)  F.  x/, the PDF of the maximum is f.  n/.  x/ D  nf .  x/ F.  x/ n 1 [20]. Recall that  xk  D j h j2 is a random variable ki

following the exponential distribution [7]. Therefore, denoting  i 0 D arg maxj hki j, i

yields









1

 x

 x

 Lk

 f j h j2.  x/ D .  Lk  C 1/

exp 

1  exp

; 

 x  0; 

(3.22a)
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Z

1

1

E.j bk j2/ D

 xf.  n/.  x/ dx

(3.22b)
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X

D  B .  Lk  C 1/

 Ci .1/ i.  i  C 1/2
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 Lk

 i D0

D  22 G

 B

0; 

P

where  G

 Lk

0.  Lk/ D .  Lk  C 1/

 Ci .1/ i.  i  C 1/2: Therefore, in MGP-DBF the i D0

 Lk

p

normalization factor  D  B KG 0.  Lk/ is used. 

With DBF,  K  antennas cooperatively transmit their signals to the destination. 

Considering that the unintended receiver’s channel information is unknown, with DBF the received signals at the destination and the unintended receiver from the k-th transmit antenna can be described as

X

 dk.  t/ D  bk

 amhk.  t   mT/ ˝  p.  Tp   ki   t/ C  n 0

 k.  t/; 

(3.23a)

 m

X

 ek.  t/ D  bk

 amhe;  k.  t   mT/ ˝  p.  Tp   ki   t/ C  n 0

 e;  k.  t/:

(3.23b)

 m

For convenience, define

N gk.  t/ D e

 hk .  t/ ˝  p.  Tp   ki   t/

0

 Lk

X

Z 1

D

 hki

 p.v   ki/ p.  Tp   ki   t  C v/ d v; (3.24a)

0

1

 i

N ge;  k.  t/ D e

 he;  k .  t/ ˝  p.  Tp   ki   t/

0

 Lk

X

Z 1

D

 he;  ki

 p.v   e;  ki/ p.  Tp   ki   t  C v/ d v: (3.24b)

0

1
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When  K  antennas cooperatively transmit to the destination via DBF, the received signals at the destination and the unintended receiver can be written as, respectively, K

X

X

 K

X

 d.  t/ D

 dk.  t/ D

 am

 bk  N gk.  t   mT/ C  n.  t/; (3.25a)

 k D1

 m

 k D1

 K

X

X

 K

X

 e.  t/ D

 ek.  t/ D

 am

 bk  N ge;  k.  t   mT/ C  ne.  t/: (3.25b)

 k D1

 m

 k D1
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3.2

Basic SNR Analysis for Security Enhancement

Notice that DTR transmission focuses signal energy at the critical sampling instants based on the overall source-to-destination channel awareness. The focused signal energy leads to a substantial SNR improvement at sampling time instants and better signal quality at the destination, but not necessarily so for the unintended receiver whose channels are uncorrelated with destination’s. Our objective is to analyze how this important energy focusing property of DTR transmission can significantly increase the performance gap between the intended and unintended receivers. 

Specifically, the SNR of the  T-spaced samples at the output of the receiver filter at the destination receiver is substantially higher than the SNR of the  T-spaced samples at output of the receiver filter at the unintended receiver. For practical purpose, if DTR transmission can significantly increase the SNR at the desired receiver while keeping the SNR at the unintended receivers at unknown locations sufficiently low, then it can ensure good source-destination link performance while reducing co-channel interference to other nearby links. Moreover, a large SNR gap between the source-destination and source-unintended receiver links can likewise protect information from being decoded by eavesdroppers at locations unknown to the transmitter. 

The receiver-dependent SNR may be translated into a corresponding secrecy rate, which has been discussed in Chap. 1. But it is of little practical interest to derive the secrecy rate  Rs  for a specific set of channel impulse responses. For practical utility, it is more meaningful to investigate the DTR performance for a typical class of random channels by determining the mean secrecy rate Ef Rs g over the ensemble of such random channels. However, since the secrecy rate is a nonlinear function of both  SNRd  at the destination and  SNRe  at the unintended receiver, the ensemble averaged secrecy rate cannot be evaluated based on average received SNR values. Consequently, the respective SNR at the destination and the unintended receiver shall be analytically derived to characterize the benefits of DTR transmission. To obtain results that are meaningful and practical, the average SNR over an ensemble of random multi-path channels (including the number of multi-paths) shall be considered. As discussed later, perfect equalization at the intended and unintended receivers is assumed to cancel any ISI when determining the received SNR. Alternatively, pre-equalization at the source [14, 15] can be used for effective ISI removal at the cost of higher transmitter complexity. 

Our analytical results and the accompanied numerical evaluation will demonstrate that DTR can achieve lower co-channel interference and a more degraded SNR at eavesdroppers than traditional DBF. To be fair, the receivers are assumed to be ideal with perfect equalization for either the DTR or DBF transmission schemes. Such ideal receivers with perfect equalization will provide a performance benchmark for the various transmission schemes under consideration. By utilizing the individual channel information from each distributed antenna to the destination, DTR will be shown to achieve the same level of SNR-gap (or secrecy rate) but with a fewer number of distributed transmit antennas than LoS-DBF. 

3.3 SNR Analysis with Fixed Multi-Path Delay
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3.3

SNR Analysis with Fixed Multi-Path Delay

 3.3.1

 SNR Analysis of Distributed Time Reversal Transmission

Recall that for the destination receiver, the peak SNR occurs at the sampling instants  t` D ` T  C  Tp  where the peak pulse magnitude is obtained. However, for the unintended receiver, there may not be best sampling instants because of the random multi-path channels  he;  ki  and  hki  involved. Hence, the unintended receiver or eavesdropper samples the RRC filter output with the same period  T  but with an arbitrary time offset  Te, i.e., samples are taken at times  t.  e/ D ` T  C  T

`

 e. Thus, the

two received signals after sampling are

X

 K

X

 d.  t`/ D

 am

 bkqk.  t`   mT/ C  n.  t`/; 

(3.26a)

 m

 k D1

X

 K

X

 e.  t.  e// D

 a

 b

 mT/ C  n

/:

(3.26b)

`

 m

 kqe;  k.  t.  e/

`

 e.  t.  e/

`

 m

 k D1

Note that  d.  t`/ and  e.  t.  e// are used to detect symbol  a

`

`. Clearly, both destination

and unintended receiver have to contend with ISI [17] at the receiver. The idealistic scenario will be considered, in which the destination receiver can acquire the perfect P

CSI with respect to

 K

 b

 k D1

 kqk.  t   mT / such that all ISI at the receiver can be eliminated effectively through the use of a decision feedback equalizer without causing detection performance degradation [18]. At the transmitter, pre-equalization

[15, 16] can also achieve effective ISI removal at higher transmitter complexity. 

Perfect equalization and perfect CSI are impractical in actual communication systems. Residual ISI may result in receiver performance loss. However, the effect of unmitigated ISI at both the destination receiver and the unintended receivers varies with the channel delay profile, the length and type of pilot symbols, and the types of channel estimation and equalization algorithms, among other factors. 

Characterization of residual ISI effect would be system-dependent. Hence, this study focuses on investigating the best case scenario of perfect ISI suppression to provide a design benchmark. By establishing performance limit in terms of the received signal SNR, our results can provide useful design guidelines. Practitioners can develop additional ISI margins from measurement and experience. 

3.3.1.1

Average SNR

For thè-th QAM symbol, the receiver output (corresponding to the input  d.  t`/) is given by

ˇ

ˇ2

X

X

Z 1 ˇ  L

ˇ

ˇ  k

X

ˇ

 a`

 bkqk.  Tp/ D  a`

ˇ k

ˇ

 hkip.v   ki/ˇ  d v; 

1 ˇ

ˇ

 k

 k

 i D0
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p

where ˇ k  D  bk=  Ek. Note that the QAM symbol  a` has zero mean and average power  Ps  D  E fj am j2g. Since the noise  n.  t`/ is  C N .0; 2/, the general expression n

of the received SNR for the destination is given by
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(3.27)
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ˇ
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; 

To analyze the SNR, recall that the complex multi-path channel gains associated with the different transmit antennas and delays f hki g are independent zero-mean complex Gaussian random variables with Efj hki j2g D  2, Efj h

, and

 B

 ki j4g D 2 4

 B

Ef hki g D  E f h 2 g D 0. Thus, 
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Using the i.i.d. property of f hki g gives
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Recall that ˇ k  D .  K.  Lk  C 1/ B/1. Thus, 
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Besides, the unintended receiver will sample at time  Te  to yield output sample Z  L

 L

1

 k

X

 k

X

 qe;  k.  Te/ D p
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 E

 kj

 k

 i D0

 j D0

whose SNR is
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X
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(3.32a)
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 Rp.  Tp   Te   kj  C  e;  ki/j2: (3.32b)
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Hence given  Lk  C 1 multi-paths for each antenna, the SNR at the destination and the unintended receiver can be found, respectively, as

 PsQd 1

 PsQe 1

SNR d 1 D

and

SNR e 1 D

:

(3.33)
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Based on the above analysis, the SNR-gap between the intended and unintended receivers in DTR can be evaluated as SNR gap 1.dB/ D SNR d 1.dB/  SNR e 1.dB/. 

3.3.1.2

Equal Gain Transmission in DTR

Our analytical results depend on the power distribution among transmit antennas bk. Typically, the source central controller is not required to be aware of each antenna’s channel gain. To avoid the complexity of centralized control and exchange of channel knowledge among antennas, equal power distribution can be applied p

among the transmit antennas. Thus, given  K  total antennas, the weights  bk  D 1=  K

p

and ˇ k  D 1=  KEk  can be used to achieve equal gain transmission (EGT) in DTR

unless otherwise specified. Since  Ek  D .  Lk  C 1/ 2,  Q

 B

 d 1 and  Qe 1 of Eq. (3.33) can

be directly evaluated for EGT. 

 3.3.2

 SNR Analysis of Direct Transmission

Likewise, we can analyze SNR performance of DT in the same way as DTR. 

According to Eqs. (3.21a) and (3.21b), the signal energy at the destination receiver at the sampling instant  t` D  Tp  C ` T  is
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while at the unintended receiver, the signal energy at the sampling instant  Te 0 C` T  is 8ˇ
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Given  Lk  C 1 multi-paths for each transmit antenna, the SNRs at destination and unintended receiver are, respectively, 

 PsQd 2

 PsQe 2

SNR d 2 D

; 

and SNR e 2 D

:

(3.35)
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 e

The SNR gap and the resulting secrecy rate can be quantified directly. For the most p

common case, equal gain transmission weights  bk  D 1=  K  can be used to evaluate the SNR and SNR gap of Eq. (3.35) numerically. 

 3.3.3

 SNR Analysis of Distributed Beamforming Transmission

Let the peak SNR sampling times for the destination and the unintended receiver be Tp  C ` T  and  Te 1 C ` T, respectively. They follow that 8ˇ
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3.3.3.1

LoS-DBF

p

For direct LoS beamforming,  i 0 D 0 and  D  B K  such that
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When considering  Lk  C 1 multi-paths for each transmit antenna, the SNRs at the destination and the unintended receiver are, respectively, 
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3.3.3.2

MGP-DBF

For MGP distributed beamforming, recall that  i 0 D arg maxj hki j such that  bk  D

 i

p

 h =. 
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The SNRs at the destination and the unintended receiver are, respectively, PsQd 4
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and SNR e 4 D
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(3.41)
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3.4

SNR Analysis with Random Multi-Path Delay

Recall that, Sect. 3.3 analyzes the SNR analysis with fixed multi-path delay, thus the more general and practical wireless scenario is now considered, where the number of multi-paths per transmit antenna is .  Lk C1/ and their respective multi-path delays are randomly uniformed. As mentioned in Sect. 3.1, this scenario captures the uncertain multi-path environment. 

 3.4.1

 SNR Analysis of Distributed Time Reversal Transmission

For DTR transmission, an average can be taken over the  Lk  to obtain ( X
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For independent and uniform  ki  6D  , the PDF of ı D 



is symmetric, 
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Besides, for the unintended receiver
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 3.4.2

 SNR Analysis of Direct Transmission

For direct transmission, first define
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 3.4.3

 SNR Analysis of Distributed Beamforming Transmission

Based on our previous analysis, 
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Thus, for LoS-DBF,  i 0 D 0; resulting in
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3.5

Simulation and Numerical Results

The SNRs of different transmission schemes at the destination and unintended receiver can be compared to illustrate physical layer secrecy enhancement [21], by using the SNR gap between the desired destination and the eavesdropper, denoted in dB as SNR gap  D SNR d  SNR e. 

The performance of the various schemes under consideration can be compared under different conditions. Numerical results are now presented to compare the performance of four different transmission schemes in terms of SNR gap (or secrecy rate): DTR, DT, LoS-DBF, and MGP-DBF. By varying the multi-path profiles of the source-to-destination channels and source-to-unintended-receivers, both fixed and random channel multi-path number  Lk  can be tested. 

First, the two channels in the non-degraded wiretapping scenario [10, 13] are assumed to be i.i.d. with equal variance  2 D  2 D 0:4 mW, and equal noise power B

 E

2 D  2 D 0:1 mW. Throughout the simulation, a RRC pulse shape with roll-off n

 e

factor of ˛ D 0:2 is used [7]. In the various graphs presented, the suffix “t” or solid lines are used to label theoretical results, whereas the suffix “n” or dotted lines are used to label numerical results for the four different schemes under comparison. 

For the exponential multi-path power delay profile, the parameter  T 0 D  T  is used without loss of generality and  Tp  D 2 T1. 

In terms of the sampling instant at the unintended receiver node, let  Te  D  Te 0 D

 Te 1 D  Tp  C , where  is the sampling time offset. Two cases are tested:  D 0

and uniform  on .0:5 T; 0:5 T/. The first case gives the unintended receivers the benefit of the doubt such that they sample at the same moment ` T  C Te  D ` T  C Tp  as the target receiver. The second case takes into account the timing uncertainty, such that the unintended receivers may sample uniformly within .0:5 T; 0:5 T/ of the sampling instants ` T  C  Tp  at the target receivers, which is a typical case in practice. 

 3.5.1

 Fixed Number Lk of Multi-Path Components

In this case, the received SNR for different schemes is assessed while fixing the number of transmit antennas  K  and the number of multi-paths  Lk, for various levels of transmit power  Ps. For numerical results, 1000 random multi-path channels and delays are generated for Monte Carlo evaluation. 

Figures 3.2, 3.3, and 3.4 show both the theoretical and numerical results at different power levels  Ps  for  Lk  D 3. The SNR of DTR-based transmission, DT, LoS-DBF, and MGP-DBF are evaluated. As is expected from the analytical expression of the SNR results, the SNR increases linearly with  Ps. Hence, when the 1For a uniform multi-path delay profile, the delay time is set as  T 0 D 1. 
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Fig. 3.4 SNR at unintended receiver ( Lk  D 3, K D 3, uniform ,  2(0:5 T; 0:5 T)) power  Ps  grows, the SNRs for all four schemes increase as shown in these figures. 

Note that the horizontal axis representing  Ps  has a linear scale, whereas the vertical axis representing SNR has a logarithmic scale. Close agreement is observed between analytical and numerical results for all four schemes. In order of performance, DTR achieves the highest SNR, with MGP and LoS beamforming trailing behind, followed by the least effective strategy of DT without considering the multi-path effect or the advantage of beamforming. Besides, when comparing the SNR at the unintended receivers, the received SNR is nearly identical in all four transmission strategies. 

It is also clear that by letting  Te  D  Tp  which gives the benefit of the doubt to the unintended receivers in terms of symbol timing, the unintended receivers can see an approximately 0.3 dB SNR increase. Nevertheless, this slight change does not negate the significant SNR improvement as seen by the target receiver at the destination. 

Similar results can also be obtained for different numbers of multi-paths, e.g., Lk  D 6. Figures 3.5 and 3.6 compare the SNR gap of various transmission schemes for  Lk  D 3 and 6, respectively. Since the SNR for both nodes linearly grow with Ps, it is not surprising that the SNR gap remains flat for all four schemes. Among the four transmission schemes, DTR-based transmission provides the biggest SNR-gap between the destination node and unintended receivers. In fact, DTR is better than the MGP-DBF scheme which has a quite high complexity. This proves the
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Fig. 3.7 Secrecy rate at destination ( Lk  D 3, K D 3,  D 0) simplicity and benefit of DTR transmission. Comparing the results of Figs. 3.5 and

3.6, observe the effect of the number of multi-path components. Assuming perfect receivers, as the number of multi-path components  Lk  grows from 3 to 6, the SNR

gap of DTR remains nearly unchanged while the SNR gaps of LoS-DBF and MGP-DBF decrease. This effect is reasonable and expected. The observed performance loss in beamforming is due to the relative reduction of signal energy in either the LoS path or the maximum gain path when the number of signal paths  Lk  grows. 

Besides, DTR is robust to such uncertainties. In terms of corresponding secrecy rates, Figs. 3.7 and 3.8 illustrate similar results. 

 3.5.2

 Random Number Lk of Multi-Path Components

In practical applications, the number of multi-path components,  Lk, is uncertain and often time-varying. To obtain numerical results for such cases, 3000 random multipath channels and delays are generated in Monte Carlo evaluation, for which  Lk  was assumed to be uniformly distributed in f0;    ;  L  1g. All other parameters remain unchanged from the previous section. 

Figures 3.9, 3.10, and 3.11 compare theoretical and numerical SNR results for different power levels  Ps, given  L  D 7 and  K  D 3. The results compare the SNR

of DTR transmission, DT, LoS-DBF, and MGP-DBF. Once again, close agreement
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Fig. 3.11 SNR at unintended receiver (L D 7, K D 3,  2(0:5 T; 0:5 T))
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Fig. 3.12 Received signal SNR gap (L D 4, K D 3,  D 0)

is observed between the analytical and numerical results for all four schemes. From the analytical expression for the SNR, the linear SNR growth with  Ps  is confirmed. 

Again, notice that the horizontal axis representing  Ps  has a linear scale, whereas the vertical axis representing SNR has a logarithmic scale. Similar to the case of fixed Lk, the DTR transmission leads to the highest destination SNR and better signal quality. Likewise, by giving unintended receivers the benefit of the doubt in terms of symbol timing,  D 0 implies  Te  D  Tp. Compared with random , the sampled signal SNR at the unintended receiver is only marginally higher. 

Figures 3.12 and 3.13 illustrate the SNR gap between the destination and unintended receivers for four different schemes for  K  D 3 and  L  D 4; 7. Clearly, the SNR gap for DTR transmission is superior to that of three other schemes. 

Consistent with the previous results, for fixed  Lk, DTR is robust to the distribution of the number of multi-path components,  L. On the other hand, when the number of multi-path components grows, MGP-DBF and LoS-DBF provide less signal quality advantage at the destination receiver in terms of the SNR gap. The corresponding secrecy rates of Figs. 3.14 and 3.15 show similar results. 

Next, the impact of the number of transmit antennas,  K, on the SNR gap of the different schemes is studied. Figures 3.16 and 3.17 present the SNR result at the destination receiver and the SNR gap for  L  D 4 and  Ps  D 10 W. Meanwhile, the secrecy rate at the destination for  K  distributed antennas is described in Fig. 3.18. 

Similar to earlier cases, the theoretical results agree well with the real simulation
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Fig. 3.15 Secrecy rate (L D 7, K D 3,  D 0)
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Fig. 3.18 Secrecy rate at destination for  K  distributed antennas (L D 4,  Ps  D 10W,  D 0)
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results. Not surprisingly, as the number of distributed antennas  K  increases, the SNR

gaps for all three diversity transmission schemes increase. However, for DT, each antenna sends exactly the same pulse-shape without exploiting the diversity of the channels. As a result, a large number of distributed antennas fail to help elevate the SNR gap in direct transmission. Thus, the SNR gap for the direct transmission scheme is almost unchanged with increasing antenna diversity order  K, while the SNR gap for other three schemes grow significantly for larger  K. Overall, the SNR

gap (and secrecy rate) for the DTR transmission scheme dominates the other three schemes. With respect to the impact of the temporal energy focusing effect by DTR, even with only  K  D 2 antennas the DTR-transmission scheme can achieve a SNR

gap that is only achievable by MGP-DBF with  K  D 4 antennas or LoS-DBF with K  D 5 antennas. 

It was shown earlier that multi-path delay spread has a positive impact on DTR-based transmission, whereas the opposite is true for beamforming. This effect is illustrated more clearly by presenting another set of results where  L  is varied. 

Figures 3.19 and 3.20 compare the SNR gaps and the secrecy rates for different values of  L  to assess the effect of multi-path delay spread. Clearly, as  L  becomes larger, the SNR gaps for the DTR transmission and direct transmission schemes remain steady, while the SNR gaps for the remaining two DBF schemes decrease. 

Once again, the beamforming schemes suffer a larger performance loss as  L  grows, because the beamforming relies on one path (either dominant or LoS). As the 10
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Fig. 3.20 Secrecy rate for variable  L (K D 3,  Ps  D 10W) number of multi-paths grows, the strength of a single path becomes relatively weaker. Hence, beamforming will increasingly rely on weaker multi-path channel gains  hi 0;  k. As a result, the performance of the DBF strategies degrades as  L  becomes larger. 

3.6

Chapter Summary

In this chapter we have analyzed the ability of distributed time-reversal (DTR) transmission to protect against unintended signal leakage to eavesdroppers. In DTR

transmission, each transmit antenna individually exploits its local CSI and utilizes TR to focus signal energy at the destination receiver, by exploiting its multi-path channel to the destination receiver. The performance of DTR-based transmission, DT, LoS DBF, and MGP DBF have been analyzed and compared with respect to signal leakage, as measured by the SNR gap between the destination and unintended receivers. Numerical results have been presented that both the SNR improvement of the DTR-based transmission scheme and the validity of the performance analysis. 

Furthermore, given multi-path channels, DTR transmission is a much more effective signaling strategy against signal leakage to unintended receivers than traditional beamforming strategies, particularly when the number of multi-path components is large. 
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Chapter 4

Spatial Modulation in Physical Layer Security

It has been revealed that the great capacity gains can be realized from multiple-input-multiple-output (MIMO) wireless communications [1–3]. Spatial modulation (SM), a MIMO based modulation, has recently emerged as a new transmission method which can effectively reduce the system complexity [4–7]. This chapter explores the physical layer security in SM systems. We present a secrecy rate analysis for multiple antenna receiver and eavesdropper. Targeting against passive eavesdroppers in unknown locations, we study the efficacy of active security measures through joint signal and jamming transmission without the typical requirement of eavesdropper channel information. On the other hand, under the same circumstance, we investigate the secrecy performance with space shift keying (SSK) and generalized space shift keying (GSSK), respectively. We demonstrate the tradeoff of secrecy rate and transmit power with active source jamming by testing the achieved secrecy rate and the bit error rate (BER) at different receivers, and show the different characteristics of these modulation schemes in terms of secrecy performance. Furthermore, we generalize the precoding-aided spatial modulation (PSM) to a multiuser downlink scenario. By elaborately designing the precoding vector, the proposed multiuser PSM scheme has the ability of resisting a multiantenna eavesdropper [8–11]. 

4.1

Secrecy Enhancement with Artificial Noise in Spatial

Modulation

 4.1.1

 System Model and Problem Description

We have analyzed the basic formulation of SM transmission in Chap. 2 (see Eqs. (2.7)–(2.11)). Now we consider a typical physical layer security model (Fig. 4.1) in which a transmitter Alice, a legitimate receiver Bob and an
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107

L. Wang,  Physical Layer Security in Wireless Cooperative Networks, Wireless Networks, DOI 10.1007/978-3-319-61863-0_4

[image: Image 37]

108

4

Spatial Modulation in Physical Layer Security

Fig. 4.1 System model of

SM in physical layer security

eavesdropper Eve exist. Alice desires to transmit the confidential signal to Bob, and it is possible for Eve to intercept the information due to the broadcast characteristic of wireless channels. Note that in SM there are  L  D  L 1 C  L 2 transmitted bits where L 1 bits represent the index of transmit antenna chosen from  Nt  D 2 L 1 transmit antennas with the same probability and  L 2 bits represent the modulated symbols chosen from  M  D 2 L 2 conventional Amplitude Phase Modulation (APM) symbols with the same probability [4]. 

As shown in Fig. 4.1, H b  and H e  represent the MIMO channel matrices between Alice and Bob and between Alice and Eve, respectively, whose sizes are  Nr   Nt  and Ne   Nt, respectively. Hence the received signals at Bob and Eve are respectively expressed as

y b  D H bx C n b

and

y e  D H ex C n e; (4.1)

where n b  and n e  are noise vectors at Bob and Eve, respectively. 

Recall that

x D s D Œ0 : : : 0

 sm

0 : : : 0 T  D e

„ƒ‚…

 nsm; 

(4.2)

 n th

where e n  D Œ0 : : : 0

1

„ƒ‚… 0 : : : 0 T. 

 n th

4.1.1.1

Artificial Noise Design

Notice that the transmitter knows channel matrix corresponding to Bob [12]. When an eavesdropper intends to intercept the transmitted data, it must find the position where transmitted symbols  sm  is in the original signal s and decode the symbols  sm. 
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To prevent the transmitted data from being intercepted, we let the transmit antenna transmit not only the original signal s but also an artificial noise, i.e., a jamming signal vector q whose elements are randomly distributed. Over one single RF chains are activated through this jamming transmission, which improves the secrecy of system in a way. The data signal traverses through only one RF chain, while the jamming signal is emitted from multiple antennas. Due to the channel reciprocity, Alice is aware of Bob’s channel condition, so the jamming signal can be conceived to minimize the interference to Bob. Here we assume rank. H b/ D  r <  Nt: As mentioned above, the jamming vector needs to be deliberately designed, which is described as follow. The singular value decomposition (SVD) of H b  is obtained as

H b  D U˙ V H; 

(4.3)

where the diagonal singular value matrix ˙ D Diagf1; 2; : : : ;  r; 0    0g. Since rank. H b/ D  r <  Nt, it is clear that unitary matrix V D Œv1 v2 : : : v r v r C1 : : : v N  2

 t





 C Nt Nt  contains the null space of H b, denoted as V? D v r C1 : : : v N : Thus, the t

transmitted signal x can be rewritten as

 Nt

X

x D s C

. 

˛ iv izi/

D e nsm  C q; 

(4.4)

 i D r C1

„

ƒ‚

…

jamming signal q

where  zi  is independent and identically distributed (i.i.d.) with zero mean and  z  variance complex Gaussian distribution, and the subspace vector v i  is weighted by random ˛ i [13]. In order to further improve the secrecy performance of the system, the weighted factor ˛ i  is required to be randomly generated and the weight vector ˛ D Œ˛ r C1;    ; ˛ N  is on the .  N

 t

 t   r/-D sphere

P

so that

 Nt

˛2 D 1. Thus, the jamming signal q satisfies Efkqk2g D

 i D r C1

 i

P

P

Ef

 Nt

˛2j z

 Nt

˛2/Efj z

:

 i D r C1

 i

 i j2g D E. 

 i D r C1

 i

 i j2g D  2

 z

The secrecy enhancement is realized by activating extra radio frequency (RF) antennas and consuming excess transmit power. Assuming Ek sm k2 D  2, the total s

transmit power is expressed as

 Px  D Ekxk2 D  2 C  2:

(4.5)

 s

 z

Since H b  V? D 0, we can rewrite y b  and y e  as y b  D H bs C n b; (4.6a)

 Nt

X

y e  D H es C H e. 

˛ iv izi/ C n e:

(4.6b)

 i D r C1

110

4

Spatial Modulation in Physical Layer Security

 4.1.2

 Secrecy Rate Analysis

In this part, we analyze the secrecy rate of the SM communication system. Let H b  D Œh1 h2    h N  and H

. Recall that in each time slot, the

 t

 e  D Œg1 g2    g Nt

received signal at Bob can be expressed as

y b  D H be nsm  D h nsm  C n b: (4.7)

Note that the probability of selecting a certain transmit antenna is 1= Nt  and the probability of selecting a certain symbol  sm  in  M QAM is 1= M. Therefore, the complex signal vector y b  obeys the distribution as follows [14]

" 

#

 N

 M





1

 t

X X

1

 Nr

ky b  h nsm k2

 p . y b/ D

exp 

:

(4.8)

 NtM

2

2

 n D1  m D1

With respect to the eavesdropper, because  zi  and n e  are mutually independent, its P



interference plus noise can be expressed as n0 D H

 Nt

˛

C n

 e

 e 

 i D r C1

 iv izi

 e; which

has zero mean and covariance matrix



! 

 Nt

X

R e  D  2=.  N

v

H H  C  2I:

(4.9)

 z

 t   r/H e 

 iv H

 i

 e

 i D r C1

Thus, we whiten the noise as

y e  D g nsm  C n0 :

(4.10)

 e

In this way, the mutual information  I . y e I Œg n;  sm/ will not be affected. 

Besides, we adopt a linear whitening transformation matrix P D  R 1=2

 e

to

whiten the jamming signal plus noise, resulting in

y0 D Pg

 s

D g0  s

 e

 n

„ƒ‚…  m  C Pn0 e

„ƒ‚…

 n m  C n ; 

(4.11)

g0 n

n

where n has covariance matrix  2I. Notice that Eve needs to know Bob’s channel to conceive such a whitening filter. If ˛ has been determined, then n obeys i.i.d. Gaussian distribution. Therefore, we can know  p y0

D

 e





1 P

 Ne

h

i

 N

P

1

 t

 M



exp  ky0 e g0 nsm k2 . Similar to [7], we let N

 n D1

 m D1

2

 tM

2

d n 2;  m 2 D h

 s ; 

(4.12)

 n;  m

 nsm  h n 2  m 2

ı n 2;  m 2 D P . g

 s / ; 

(4.13)

 n;  m

 nsm  g n 2  m 2
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Z X X

 p. y b; h n;  sm/

 I. y b I Œh n;  sm/ D

 p. y b; h n;  sm/ log2

 dy b

(4.14a)

 p. y

 n

 m

 b/ p. h n;  sm/

Z

1 X X

 p. y

D

 b; jh n;  sm/

 p. y b jh n;  sm/ log

 dy b

(4.14b)

 MN

2

 t

 p. y

 n

 m

 b/

Z

1 X X

 MN

D

 t   p. y b; jh n;  sm/

 p. y b jh n;  sm/ log P P

 dy b

 MN

2

 t

 p. y

;  s /

 n

 m

 n

 b jh n

 m

2

 m 2

2

2

(4.14c)

1

D log2  MNt   MNt

P P

X X Z

 p. y b jh n ;  sm /

 p. y

 n 2

 m 2

2

2

 b jh n;  sm/ log2

 dy b

 p. y

 n

 m

 b; jh n;  sm/

(4.14d)

 N

 M

1

 t

X X

D log2  MNt   MNt n D1 m D1

2

0

13

6

B  N



 t

X  M

X

1 h



iC7

E

6

B



2

C7

n

exp 

d n 2;  m 2 C n

kn

 b  4log2 @

 b

 b k2

2

 n;  m

A5 ; 

 n 2D1  m 2D1

(4.14e)





 I . y e I Œg n;  sm/ D  I y0 I Œg0 ;  s e

 n

 m

 N

 M

1

 t

X X

D log2  MNt   MNt n D1 m D1

2

0

13

 N



 t

X  M

X

1 





E

4

@



2

A5

n

log

exp 

ı n 2;  m 2 C n

kn

; 



2



k2

2

 n;  m

 n 2D1  m 2D1

(4.14f)

from Eqs. (4.14a)–(4.14f), the secrecy rate finally can be written as Rs  D maxf0;  I . y b I Œh n;  sm/   I . y e I Œg n;  sm/g: (4.15)

The ergodic secrecy rate can be calculated by the equation N

 Rs  D Ef Rs g over

multiple channel realizations. Here our simulation results mainly consider the ensemble of Rayleigh flat fading channels. 
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 4.1.3

 Simulation and Numerical Results

In this section, we show the ergodic secrecy rate of (4.15) with different antenna configurations, signal-to-noise ratio (SNR), and excess jamming power to analyze their effects on the secrecy rate. Besides, we present the BER performance at Bob and Eve, respectively. Particularly, we mainly consider the randomly generated Rayleigh flat fading channels in the simulation. 

At first, the modulated signal power is normalized to unity ( 2=1) and the s

additive complex white Gaussian noise power is denoted as  2, so the SNR can be expressed as SNR D  2= 2: Besides, the jamming power is denoted as  2 D ˇ, s

 z

so the full transmission power can be written as  Px  D  2 C  2 D 1 C ˇ, where ˇ is s

 z

the excess power for secrecy enhancement at Bob. Since the active jamming power ˇ is used for the generation of a random signal that exists in the nullspace of Bob’s channel, Bob will never be interfered by the excess signal. However, because Eve’s channel is almost impossible to be the same as Bob’s, Eve’s channel will suffer from a severe deterioration due to the jamming signal so that the system can finally guarantee security. 

4.1.3.1

Secrecy Rate

Figure 4.2 presents the secrecy rate  Rs  of QPSK symbol by statistical evaluation with Nt  D 6 and  Nr  D 2. We consider Eve with  Ne  D 1; 3; 5 antennas, respectively. The final simulation results are averaged over 100 random samples of ˛. In all 3 cases, as SNR increases, the secrecy rate grows steadily firstly and reaches a saturation point later. With respect to ˇ, higher excess jamming power ľeads to higher secrecy rate. 

As the number of receiver antenna at Eve increases, the secrecy rate will decrease apparently because additional antennas at Eve increase the probability of successful eavesdropping to some extent. Note that although Eve is equipped with 4 antennas, the secrecy rate is still very high with Ď 1. Therefore, active jamming can improve the secrecy rate significantly. 

The aforementioned simulation results are demonstrated again when 16QAM is employed, and thereinto  Nt  D 4,  Nr  D 2,  Ne  D 1; 3 in Fig. 4.3 and  Nt  D 8,  Nr  D 4, Ne  D 3; 5 in Fig. 4.4. Note that higher dimensional APM yields both higher data rate and higher secrecy rate. 

4.1.3.2

BER

To further illustrate the effects of active jamming on Eve’s channel, we compare the BER performance at Bob with that at Eve when 16QAM signals are employed. 

Particularly, elements of ąre randomly generated in the simulation. Note that the jamming signal deteriorates the Eve’s observation and degrades the eavesdropping channel. Besides, Eve will still gain relatively lower BER if it is equipped with enough antennas. 
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Fig. 4.2 Secrecy rate under QPSK:  Nt  D 6,  Nr  D 2, and  Ne  D 1; 3; 5
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Fig. 4.3 Secrecy rate under 16QAM:  Nt  D 4,  Nr  D 2, and  Ne  D 1; 3
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Fig. 4.4 Secrecy rate under 16QAM:  Nt  D 8,  Nr  D 4, and  Ne  D 3; 5

Figure 4.5 presents the simulation results of BER with  Nt  D 4,  Nr  D 2 and Ne  D 2 or 4. Assume that there are two receivers at Eve. As mentioned before, Eve is unaware of Bob’s channel in general, denoted as Eve (U). We also suppose another situation where Eve is aware of Bob’s CSI, denoted as Eve (A). We see that when the receiver configuration are the same, the Eve’s channel is largely degraded, while the performance of Bob’s receivers are still unaffected. Besides, Even if the Eve’s diversity is larger than Bob’s, its channel can be greatly degraded with enormous jamming power. 

Figure 4.6 further shows the receiver performance with  Nt  D 8 and  Nr  D 4. Both Eve (A) and Eve (U) are shown with  Ne  D 4 and  Ne  D 8, respectively. The final results are same with the previous simulation results in Fig. 4.5. These results verify that the channel degradation at Eve’s receiver helps improve the secrecy capacity. 

4.2

Secrecy Analysis in Space Shift Keying (SSK) and

Generalized Space Shift Keying (GSSK) Modulation

In this section, the security issues in physical layer with SSK and GSSK modulations are shown [15]. We aim to show the difference in terms of the performance of physical layer security compared with conventional SM. Specifically, we are interested in the tradeoff between secrecy capacity and transmit power with the variance of the number of activated RF antenna chains in SSK and GSSK. 

4.2 Secrecy Analysis in Space Shift Keying (SSK) and Generalized Space. . . 
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Fig. 4.5 BER of 16QAM for Bob and Eve:  Nt  D 4,  Nr  D 2, and  Ne  D 2; 4 for Eve (U) unaware and Eve (A) aware of Bob’s CSI, respectively
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Fig. 4.6 BER of 16QAM for Bob and Eve:  Nt  D 8,  Nr  D 4, and  Ne  D 4; 8 for Eve (U) unaware and Eve (A) aware of Bob’s CSI, respectively
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 4.2.1

 System Model and Problem Description

The system model is the same as Sect. 4.1.1. We also assume that the transmitter has prior knowledge of the channel corresponding to Bob, H b. Now we give some details about the secrecy enhancement design of SSK and GSSK, respectively. 

4.2.1.1

SSK

Recall that in each time epoch, the input data vector x has only a single non-zero entry, i.e., x D s D Œ0    0 1 0    0 T  D e n; where e n  is the unit vector whose n-th entry is non-zero. The goal of the receiver is only to detect which antenna is active. 

We analyze the artificial noise design in SSK, similarly as that in SM. Here we also assume that rank. H b/ D  r <  Nt: The SVD of H b  is obtained as H b  D U˙ V H, where the diagonal singular value matrix ˙ D Diagf1; 2; : : : ;  r; 0    0g. Since rank. H b/ D  r <  Nt, it is clear that unitary matrix V D Œv1 v2 : : : v r v r C1 : : : v N  2

 t





 C Nt Nt  contains thenull space of H b, denoted as V? D v r C1 : : : v N : Thus, the t

transmitted signal x can be rewritten as

 Nt

X

x D s C

. 

˛ iv izi/

D e n  C q; 

(4.16)

 i D r C1

„

ƒ‚

…

jamming signal q

where  zi  is independent and identically distributed (i.i.d.) with zero mean and  z variance complex Gaussian distribution, and the subspace vector v i  is weighted by ˛ i. In order to further improve the secrecy of system, the weighted factor ˛ i is required to be randomly generated and the weight vector ˛ D Œ˛ r C1;    ; ˛ N 

 t

P

is on the .  N

 Nt

 t   r/-D sphere so that

˛2 D 1. Thus, the jamming signal q

 i D r C1

 i

P

P

satisfies Efkqk2g D Ef

 Nt

˛2j z

 Nt

˛2/Efj z

:

 i D r C1

 i

 i j2g D E. 

 i D r C1

 i

 i j2g D  2

 z

The secrecy enhancement is realized by activating extra RF antennas and consuming excess transmit power. 

Assuming Ek s k2 D  2, the total transmit power is expressed as s

 Px  D Ekxk2 D  2 C  2:

(4.17)

 s

 z

Because H b  V? D 0, we can rewrite y b  and y e  as y b  D H ben C n b; (4.18a)

 Nt

X

y e  D H een C H e. 

˛ iv izi/ C n e:

(4.18b)

 i D r C1
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4.2.1.2

GSSK

Recall that in each time epoch, the input data vector x has  nt  non-zero entries, i.e., x D x j, where x j  D Œ 1

p

0    0 1

p

0    0 1

p

0 T  is the vector that has  n

 n

 t

 t

 nt

 nt

non-zero entries [4]. 

The GSSK detector estimates the antenna indices that are used, and demaps the symbol to its component bits. Similarly, using the SVD of the channel matrix H b, after generating the jamming signal q, we can rewrite y b  and y e  as Nt

X

y b  D H bx j  C n b and

y e  D H ex j CH e. 

˛ iv izi/Cn e:

(4.19)

 i D r C1

 4.2.2

 Secrecy Rate Analysis

4.2.2.1

SSK Modulation

Let H b  D Œh1 h2    h N  and H

. Recall that in each time epoch, 

 t

 e  D Œg1 g2    g Nt

Bob receives signal

y b  D H be n  D h n  C n b: (4.20)

Each transmit antenna is selected with probability of 1= Nt. Thus, the complex signal vector has distribution [14]

" 

#

 N





1

 t

X

1

 Nr

ky b  h n k2

 p . y b/ D

exp 

:

(4.21)

 Nt

2

2

 n D1

We now consider the eavesdropper receiver. Because  zi  and n e  are independent, P



the interference plus noise equals n0 D H

 Nt

˛

C n

 e

 e 

 i D r C1

 iv izi

 e; which has zero

mean and covariance matrix



! 

 Nt

X

R e  D  2=.  N

v

H H  C  2I:

(4.22)

 z

 t   r/H e 

 iv H

 i

 e

 i D r C1

Thus, without effects on the mutual information  I . y e I g n/ , the noise can be whitened as

y e  D g n  C n0 :

(4.23)

 e



Besides, we adopt a linear whitening transformation matrix P D  R 1=2

 e

to

whiten the jamming signal plus noise, resulting in

y0 D Pg

C Pn0 D g0 C n

 e

 n

„ƒ‚…

 e

„ƒ‚…

 n

; 

(4.24)

g0 n

n
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such that n has covariance matrix  2I. If ˛ is deterministic, then n is i.i.d. 







1 P

1

 Ne

h

i

k2

Gaussian. In this case, we have  p y0

D

 Nt

exp  ky0 e g0 n

:

 e

 N

 n D1

2

 t

2

Similar to the derivation of [7], by defining

d n 2 D h

; 

(4.25)

 n

 n  h n 2

ı n 2 D P . g

/ ; 

(4.26)

 n

 n  g n 2

Z X

 p. y b; h n/

 I. y b I h n/ D

 p. y b; h n/ log2

 dy b

(4.27a)
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(4.27b)





 I . y e I g n/ D  I y0 e I g0 n (4.27c)
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(4.27d)

From Eqs. (4.27a)–(4.27d) as shown above, we can find the secrecy rate as Rs  D maxf0;  I . y b I h n/   I . y e I g n/g: (4.28)

4.2.2.2

GSSK Modulation

In each time epoch of GSSK modulation, Bob receives the signal [16]

y b  D H bx j  D h j;  eff  C n b; (4.29)

where h j;  eff  D h j.1/ C h j.2/ C : : : C h j.  nt/ specifies the column index of H b. We refer to h j;  eff  as an effective column, which represents the sum of  nt  distinct columns in H b. Each antenna combination index in set  is selected with probability of 1= M, Thus, the complex signal vector has distribution [14]

" 

#

 M 



1 X

1

 Nr

y

2

 b  h j;  eff

 p . y b/ D

exp 

:

(4.30)

 M

2

2

 j D1

4.2 Secrecy Analysis in Space Shift Keying (SSK) and Generalized Space. . . 
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Applying a linear whitening transformation matrix P on y e  to whiten the jamming signal plus noise, leads to

y0 D Pg

C Pn0 D g0

C n

 e

 j;  eff

„ƒ‚…

 e

„ƒ‚…

 j;  eff

:

(4.31)

g0

n

 j;  eff

The secrecy rate of GSSK becomes









 Rs  D maxf0;  I y b I h j;  eff   I y e I g j;  eff  g: (4.32)

 4.2.3

 Simulation and Numerical Results

In this section, we numerically evaluate and compare the performance of these three schemes, i.e., SM, SSK, GSSK, with different configurations, SNR, signal power and jamming power. We perform 5  103 independent trials of Monte Carlo experiments to obtain the average results. We also provide some simulation results to demonstrate BER performance with maximum likelihood receivers employed at both Bob and Eve under active jamming. 

To begin, we set the modulated signal power as  2. Without any loss of generality, s

we assume equal additive complex white Gaussian noise power level at receivers of both Bob and Eve, and the noise power is  2 to achieve the required SNR D

2= 2: We also set the jamming power as  2 D . Recall that the full transmission s

 u

power  Px  D  2 C =1, in which  is used to enhance secrecy for Bob. Active s

jamming power  is applied to generate a random signal that lies in the nullspace of Bob’s channel, and Bob is immune to this jamming signal. On the other hand, Eve’s receiver will suffer from this intentional jamming since its channel is unlikely to coincide with Bob’s channel. For this reason, higher  is expected to yield higher secrecy rate and also higher BER for Eve. 

4.2.3.1

Secrecy Rate

 SSK: In Fig. 4.7, 1 we depict statistical evaluation of (4.28), with  Nt  D 8 and Nr  D 4. We consider Eve with different number of antennas. In particular, we let  Ne  D 4; 8, respectively. We achieve the ergodic secrecy rate over 100 random samples of ˛. We denote = 2 as the jamming power and modulated signal power s

ratio. It can be observed that the secrecy rate steadily grows towards a saturation point as SNR increases. The higher the ratio, the higher the secrecy rate. Larger 1Note that all the curves below including 4.7 we obtained in our simulation process are at a given SNR using different amount of transmit power  P  for different jamming power, and referring the question of the optimal jamming power as future work, as stated in the Conclusions section. 
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Fig. 4.7 Secrecy rate for SSK:  Nt  D 8,  Nr  D 4, and  Ne  D 4; 8

number of receive antennas by Eve can clearly reduce the secrecy rate since Eve becomes more powerful. Still, with  D 0:5; = 2 D 1, the secrecy rate when Eve s

has 8 antennas versus Bob’s 4 antennas remains very high. Hence, active jamming is effective in improving the secrecy rate. 

 SM: The secrecy rate  Rs  for finite alphabet QPSK signals when  Nt  D 8,  Nr  D 4

and  Ne  D 4; 8 is show in Fig. 4.8. We average the secrecy rate over 100 random samples of ąs above. These results are also reaffirmed. 

 GSSK: In Fig. 4.9, we consider  Nt  D 7, the number of active transmit antennas nt  D 2 and Eve with different number of antennas  Ne  D 4; 8. We find that the secrecy rate has similar trend as for the above two schemes. 

Finally, we give the secrecy rate of these three modulations under jamming power D 0:4 in Fig. 4.10. We note that the secrecy rate of SSK is lower than that of SM

under the same antenna configuration. This is because SSK uses only the indices of transmit antennas to convey information while SM convey information through the signal-constellation diagram and the spatial constellation diagram. The secrecy rate of GSSK falls into the range of SSK and SM. The reason is that GSSK only exploits the spatial constellation diagram but is capable of achieving higher data rate as well as higher secrecy rate than SSK by activating more transmit antennas. 
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Fig. 4.8 Secrecy rate for SM: QPSK,  Nt  D 8,  Nr  D 4, and  Ne  D 4; 8

4.2.3.2

BER

To illustrate the degradation of Eve’s channel by active jamming, we assume that both Bob and Eve employ ML receivers and compare the BER performance of the three schemes in Fig. 4.11. We average the BER over 100 random samples of ı and 8400 random binary bits. 

In Fig. 4.11, all results for Bob and Eve are shown for  Nr  D 4,  Ne  D 4 with D 0:4, it can be observed that the BER of SSK is lowest, and SM’s BER is lower than GSSK’s. This is because SSK only demodulates the index of the transmit antennas so it can obtain higher accuracy rate. Compared to SSK, SM needs to demodulate the index of the transmit antennas and the modulated signals, and GSSK

should demodulate the index of antenna combination. 

4.3

Secrecy Analysis with Transmitter Precoding Aided

Spatial Modulation

Apart from SM mentioned above, which carries information exploiting the transmit spatial constellation diagram [17], there are also cases exploiting the receive spatial constellation diagram, namely precoding aided spatial modulation (PSM). 
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Fig. 4.9 Secrecy rate for GSSK:  Nt  D 7,  nt  D 2,  Nr  D 4, and  Ne  D 4; 8
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Fig. 4.11 BER of SM, SSK, GSSK for Bob and Eve:  Nr  D 4, and  Ne  D 4

It is also demonstrated that PSM can achieve a good secrecy rate and overall BER performance to combat the eavesdropping if designed properly. Hence it is meaningful to study the achievable performance of PSM communication system. To be more specific, in the following section, we will illustrate the principles, consider the precoding matrix design, as well as study the achievable secrecy rate and bit-error-rate (BER) performance of the PSM [10]. 

 4.3.1

 System Model and Problem Description

In this subsection, we study a MIMO downlink scenario with multiuser, where there is one transmitter (Alice) and more than two legitimate receivers (Bobs). Alice is equipped with  Na  transmit antennas and every Bob exploits  Nk > 2 receive antennas. 

Besides, there is an authorized passive eavesdropper (Eve) with  Ne  receive antennas intercepting the data for the  k-th Bob, where  k  2 f1; 2;    ;  K g. In the multiuser PSM

data transmission scheme, sectional signal bits are carried by the indices of each Bob’s receive antennas, while the other bits are made up with  Mk-ary amplitude-phase modulation (APM). Consequently, a PSM super symbol consists of one block of log2.  NkMk/ bits, where the signal transmitted to the  k-th Bob can be written as s k  D e i bj ; 

(4.33)

 k k
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where e i  is the  i-th column of the identity matrix I , indicating the  i-th receive k

 Nk

antenna of the  k-th Bob is activated.  bj  is the  j-th symbol in the  M

 k

 k-ary APM, whose

power is normalized to unity. All the possible super symbols transmitted to the  k-th Bob are from the set Q k, which satisfy kQ k k D  NkMk. Here, the total super symbol T

sent by Alice is denoted by s D s T    s T    s T

. 

1

 k

 K

P

We set

 K

 N

 k D1

 k  D  Nb  and let H 2 C Nb Na  and G 2 C Ne Na  denote the channel matrices between Alice and Bobs and between Alice and Eve, respectively. Denote H as



 T

H D H T    H T    H T

; 

1

(4.34)

 k

 K

where H k  2 C Nk Na  is the channel matrix between Alice and the  k-th Bob. Assume that CSIT is available and Alice is unaware of Eve’s CSI . We assume that channels experience block fading and will not change in one block interval. 

 4.3.2

 Precoding Matrix Design

We need to design the precoding matrix precisely to implement the secure multiuser PSM scheme. At first, different from the point-to-point communication system, partial information bits should be modulated according to some indices of receiver antennas at Bob [18]. Second, the cancellation of co-channel interference is necessary. Besides, a fast-varying scrambling matrix is designed to improve the security of communication system. Therefore, we design the precoding matrix from three parts as follows. 

4.3.2.1

Multiuser Interference Cancellation

In the multiuser communication system, the signal to interference plus noise ratio (SINR) of the intended receivers will be much degraded by multiuser interference

[19, 20]. Because the locations of receiver are far away from each other, it is impossible for these users to cooperate to cancel multiuser interference. Thus, it is valid to cancel multiuser interference in way of precoding at transmitter. In the multiuser PSM scheme, we adopt block diagonalization (BD) at transmitter to guarantee that each channel between Alice and Bob cannot be interfered by other channels. We let the procedure of determining the total BD matrix be F D ŒF1    F k    F K, where F k  2 C Na Nk  is the BD matrix for the  k-th Bob. 

To cancel multiuser interference, we suppose that H lF k  D 0 if  l ¤  k. The Q

H k  2

C.  Nb Nk/ Na  can be defined as





Q

 T

H k  D H T    H T

H T

H T

; 

1

(4.35)

 k 1

 k C1

 K
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since H lF k  D 0 for  l ¤  k, F k  will be in the null space of Q

H k. If the null space of Q

H k

exists, data can be transmitted to the  k-th Bob. when  Na >  Nb  and H has a full row rank, this condition will be satisfied, so the singular value decomposition (SVD) of Q

H k  can be written as

Q

.1/

.0/

H

Q

Q

 k  D Q

U k˙  k Œ Q

V

V

 H; 

(4.36)

 k

 k

where Q

U k  2 C.  Nb Nk/.  Nb Nk/ is the left singular matrix of Q

H k  and Q

˙  k  2 C.  Nb Nk/ Na

is a rectangular matrix with its diagonal consisting of the singular values of Q

H k. 

Matrices Q

V.1/ 2 C Na.  Nb Nk/ and Q

V.0/ 2 C Na Nk  respectively indicate the right k

 k

singular matrices corresponding to the nonzero singular values and zero singular values of Q

H k. Note that Q

V.0/ forms the null space of Q

H

 k

 k  and its columns are the basis

for the BD matrix F k. Therefore, F k  can be expressed as F k  D Q

V.0/W

 k

 k; 

(4.37)

where W k  2 C Nk Nk  is an arbitrary matrix satisfying W kW H  D I . To optimize k

 Nk

and increase the information rate at Bobs, we weight Q

V.0/ by water-filling on the

 k

corresponding singular values [21]. Hence, the SVD on H Q

 kV.0/ is written as

 k

H Q

N N

 kV.0/ D N

U ˙ V H; 

(4.38)

 k

 k

 k

 k

where N

U k  2 C Nk Nk  and N

V k  2 C Nk Nk  are unitary matrices while N

˙  k  2 C Nk Nk  is a

diagonal matrix with the singular values of H Q

 kV.0/. Obviously, the BD matrix F

 k

 k

can be obtained as

F

N

 k  D Q

V.0/V

 k

 k:

(4.39)

It is easy to notice that the equivalent channel matrices between Alice and each Bob, i.e. H kF k, are both square matrices, whose elements never change during one block interval. 

4.3.2.2

Precoding-Aided Spatial Modulation

To make sure that the activated receive antenna can carry partial information, Alice precodes every super symbol s k  into A ks k  before the procedure of BD. Let A k  2

C Nk Nk  indicate the PSM matrix specially designed for the  k-th Bob. Make sure that only one  k-th Bob’s receive antennas is activated and the other antennas will transmit zero power. This requirement can be met by a zero-forcing precoder A k  D . H kF k/1:

(4.40)
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According to the design of PSM matrices and BD matrices, the signal precoding matrix (SPM) for the  k-th Bob rests with F kA k. To guarantee that the power of each column in SPM is normalized to unity, F kA k  needs to be normalized by the matrix ˇ 2 C Nk Nk

 k

expressed as

8

9

<" 

# 12

=

Ď

. F

. F

;  i  D 1;       ;  N

:

(4.41)

 k

Diag :  kA k/ Hi kA k/ i k ; 

Hence, from (4.39)–(4.41), the SPM for the  k-th Bob can be expressed as M k  D ˇ F

 k

 kA k

and the whole SPM after normalization is denoted by

M D ŒM1    M k    M K. 

As mentioned above, when Alice communicates with Bob, the equivalent channel matrices will not change during one coherent block duration. Hence, there is only one precoding vectors for Alice to choose when the same receive antenna at the  k-th Bob is activated. Despite the transmission in the main links can operate normally, it is still hard to guarantee the security of data since Eve can gather the homologous signals to perform an estimation blindly. If Eve exactly obtains the CSI of main links, it can coherently infer not only the activated antenna number but also the APM symbol. At that time, the secrecy performance of communication system will be degraded largely. 

4.3.2.3

Fast-Varying Scrambling on SPMs

According to the foregoing analysis, it is shown that the more knowledge of SPMs Eve collects, the security of multiuser PSM system is more difficult to guarantee. 

However, it is necessary for Eve to gather the transmitted sequences statistics to perform the blind estimation. In other words, Eve will probably retrieve the data through the blind estimation when the channels stay static during one coherent block interval or plenty symbol durations. Otherwise, Eve is almost impossible to retrieve the original transmitted sequences. In order to further decrease the probability of successful eavesdropping, we come up with a fast-varying scrambling procedure to deteriorate the blind estimation at Eve. Especially, the SVD on H can be written as H D U˙ ŒV.1/ V.0/ H; 

(4.42)

where V.0/ 2 C Na.  Na Nb/ is the null space of H. Then, a scrambling matrix T

can be designed as T D V.0/R [22], where R 2 C.  Na Nb/ Nb  is a matrix whose elements are complex Gaussian random variables with zero mean and unit variance. 

The symbols in R keep time-varying and independent. Therefore, compared with M, T is fast-varying. So the final precoding matrix can be obtained as P D ˛1M C ˛2T; 

(4.43)

4.3 Secrecy Analysis with Transmitter Precoding Aided Spatial Modulation 127

p

p

where ˛1 D

 K, ˛2 D

.1   / K, and  .0 <  6 1/ is a power allocation

factor. Let  K  be the total transmit power. Then the power allocated to Alice-Bob links is   K, while the rest power, 1    K, is distributed for scrambling. Let the final transmitted signal at Alice be x D Ps, where s is the total super symbol. The received signals at the  k-th Bob and Eve can be written as follows, respectively. 

y k  D ˛1H kM ks k  C n k; (4.44)

z D GPs C n e; 

(4.45)

where n k  2 C Nk 1 and n e  2 C Ne 1 are complex Gaussian noise vectors distributed with zero mean and covariance matrices  2I N  and  2I , respectively. According k

 Ne

to (4.44), it is clear that Bob encounters an equivalent block fading channel without multiuser interference. Besides, the signals received by the  k-th Bob seem to be only processed by ˛1M k. On the contrary, Eve is greatly influenced by the fast-varying precoder P, which largely decreases the precision of blind estimation. 

 4.3.3

 Secrecy Performance with Detection Algorithm

In this subsection, we will respectively introduce the detection algorithms for Bob and Eve in multiuser PSM. Then, we will derive the lower bound of secrecy performance and demonstrate the tradeoff between channel security and reliability. 

4.3.3.1

Detection Algorithms

In practical application, a suboptimal detecting method is applied at Bob [23]. 

Candidate receive antenna index O i  and APM symbol index O j  are respectively determined by [24]

ˇ ˇ

O i  D arg

max

ˇ yi  ˇ; 

 k

 i 2f1;2; ;  Nk g ˇ

ˇ

(4.46)

O

ˇ O

 j  ˇ

 j  D arg

min

ˇ yi   b

 k

 k  ˇ ; 

 j 2f1;2; ;  Mk g

where  yi  is the  i-th element of the column vector y k

 k. Significantly, there is no need

for legitimate receivers to be aware of the precoding matrix at the transmitter. 

As for Eve, let P k  D ˛1M k  C ˛2T k  and T D ŒT1    T k    T K, where T k  2

C Na Nk  for  k  2 f1; 2;    ;  K g. As mentioned previously, the design of T k  largely prevents Eve from a valid blind estimation. However, we take the worst situation into consideration here, where Eve totally knows the SPM M k  through blind estimation. 

Despite this, Eve still never know P k  because of the existence of T k. Eve performs the optimal detection called maximum likelihood detection, which is different from the Bob’s suboptimal detection. Candidate receive antenna index O i  and APM symbol
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index O j  are determined according to







O





 i; O j  D arg

min

z  . GM k/  bj

 i k:

(4.47)

 i 2f1; ;  Nk g

 j 2f1; ;  Mk g

At last, we will compare the fast-varying scrambling with slow-varying scrambling to further clarify its effects on secrecy. For the design of T, R is a matrix whose elements are randomly generated per block interval with zero mean and unit variance complex Gaussian distribution. Hence, P becomes a slow-varying precoder whose elements never change while transmitting one block symbols. It is likely for Eve to know about P k  through blind estimation to improve the accuracy of detection in slow-scrambling scheme. 

4.3.3.2

Secrecy Performance

We take secrecy rate as the standard for the security of communication system here

[25]. The  k-th Bob’s information rate is expressed as [26]

" 
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1 X
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 Rb;  k. / D log2 N 
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log

exp ˚
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(4.48)
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D1
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where



 N  D  NkMk  and ˚ is given by
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 k  k2 

Q k s  s" C n k

˚ D

 k

 k
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(4.49)

2



where Q k  D ˛1H kM k, while s and s" indicate possible super symbols in Q

 k

 k

 k. So

(4.45) can be written as

X

z D ˛1GM ks k  C ˛2GT ks k  C G

P is i  C n e; 

(4.50)

 i¤ k

„

ƒ‚

…

w

in which w is the sum of the multiuser interference, scrambling interference, and thermal noise, which has zero mean and a covariance matrix ˝ D E. ww H/. 

By multiplying ˝1=2 on both sides of (4.50), Eve applies a linear whitening transformation on z, resulting in

˝1=2z

„ ƒ‚ … D ˝1=2GM k s

; 

(4.51)

„ ƒ‚ …  k  C ˝1=2w

„ ƒ‚ …

z0

G0

w0

where w0 is Gaussian distributed with an unit covariance matrix I N . It needs to e

emphasize that we conduct such whitening procedure because Eve acquires the SPM

M k, which is the worst case. Same as the Bob’s information rate as (4.48), the Eve’s information rate can be formulated as

" 



!#

 N

 N

1 X

X

 Re. / D log2 N 

EG0; w0 log

exp 

; 

(4.52)
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"D1
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where  is given by









D kw0k2  G0 s  s" C w02:

(4.53)

 k

 k

Finally, from (4.48) to (4.52), the secrecy rate of the  k-th Bob in the multiuser PSM scheme with power allocation factor can be expressed as

 Rs. / D max f0;  Rb;  k . /   Re . /g : (4.54)

In a word, when allocating the power of .1   / K  for scrambling, its effects are twofold. Considering    1, Eve’s blind estimation is likely to experience a severer deterioration so that the communication system can achieve a higher secrecy rate. 

Meanwhile, BER performance of Bobs is degraded. When  is close to 1, the final results are totally opposite. That is to say, there is a tradeoff between system security and channel reliability. 

 4.3.4

 Simulation and Numerical Results

In the simulation scenario, the multiuser PSM scheme employs one Alice with Na  D 25 transmit antennas and  K  D 4 Bobs with  Nk  D 4 receive antennas. 

We discuss Eve equipped with  Ne  D 3; 5; 7 receive antennas, respectively. The elements of the channel matrices are independent and identically distributed (i.i.d), and are randomly generated per channel use with zero mean and unit variance complex Gaussian distribution. We assume that 100 symbols are transmitted during one channel realization. If the transmit power of each Alice-Bob link is  , the SNR is expressed as = 2. Especially, let the same APM applied to all Bobs for convenience. We make Alice transmit QPSK, 16PSK, and 16QAM symbols, respectively. 

Figures 4.12, 4.13, 4.14, 4.15, and 4.16 show the secrecy rate versus SNR with different APMs,  Ne  and  values. In all cases, we observe that the secrecy rate grows steadily and then reaches a saturation with SNR increasing. In addition, the larger  Ne, the more powerful eavesdropping capacity and the lower secrecy rate. 

The designed scheme can still guarantee the security of transmission with sufficient SNR values even if Eve has more antennas than Bob. With respect to the influence of  , for most SNR values, the lower value of  , the better secrecy performance. 

It indicates that little transmit power is enough for main links to achieve the upper bound rate in good channel condition. So if we allocate more power for scrambling, the secrecy rate will be greatly increased and the security of communication system will be improved. Instead, when the channel quality is extremely degraded, higher leads to higher secrecy rate, because legitimate channels need more power to transmit data. Specially, although there is little power for scrambling, multiuser PSM can still achieve the positive secrecy rate as Eve’s observation is greatly interfered by multi-stream transmission. 
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Fig. 4.12 Secrecy rates with different  Ne  and  when QPSK is employed These conclusions can also be confirmed in Figs. 4.12, 4.13, and 4.14, indicating QPSK signal, 16PSK signal and 16QAM signal, respectively. From these figures, we notice that higher dimensional APM achieves higher secrecy rate. Therefore, we can change the order of APM according to different security requirements at Bobs rather than adapt the number of receive antennas. 

Figures 4.15 and 4.16 present the BER versus SNR with different APMs, conditions of scrambling and  values. Clearly, the lower order of APM, the better BER performance for both Bob and Eve. Compared with Eve, Bob always performs much better in BER. The BER of Eve is dramatically high (closing to 1/2), which is helpful to guarantee secure transmission. Besides, the Alice-Bob links and Alice-Eve links both improve their own reliability with  increasing for the reason that more transmit power is allocated to the main links and Eve’s channels are less degraded than before. Furthermore, we also test the BER with different modulation modes. In Fig. 4.16, it is shown that the system employing 16QAM has a better performance than 16PSK because the minimum Euclidean distance of 16QAM is less than 16PSK. 

In order to further illustrate the improvement on secrecy created by fast-scrambling, we compare its BER with the BER of a slow-scrambling scheme and show the results in Fig. 4.17. Let (F) and (S) denote fast-scrambling scheme and slow-scrambling scheme, respectively. From Fig. 4.17, we can see that only when D 1, which means there is no power allocated for scrambling, these two schemes
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Fig. 4.13 Secrecy rates with different  Ne  and  when 16PSK is employed 5
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Fig. 4.14 Secrecy rates with different  Ne  and  when 16QAM is employed
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Fig. 4.15 Comparison between Bob and Eve with different  when QPSK and 16PSK are employed

Fig. 4.16 Comparison between Bob and Eve with different  when 16PSK and 16QAM are employed
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Fig. 4.17 Eve’s performance with different  and scrambling schemes when QPSK is employed possess the same BER performance. As for other  values, Eve in (F) possesses the higher BER than that in (S). That is to say, compared with slow-scrambling scheme, fast-scrambling scheme degrades the Eve’s accuracy of blind estimation and thus achieves secrecy improvement. 

4.4

Chapter Summary

This chapter has studied physical layer security in terms of secrecy rate for SM-MIMO transmissions. We have analyzed the secrecy rate of a simple and practical method for secrecy enhancement by exploiting the spatial diversity of the SM-MIMO system without eavesdropper channel information. We have demonstrated successful improvement of secrecy rate and the improved BER simulation results for multi-antenna users. Future works may target the optimization of power allocation between signal transmission and jamming by freezing the total transmit power. 
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Chapter 5

Cooperative Security in D2D Communications

Device-to-Device (D2D) communication based storage offers a potential solution for traffic offloading from the cellular infrastructure, and mobile devices themselves can act as caching servers, i.e., content helpers [1]. The content requesters can ask for content items from the helpers among cellular peers without the help of eNodeB. 

However, the success of such content sharing via D2D links depends on physical conditions of the direct wireless links, which must be weighted against possibly additional security threats in D2D links. To realize the successful content sharing, the selected source node (i.e., content helper) must have the data for which the destination node (i.e., content requester) desires, and the physical link condition and user mobility also cannot be ignored. Thus, the social interaction between content helpers and content requesters is firstly investigated in this chapter. However, the direct transmission among mobile users also increases the risk of eavesdropping. 

Selecting D2D users (DUEs) to act as friendly jammers or relays can be regarded as an effective way to eliminate the risk of eavesdropping [2, 3]. However, it should be admitted that not all nodes are willing to serve as cooperative jammers or relays due to the different levels of altruistic cooperative behaviors of user nodes. 

Thus, social trust, which can be quantified by link stability or deduced by the trustiness of cooperative nodes, is also a critical factor for cooperative node selection

[4, 5]. To improve link stability and system robustness, this chapter considers both physical links and social characteristics, which includes the social interaction and social trust. It focuses on the mechanism for selecting the best content helper and cooperative jamming partner to enhance the secrecy and transmission reliability of content sharing via D2D links against eavesdropping. Particularly, an optimization problem for joint source and cooperative jammer selection with power allocation is developed to maximize the secrecy rate of D2D links under individual and sum transmit power constraints. In addition to a common scenario in which the CSI of all the links can be accurately acquired, two more practical cases where only statistical CSI is available are also considered in this chapter. 
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Fig. 5.1 Physical domain and social domain in D2D communications 5.1

Background and Motivations

D2D communications offer a potential solution for traffic offloading from the cellular infrastructure. By storing content items, individual mobile devices themselves can act as caching servers (i.e., content helpers) to help the content requesters to obtain the desired content without going through eNodeB. Thus, the success of such content delivery via D2D links of mobile users depends on physical condition of the direct wireless links. Besides, the social characteristics should also be considered for communication enhancement. So in this chapter, we are going to analyze the secrecy performance by jointly considering the physical link conditions and social relationships among content requesters and content helpers. 

Figure 5.1 shows a three-layer structure which describes both physical domain and social domain in D2D communications. The first layer in Fig. 5.1 presents the conventional physical consideration for D2D communications, which would be effected by the quality of wireless physical links. Both the second layer and the third layer describe the social domain of users, and social considerations are made in terms of social interaction and social trust. The social interaction between users presented in the second layer of Fig. 5.1 is effected by the user mobility, which is indicated by the success probabilities between users, e.g.,  pij. In the third layer, each user is characterized with a social trust, which indicates user trustworthiness for cooperative communications, e.g.,  qj. Though D2D communications improve communication efficiency, there exist some security threats during the signal transmission, such as eavesdropping, which is one of the most common security risk for wireless communications. 

5.1 Background and Motivations
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Traditionally, security enhancement is considered by assuming static transmission links between the source nodes and the destination nodes. However, this assumption is not always practical due to users’ mobility and other specific demands. Moreover, in the multiple-source scenarios, i.e., there are many candidate caching nodes can be chosen as content helpers, which is vital for content requesters to make suitable decisions. Meanwhile, social factors such as contact frequency and duration should also be considered except for the physical factors for content transmission, as shown in Fig. 5.1. Besides, friendly neighbor nodes can be recruited to serve as cooperative relays or jammers to protect the communication links and overcome security vulnerabilities. However, in a mobile environment, one cannot simply rely on arranged jammers for each communication link. Instead, it is important to dynamically select friendly and efficient cooperative jamming partners by considering their physical link conditions, and their willingness for serving as cooperative jammers in the mobile environment. 

Based on Fig. 5.1, the social interaction impacted by user mobility and social trust based on the interactive relationship among network nodes can be exploited for efficient and effective cooperative networking. There are a number of existing studies on cooperative jamming for improving secrecy. However, most of them assume a full channel state information (CSI) knowledge between all user nodes, which is not very practical. For the links involving passive and mobile eavesdropper nodes, it is difficult and costly to acquire accurate and real-time CSI. Consequently, the basic system model for content sharing between source nodes and destination nodes via D2D links with the help of jammer nodes in the presentence of eavesdroppers is described and discussed under the consideration of either full CSI case or statistical CSI case. Both the physical domain and the social domain are discussed to improve the communication stability and system robustness. 

 5.1.1

 System Model and Assumptions

The system model considers the problem of reliability and secrecy enhancement for wireless content sharing between content source nodes and content requesters. 

Scenario used in this chapter comprises of several source nodes (i.e., content helpers) in possession of content required by the destination nodes (i.e., content requesters), and potential social eavesdroppers who may attempt to eavesdrop on the legitimate data transmission. Several intermediate nodes serve as jammers to thwart eavesdropping and to improve security performance. 

Figure 5.2 shows a practical D2D wireless system model in D2D overlay, avoiding cross-tier interference between CUEs and D2D links. In other words, neighboring D2D links share the same spectrum is not considered here to avoid the complication of mutual interference. Let  S  D f1; : : : ;  S g,  K  D f1; : : : ;  M g, and  J  D f1; : : : ;  N g be the index sets of source nodes, eavesdroppers, and jammers, respectively. One source node is chosen for data transmission to the destination node, and a neighboring node is recruited as a cooperative jamming node

[image: Image 41]
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Fig. 5.2 System model

to disrupt passive eavesdropping and improve security. It is assumed that a simple control protocol is used at the destination node to measure the CSI associated with the source-to-destination and jammer-to-destination links. The wireless channels between any pair of mobile nodes are characterized as independent flat Rayleigh fading. The channel power gain between source node  s  and destination node  d is denoted as  gsd. Similarly,  hjd  and  hjk  denote the channel power gains from the jammer  j  to destination  d  and eavesdropper  k, respectively.  gsk  is the channel gain between source node  s  and eavesdropper  k. 

 5.1.2

 Channel State Information

Considering whether the instantaneous information of the channels is available or not, there are three general CSI cases[6] used in research, and we first list them in the following to distinguish. 

• Full CSI case: as in the typical scenario, the channels between any pair of mobile nodes are assumed to be independent and identically distributed (i.i.d.) with flat fading. In addition, DUEs tend to be with low mobility or even stationary to keep the D2D links stable. In this case, it is usually assumed that the CSI of all the links can be accurately acquired at the BS by means of (blind) channel estimation. 

• Partial CSI case: practically, it is costly, difficult, and perhaps impossible to acquire accurate and real-time CSI, especially for situations involving passive and mobile eavesdropper nodes [7, 8]. Thus, the model can be expanded to a more general one to accommodate less powerful BS and less accurate
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channel information in D2D overlay. In this case,  gsd  and  hjd  can be always known at the BS since DUEs and cooperative jammers can feedback the CSI regularly. However, the BS only has statistical information for the CSI of links involving eavesdroppers. Without loss of generality, this chapter focuses on the popular Rayleigh fading channel model, assuming that the channel power gain follows exponential distribution due to fast fading. On the other hand, large-scale shadowing effect is absorbed into the mean of exponential distribution. 

Therefore, we can acquire the information of  gsk  Exp .  g/,  hjk  Exp .  h/, where  g  and  h  are the expected channel power gains of  gsk  and  hjk, and Exp./

denotes the exponential distribution with mean . 

• Statistical CSI case: compared with the partial CSI case, the statistical CSI case is more practical by assuming that the accurate CSI of channels  gsd  and  hjd  is not known either. In other words, only the statistical CSI of all links, i.e.,  gsk,  hjk, gsd, and  hjd, is provided, and the expected channel power gains of  gsd  and  hjd  are denoted as  sd  and  jd, respectively. 

5.2

Social Characteristics for Cooperative Communications

As mentioned above, both physical links and social factors will impact the successful content sharing between content requesters and content helpers with the assistance of jamming partners. Thus, selecting the source node and the friendly cooperative jamming partner is important to guarantee the communication reliability. In this chapter, social interaction based selection of source node and social trust based selection of jammer are discussed, respectively. 

 5.2.1

 Social Interaction for Content Sharing

When there exist multiple source nodes in the network, it is critical to choose the optimal source node to help the destination node to obtain the desired content. To realize the successful communications, potential D2D links between the content helpers and the content requesters may have good physical channel conditions, and their contact time must be long enough for the desired content transmission. In this part, the social interaction will be exploited to describe the successful transmission of direct content sharing between content requesters and content helpers. Generally, the social interaction is mainly evaluated by two factors: social contact rate and social contact duration. Social contact rate is the number of encounters between two users during a time interval, while social contact duration can be calculated by how long two users remain effective communications within a short distance. Practically, data blocks can be considered successfully delivered if they can be transmitted within a single encountering time or through several encounters [9]. For simplicity, this part focuses on time-sensitive services that require one-time delivery. 
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As shown in the second layer in Fig. 5.1,  psd  is an indicator to demonstrate the social interaction between source node (i.e., content helper) and destination node (i.e., content requester), which is defined as a success probability for the  d-th destination node receiving the data block transmitted by the  s-th source node. Notice that the success probability of D2D data transmission in a cellular D2D underlay has been studied in [9], by considering spectrum resource sharing between cellular users and D2D users. The scenario in this case focuses on a D2D overlay without spectrum sharing between cellular users and D2D links, which is different from [9], and the D2D links are assigned with dedicated spectrum resources. However, cooperative jamming spans the same spectrum as the desired data transmission. 

Referring to the derivation in [9], the success probability  psd  can be expressed as Z

 psd  D Pr  Tsd 

(5.1)

 Rsd
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where  Z  is the size of data blocks.  Tsd  indicates the social contact duration between the  s-th source node and the destination node  d, which is exponentially distributed with mean  tsd [9]. 

Obviously, narrowing the candidate set of source nodes with the minimum threshold of success probability min will result in lower complexity without noticeable performance loss. This yields a narrowed candidate source set for  d,  ST, ST  D f s  2  S  W  psd > ming :

(5.2)

 5.2.2

 Social Trust for Cooperative Jamming

In addition to the requirements of the qualified content sharing for selecting the source nodes (i.e., content helpers), selection of potential cooperative jammers should also be considered with their trustworthiness. Recall that in the third layer in Fig. 5.1, each user is characterized with an indicator to demonstrate the trustworthiness for cooperative communications, thus to clarify the trustworthiness degree of jammers,  qj  is defined in this subsection to indicate the social trust index of the  j-th jammer, and  qj  2 Œ0; 1. It is noted that  qj  D 1 indicates a fully trusted and dependable node while  qj  D 0 indicates a node that is totally untrustworthy. 

Functionally, jammer  j  will cooperate by sending the requisite jamming signal with probability  qj. Note that .1   qj/ can also be used to model the selfishness of jammer j  to conserve its own energy. 
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 5.2.3

 Objective Problem Formulation

As described above, the objective is to select the optimal source node and cooperative jamming partner, with the consideration of social characteristics and power allocation, to hamper reception by the worst-case eavesdropper for secrecy guaranteed transmission. Meanwhile, the source node and the friendly jammer can be selected considering the social interaction and social trust, respectively. 

Let  Ps  and  Pj  be the transmit powers of source node  s  and that of jammer j, respectively, which are normalized by the power of noise. Thus, the power of AWGN on each channel will be  2 D 1. Furthermore, given the limited energy of mobile nodes, it is necessary to control interference between jamming nodes and legitimate transceivers when they share the same spectrum. Thus, in our formulation, we consider both individual power constraints for source and jammer, i.e.,  Ps

and  Pj

max

max, and joint power constraint, i.e.,  P max. For convenience, the feasible set of the power parameters can be defined as, 
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Considering the social trust of jammer  j, the security rate of the data transmission from the  s-th source node to the  d-th destination node against the  k-th eavesdropper can be expressed as












 P

C

 sgsd

 Psgsk

 Cs;  j;  k.  Ps;  Pj/ D  qj  log 1

1

2

C

log

C

 P

2

 jhjd  C 1

 Pjhjk  C 1

C.1 qj/ Œlog2.1 C  Psgsd/log2.1 C  Psgsk/C ; 

(5.4)

where Œ x C D max.0;  x/, and  qj  is the social trust for jammer  j  as aforementioned. 

The most damaging eavesdropper is the one that causes the lowest secrecy rate. 

The worst-case eavesdropper depends only on the physical channel conditions. Here stable and reliable wiretap links are considered to demonstrate worst-case eavesdropping. With the objective to maximize the achievable secrecy rate  Cs;  j;  k.  Ps;  Pj/, against the worst-case  k-th non-colluding eavesdropper, the controller selects the single best  s-th source node and  j-th cooperative jammer and optimizes  Ps  and  Pj  in the problem formulation of

max

max

min  Cs;  j;  k.  Ps;  Pj/ :

(5.5)

 s 2 S ;  j 2 J .  Ps;  Pj/2 X k 2 K

As discussed above, the social interaction between the source nodes and the destination nodes plays a role in improving the communication reliability. By considering the social interaction, the previous problem in Eq. (5.5) can be reduced to

max

max

min  Cs;  j;  k.  Ps;  Pj/ :

(5.6)

 s 2 ST ;  j 2 J .  Ps;  Pj/2 X k 2 K
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Then the set of candidate source nodes can be identified by excluding nodes with poor link stability, in order to improve the stability and robustness of content sharing. Meanwhile, the smaller number of candidate source nodes leads to a lower computational complexity. 

Notice that once the solution to Eq. (5.7) is found, the cooperative source and jamming partner selection process in Eq. (5.6) can be addressed more easily. 

max

min  Cs;  j;  k.  Ps;  Pj/ :

(5.7)

.  Ps;  Pj/2 X k 2 K

5.3

Optimization for Secrecy Rate Maximization

Recall that the secrecy rate optimization problem of Eq. (5.7) is non-convex and NP-hard. Consequently, both heuristic simulated annealing and approximate solutions will be considered, and bounds on the achievable secrecy rate will be used to simplify the above optimization problem and yield a suboptimal solution with little performance loss. 

 5.3.1

 Secrecy Rate Maximization with Full CSI

In this subsection, the secrecy rate maximization problem is considered in the full CSI case. In other words, the instantaneous information of all the links is known at the controller. Firstly, a direct solution with the simulated annealing algorithm is presented, and then upper and lower bounds on the achievable secrecy rate are discussed to obtain the suboptimal solution with low complexity. 

5.3.1.1

Heuristic Simulated Annealing Based Direct Evaluation

In this subsection, a heuristic simulated annealing (SA) approach is presented to solve the optimization problem in full CSI case. SA is a probabilistic method for finding the global minimum of a function that may possess several local minima

[10]. It works by emulating the physical process whereby a solid is slowly cooled so that eventually its structure is “frozen” in a minimum energy configuration. 

Given a set of source nodes, eavesdroppers, and cooperative jammers, the accurate values of  qj,  gsd,  gsk,  hjk, and  hjd  are determined when assuming full CSI for all the links. Therefore, the variables of the optimization problem in Eq. (5.4)

are  Ps  and  Pj. Below is a brief overview of the steps: Step 1: Randomly generate an initial solution .  Ps;  Pj/ to be valued by the cost function of Eq. (5.4); 
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Step 2: Generate a random neighboring solution and compute the new solution’s function value; 

Step 3: Pick the new solution if its function value is larger. Otherwise, accept the new solution with a certain probability; 

Step 4: Repeat Steps 2–3 until an acceptable solution is found or upon reaching a number of iterations. 

As proved in [11], after a number of iterations, the SA algorithm will converge to a solution, .  P;  P/, which, with high likelihood, represents the optimal or s

 j

acceptably good suboptimal solution to the optimization problem. However, one limitation of the SA heuristic algorithm is the lack of worst-case performance guarantee. Furthermore, its potential for computational time reduction is limited. 

Considering the weaknesses of the SA, a potentially more effective alternative is to design approximation algorithms with higher reliability and lower complexity. 

Here, upper and lower bounds are firstly derived on the secrecy rate. Notice that many existing relaxation methods optimize either the upper bound or the lower bound of the original problem before taking the optimized parameters as the final result [12, 13]. Thus, in addition to present algorithms based on the exact optimization, both upper and lower bounds are considered in this subsection to simplify the original optimization of transmit powers. 

5.3.1.2

Low-Complexity Optimization Leveraging Upper Bound

Applying the well-known inequality ln.  x/   x  1 to Eq. (5.4) gives
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 s;  j;  k.  Ps;  Pj/   qj

1

C .1   qj/
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 Pjhjk C1

(5.8)

Reorganizing the formula above, the achievable secrecy rate can be upper bounded as

h
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(5.9)
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For simplicity, further define the following:
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(5.10a)
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 h.  Ps/ D  Ps  Œ gsd   gsk C ; (5.10c)

 w.  Ps/ D 1 C  Psgsk; 

(5.10d)

 uk.  Ps;  Pj/ D  g.  Ps;  Pj/ w.  Ps/; (5.10e)

 q

.1 q

v

 j

 j/

 k.  Ps;  Pj/ D

 f .  Ps;  Pj/ w.  Ps/C

 g.  Ps;  Pj/ h.  Ps/:

(5.10f)

ln 2

ln 2

It follows that the objective function in Eq. (5.7) can use the secrecy rate upper bound in Eq. (5.9) giving

n  q

o

n

o

 j f .  Ps;  Pj/

.1   qj/  h.  Ps/
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max
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D
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:

.  Ps;  Pj/2 X

 k

ln 2  g.  Ps;  Pj/

ln 2

 w.  Ps/

.  Ps;  Pj/2 X

 k

 uk.  Ps;  Pj/

(5.11)

By referring to mathematically equivalent problems in [14], the formula above can be reformulated as follows:

 uk.  Ps;  Pj/

min

max

:

(5.12)

.  Ps;  Pj/2 X

 k

v k.  Ps;  Pj/

Therefore, if the optimal solution .  P;  P/ and the corresponding optimal objective s

 j

 u

/

value  f  D  k.  P s;  P j  is found for the problem of Eq. (5.12), then .  P;  P/ is also the v

 s

 j

 k .  P

 s ;  P /

 j

optimal solution to Eq. (5.11). 

Notice that  uk.  Ps;  Pj/ and v k.  Ps;  Pj/ are nonlinear functions of  Ps  and  Pj. 

Although this optimization problem is still non-convex, fortunately, such a non-convex optimization problem has been studied before by adopting the generalized fractional programming (GFP) algorithms, e.g. in [15]. Particularly, we utilize the Dinkelbach-type algorithm, one of the most popular GFP algorithms [16, 17] to solve our optimization problem. 

It should be noted that both  uk.  Ps;  Pj/ and v k.  Ps;  Pj/ are bounded. Furthermore, v k.  Ps;  Pj/ > 0 for  Ps  2 .0;  Ps / and  P

max

 j  2 .0;  Pj max/. Hence the optimization

problem in Eq. (5.12) has an optimal solution. Firstly, Eq. (5.12) can be rewritten as follows for simplicity, 

 uk.  Ps;  Pj/

.  P/

min

max

:

.  Ps;  Pj/2 X

 k

v k.  Ps;  Pj/

To solve problem .  P/, one considers the following parametric problem:

.  P/  Fk./ D

min

max f uk.  Ps;  Pj/    v k.  Ps;  Pj/g:

.  Ps;  Pj/2 X

 k

Apparently, the optimal objective value  of problem .  P/ satisfies  Fk./ D 0. 

In other words,  Fk./ D 0 implies  D . Therefore, solution of problem .  P/
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Algorithm 1: Dinkelbach-type Algorithm

. .  i/

.  i/

 Ps ;  P /: the  i-th iteration of the transmit power for source node  s  and jammer node  j. 

 j

 X : the feasible set of power parameters. 

 l: positive integer. 

begin

Referring to Eq. (5.10) to Eq. (5.12), 

n

o

.0/

.0/

.0/

.0/

.0/

.0/

Step 1: Take .  Ps ;  P / 2  X , compute u

/=v

/ , 

 j

1 D max

 k .  Ps

;  Pj

 k .  Ps
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 k

and let  l  D 1. 
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.  l/
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 j
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 k

˚
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 k

Step 3:

if  Fk.  l/ D 0 then

.  l/

.  l/

The optimal solution is .  P;  P/ D .  P

/ with optimal value  D 

 s

 j

 s ;  Pj

 l  and

Stop. 

else
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o

.  l/

.  l/

.  l/

.  l/

Let  l C1 D max  uk.  Ps ;  P /=v

/ ,  l  D  l  C 1, 

 j

 k .  Ps ;  Pj

 k

and go to Step 2. 

end

end

can be achieved by finding a solution to  Fk./ D 0. Based on this observation, Dinkelbach-type algorithm solves a subproblem .  P/ in each step, generating a sequence  l  which converges to the optimal objective value  of problem .  P/. 

The detailed process is described in Algorithm 1. 

5.3.1.3

Low-Complexity Optimization Leveraging Lower Bound

Similarly, the lower bound of the optimization problem in full CSI case is further discussed in this subsection. 

Firstly, Eq. (5.4) is rewritten as
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Thus, the achievable secrecy rate from the  s-th source node to  d-th destination node against the  k-th eavesdropper using the  j-th cooperative jammer as shown in Eq. (5.4) can be lower bounded as:

2 qj= ln 2

2.1   qj/= ln 2

 Cs;  j;  k.  Ps;  Pj/ 

C h

i

:

(5.13)
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Given the lower bound, our optimization problem in Eq. (5.7) can be relaxed as, 2 qj= ln 2

2.1   qj/= ln 2
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(5.14)
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which can also be solved with GFP in terms of the Dinkelbach-type algorithm. 

 5.3.2

 Secrecy Rate Maximization with Statistical CSI

This subsection focuses on the joint power optimization and cooperative nodes selection problem when only statistical CSI of all the links is available. Firstly, a direct solution to the optimization problem will be presented. Then, to reduce optimization complexity, an approximate solution will be determined by maximizing the lower bound on the expected secrecy rate. 

5.3.2.1

Heuristic Simulated Annealing Based Direct Evaluation

The ergodic sum rate of the system is now maximized under the circumstances that only statistical CSI of  gsd,  hjd,  gsk, and  hjk  can be acquired. Mathematically, the optimization problem in Eq. (5.7) can be reformulated as, 

˚
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In order to reduce the computation complexity, Eq. (5.16) can be reduced by evaluating the expectations. Specific details can be seen from the following Lemma 5.1, based on some derivations from [18, 19]. 

Lemma 5.1  For X 1   Exp.˛1/ , X 2   Exp.˛2/ , it holds that h

i
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Defining  D  P 1˛1=.  P 2˛2/, and using Eq. (3) on Page 197 of [19], and Eq. (12) on page 308 of [20], we have, 
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Applying the Lemma 5.1, the optimization problem in Eq. (5.16) can be expressed as
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5.3.2.2

Ergodic Lower Bound for Complexity Reduction

The achievable ergodic secrecy rate shown in Eq. (5.17) can be lower bounded as
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which can also be proved from the Jensen’s inequality as similar with the Eq. (1.15), and the derivations are omitted in this part. 

Leveraging the conclusion in Eq. (5.18), a lower bound on the objective function can be maximized, i.e., the following lower bound on the ergodic sum rate can be maximized to achieve optimized transmit powers. 
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Thus far, the sum secrecy rate has been considered under the assumptions of both full CSI and statistical CSI, respectively. The brute force search and SA were both used to solve the optimization problem in Eqs. (5.7) and (5.17). Also, low-complexity optimization problems based on bounds of the secrecy rate were developed. To further reduce the computation complexity, a one dimensional search with low complexity is proposed in the following to solve the optimization problems with little performance loss. 

 5.3.3

 One-Dimensional Search with Low Complexity

Recall that the brute-force approach is an available algorithm to solve the optimization problem, which must search over a 2-dimensional (2-D) space of .  Ps;  Pj/

for every  k. To reduce the computation complexity, a lower complexity algorithm which is suggested by focusing on a one-dimensional (1-D) space is presented in this subsection with little performance loss. 

Proposition 5.1  The optimal solution .  Ps;  Pj/  to maximize the sum secrecy rate of Eq. (5.4) , Eq. (5.11) , Eq. (5.14)  and the ergodic sum rate of Eq. (5.17)  and Eq. 

(5.19)  must satisfy Ps  D  P max  or P

 s

 s  C  Pj  D  P max . 

 Proof  Taking the optimization problem in Eq. (5.4) for example, the expression of achievable secrecy rate can be rewritten as
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Table 5.1 Main abbreviations of simulation results

Abbreviations

Explanations

BF

Brute force search is used to optimize the objective function

DE-SA

The optimization problem is solved by direct evaluation by utilizing SA LB-SA

The optimization problem is solved by leveraging the lower bound solved by SA

UB-D

The optimization problem is solved by leveraging the upper bound solved by Dinkelbach

LB-D

The optimization problem is solved by leveraging the lower bound solved by Dinkelbach

1-D, DE

The optimization problem is solved by direct evaluation leveraging the 1-D search

1-D, UB

The optimization problem is solved by upper bound leveraging the 1-D

search

1-D, LB

The optimization problem is solved by lower bound leveraging the 1-D

search

Table 5.2 Main simulation parameters

Parameters

Values

Bandwidth

20 MHz

Noise power ( 2)

96 dBm

Maximum transmit power of D2D transmitter ( Ps

)

23 dBm

max

 j

Maximum transmit power of jammer nodes ( P max)

19 dBm

Maximum total sum power ( P max)

24 dBm

Number of eavesdroppers ( M)

4

Clearly, the secrecy rate increases monotonically with  Ps. Without the joint power constraint in Eq. (5.3), the trivial solution  Ps  D  P max applies. With the joint s

power constraint  Ps  C  Pj   P max, the optimal solution either reaches the upper limit of  Ps  or satisfies  Ps C Pj  D  P max to maximize the target secrecy and its corresponding bounds for both the full CSI case and statistical CSI model. 

From Proposition 5.1, the optimization problem with two variables can be transformed into one with only a single variable. Thus, it suffices to implement the 1-D search to maximize the secrecy rate. For notational simplicity, the boundary is denoted as

˚

ˇ



 L  D .  P

ˇ

 s;  Pj/  Ps  D  P max or  P

; 

(5.21)
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 s: t:
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:
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 j   P max

 j

Instead of the exhaustive 2-D search over the plane Œ0;  P max  Œ0;  P max, the s

 j

proposed 1-D search over  L  can significantly reduce the computation complexity. 
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 5.3.4

 Simulation and Numerical Results

Different methods have been adopted to optimize  Ps  and  Pj  to maximise the secrecy rate of D2D links. The label “1-D” indicates that the power optimization has been simplified into a problem with only one variable, and other methods without “1-D” 

means that the power optimization is made over the 2-D space of .  Ps;  Pj/. The main related abbreviations of simulation results are listed in Table 5.1. Additionally, large scale path-loss exponents between any two user nodes are assumed to be the same and equal to 4. Other simulation parameters are listed in Table 5.2. 

5.3.4.1

Impact of Number of Jammer Nodes and Sum Transmit Power

Limitation

• Full CSI Case

Figure 5.3 illustrates the achievable secrecy rate and simulation time comparison of the algorithms under the assumption of full CSI. Clearly, by increasing number  N

of cooperative jammer nodes, both secrecy rate and simulation time grow as shown in Fig. 5.3. More candidate cooperative jammer nodes provide for more choices and possibly better cooperative jammer selection to combat eavesdropping, thereby achieving better performance. Meanwhile, since the power optimization should be executed for every potential cooperative jammer node during the selection step, the computational time grows with more candidate cooperative jammer nodes. It is also natural that a larger  P max achieves better performance for all the optimization problems by comparing the two parts in Fig. 5.3. If a more flexible power allocation is available for the source node and cooperative jamming nodes, then a better power allocation can be found for higher achievable secrecy rate. 

Generally, the brute force search and the direct evaluation via simulated annealing achieve nearly the same performance, as expected. The approximation methods via upper-bound and lower-bound optimization lead to somewhat worse performance, although the performance gaps among these methods are rather small. 

Therefore, our proposed simulated annealing optimization demonstrates little performance loss as seen from Fig. 5.3a. However, it still consumes substantial computation time as shown in Fig. 5.3b. Observe that the upper-bound and lower-bound optimization methods combined with the process of narrowing the candidate source set provides a very good performance-complexity tradeoff. It exhibits very little loss in terms of secrecy rate, while achieving orders of magnitude reduction in complexity. 

• Statistical CSI Case

Figure 5.4 illustrates the performance comparison of different algorithms under the assumption of statistical CSI. Similar to the full CSI scenario, for all optimization cases, more jammers lead to better performance and higher complexity, and larger secrecy rate can be achieved with a larger  P max as shown in Fig. 5.4. Specifically, 
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Fig. 5.3 Achievable secrecy rate in full CSI model.  S  D 4;  qj  D 0:8; min D 0:5. (a) Achievable secrecy rate. (b) Computational time
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the brute force search and the SA solution achieve very similar secrecy rate, and the proposed lower bound optimization yields lower secrecy rate, though the performance gaps among different methods remain small as shown in Fig. 5.4a. 

Focusing on the simulation time as measure of computation complexity in Fig. 5.4b, similarly, the proposed low-complexity optimization method, by narrowing the candidate source set and optimizing the lower bound of the original secrecy rate, presents a good tradeoff between complexity and performance. Suffering little performance loss, it consumes dramatically less time as seen from Fig. 5.4b. 

5.3.4.2

Impact of Searching Dimension over Transmission Power

It should be noted that for the fact that the methods using the procedure of narrowing candidate source set sacrifice little secrecy rate. Thus all the methods involved in this part have narrowed the candidate source set before cooperative jamming node selection and power optimization unless otherwise specified. The label “1-D” 

indicates that the power optimization has been simplified into a problem with only one variable. 

• Full CSI Case

Figure 5.5 illustrates the performance and complexity comparison of different optimization algorithms under full CSI case. Naturally, the achievable secrecy rate of the D2D links increases with the number of source nodes, since more source nodes make it more likely for a better option. It can be seen that although the direct evaluation outperforms the proposed upper-bound method and lower-bound method as expected, the performance gap is insignificant, as shown in Fig. 5.5a. 

While the proposed 1-D search methods achieve identical performance as the 2-D

search method, but the computation time difference are very significant as shown in Fig. 5.5b. Observably, a larger number of source nodes leads to higher complexity. 

• Statistical CSI Case

Figure 5.6 illustrates the performance and complexity comparison of different optimization algorithms under statistical CSI assumption. Similarly, the achievable secrecy rate of the D2D links and the computation time increase with the number of source nodes in statistical CSI case. Meanwhile, the direct evaluation outperforms the proposed lower-bound method as expected. Again, the proposed 1-D search method for statistical CSI case achieves identical performance while consuming much less time than 2-D search, as shown in Fig. 5.6a, b, respectively. Thus, a 1-D search for power is adopted for optimization in the sequel unless specified otherwise. 
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5.3.4.3

Impact of Social Characteristics Consideration

• Impact of Success Rate Threshold

Figure 5.7 illustrates the impact of success rate threshold, min, on achievable performance. It can be seen from Fig. 5.7 that both the achievable secrecy rate and the corresponding computational time decline with larger min. With increasing min, more source nodes with success probability lower than min will be excluded from ST, leading to faster selection and optimization. However, a higher min may result in the elimination of source nodes with a prominent physical link but less contact duration, i.e., low success probability. Since such source nodes may potentially have the best resistance capability to eavesdropping due to their physical location, their exclusion may result in poor performance. 

On the other hand, when the value of min is relatively small, the decrease in achievable secrecy rate is negligible, but the reduction of computational time is not satisfying. Generally, the larger min is, the more the secrecy performance will be sacrificed but more computing time will be saved as well. Therefore, the choice of min is key to the tradeoff between secrecy performance and computational time. 

• Socially Stable Source Node Selection

The impact of social interaction on achievable secrecy rate is further investigated as shown in Fig. 5.8. The labels “No Social Interaction” and “With Social Interaction” 

are used to denote cases when the social interaction is not considered or considered, respectively, for cooperative source and jammer node selection and power allocation. Naturally, a larger  P max allows source and jamming nodes to find a better power allocation and consequently, a higher secrecy rate. Meanwhile, when ignoring social interaction between source and destination nodes, the secrecy rate drops since nodes selected for transmission may have low contact duration with the destination, thereby failing in content delivery. Conversely, consideration of social behavior of candidate source nodes leads to a better performance. 

• Socially Trusted Jammer Node Selection

In Fig. 5.9, labels “No Social Trust” and “With Social Trust” are used here to denote the cases when the social trust of jammers is not considered versus considered, respectively. Similar to the results in Fig. 5.8, a larger secrecy rate can be achieved with a larger  P max regardless of social trust assumption as shown in Fig. 5.9. Without exploiting knowledge of social trust of cooperative jamming nodes, the secrecy rate will suffer as unreliable jamming partners may be selected. 

On the other hand, better performance can be achieved by giving consideration to the social trust of candidate cooperative jammers. 

• Social Characteristics Estimation Error

The social characteristics and social relationship among different nodes (i.e., users) is time varying and the estimation of social interaction and social trust index is prone to errors. To illustrate the robustness of our approach, the impact of estimation errors
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of the social information index (including social interaction of candidate source nodes and social trust index of jammer nodes) on the achievable performance should be considered. In particular, let the estimated social trust index, the true social trust index, and the social trust index estimation error be Q

 qj, O

 qj, and  qj, respectively. 

They are related as

Q

 qj  D O

 qj  C  qj:

(5.22)

The normalized estimation error ı q  D j qj= O

 qj j characterizes the relative

uncertainty of the social trust index. The parameter ı T  here characterizes the estimation error of social contact duration between mobile users. By using the estimated social characteristic index in the proposed algorithms, the secrecy rate and the ergodic secrecy rate are both affected and the impact of social characteristic index uncertainty can be assessed accordingly. 

To illustrate the robustness of our approach, the impact of inaccurate social information indices with different estimation errors is shown in Fig. 5.10. Normally, the achievable secrecy rate increases with higher  P max. However, a larger estimation error of ı T  and ı q  leads to a lower secrecy rate as expected. Nevertheless, the proposed optimization methods remain robust to such errors with graceful performance degradation. 

5.4

The Social Interaction Case for Jammer Selection

After the source nodes are firstly selected considering their social interaction, the selection of the cooperative jamming partners are mainly discussed in this subsection. In a special and simple case, we can assume that there only exists one source node, and the social trust for jammer selection is mainly considered under the full CSI case and the partial CSI case, respectively. It should be noted that though there exists interference from the candidate jammers to the destination node, it can be known in advance and suppressed at the destination in a certain way. In addition to the Heuristic Genetic algorithm, the low-complexity approximate algorithms are also presented here to obtain the optimized results. 

 5.4.1

 Optimal Jammer Selection with Full CSI

In this subsection, we focus on how to select the best jamming partner to hamper reception by the smartest social eavesdropper in D2D overlay for secrecy guarantee and high quality transmission, and it is assumed that BS can acquire accurate CSI of all involved links without considering the jamming interference at the destination. 

Meanwhile, one source node is considered, i.e.,  S  D 1, thus the symbol  s  in the following objective function only stands for the source node, but not a variable. 
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Thus, the problem Eq. (5.4) can be relaxed as







 P

C

 sgsk

 Cj;  k.  Ps;  Pj/ D qj  log . 

2 1 C  Psgsd /  log2

1 C

(5.23)

 Pjhjk  C 1

C .1   qj/ Œlog2.1 C  Psgsd/  log2.1 C  Psgsk/C : The optimization problem in Eq. (5.23) is non-convex, and its solution can be found by using genetic algorithm (GA) [21]. 

5.4.1.1

Heuristic Genetic Algorithm Based Direct Evaluation

GA is a well-known heuristic optimization algorithm that imitates some processes in natural evolution. Following the model of evolution, GA establishes a population of individuals, each corresponds to a point in the search space. Using well-conceived operations, the next generation is formed based on the survival of the fittest. 

Therefore, the evolution from one generation to the next tends to result in potentially better solutions in the search space. Studies have shown that GA can possibly converge to global optima for a large class of non-convex problems [22]. 

In the situation that optimal jammer selection with full CSI, for a given set of eavesdropper and jammer, the values of  qj,  gsd,  gsk, and  hjk  are determined. 

Therefore, variables of the optimization problem in Eq. (5.23) are  Ps  and  Pj. 

Detailed, we can use the following four steps to obtain the optimal solution of Eq. 

(5.23). 

Step 1: Randomly create a population of individuals, representing an initial set of Ps  and  Pj; 

Step 2: Every individual in the population is evaluated by fitness values, which are associated with values of  Cj;  k; 

Step 3: The population is evolved to form a new one by selection, crossover and mutation. New population usually indicates more suitable  Ps  and  Pj  which lead to a larger  Cj;  k; 

Step 4: Go to Step 2 unless the termination condition is satisfied. 

After several iterations, GA will converge to the best individual, which hopefully represents the optimal or suboptimal solution to the optimization problem. In other words, the finally generated individuals are the optimal or suboptimal transmit powers for D2D transmitter and the corresponding jamming partner,  Ps;  Pj, for the optimization problem. 

Obviously, the heuristic GA has the potential to converge to a global optimum. 

However, this heuristic algorithm does not provide a (worst-case) performance guarantee. In order to reduce computation complexity, the upper and lower bounds of the original secrecy rate are utilized for making comparisons. 
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5.4.1.2

Complexity Reduction Leveraging Upper Bound

Similar to the discussion in Sect. 5.3.1.2, using the well-known inequality ln.  x/ 

 x  1 for any  x > 0, we have
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(5.24)

1 C  Psgsk

1 C  Psgsk

 Pjhjk C1

using the  j-th jammer to intercept the  k-th eavesdropper. 

In practical, interference from jammer to eavesdropper is usually dominant over background noise, i.e.,  Pjhjk  1. Thus,  Pjhjk  C 1   Pjhjk, which can be used to further simplify Eq. (5.24). Hence the upper bound for the worst case can be approximated as

( 2

3C
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 Pjgsd   gsk
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 q  4
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(5.25)

.  P

 Pj

 s ;  Pj /2 X k 2 K
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 hjk

which can significantly reduce the complexity of optimization. 

5.4.1.3

Complexity Reduction Leveraging Lower Bound
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 Pjhjk C1

Similarly, it is supposed that the interference from jammer to eavesdropper is dominant comparing to the background noise, i.e.,  Pjhjk  1, and  Pjhjk  C1   Pjhjk. 
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Hence optimization problem can be approximated to the following problem, n
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(5.27)
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(5.28)
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Equation (5.27) can be rewritten as, 
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Equivalently, the problem in Eq. (5.29) can be expressed as n

 f

o

n
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1.  Ps;  Pj/ f 2.  Ps;  Pj/

 wk.  Ps;  Pj/

min
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D
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 k

 zk.  Ps;  Pj/

(5.30)

Notice that the optimization problem is no-convex, since both  wk.  Ps;  Pj/ and zk.  Ps;  Pj/ are nonlinear functions of  Ps  and  Pj. 

Similar with the Sect. 5.3.1.2, the Dinkelbach-type algorithm is applied here to solve the generalized fractional programming problem, and the details of the optimization using Dinkelbach-type Algorithm are given as Algorithm 2. 

 5.4.2

 Optimal Jammer Selection with Partial CSI

In this subsection, joint power allocation with cooperative jammer selection in partial CSI case is considered, where instantaneous CSI of  gsd  and  hjd, and statistical CSI of  gsk  and  hjk  are available. 

5.4.2.1

Direct Evaluated Ergodic Sum Rate

Since only statistical CSI of  gsk  and  hjk  can be acquired by the BS, the maximization of sum rate of the system as shown in Eq. (5.7) can be changed into

˚



max

min E  Cj;  k.  Ps;  Pj/ ; 

(5.31)

.  Ps;  Pj/2 X k 2 K
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Algorithm 2: Dinkelbach-type Algorithm

. .  i/

.  i/

 Ps ;  P /: the  i-th iteration of the transmit power for D2D transmitter and jammer node. 

 j

 X : the feasible set of power parameters. 

 l: the number of iteration. 

begin

Referring to Eq. (5.28) and Eq. (5.30), 

n
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.0/

.0/

.0/

.0/

.0/

.0/
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The optimal solution is .  P;  P/ D .  P

/ with optimal objective value

 s

 j
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D  l  and Stop. 

else

Go to Step 4; 

end
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Step 4: Let  l C1 D max  wk.  Ps ;  P /= z
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let  l  D  l  C 1, and go to Step 2. 

end
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(5.32)

Recall that, the  s  is only a symbol that stands for the source node as aforementioned. 

Applying the Lemma 5.1, the optimization problem in Eq. (5.31) can be expressed as, 
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5.4.2.2

Complexity Reduction with Ergodic Lower Bound

By leveraging Jensen’s inequality, the lower bound of the ergodic sum rate in Eq. 

(5.33) can be expressed as









 P

C

 sgsk

 qj  log2.1 C  Psgsd/  E log2 1 C  Pjhjk  C 1

C .1   qj/ Œlog .1

.1

2

C  Psgsd/  E flog2

C  Psgsk/gC









 P

C



 sgsk

 qj  log2.1 C  Psgsd/  log2 1 C E  Pjhjk  C 1

C .1   qj/ Œlog2.1 C  Psgsd/  log2.1 C E Œ Psgsk/C









1

C

D  qj  log .1

1

2

C  Psgsd/  log2

C  Ps g E  Pjhjk  C 1



C

C .1   qj/ log2.1 C  Psgsd/  log2.1 C  Ps g/

:

(5.34)

Using Eq. (6) on page 194 of [19], for  X  Exp(), we have, Z
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Using Jensen’s inequality in this case, therefore, 
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Thus, the problem can be optimized by maximizing the lower bound of the original objective function by considering power allocation, i.e. maximizing the lower bound of the ergodic sum rate:
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Although Eq. (5.38) is much simpler than Eq. (5.33), it is still a non-convex function, and the GA can also be used to accomplish the joint power optimization of  Ps  and  Pj. 

 5.4.3

 One Dimensional Search with Low Complexity

To further reduce the complexity of the proposed algorithm, a one-dimensional search is also presented here under the full CSI case. Considering the total transmission power constraint of  Pj  and  Ps, the following Proposition 5.2 is presented firstly. 

Proposition 5.2  The optimal solution of Eq. (5.25)  must satisfy Ps  C  Pj  D
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and the monotonicity of  f .  Ps;  Pj/ will be discussed by means of partial derivative as follows. 
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To sum up, the partial derivative of  f .  Ps;  Pj/ in Eq. (5.39) can be expressed as, h
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where  u./ is the unit step function. 

Therefore, the problem described in Eq. (5.25) is a nondecreasing function with the increasing of  Ps  and  Pj, respectively. Similarly, without joint power constraint in Eq. (5.3), we have a trivial solution  Ps  D  Ps and  P

max

 j  D  Pj max. With the joint

power constraint  Ps  C  Pj   P max, the optimal solution must satisfy  Ps  C  Pj  D

min.  Ps

C  Pj

max

max;  P max/. 

Furthermore, it can be inferred from Proposition 5.2 that: (i) For the case when  Ps

C  Pj

and

max

max   P max, the optimal solution is  Ps  D  Ps max Pj  D  Pj max. 
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(ii) For the case when  Ps

C  Pj

max

max

>  P max, the optimization problem can be

rewritten as

" 

#

n

. 

C

 P max   Ps/ gsd   gsk

o

 h

 Ps Œ gsd   gsk C

max min

 q

 jk

 j

C .1   qj/

:

 Ps

 k

 P max= Ps  1 C  gsk= hjk

1 C  Psgsk

(5.40)

In other words, there is no need to search for optimal power for the case of Ps

C  Pj

max

max   P max. As a result, power optimization will be executed only in the case of  Ps

C  Pj

max

max >  P max, where the optimization problem turns into a 1-dimension searching problem over  Ps. 

 5.4.4

 Simulation and Numerical Results

For convenience, in the simulation test, “Full” represents the case when full knowledge of CSI is assumed for all the links, and “Partial” means that full CSI of gsd  and  hjd  and statistical knowledge of CSI of  gsk  and  hjk  are available. In this case, different methods have been adopted to optimise  Ps  and  Pj  to maximise the secrecy rate of D2D links, and only the optimization solved by upper bound leverages the 1-D search. Table 5.3 shows some related abbreviations in simulation results, and the main simulation parameters are generally in consistent with the general case in Table 5.2. 

5.4.4.1

Impact of Number of Jammer Nodes

Figures 5.11 and 5.12 illustrate the effects of number of jammer nodes ( N) on the achievable secrecy rate and corresponding computational time. Figure 5.11 shows that the achievable secrecy rate grows with increasing  N  when the other parameters are fixed, since more jammers result in a higher possibility that a better jammer can be found to combat eavesdropping, thereby lead to better performance. 

Generally, the performance of full CSI case exceeds that of partial CSI case as we can imagine, yet the performance gap is negligible. In addition, the brute force algorithm outperforms the direct evaluation by GA with very limited performance Table 5.3 Main abbreviations in simulation results

Abbreviations

Connotations

DE-GA

The optimization problem is solved by direct evaluation by utilizing GA LB-GA

The optimization problem is solved by leveraging the lower bound by utilizing GA
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gap. Algorithms leveraging upper and lower bounds achieve less satisfying performance when compared to the brute force algorithm and GA, but the performance gap between different algorithms is insignificant. 

Figure 5.12 demonstrates the computational time of different methods, which can reflect the complexities of different algorithms. Apparently, the computational time increases significantly with larger number of jammer nodes since power optimization should be executed for every candidate jammer node to select the best one. Methods with partial CSI is generally more time-consuming than that with full CSI, since the calculation of the expectation consumes more time than using accurate channel gains in the expression of achievable secrecy rate. Furthermore, computational time of the brute force algorithm is much higher than the other methods. Direct evaluation, which is taken by using GA, costs less time than brute force but is still more time-consuming compared to the other methods. In partial CSI case, the lower-bound method computes faster since it has less number of integration than direct evaluation. In the assumption of full CSI, the lower-bound method, which is solved by GFP, does have lower complexity. The upper-bound method is the most time-saving since it transforms the joint power optimization into a problem with only one variable. 

5.4.4.2

Impact of Sum Transmit Power Limitation

In this part, 5 and 10 jammer nodes are randomly generated respectively, which are uniformly distributed within the network coverage area. The achievable secrecy rate is averaged over 10 random network realizations for each transmit power limitation P max. As shown in Fig. 5.13, the achievable secrecy rate increases with looser power constraint in partial CSI case. Larger  P max indicates that more power is available at D2D transmitter and jammer nodes, which leads to a higher probability that better power allocation can be found to achieve higher secrecy rate. From Fig. 5.11

and 5.13, it is clear that higher secrecy rate can be achieved with increased jammer density, i.e., more jammers in vicinity can lead to better performance. 

Comparing the algorithms in both full CSI and partial CSI cases, Fig. 5.14 shows that higher secrecy rate can be achieved with larger  P max, which is coincident with the results in Fig. 5.13. Naturally, full CSI case outperforms the partial CSI case. 

Moreover, the achievable secrecy rate of the brute force algorithm exceeds that of the other methods, among which GA is a close second best. The upper-bound method and lower-bound method exhibit mild performance gap when compared to the high complexity brute force algorithm as well as the GA. 

5.4.4.3

Impact of Social Trust Index

The trust level of jammer nodes is crucial for the selection of the best jammer to hamper eavesdropping. In Fig. 5.15, the impact of social trust index of jammer nodes on the performance of secrecy rate is investigated by comparing different
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Fig. 5.15 Secrecy rate vs. social trust index of jammer nodes optimization methods with different CSI assumptions. Recall that, social trust can be represented by link stability or deduced by trustiness of the cooperative jamming nodes, i.e., the probability to utilize the allocated transmit power to support secure transmission of the desired links. When social trust index is higher for the jammer nodes, it is more dependable to act as a jammer when requested. However, a jammer node with low social trust index has a high probability to refuse sending jamming transmission even though it is allocated a certain power. In this case, the allocated jamming power is wasted and the secrecy rate would deteriorate as a result. In other words, the social trust index of the jammer nodes indicates the success probability of acting as desired friendly jammer nodes. Higher social trust index naturally leads to better system performance. 

5.5

Chapter Summary

In this chapter, secure transmission for content sharing has been investigated in cellular D2D overlays communication system. The schemes of joint power allocation with the source and jammer selection have been investigated to improve
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secrecy and privacy of D2D communications. When there exist multiple source nodes, the social interaction has been exploited for selecting the optimal source node who holds the desired content to share with the destination node by considering both the physical links and social characteristics. Meanwhile, targeting the worst eavesdropping case by the potential smartest eavesdropper, reliable jammer has been selected based on its inherent social trust property. To maximize the achievable secrecy rate of the content sharing between content helper and content requester with the help of jammer partner against eavesdropping, a cooperative security optimization problem has been proposed. To solve the non-convex optimization problem, low complexity solutions have been developed in addition to the brute force search algorithm and heuristic algorithms. Specifically, upper bound and lower bound of the original objective function have also been considered to obtain the optimized solutions with low complexity. Meanwhile, in addition to the ideal case assuming that full CSI of all involved links can be acquired, more practical cases have also been discussed in terms of the partial CSI case and the statistical CSI case when only channel statistics information is available. 
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Chapter 6

Summary

Guaranteeing the confidentiality in wireless communications is always a challenging task, which means we cannot simply regard the issues of security as relying on the cryptographic material in the upper layer. Compared to the wired networks, the wireless networks lack a physical boundary due to the broadcasting nature of wireless medium. So exploiting the feature at the physical layer is also of importance to secrecy performance improvement. Various schemes of physical layer security have been designed to enhance the wireless secrecy, among which the strategy based on the idea of wireless entity cooperation is promising. Motivated by investigating how the wireless cooperative networks play an essential role in the physical layer security, we wrote this book to summarize our corresponding works, from introducing the basic concepts of wireless cooperative networks and physical layer security, to the specific application with respect to certain techniques. 

The corresponding contents started with an introduction in Chap. 1, in which some fundamentals about physical layer security and wireless cooperative networks were comprehensively summarized as an overview. Specifically, we mainly focused on the technical and conceptual development and performance metrics to introduce the physical layer security. Furthermore, the wireless cooperative networks was described in terms of principles, classification, and applications, respectively. 

Furthermore, we reviewed secrecy enhancement by using wireless cooperative techniques. A number of methods have been introduced in terms of their ability to improve security, which consist of intentionally designed coding and signaling schemes that are able to harness the properties of the physical layer. We intentionally divided such methods into two categories: signal-antenna system and multi-antenna system. Meanwhile, a variety of canonical scenarios have been outlined, focusing on providing an intuitive way to illustrate how the wireless nodes cooperate with each other. 

In Chap. 2, we have discussed some details about some existing techniques from their basic principles to the issues of physical layer security. Specifically, time reversal (TR) technique, spatial modulation (SM) technique, and D2D communi-

© Springer International Publishing AG 2018

179

L. Wang,  Physical Layer Security in Wireless Cooperative Networks, Wireless Networks, DOI 10.1007/978-3-319-61863-0_6

180

6

Summary

cations were investigated. We not only presented their basic ideas and formulations of signal transmission, but also their characteristics and applications. The issues of physical layer security have been discussed with current state of research, to show a comprehensive insights about the relationship between the security and corresponding techniques. 

We have presented characterization of secrecy performance based on TR

technique for physical layer security in Chap. 3. Due to the signal focusing property of TR, it naturally can be exploited to reduce signal leakage to unintended mobile users. In particular, a distributed TR (DTR) transmission scheme without knowledge of full CSI at the source was studied, for boosting the source-destination link quality by utilizing both spatial diversity of multiple antennas and the multi-path channel in the temporal domain, while limiting signal leakage to unintended user/passive eavesdropper. With the frequency selective channel information between each distributed antenna and destination, the DTR scheme can focus signal energy on the critical signal detection time samples at the destination receiver. On the other hand, the performance of DTR-based transmission, direct transmission, LoS

distributed beamforming, and MGP distributed beamforming were analyzed with respect to signal leakage. We compared the secrecy performance of these schemes by measuring the SNR gap between the destination and unintended receivers. 

Given multi-path channels, DTR transmission is a much more effective signaling strategy against signal leakage to unintended receivers than traditional beamforming strategies, particularly when the number of multi-path components is large. 

Next, in Chap. 4 we have studied physical layer security in SM-MIMO transmissions. First, we analyzed the secrecy rate with basic SM modulation. By exploiting a simple and practical method in which the artificial noise is designed for secrecy enhancement without CSI of eavesdropper, our proposed secrecy enhancement transmission scheme does not influence the security performance at the legitimate receiver while interfering the quality of received signal at the eavesdropper. We demonstrated successful improvement of secrecy rate and the improved BER simulation results for multi-antenna users. Second, in the same system we considered an exhaustive analysis of secrecy rate with SSK and GSSK

modulation. We investigated the tradeoff between secrecy capacity and additional transmission power with more than one activated RF antenna chains in these three SM-MIMO modulations. We found that SM, SSK, and GSSK have their own advantages and disadvantages in terms of secrecy performance enhancement. 

So a system can flexibly choose the suitable modulation scheme under different requirements and configurations. Third, we generalized the precoding-aided spatial modulation (PSM) to a multiuser downlink scenario. Signal precoding matrices were designed to eliminate the MU interference as well as beamform a portion of bit stream on the receivers’ antennas, which is distinctive from that in a point-to-point communication system. To gain further security improvement, fast-varying scrambling on SPMs was exploited to degrade the performance of eavesdropper’s blind estimation and detection. Compared with no scrambling and slow-varying scrambling, the proposed scheme demonstrated a clear security boost, even the eavesdropper has more antennas than the legitimate receiver. 
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Finally, the issues of physical layer security in D2D communications have been investigated in Chap. 5. First, we proposed joint power allocation and jammer selection schemes to improve secrecy and privacy of D2D communications, targeting the worst eavesdropping case by the smartest eavesdropper. Two scenarios including the full knowledge of CSI and the partial knowledge of CSI are considered, and the reliable jammer is selected to protect against the interception with the help of social trust among users. Apart from improving the spectrum efficiency, D2D

communications also can facilitate the content sharing among content helpers and content requesters. In view of that, we investigated a practical scenario in which the mobile users obtain desired content from their D2D communication partners. For simplicity, we considered the problem of reliability and secrecy enhancement for wireless content sharing between multiple content helpers and a content requester. 

To further enhance secrecy and privacy, the social interaction was also exploited to guarantee the reliability during the content transmission between the content requester and content helper. Specifically, the impact of mobility for content helper selection for transmission reliability is studied. Considering the communication links and social characteristics simultaneously, the content helper is selected by firstly narrowing the potential link set to provide desired transmission success rate in between. The simulation results demonstrated that the social interactions among D2D users (i.e., content helper and requesters) play a very important role in terms of enhancing the secrecy performance. 
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