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At the beginning of her autobiographic book, The Hate Race (2016), writer Maxine 
Beneba Clarke shares her own experience with racism. We place it at the beginning 
of our Foreword lest we lose sight of the problem we are dealing with when applying 
artificial intelligence (AI) techniques to hate speech. This episode occurred in 
North Road, not far from where we live in Melbourne, but in some ways, it is 
timeless and placeless. It could have occurred near the reader’s home. 

I don’t want sympathy. I want to un-hear what I just heard, un-experience 
what just happened. If racism is a shortcoming of the heart, then experiencing 
it is an assault on the mind. You should go drown your f---en’ kid! Go the 
f--k back you where you come from, n----r. The cumulative effect of these 
incidents is like a poison: it eats away the very essence of your being. Left 
unchecked, it can drive you to the unthinkable. 

A few months ago, again not far from North Road, a young man posted a 
video of himself making hateful comments related to local and world events. He 
was doxed and harassed intensely online. He committed suicide within a few 
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days. The problem of hate speech involves words that hurt, words that harm, and 
words that that can kill. Beyond the impact on individuals, they create hostile 
environments at the societal level, undermining not only community harmony 
but democracy itself. Is there any antidote for this poison? 

Obtaining consensus on definitions for hate speech and AI systems is a 
complicated task. However, to legislate, regulate, or mitigate the problem, 
governments, rulers, and technology platforms themselves usually need to start 
by defining the thing they seek to control or regulate. Clear rules, scalability, and 
interoperability across national, international, and global jurisdictions beyond 
the narrow limits of the nation state depend in part on this common endeavour. 

There is an ongoing effort in this direction both in the AI community and 
in international organisations. For instance, in recent months Organisation for 
Economic Co-operation and Development (OECD) members approved a revised 
version of the organisation’s definition of an AI system, which has in turn received 
many comments, leading to a second revision that is still being considered. The 
current definition says: 

An AI system is a machine-based system that, for a given set of human-
defined explicit or implicit objectives, infers, from the input it receives, 
how to generate outputs such as predictions, content, recommendations, or 
decisions that can influence physical or virtual environments. Different AI 
systems vary in their levels of autonomy and adaptiveness after deployment. 

This endeavour is about gathering and synthesizing different types of information 
processing from generative, symbolic, and swarm AI, including neural networks, 
machine and deep learning, knowledge representation, natural language processing, 
large language models, multi-agent systems, algorithmic governance, machine 
perception, and computer vision. 

However, AI opportunities come at the same time as threats grow in an 
increasingly conflictive world. As noticed by a recent UN Report of December 
2023, the so-called ‘AI divide’ lurks within a larger and developmental divide. 
More than 2.6 billon people still lack access to the Internet. Broadband access, 
affordable devices and data, digital literacy, are simply not there for many human 
beings. At the same time, interstate and intrastate violence is clearly gaining 
traction, mainly for political or geopolitical reasons, in several countries that 
are outside this division. In contrast to the expectations at the beginning of the 
century, it seems that violence—all types of violence, including race, gender, and 
culture—is a rising trend in developed countries. 

The expansion of the Internet and the widespread use of smart phones play a role, 
but AI is increasingly a significant contributing factor. Recommender algorithms 
on video platforms lead users to extremism, then accelerating their radicalisation. 
Democratic processes such as elections are becoming more polarising, with generative 
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AI being used to micro target demographics and seed divisions. AI is furthering 
divisions in times of war as well: in the Russia-Ukraine conflict, a deep fake sought 
to convince people President Volodymyr Zelenskyy had surrendered. In the Israel-
Hamas war, AI created lifelike images of carnage to intensify emotional responses.

 Hate speech is generally characterized as the verbal component of violence, 
a first level susceptible to escalation into physical harm, or which may remain 
at the level of hostility in social interactions. However, there is an element of 
ambiguity in this conceptualization that should be highlighted. In the definitions 
and indicators related to violence and Internet technologies, it is usually assumed 
that it is possible to construct relatively reliable metrics to indicate the evolution 
or social progression of the phenomenon. It is a discourse stemming from social 
and political sciences. 

This is not the case with hate speech. Social psychologists have long noted that 
the Internet does not create or encourage new emotions, but rather intensifies 
and modulates existing ones. Discourse and speech, whether about love or hatred, 
find a new channel for the expression of feelings that are experienced in its various 
phases (creation, transmission, and reception) with a speed, intentionality, and 
intensity unknown until that moment. It is the ability to impact and cause harm 
that has changed. Hateful content from one person can go viral, reaching millions; 
one victim can be impacted by a flood of abusive messages from different people 
through an orchestrated campaign; or a hostile environment can be created that 
seeks to exclude people from an online community or an entire platform. 

Perhaps this is why law and jurisprudence have taken action on the matter. 
The notion of hate speech does not come from linguistic pragmatics, discourse 
analysis, conversation analysis, or the qualitative social and political sciences 
of the nineties. It comes from the regulatory field of jurisprudence, with its 
background of constitutional and political law. From this point of view, it 
constitutes the reverse and limit of expressions with a long doctrinal history, such 
as free speech in the Common Law tradition and liberté d’expression, Redefreiheit, 
or libertad de expresión in the tradition of Civil Law. Both are related to the 
idea of the rule of law and the restrictions and liberties it entails to preserve the 
right of citizens to a dignified life free of illegitimate coercion. In its origins, it is 
also related to the fight against racism and for civil rights in the US and to the 
reaction against totalitarian forms of government that took place in Europe and 
in the countries of the Commonwealth after the Second World War. 

While the US is exceptional, with its First Amendment protecting hate speech 
from government regulation unless it falls into a categorical exception such as 
speech inciting imminent lawless action or fighting words, other countries have 
generally held that equality and non-discrimination should also be considered in 
the enactment of free speech rights and a balance found. This is an issue that has 
been discussed by relevant legal and sociolegal scholars, such as Ronald Dworkin, 
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Jürgen Habermas, and Jeremy Waldron, among many others. In recent times, it 
has been linked to the fourth generation of human rights, focusing on the use of 
appropriate technologies to ensure human dignity. 

There are two types of legal definitions. The first consists of the legislative 
version of notions of a more general scope. This would be the case with “artificial 
intelligence” or “technology.” It becomes necessary to indicate which meaning 
has been chosen to be consistent in the Act, Directive, or Regulation that is 
being drafted. The second has another character, since it constitutes a strictly 
legal definition—that is, a constitutive semantic field delimiting the conditions 
and effects of a specific regulation. Hate speech falls into this second category, 
and this is the reason it is so difficult to reach a general definition. 

In 2019, the United Nations Strategy and Plan of Action on Hate Speech 
specified that there is no international legal definition. Hate speech should be 
understood as: 

. . . any kind of communication in speech, writing or behaviour, that attacks 
or uses pejorative or discriminatory language with reference to a person or 
a group on the basis of who they are, in other words, based on their religion, 
ethnicity, nationality, race, colour, descent, gender or other identity factor. 

The UN document specified that, rather than prohibiting hate speech as such, 
International Law prohibits the incitement to discrimination, hostility, and violence. 

In 2023, a most recent summary—Understanding Hate Speech*—identifies 
three important attributes: (1) hate speech can be conveyed through any form 
of expression (including images, cartoons, memes, objects, gestures, and symbols, 
offline or online); (2) it is discriminatory or pejorative of an individual or group; 
and (3) it expands the original definition to all types of identity factors—that is, 

“religion, ethnicity, nationality, race, colour, descent, gender”, but also “language, 
economic or social origin, disability, health status, or sexual orientation, among 
many others”. 

This certainly draws a broad reference framework. It is further complicated by 
the fact that some hate narratives are used interchangeably against many groups, 
while other narratives are specific to attacking a particular group. Antisemitism, 
for example, manifests as both generic racism against Jews, and with specific 
narratives such as claims of blood libel, deicide, or Holocaust denial. However, if 
an AI system “is a machine-based system that infers from the input it receives how to 
generate outputs such as predictions, content, recommendations, or decisions that 
can influence physical or virtual environments”, how could AI systems proceed to 
generate a set of appropriate requirements within this framework? What level of 
design autonomy would be needed to prevent the development and effects of hate 

* https://www.un.org/en/hate-speech/understanding-hate-speech/what-is-hate-speech 

https://www.un.org
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speech online and offline? How could threats be detected? To what extent? And how 
could these AI systems be validated against real human behaviour? Moreover, do 
they raise any type of regulatory issues from an ethical and governance perspective? 

The book that the reader is holding, edited by Jay Liebowitz, explores this 
new hybrid space of human-machine interaction (HMI), in which hate speech 
is represented and computed through algorithms and AI generative systems. 
It is exploratory because there are still many problem-solving challenges to be 
faced, and it is innovative because it is not assuming that solutions lie only in 
technological advancements but also on a broader scale. In this sense, large 
language models can and are being considered from a holistic view—that is, 
from the different dimensions and layers of regulatory and legal governance. 

For instance, academia and industry have developed some deep learning (DL) 
and natural language processing (NLP) models to detect online hate speech 
automatically. But most existing methods adopt a supervised approach depending 
on already labelled datasets. Hence, they may experience biases coming from 
this training. They will also struggle with the use of rapidly changing coded 
language and messages that require a leap of inference. 

One example seen recently was a cartoon image of a crying Hitler with a speech 
bubble saying, “I want to turn back time and try again”. The post had over 3,600 
positive reactions and over 1,100 shares. The text might be extracted from the 
image, but lacking context is not in itself hate speech. An image of Hitler might 
be identified by facial recognition software, but a stylised cartoon, while readily 
identifiable to humans, poses a problem for AI, unless a specific model is developed. 

There is no single way to overcome these challenges. Many strategies are 
possible and can be implemented. Some focus on the prompting phase; others 
operate on the fine-tuning stage based on transfer learning; while others target 
automatically generated responses to create conversational contexts. Counter 
narratives—informed textual responses automatically generated—are another 
recent strategy to prevent hate content from spreading further. The model 
finally adopted in the design will depend on the vision of the type of actions 
that are worth taking, including perspectives on privacy, security, and end users’ 
participation. Any model will need a fallback to a human system to handle those 
cases the AI is unable to address. 

The creation of the counterfactual wall claimed by Maxine Beneba Clarke to 
un-hear and un-experience hate speech is only possible by leaning in to her suggestion 
of unlearning what we should never have learned—that is, in our own version, 
acknowledging the fact that human beings and machines are capable of creating new 
learning contexts that must be configured and understood as a symbiotic, hybrid 
reality that is both equal to and different from the one we have known until now. 
Not realizing this fact would imply returning to a cyclical repetition of errors that 
would do nothing to help us get out of the dead end that hatred represents. 



 

 
             

 
 

 
         

 
        

 
 

 

 

        

Preface
 

Unfortunately, we live in dangerous and volatile times. We see what has happened 
with unrest around the world. The use of social media has added fuel to this fire, 
and now we are seeing hatred being created partly, whether intentionally or not, 
through Generative AI (GenAI). 

According to the U.S. Government Accountability Office, GenAI is a tech
nology that can create content, including text, images, audio, or video, when 
prompted by a user (GAO, 2023). GAI generates its content using large language 
models (LLMs), and there are many advantages of using GenAI, including sum
marizing information, enabling automation, and improving productivity. 

However, with this new technology, there are numerous challenges that have 
been created, including trust and oversight concerns, false information, economic 
issues, privacy risks, and even national security risks (GAO, 2023). This begs 
some questions regarding policy context, including: (1) What AI guidelines can 
best ensure GenAI systems are used responsibly, and are GenAI systems following 
existing guidance? (2) What standards, regulations, policies, or guardrails need 
to be put in place to evaluate the methods and materials used to train GenAI 
models to ensure the fairness and accuracy of their responses for different use 
cases? (Denning, 2023). 

These types of questions are some of the reasons for stimulating the writing 
of this book. GenAI is a “hot” topic these days. AI prompt engineering is an 
extremely sought-after field. GenAI can dramatically escalate the ease of use for 
the average person; however, the potential for abuse of these technologies is a great 
concern. An Anti-Defamation League (ADL) survey found that 84% of Ameri
cans are worried that GenAI will increase the spread of misinformation and hate 
(Greenblatt, 2023). Jonathan Greenblatt, the CEO of ADL, advocates that, when 
integrating GenAI tools into their organizations and workplaces, leaders should 
institute the following: making trust and safety a top priority; establishing high 
guardrails and insisting on transparency; and safeguarding against weaponization. 
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The European Union signed the Europe AI Act in December of 2023. In the 
United States, President Biden signed an executive order in October of 2023 on 
AI safety and ethics. In addition, the U.S. has created the Blueprint for the AI 
Bill of Rights and the NIST AI Risk Management Framework. At the very least, 
guardrails on GenAI should be put in place as frameworks on the source data 
and rules of ethics. The Center for Countering Digital Hate* found that in their 
tests of Google®’s Bard®, 78 out of 100 prompts Bard generated were false and 
harmful narratives (the Pro version of Google Deepmind®’s Gemini® became 
available to the public in December 2023). The problem with these GenAI sys
tems is that they can easily produce misinformation, as they are being trained on 
large amounts of often biased and inaccurate data and seems to be a “black box.” 

I want to thank our thoughtful contributors to this book in addressing GenAI 
and these related concerns and issues. I am very grateful for the worldwide perspec
tives from our leading international contributors on this subject. In addition, a debt 
of gratitude goes to John Wyzalek, Stephanie Kiefer, Theron Shreve, and Susan 
Culligan for their continued support of my publishing work on emerging topics. 

In our VUCA (Volatile, Uncertain, Complex, Ambiguous) environment, we 
need to develop guidelines for addressing how Generative AI can be regulated to 
reduce online hate and secure justice in the digital environment. Peter Denning, 
Distinguished Professor of Computer Science at the Naval Postgraduate School, 
perhaps said it best: 

A chatbot prompt is a probe into the conversation of a crowd. Its responses are likely to 
be abstractions that were not said but are close to what has been said in the training 
texts. Because the crowd may not be representative of the communities we want to 
address, we must use these tools very carefully . . . The road to trustworthy uses of this 
technology will be long (Denning, 2023, p. 27). 

According to EY®, with respect to GenAI, organizations should take into 
account the following aspects (Garg, 2023): 

1.	 Privacy and security: Are adequate measures in place to protect sensitive 
information and prevent any compromise of security? 

2.	 Legal compliance: Have appropriate steps been taken to adhere to all 
regulatory requirements? 

3.	 Ethics and data bias: What measures can be implemented to prevent 
biased outcomes and mitigate potential negative reputation effects? 

4.	 Copyright and patents: Have the necessary licenses been obtained for 
training data? Can AI potentially generate new inventions? 

5.	 Mitigating incorrect consumption: How can the risk of GenAI hallucina
tions be minimized to ensure safe usage? 

* www.counterhate.com 

http://www.counterhate.com
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Chapter 1
 

Generative AI and Social 
Engines of Hate 
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1.1 Introduction 

In the fast-changing world of digital communication, artificial intelligence (AI) 
and generative AI bring new challenges and potential for hate speech regulation. 
The impact of generative AI on hate speech cannot be fully understood in isolation 
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2 Regulating Hate Speech Created by Generative AI 

from other AI technologies and broader social forces. This chapter examines the 
complex relationship between generative AI and the social and technological 
processes that generate hate speech in the digital society. 

To effectively identify generative AI’s contributions to hate speech dynamics, 
primary and secondary hate engines must be distinguished. The primary engines 
are social and psychological systems that perpetuate violence, exploitation, and 
injustice without mediation or recourse. These engines fuel chronic anger, which 
can become hate. Secondary engines legitimate, amplify, normalize, nuance, and 
personalize hate. They create and spread vocabularies and worldviews that moti
vate hate speech and actions, typically targeting specific social groups. In particular, 
mass media and social media disseminate and fuel hate speech, thus perpetuating 
and refining these hateful worldviews and justifications. 

The specificity of generative AI in hate speech regulation requires intense atten
tion. Still, we should remain aware that generative AI is only part of a digital 
communication ecology. Hate speech is also shaped by other AI tools. Thus, 
while focusing on generative AI, our analysis must also evaluate how diverse AI 
technologies contribute convergently to hate speech’s creation and governance. 
This holistic approach will help us comprehend the issues and potential solutions 
for regulating hate speech in the AI era. 

1.2 The social generation and amplification of hate 

Hatred is entrenched in society’s social fabric, in which interactions may cause 
anger, fear, and victimization. These emotions result from the primary engines of 
hate—namely, societal processes and systems that create or perpetuate injustice, 
inequality, and violence. 

These engines revolve around victimization. Individuals or groups who perceive 
themselves as victimized can feel angry and afraid. This is especially true when 
the perceived harm is persistent and leaves little chance for remedy, justice, or 
forgiveness. Tajfel et al. (1979) show how in-group and out-group interactions 
might worsen these feelings in social identity theory. Groups that people feel they 
belong to (in-groups) typically define themselves in opposition to out-groups they 
regard as different, inferior, or threatening. Negative stereotyping and dehumani
zation of the out-group can reinforce victimization and aggressive cycles. 

Social mechanisms that enhance political polarization and economic inequality 
fuel hate. When societies are more divided economically, politically, or culturally, 
misunderstanding and conflict increase (Rughiniș & Flaherty, 2022). Extrem
ist beliefs and the growing wealth disparity reflect these divisions. Wilkinson 
and Pickett (2010) explain how social inequality increases violence and mistrust. 
Civil wars and ethnic conflicts demonstrate these processes. Ethnic tensions and 
nationalism fueled the 1990s Yugoslav Wars. These confrontations were about 



 

 
             

 

 
 
 

 
 

 
 

 
 
 

 

 

 

 
 
 

      
 
 
 

Generative AI and Social Engines of Hate 3 

geographical disputes, long-standing grudges, historical injustices, and ethnic 
group oppression. A complex history of ethnic discord and inequity led to the 
1994 Rwandan genocide. One of the worst mass murders in modern history 
occurred when the Hutu majority dehumanized the Tutsi minority through politi
cal manipulation and propaganda. 

The secondary engines of hate—societal norms, discourses, and media mechan
isms—justify, promote, and perpetuate hate. Hate speech is not just a result of 
direct interactional animosity but also of broader cultural frames and media 
propagation. These secondary engines are driven by “vocabularies of motive” 
(Mills, 1940) and “rules of feeling” (Hochschild, 1979). Vocabularies of motive, 
according to Mills, are the language and narratives societies use to justify and legit
imize hateful behavior. These vocabularies may justify and elevate hate in a given 
situation or, on the contrary, downplay it and pursue empathy, understanding, 
or forgiveness. Hochschild’s rules of feeling examine cultural norms that govern 
hate expression. These laws determine when, how, and who can be hated. 

Mass media, and now social media and its AI infrastructure, amplify and shape 
hate-filled interactions. Through recommendation algorithms and the ensuing 
echo chambers, social media platforms segregate toxic discourses from more medi
ating or empathic ones. This seclusion can normalize and intensify hate speech in 
bubbles. Alt-tech platforms even use hate stratification (Munn, 2023) for avoiding 
social pressure against explicit forms of hate, concealing toxic elements from new 
users and expanding the platform’s audience by slowly radicalizing individuals. 

For example, Hochschild’s Strangers in Their Own Land (2016) illustrates at a 
broad social scale how these primary and secondary hate engines work in concert. 
Hochschild examines how victimization can explain growing US economic and 
social polarization, particularly among populations left behind by globalization 
and demographic changes. This narrative often leads to xenophobia and hate 
speech toward immigrants and other “outsiders.” The book shows how cultural 
discourses and media portrayals can turn frustrations into focused hate. 

1.3 AI contribution to the primary engines of hate 

The rise of AI has transformed our digitalized societies, and its use has also exacer
bated social inequality, exploitative interactions, and a sense of unfairness, stoking 
hate (Obreja & Rughiniș, 2023). These unanticipated effects raise concerns about 
the role of AI in society’s widening divisions, especially in work and economic 
inequity (Budeanu & Rosner, 2021; Budeanu et al., 2023). 

The growing divide between digital platform designers and managers and their 
users is one influence of AI. AI-powered big-tech corporations are becoming 
quasi-monopolies (Mitchell, 2021; von Thun, 2023). They solidify their influence 
and capture more wealth from tiny firms and from individuals who are dependent 



 

 

 

 

 

 

 
 

 

 
 

 
 

 
 
 

 

 
 
 

 
 
 

4 Regulating Hate Speech Created by Generative AI 

on these platforms using powerful AI algorithms. This technology thus appears 
unfair to social actors who supply material and labor to these platforms but receive 
a disproportionately small share of the profits. 

Platform work, gig work, and “ghost work” are replacing solid, rewarding 
occupations. Many jobs, from taxi drivers and warehouse workers to translators, 
journalists, and writers, have been altered in the digital age. In particular, the 
human workforce regulating and filtering hate speech online often works under 
poor conditions (Perrigo, 2023; Newton, 2019) and is not protected from the 
psychological stress caused by extensive exposure to hate content. 

Algorithmic management technologies, a product of AI advancement (Wood, 
2021), control workers, reducing autonomy and causing despair and unhappi
ness. These programs can set work schedules, evaluate performance, and even 
fire employees without human oversight, creating a stressful, insecure workplace. 

AI has thus contributed to the growth of the “precariat,” a tech-regulated class 
of workers. These include “content creators” who earn little from their work across 
platforms, while tech elites profit greatly from this unstable labor (Daub, 2020). 
This dramatic gap may promote hate by contributing to a cultural narrative of 
inequality and injustice. 

AI has made many advances, but it has also deepened societal disparities and 
contributed to exploitative labor. AI indirectly fuels hate by worsening these 
difficulties, producing a climate of injustice and victimization. To ensure fairness 
and social justice in AI research and use, these concerns must be addressed. 

Generative AI has exacerbated insecure work and economic inequality, includ
ing in professional groups formerly considered immune to automation. This 
technology has raised worries and reactions from creative industries about its 
effects on employment and creative work (Bran et al., 2023). 

One example was the screenwriting (Coyle, 2023) and acting (Dalton, 2023) 
industry turmoil. Professionals in these fields protested and struck due to genera
tive AI’s capacity to write convincing scripts and even digitally reproduce human 
performances. These people worry that AI-generated material may marginalize 
or replace their skills. This reflects broader concerns about job security and the 
value of human innovation in the face of AI. 

The music sector also has a strong argument. Generative AI has advanced 
in classical and contemporary music composition, both instrumental and vocal 
(Palamara, 2023). This advancement has sparked legal disputes over copyright, 
creativity, and creator rights. Technology that can quickly produce large and 
diverse amounts of music challenges musicians’ and composers’ creative processes 
and also their livelihoods. 

A similar disruption has taken a toll on the community of artists (Xiang, 2023) 
who create visual content for games, film, media, and entertainment. The fact 
that these large models feed on the artists’ creativity, while earning immense 



 

 
 

 
 
 

            

 

 
           

 
 

         
 

 

 

 
 

 

 

 

 
 

Generative AI and Social Engines of Hate 5 

sums of money for other social actors and endangering their jobs, led to outrage 
across platforms. 

In literature and journalism, generative AI’s ability to produce logical and 
entertaining content has led to further litigation and legal problems. Writers and 
journalists worry that AI can write news stories, novels, and other content which 
may reduce the need for human-written works (Barbaro & Frenkel, 2023). These 
advances have raised ethical and economic questions concerning AI’s effects on 
creative industries, and people (Serrano et al., 2023) fight for preserving, only for 
humans and not for machines, the right to freedom of expression and the right 
to freedom of the arts and sciences. 

In essence, generative AI threatens creative jobs, which were formerly assumed 
to be immune to automation, while also disrupting established practices in learn
ing and education across disciplines. This technology may replace a large share of 
human creative work, affecting employment and professionalization in these areas 
and raising questions about human creativity’s value and distinctiveness. Genera
tive AI can fuel hate by escalating perceived injustice and fears of unemployment 
and economic insecurity in formerly safe industries. 

1.4 AI contribution to secondary engines of hate 

AI promotes and amplifies hate online through several main processes (see Figure 1.1 
on next page). AI’s algorithmic personalization of social media recommendations, 
message flows, and wallpapers reinforces users’ ideas and polarizes them. Filter 
bubbles and echo chambers limit diversity and isolate people in ideological silos. 
Deepfakes and other AI-enabled technologies can also create and spread fake infor
mation that incites hatred and distrust. AI algorithms also accelerate the spread of 
unconfirmed or fake news by decreasing attention spans and making consumers 
more sensitive to unverified claims. This, along with increasingly unclear account
ability in relation to who is the creator or the publisher of a discourse, obscures 
its source and culpability, making hate prevention harder. 

1.4.1 AI role in the spread and amplification of hate 

The rise of AI in the digital economy has fueled hate and has amplified, refined, 
and consolidated hateful discourses. Social media personalization algorithms create 
echo chambers by filtering content that matches users’ pre-existing viewpoints, 
limiting diversity, and often intensifying hateful convictions. The lack of trans
parency in AI decision-making, especially in deep learning models, and the black 
box nature of AI models makes it hard to understand specific content suggestions 
or labeling, which could lead to unaccountable and unregulated hate speech or, 



 

 
 

 
 
 
 
 

       
 
 

 

 

6 Regulating Hate Speech Created by Generative AI 

Figure 1.1 Intertwined processes of hate amplification driven by AI 

conversely, to censorship. AI-driven bots allow for viral and large-scale propagation 
of hate speech, propaganda, and misinformation. Digital platforms that prioritize 
user engagement over ethics risk amplifying controversial and hateful narratives. 

Several studies and reports have shown that AI-driven algorithms distribute 
and amplify hate speech. Violence in Myanmar and Sri Lanka and conversations 
of hate on YouTube®, Twitter®, and Instagram® show how modern technologies 
can inadvertently foster hate at scale, including self-hate. Facebook®’s algorithms 

“proactively amplified” anti-Rohingya propaganda in Myanmar, aggravating 
atrocities. According to Amnesty International®, Facebook’s flawed algorithms 
and profit-driven approach contributed to crimes, creating an echo chamber that 
incited hatred (Amnesty International, 2022; De Guzman, 2022 ; Stecklow, 2018). 

In a similar vein, the Sri Lankan government blocked Facebook in 2018 due 
to its inability to control hate speech, which was inciting national mob violence. 



 

 

 
         

 

          

 

 
 
 

 

 
 

 

 

Generative AI and Social Engines of Hate 7 

AI limits in recognizing context and geographical nuances have made it difficult 
to moderate content, especially in non-English-speaking countries (Udupa et al., 
2023), leading to the uncontrolled rise of hate speech (Wijeratne, 2020). 

Opinion polarization has also been linked to social media algorithms. Accord
ing to Brown et al. (2022), YouTube’s recommendation algorithm does not direct 
most users to extremist content, but it does narrow their ideological views. A mod
est ideological echo chamber may influence the propagation of specific material 
by pulling readers to the extremes of the political spectrum. 

More recently, Hickey et al. (2023) found that Twitter hate speech increased 
after Elon Musk bought it and dismantled the platform’s moderation teams and 
infrastructure. The study found bots increasingly spreading hate speech and mis
information. In another area, Instagram’s algorithmically driven feeds, which 
are personalized to each user’s engagement patterns, have been shown to affect 
teen mental health and lead to self-hate, notably as regards body image, creating 
anxiety, depression, and eating disorders (Austin, 2021). The website hooks vul
nerable kids into a harmful cycle of negative social comparison and unattainable 
body and attractiveness standards. According to whistleblower Frances Haugen, 
Instagram has acknowledged this issue internally, although the response has been 
condemned as insufficient (Wetsman, 2021). 

Moreover, authoritative governments can use AI to monitor and profile dis
senters and excluded groups (Feldstein, 2022; Asher-Schapiro, 2021). Such use 
can exacerbate state-endorsed discrimination and hatred. This is also a risk for AI 
tools used by police and law enforcement (such as predictive policing or facial rec
ognition) in democratic countries (Bailey et al., 2020). When AI-driven systems, 
especially in policing, disproportionately target or misidentify members of certain 
communities, it deepens social divisions. This disproportionate concentration 
undermines faith in these technologies and increases mistrust in marginalized 
communities, isolating them and fostering prejudice and hate. 

1.4.2 Generative AI and the creation of novel 
expressions and legitimations of hate 

With the rise of generative AI, hate speech may be even more amplified, personal
ized, and nuanced (Ocampo et al., 2023). Many AI systems, including generative 
AI, suffer from algorithmic bias—a major concern. These systems trained on 
large datasets may absorb historical and contemporary biases. Without adequate 
calibration and control, generative AI can magnify and reinforce these prejudices, 
perpetuating stereotypes and discrimination. 

Generative AI’s ability to create novel material can promote hate by spreading 
sophisticated vocabularies of motive. First, generative AI can create personalized 
vocabularies of hate, based on recipient beliefs or specific situations. Similar to 



 

 
 
 
 
 

 
 

 
 
 

 
 

 
 

 
 

 
 

 

 
       

 

 
 

 
 
 

8 Regulating Hate Speech Created by Generative AI 

AI-driven phishing, these systems can develop hate arguments that resonate more 
with an individual depending on their cultural, historical, or personal background. 
Soon, harassment by automated troll bots might be replaced by harassment by 
autonomous conversational agents (Hinduja, 2023). The AI models can also 
better legitimize and intensify hateful attitudes by appealing to relevant historical 
tales and contemporary music or invoking relevant influencers. 

Second, AI can message at scale while keeping personalization, increasing its 
impact. Generative AI can shape social narratives by personalizing and distrib
uting hate messages to large audiences. Each recipient feels like the message 
was written for them (Weaver, 2023), boosting its likelihood of resonating and 
internalizing hate. 

Finally, generative AI can create hyper-realistic images of hateful events. By 
convincingly presenting fake scenarios, AI can affect public opinion, validate 
prejudices, or inspire enmity toward certain groups or individuals. Deepfakes 
can rework historical narratives or create fresh lies that justify hate in novel and 
appealing ways, making them a powerful tool. For example, generative AI has 
already played a part in the Israel-Hamas war, with deepfake images spreading to 
promote specific narratives and elicit stronger support (Eisele, 2023). 

For example, generative AI has also helped spread pseudoscientific content 
(BBC World Service, 2023), especially in pseudo-archaeology (Kurnick, 2020). 
Conspiracy theories, such as those purporting that aliens manufactured ancient 
relics, have spread thanks to this technology’s convincing photographs and 
videos. This story typically minimizes the achievements of other cultures, espe
cially non-Western or marginalized ones. AI-generated images can encourage 
xenophobic worldviews, weakening the public recognition of these civilizations’ 
historical and cultural achievements. The ease with which generative AI can create 
realistic and appealing visual content has helped such theories gain traction and 
credibility, expanding their effect and reach. 

As hate speech, generative AI’s growing role in deepfake pornography (Home 
Security Heroes, 2023) has serious consequences. Deepfake pornography uses 
AI to produce or edit videos of people having sexual encounters without their 
consent. Women have been victimized and objectified by this technology. Facing 
deepfake pornography causes psychological suffering and social stigma. AI busi
nesses and online platforms acknowledge the harm caused by such information 
but also admit to the difficulties in stopping its creation and transmission. 

Noelle Martin’s experience (Kudaki, 2023) shows how deepfake pornography 
traumatizes. Martin struggled to delete deepfake pornographic photographs of 
herself online and was victim-blamed. This example illustrates how deepfake 
pornography perpetuates hate by violating individuals’ dignity and agency, caus
ing continuing psychological suffering. As their technologies are misused to create 
explicit content, OpenAI® and Stability AI have taken steps to limit explicit image 



 

 
 

 
 
 
 

 

 

         

 
 
 
 

 

 

 
 

 

 

 
 
 

Generative AI and Social Engines of Hate 9 

generation. OpenAI deleted sexual content from their DALL-E data, whereas 
Stability AI added filters to Stable Diffusion® to prevent explicit imagery. The 
possibility for manipulation of these technologies remains, making it difficult to 
prevent their exploitation for deepfake pornography. Twitch®, Apple®, and Google® 
app stores have amended deepfake pornography policies. Twitch banned graphic 
deepfakes, including those in streams, and Apple and Google removed a sexually 
provocative app. These measures highlight the growing awareness of the negative 
effects of deepfake pornography, which mostly targets women. 

1.5 Regulating hate created with AI 

1.5.1 Regulating the primary engines of hate 

A multifaceted approach that includes technological, legal, and social measures 
is needed to regulate AI’s contribution to the main engines of hate, such as eco
nomic or ethnic conflicts, inequities, and ongoing injustices. AI-driven platforms 
exacerbate social inequality and polarization, hence macro-social solutions are 
needed (Rughiniș, 2022). Strong antitrust regulations can prevent monopolies, 
especially by firms using AI. To protect workers from AI-driven precarity and 
exploitation, labor protection regulations are necessary. In particular, generative 
AI presents unique content generation and dissemination issues, hence meaning
ful and enforceable copyright regulations are needed to protect human authors. 

Keeping humans in the loop is crucial to this regulatory framework. This 
ensures that AI decision-making is monitored and guided by human judgment, 
especially in ethical, cultural, or societal sensitive situations. High-quality and 
nuanced human judgment is needed at all points in the development and deploy
ment of AI-enhanced hate speech detection and filtering tools. 

Policies should also discourage the premature and accelerated deployment of 
AI technology that could replace human labor without considering social and eco
nomic implications. This means making AI-augmented workplace transitions fair, 
inclusive, and mindful of social impacts. A holistic approach to regulation would 
address AI’s direct outputs and the structural conditions that allow AI to fuel hate. 

1.5.2 Regulating the secondary engines of hate 

Regulating polarization, personalization, 
filter bubbles, and echo chambers 

Engagement-optimized recommendation algorithms drive digital polarization, 
personalization, filter bubbles, and echo chambers. Although mainly designed 
to engage consumers, such algorithms also promote information that evokes 



 

 

 
          

 
 
 
 

 

         

 

 

         
 

       
           

 

            

 

10 Regulating Hate Speech Created by Generative AI 

strong negative emotions such as indignation, anger, and hate. In this situation, 
algorithm regulation is important. Governments and regulators should require 
technology companies to disclose content prioritization algorithms. 

In addition to enhanced transparency, personalization should be limited. Per
sonalization can improve user experience, but over-customization can isolate 
people in ideological bubbles. Regulators should encourage platforms to use 
serendipity and diversity in their recommendation systems. Generative AI, which 
can create personalized hateful content, requires distinctive ethical guidelines. 
Platforms should be held accountable for the harmful content their AI systems 
generate (O’Carroll, 2023), ensuring that they do not perpetuate or amplify 
hateful narratives or information. 

Regulating deepfakes and fake news 

Deepfakes have ushered in a new realm of hate speech, raising complex ethical 
and legal challenges. Central to any regulatory approach is the issue of consent. 
Nonconsensual deepfakes, where individuals’ likenesses are used without their 
permission, should be explicitly prohibited by law. This is particularly pertinent 
in the context of deepfake pornography, a distressingly common misuse of the 
technology. Governments and regulatory bodies must classify nonconsensual deep-
fake pornography as a criminal offense, recognizing its profound psychological 
and reputational impact on victims. 

Beyond the issue of consent, there is the broader challenge of fake news propa
gated through deepfakes. Regulation should require platforms to implement rig
orous content verification tools and procedures, ensuring that deepfake content 
is promptly detected and flagged. Collaboration with independent fact-checking 
organizations could further enhance the veracity of information circulating online. 
Moreover, public education campaigns are pivotal. By raising awareness about the 
capabilities and potential misuse of deepfake technology, individuals can be better 
equipped to critically assess and discern genuine content from manipulated media. 

It is also essential to foster an environment of corporate accountability. Plat
forms that fail to adequately monitor and mitigate the spread of deepfake content 
should face substantial penalties. This will incentivize the continuous develop
ment and application of detection tools, making it more challenging for malicious 
actors to exploit the technology for spreading hate or misinformation. 

Regulating accountability diffusion 

In the AI landscape, accountability often gets obscured, especially when models 
generate content in tandem with users. A pivotal step in addressing this challenge 
is to establish clear regulations around the responsibility of AI models and the 
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organizations that produce and train them. These entities should be held account
able for the content co-authored by their models, particularly if it falls under 
harmful or hateful categories (Henderson et al., 2023). This would necessitate 
redefining the boundaries of AI’s role from a neutral tool to an active participant 
in content generation, thereby ensuring that companies take proactive measures 
in curbing the negative potential of their AI systems. 

An equally critical aspect is the human involvement in the AI pipeline, espe
cially in areas concerning hate speech detection and moderation (Gillespie, 2020). 
Individuals—often referred to as ghost workers—who label data, train models, and 
moderate content play a crucial role in shaping the ethical boundaries of AI. Their 
involvement often goes unnoticed and undervalued, leading to subpar working 
conditions, low remuneration, and exposure to potentially traumatic content. 
Regulatory bodies should enforce standards ensuring these workers receive proper 
compensation, health benefits, and adequate protection against work-related 
trauma. A concerted effort must be made to halt the race to the bottom in terms 
of payment and conditions for these crucial roles. Elevating the status, rewards, 
and protections for these individuals will not only uphold their dignity but also 
enhance the quality and ethics of AI systems they help build. 

Finally, transparency is the bedrock of trustworthiness in AI. Promoting trans
parent datasets and models is essential to engender public confidence and ensure 
robustness in AI products that detect hate speech. Clear documentation of data 
sources, model architectures, and decision-making processes would provide stake
holders with insights into how decisions are made and where potential biases 
might emerge. A transparent approach would also enable external audits, further 
ensuring that AI systems align with societal values and ethical considerations. 

Regulating acceleration 

The hyper-accelerated pace of information dissemination in the digital age, fueled 
in part by the use of bots and autonomous agents, plays a pivotal role in the ero
sion of collective attention spans and the rise of impulsive reactions to unverified 
information. Addressing this requires a multifaceted approach, beginning with 
the discouragement of bots and autonomous agents in the diffusion of messages 
on social networks. Regulatory bodies can enforce tighter controls on automated 
accounts, making it harder for them to operate without clear identification mark
ers. By doing so, users would be more aware when they are interacting with or 
receiving information from automated entities, thereby placing a higher value on 
genuine human communication. 

Rewarding human communication can also be instrumental. Platforms can 
be incentivized, through policy or public pressure, to design algorithms that pri
oritize content generated by human users over automated ones. Such a paradigm 
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shift would amount to algorithmic time work (Flaherty, 2003; Rughiniș & Fla
herty, 2019) that elevates authentic, reflective, and nuanced discussions over 
high-speed, automated content dumps. Furthermore, introducing features that 
promote “slow information processing” can be invaluable, creating time capital 
for users (Matei & Preda, 2020). This could manifest as built-in waiting periods 
before sharing articles, nudges to read full articles instead of just headlines, or 
prompts that encourage users to reflect before commenting or sharing. Moreover, 
platforms can be encouraged to introduce “information digestion” features: spaces 
or modes where users can contemplate and discuss content at a more leisurely 
pace, decreasing the intensity of negative emotions. 

Regulating generative AI models throughout 
their development pipeline 

Generative AI models warrant meticulous oversight throughout their develop
mental cycle (Hacker et al., 2023). The bedrock of any robust AI system lies in 
its training data. Ensuring high-quality training data means not just securing 
vast amounts of information but ensuring that this information is representative, 
unbiased, and devoid of harmful or hateful content (Hurlburt, 2023). Regulatory 
bodies should work in tandem with AI developers to set standards for data col
lection, annotation, and validation. Periodic audits of training datasets, possibly 
through third-party entities, can ensure adherence to these standards. 

Complementing the training data is the process of training, which is equally 
critical. Regulations can mandate that companies implement best practices that 
minimize the chances of AI models producing harmful outputs. This could involve 
techniques such as differential privacy to maintain data anonymity or adversarial 
training (red teaming) to make models robust against generating biased or hateful 
responses. AI developers should be encouraged, if not required, to maintain logs 
of training iterations, allowing for traceability in case of undesirable outcomes. 
Furthermore, specific beneficial scenarios for generating sensible content should 
be taken into account on the basis of context (Stapleton et al., 2023), such as 
in the case of green teaming for education and training purposes or empowering 
vulnerable communities to fight back in a peaceful manner. 

The ability to distinguish between human-generated and AI-generated content 
is also gaining importance, especially as generative models become more sophis
ticated. Developing methods for watermarking AI-generated content can offer a 
viable solution. For textual content, this might involve subtle markers or metadata 
tags, while for visual imagery, imperceptible watermarks or digital signatures can 
be embedded. By doing so, consumers of the content will be aware of its origin, 
allowing them to exercise discernment. This becomes especially critical in contexts 
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where AI-generated content might be mistaken for genuine human-created media, 
potentially leading to misinformation. 

Beyond these measures, it is essential to foster a culture of open dialogue 
and collaboration between regulators, AI practitioners, and the broader public. 
Community-driven oversight, where users and experts alike can provide feedback 
on AI model behaviors, can supplement regulatory efforts. Moreover, transpar
ency in model architectures, decision-making processes, and potential limitations 
should be encouraged, fostering an environment in which generative AI is used 
responsibly and ethically. 

For example, The European Union’s AI Act, landmark legislation governing 
artificial intelligence use in Europe, addresses the issue of hate speech in AI 
through several key mechanisms (European Commission, n.d.; European Par
liament, 2023; Reuters, 2023). It proposes a risk-based classification of AI tools, 
with high-risk categories including law enforcement and migration, where hate 
speech could be a significant concern. The Act’s expansive governance covers AI 
systems that generate content, predictions, or decisions, ensuring that sectors 
where hate speech might be generated or propagated are regulated. It imposes 
strong transparency obligations on AI systems that interact with humans or gen
erate deepfake content, aiding in identifying and mitigating AI-generated hate 
speech. For high-risk AI tools, such as those used in critical infrastructure or law 
enforcement, the Act mandates rigorous risk assessments and scrutiny by authori
ties, which includes evaluating their potential to generate or propagate hate speech. 

The Act also discusses the regulation of General Purpose AI Systems (GPAIS) 
like generative AI models, with lawmakers considering designating all forms of 
GPAIS as high risk, impacting how technology companies address hate speech 
generation. Violations of AI Act carry substantial fines, emphasizing the severity 
of non-compliance. Specifically for generative AI such as ChatGPT®, the Act 
imposes requirements such as disclosing AI-generated content, preventing the 
generation of illegal content including hate speech, and publishing training data 
summaries. This regulatory framework is complemented by existing EU laws 
against hate speech, with the European Commission working towards criminaliz
ing a broader range of hate speech and hate crimes, enhancing the legal framework 
against hate speech in conjunction with the AI Act. 

1.6 Conclusions 

In addressing the challenge of regulating hate speech generated or amplified by AI, 
including generative AI, a broader approach is essential. This approach must not 
only focus on the generative AI systems themselves but also on the primary and 
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secondary engines of hate, encompassing the wider communication ecosystem 
in which these technologies operate. Regulation should redress and prevent AI 
use for social polarization and labor exploitation. 

There is a strong interplay between generative AI and other AI tools, such as 
recommendation and decision-making algorithms, in data enhancement and bias 
dynamics. Generative AI, capable of producing diverse content, contributes to 
the datasets utilized by recommendation algorithms. This synergy brings risks of 
amplifying hate speech if the content generated by the AI harbors biases or harm
ful elements that the recommendation systems fail to adequately filter. Simultane
ously, generative AI holds potential in mitigating biases within decision-making 
algorithms. By generating unbiased, varied datasets, it can aid these algorithms 
in making more equitable and non-discriminatory decisions. Nonetheless, this 
interaction necessitates oversight to ensure that biases, particularly those leading 
to the creation or perpetuation of hate speech, are not transferred or exacerbated 
within these interconnected AI systems. 

Keeping humans in the loop is paramount; human oversight and ethical judg
ment are crucial in monitoring and guiding AI behavior, especially in nuanced 
areas like hate speech. It is vital to prevent the rapid acceleration and dissemina
tion of harmful content, leaving room for human deliberation and interrupting 
potential feedback loops that can amplify hate. Transparency and accountability 
should be key pillars of this regulatory framework, ensuring that AI systems 
operate within ethical boundaries and societal norms. In addition, focusing on 
data quality and bias mitigation, especially in generative AI, is essential to prevent 
the perpetuation of hate speech. Collaborative efforts between AI developers, 
policymakers, and societal stakeholders are necessary to balance the benefits of 
AI with the need to protect against its potential harms, creating a responsible and 
safe digital environment. 
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Chapter 2
 

Generative Artificial 
Intelligence: Introduction, 
Application, Trends, 
and Ethics 

Francisco J. Cantu-Ortiz 
Tec de Monterrey, Mexico 

2.1 Introduction 

During the last two decades, we have seen impressive progress in the field of gener
ative artificial intelligence (GAI) that made it possible to build language models 
that can interact with users and generate content at an expert human-level per
formance in many areas of application (Campbell, 2023). Language models are 
probabilistic models of a human languageassociated with words from a corpus of 
text to make semantic predictions within a user conversation. Language models 
are commonly used in natural language processing (NLP) and applied in chatbot 
conversational tasks such as automated customer service, language translation, 
speech and face recognition, and other interactive tasks. 

Chatbots contain various restrictions that lessen their scope of application 
in conversational activities. Among these shortcomings are the reduced context 
that chatbots operate on; the limited number of pre-programmed rules in the 
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context; the domain-dependent and relatively small scale of the datasets they 
make use of; and the inherent limitation in generating text, images, or speech 
when interacting with users. All these weaknesses frequently result in customer 
dissatisfaction and frustration, leaving a negative feeling about company service. 

Large language models (LLMs) are a type of language model applied for 
general-purpose language understanding and generation using massive amounts 
of data to learn billions of parameters during their training phase. They are 
designed to address the limitations of traditional chatbots. LLMs are generative 
models built from the probability distribution of a series of words from a natural 
language to predict the next words in an interactive narrative context. 

The most successful LLMs are called transformers, a type of artificial neural 
networks which are trained using machine-learning techniques from text corpora 
that can generate content such as text, speech, video, music, and other output 
in multiple problem domains (Min et al., 2024). Transformers incorporate the 
Attention algorithm—a groundbreaking contribution developed by Vaswani et 
al. (2017) at Google® to address the limitations of deep learning methods. The 
use of the Attention mechanism invented at Google was a point of inflexion in 
the resurgence of current LLMs (Vaswani et al., 2017). 

The features and capacities of LLMs inherent to generative AI can be seen as 
a first step forward in the long-term aim of building machine artificial general 
intelligence (AGI) based on algorithms and manipulation of symbol simulating or 
even surpassing human capacities (Salmi, 2023). Flying, running, or swimming 
observed in biological beings like birds, horses, or fish was a human longing that 
was eventually achieved with the construction of mechanical airplanes, trains, 
or submarines, respectively. Something similar may happen in the future with 
the rise of generative AI models. 

Regarding current generative AI models, ChatGPT® from OpenAI® is the most 
well-known and successful LLM, which has attracted wide attention, becoming a 

“viral Internet sensation” (Jenkins et al., 2013). Other generative AI models chat
bots competing with ChatGPT include Bard®* (Aten, 2024) from Google, LLaMA 
from Meta, Ernie Bot from Baidu®, and Claude® from Anthropic®. Microsoft® 
launched a version of its search engine Bing® based on ChatGPT. 

OpenAI launched ChatGPT on November 30, 2022, and released a free-access 
test version that immediately became highly popular among Internet users and 
gained worldwide attention. One month after its launch, ChatGPT reported over 
100 million users, becoming the fastest-growing consumer software tool ever. As 
a comparison, TikTok® took about nine months and Instagram® about two and 
a half years to reach 100 million users (Hu, 2023). 

*	 As of this writing, Google is rebranding its AI products and introducing new ways to 
interact with its most powerful model, Gemini®. 
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Due to its great capacity to understand natural language and respond with useful 
information, ChatGPT has attracted ample interest in industry, academia, media, 
and the community. Because of its success, companies are integrating ChatGPT in 
customer support, whereas scholars are investigating its use for various application 
domains and scientific disciplines. Now, OpenAI offers ChatGPT Plus, a commer
cial paid version of ChatGPT with more advanced features (Alawida et al., 2023). 

On the other hand, Google launched only a restricted version of Bard in the 
USA on March 2, 2023, as a standalone web application and a text user inter
face. A disclaimer appears saying that Bard “may display inaccurate or offensive 
information that doesn’t represent Google’s views.” Bard was announced in the 
European Union in July of 2023 after solving data protection concerns by EU 
members. After several updates during the summer of 2023, Bard is being used by 
Google users with mixed feelings when comparing it with ChatGPT performance 
owing to the caution and conservative stance in user conversations. 

Until October 19, 2023, the web version of Bard was presented as an “experi
ment” with the disclaimer, “Tell me what’s on your mind, or pick a suggestion. 
I have limitations and won’t always get it right, but your feedback will help me 
improve.” Media columnists from The New York Times, The Washington Post, 
CBS, and others have criticized Bard and published pessimistic reports after 
comparing Bard with ChatGPT performance. 

Regarding generative AI chatbot capabilities, they can sustain human-like 
interaction in a meaningful and useful way from prompts given by users. In 
addition to producing summaries, essays, images, video, and speech, generative 
AI chatbots can engender computer code from a user specification and carry out 
creative work, including writing poetry and songs and playing computer games. 

Overall, the use of generative AI systems has proved useful in solving problems 
from business, economic, culture, and artistic work and are deemed to have the 
potential to transform most industries, including business, economics, govern
ment, entertainment, art, and design (Fui-Hoon Nah et al., 2023). 

In the following sections, we elaborate on the various aspects of generative AI 
models as follows: 

•	 In Foundations, we explain the main AI techniques used in building genera
tive AI models. 

•	 The next section, Leading Generative AI Models, explains the architecture 
of ChatGPT, Bard, and other models. 

•	 The section on Prompt Engineering gives an overview of this emerging field 
about the user-machine interaction in generative AI models. 

•	 Application and Trends describes uses of generative AI models in relevant fields. 
•	 Ethical Aspects presents ethical concerns related to the use of generative AI 

tools and the need for new legislation regulating AI technologies. 
•	 Finally, we end the chapter with the Conclusions section. 



 

 

 
 

 

 

 

 

 
 
 
 

           
 

 

 
 

       

 

        
 
 

22 Regulating Hate Speech Created by Generative AI 

2.2 Foundations 

In this section, we briefly describe the artificial intelligence and statistics tech
niques employed to build generative models for human-computer interaction. 
These include natural language processing, machine learning, and related methods. 
We present them in a bottom-up fashion, presenting first the most fundamental 
techniques followed by the ones built upon them in a layered fashion. 

2.2.1 Natural language processing 

To understand natural language, a machine converts a corpus of text into tokens, 
vectors, and embeddings, applying algorithms of tokenization, vectorization, and 
word embedding, respectively (Liu et al., 2023). 

Tokenization creates a vocabulary of words from a corpus of text. It divides 
the text into individual units known as tokens. A vocabulary is the set of unique 
tokens found within the corpus. Tokens can be punctuation marks, words, or 
sentences and are transformed into vectors by an embedding process. 

Vectors are numerical representations of the words along several dimensions, 
where each dimension represents a meaning of the words in the text. The meaning 
is obtained by using an embedding algorithm that consists in training the vectors 
with a deep learning model like a generative, deep learning or transformer model 
in a process called encoding. This allows the model to automatically understand 
the meaning of words and how they relate to each other. Vectors are used to 
provide answers in a user interaction with a process called a decoder. The encoder 
takes an input sequence of words and creates a context representation, whereas 
the decoder takes the context as input and creates an output sequence. 

As part of the training process, an encoder-decoder network can be built using 
a recurrent neural network to perform tasks such as question-answers, text sum
marization, machine translation, dialogue, sentiment analysis, and other tasks. 

The number of dimensions in a word vector is its dimensionality. A high-
dimensional word vector would allow it to capture a wide range of characteristics 
and nuances of the word, but this also means that it would require more data 
and computation for training and use (Asudani et al., 2023). 

2.2.2 Generative models 

A generative model is a statistical model of the joint probability distribution P (X, Y ) 
of an observable variable X and a target variable Y, or of an observation x given 
a target value y. Such models define classifiers which can be used to “generate” 
random instances or outcomes either of an observation and a target (x, y) or of 
an observation x given a target value y, represented symbolically by P (X | Y = y). 
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A discriminative model is defined symmetrically as a model of the conditional 
probability of the target Y, given an observation x, P (Y | X = x). A discrimi
native model can be used to isolate the value of the target variable Y, given an 
observation x. Examples of generative models are naïve Bayes classifiers and 
linear discriminant analysis, whereas logistic regression is an instance of a dis
criminative classifier. 

The term generative model is also used to describe models that generate 
instances of output variables in a way that have no clear relationship to probability 
distributions over potential samples of input variables. Generative adversarial 
networks (GAN) are examples of this class of generative model and are evaluated 
by the similarity of outputs to potential inputs. Such models are not considered 
classifiers (Eigenschink et al., 2023). 

2.2.3 Supervised learning 

A supervised learning method acts like a tutoring system in which learning occurs 
by overseeing a learner giving a sample of cases with pairs of input and the cor
rect answer to that input. Given the right answer for every input value is called 
a labeling process. 

From the input-output set of samples, a model is learned by a training task 
that consists in building a function that discovers a relationship between input 
and output values from a training subset of the dataset. The function is then 
examined in a complementary test subset of the data set to determine its accuracy 
and other statistic parameters. Then, the function learned is used to predict values 
given new input values. The accuracy of the learning function will depend on 
its generalization capacity to predict correct answers for unseen input instances 
(Baladram et al., 2020). 

To illustrate supervised learning, consider the case of customer churning in a 
bank. Churning occurs when profitable clients using credit cards leave the bank and 
the bank needs to take action to retain such clients. One way to do this is to give 
a supervised learning algorithm a dataset of clients containing attributes such as 
client income, amount of credit, monthly purchases, and other financial informa
tion, along with a label indicating the status of the clients indicating “active client” 
or “lost client.” Then the algorithm learns a function that predicts the probability 
of churning for new clients based on the values of the attributes (Jeyaprakaash 
& Sashirekha, 2022). 

In contrast to supervised learning, unsupervised learning occurs from entirely 
non-labeled data, which means that there is no tutoring or supervision in the 
learning process. The dataset is explored without human intervention to discover 
patterns via clustering algorithms that identify similarities among instances and 
assign a label or a class to similar objects. Unsupervised learning is widely used in 
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exploratory data analysis, customer segmentation, and image recognition (Hinton 
et al., 1999). 

A third type of learning method is semi-supervised learning, which uses 
a combination of supervised methods in which a small part of the dataset is 
manually labeled, followed by an unsupervised method which takes the largest 
amount of unlabeled data of the same dataset to automatically generate labels. 
Semi-supervised learning is used by LLMs in which the dataset is extremely large 
(Zhong, 2018). 

Reinforcement learning is a method in which a learner searches for the optimal 
behavior in an environment to obtain maximum reward. The optimal behavior 
is learned through interactions with the environment and observations of how it 
responds. It resembles children exploring the world around them and learning the 
actions that help them achieve a goal. The learner must independently discover 
the sequence of actions that maximize the reward with a trial-and-error search. 
The method can learn successful actions in an unseen environment without the 
help of a supervisor (Abhishek & Manisha, 2018). 

2.2.4 Neural networks 

Artificial neural networks of neural networks (NNs) are machine-learning models 
that are inspired by the structure and operation of biological neural networks of 
the brains of living organisms. A brain neuron is emulated by a node which is 
called an artificial neuron, and brain synapses correspond to edges connecting 
the nodes. There may be vertical layers of internal neurons called hidden layers 
connecting input with output nodes. 

Artificial neurons receive signals from their inputs, compute a number, and 
pass the result to neurons in the next layer. The computation is made by a 
non-linear function of the sum of its inputs. Learning occurs by adjusting weights 
associated to neurons and edges to augment or decrease the strength of the signal 
represented by the number computed by the neuron. 

In supervised learning, the computed number at the output layer is compared 
with the desired output, and an error is calculated using a cost function and sent 
back to previous layers using a learning algorithm called backpropagation. The 
function mean squared error—which is the expected value of the squared differ
ence between the predicted and observed results—is a well-known cost function 
used in neural networks and regression analysis. 

Neurons may have a threshold such that a signal is fired only if the computed 
number crosses a predefined threshold. Network layers may perform different 
computations on their inputs that travel from the first to the last layer and may 
traverse the layers several times (Alexander, 2020). 
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2.2.5 Common types of neural networks 

In this section we explain the three more commonly used neural network archi
tectures employed in machine learning. 

In a feed-forward network (FFN), the signals computed at each node travel 
forward from input to output layer in one-way direction. 

In a recurrent neural network (RNN), signals can go back to previous hid
den layers iteratively. RNNs are used in text understanding, which is an iter
ative process. When we read a sentence, we process each word, stacking them 
up to the end of the sentence. Stacking information of like elements that 
repeat over time is well performed by RNNs and is commonly used to build 
encoder-decoder networks. 

Long short-term memory (LSTM) is a recurrent neural network that deals 
with the vanishing gradient problem present in traditional recurrent neural net
work. It is called long because it provides a short-term memory to traditional 
recurrent neural networks that can last thousands of timesteps. It is used in 
classification, prediction with time series such as in handwriting, speech recog
nition, machine translation, speech activity detection, robot control, video 
games, and healthcare. 

The vanishing gradient problem is encountered when training a neural network 
with gradient-based learning and backpropagation. In each iteration of training, 
each of the neural network weights receives an update proportional to the partial 
derivative (gradient) of the error function with respect to the current weight. 
The problem is that the gradient will be very small, preventing the weight from 
changing its value. 

In a convolutional neural network, computations are made in a neuron applying 
to inputs a convolution function, which is defined as the integral of the product 
of two other functions after one of them is shifted and reflected around the y-axis 
of the other function. 

2.2.6 Deep learning 

Deep learning means having a large enough number of hidden layers to increase 
the learning capacity of the neural networks in complex domains. 

The parameters in a deep learning method include the weights, bias, and 
learning rate of the network. Parameters are learned by iterative training over a 
large dataset, followed by a fine-tuning of the parameters for diverse applications. 

Deep-learning architectures include deep neural networks, deep belief net
works, deep reinforcement learning, recurrent neural networks, convolutional 
neural networks, and transformers. They have been successfully applied in 
computer vision, speech recognition, natural language processing, machine 
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translation, and image processing, as well as in domains such as medical diag
nosis, material inspection, obstacle avoidance, path planning, other cognitive 
tasks, and board game programs, where they have produced results comparable 
to, and in some cases surpassing, human expert performance (Patterson, 2016). 

2.2.7 Large language models 

As said before, a language model is a type of generative model applied to natural 
language. The model generates probabilities of a series of words taken from a 
corpus of text on which the model was trained. It is based on an assumption 
that the probability of the next word in a sequence depends only on a fixed size 
window of previous words. N-grams are an example of language models based 
on a window of size N. 

Large language models (LLMs) are a type of language model trained by gen
erating probabilities applying feed-forward neural networks and deep-learning 
algorithms called transformers to an enormous corpus of text, including billions 
of parameters and training samples (Maddigan & Susnjak, 2023). 

One example of an LLM architecture is GPT (generative pre-trained trans
former) from OpenAI used in ChatGPT, while PaLM (Pathways Language 
Model) from Google is other influential LLM that supports Bard. 

LLMs are successfully used in speech recognition, language translation, natural 
language generation, text summarization, handwriting recognition, and infor
mation retrieval, among other tasks. 

2.2.8 Deep generative models 

The combination of deep-learning neural networks with generative models 
makes it possible to have powerful architectures known as deep generative mod
els (DGMs). When DGMs are applied to a large corpus of data, the learning 
performance of such models scales up, producing remarkable results in real-world 
problem domains (Eigenschink et al., 2023). 

Popular DGMs include variational autoencoders (VAEs), generative adversar
ial networks (GANs), and auto-regressive models. For instance, GPT is a DGM 
based on auto-regressive neural networks that contain billions of parameters 
trained in massively large datasets. The dataset used to train the model was 
obtained from various Internet sources, including public webpages, blogs, articles, 
books, Wikipedia®, and other collections (Song et al., 2023). 

DGMs like GPT were developed to predict the next word in a sentence or 
paragraph written by the user given a context. This next word must be meaning
ful in the phrase and the whole conversation. 
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2.2.9 Transformers 

A transformer is a deep-learning architecture based on DGMs that supersedes 
recurrent neural networks and long short-term memory in reducing training time 
by implementing parallelization of text processing with a parallel multi-head atten
tion mechanism (Dufter et al., 2022). 

Attention, also called self-attention, is a seminal algorithm discovered by Vaswani 
et al. (2017) at Google that resembles human attention to concentrate thought in 
a single event. Self-attention is computed with numerical weights for each word 
in the text. If weights change during each runtime, they are called soft weights. If 
weights are pre-trained, fine-tuned, and remain frozen, they are called hard weights. 

The self-attention mechanism captures dependencies between the tokens in 
an input sequence and determines the weight of each token and their relative 
importance via semantic similarity between vectors using the dot product. The 
dot product of two vectors determines the cosine distance between the two 
vectors, considering their amplitude and the angle. The higher the dot product 
between two embeddings, the more semantically similar they are, indicating 
their importance in the overall context of the input sequence. 

Each word is represented by an embedding, which consists of a vector of 
real numbers that encodes the meaning of the word in such a way that words 
that are closer in the vector space are expected to be similar in meaning. Word 
embeddings are obtained using language-modeling and feature-learning tech
niques, where words or phrases from the vocabulary are mapped to vectors of real 
numbers. Self-attention addresses the limitations of recurrent neural networks, 
where words in a sentence are processed sequentially. Recurrent neural networks 
favor more recent words at the end of a sentence, while earlier words receive less 
attention, so it gives all words equal access to any part of a sentence in a faster 
parallel scheme (Vaswani et al., 2017). 

2.3 Leading generative AI models 

In this section, we analyze the architecture and internal structure of the leading 
generative AI and LLMs which have been acclaimed and are the dominant players 
in the technology contest we are immersed on. 

2.3.1 ChatGPT 

ChatGPT, which stands for Chat Generative Pre-Trained Transformer, is a founda
tion model based on an LLM architecture developed by OpenAI. A foundational 
model is a generative AI model trained on massive dataset and adapted to diverse 
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application tasks. ChatGPT users can dialog and hold a conversation from a user 
specification of answer length, format, style, level of detail, and language. 

GPT is a family of generative transformers based on deep neural networks and 
the transformer architecture. It is pre-trained on large data sets of unlabelled text 
and is able to generate useful content for user applications. OpenAI has released 
the highly influential GPT foundation models, which have been sequentially num
bered to comprise its GPT-n series GPT-1, GPT-2, GPT-3, GPT-3.5, and GPT-4. 
GPT-3.5 was trained and fine-tuned over 175 billion network parameters and 399 
billion tokens, while GPT-4 training is estimated around 1.7 trillion (1.7 × 109) 
network parameters. 

ChatGPT was not trained for a specific task or for a particular domain. It was 
trained to predict the next word in a text conversation with a user. ChatGPT was 
trained on a large dataset containing a great number of cases of concrete assign
ments in many problem domains. Consequently, ChatGPT can perform a wide 
variety of tasks using adequate prompt engineering practices. The user can assist 
the pre-trained model by adding more examples relevant to the problem being 
solved (Johri, 2023). 

In addition to holding a human-like conversation, ChatGPT can compose 
songs, invent fairy tales, and write homework assignment essays. It also can 
answer test questions at an above-average level, generate business ideas, write 
poetry, translate, summarize text, write or debug computer programs, emulate 
a Unix® system, play games, and many other tasks. 

2.3.2 ChatGPT limitations 

Among ChatGPT limitations is the fact that sometimes it writes answers that 
are apparently correct, but they turn out to be nonsense or wrong. This problem 
occurs for most LLMs and is called hallucination. 

Another limitation is the fact that ChatGPT does not have the latest informa
tion. Up to November of 2023, ChatGPT-3.5 shows information until January 
2022, whereas the last ChatGPT-4 update is until April of 2023. Their massive 
datasets were trained up to those dates. Also, ChatGPT cannot access the Inter
net, so it is not aware of, nor can it discuss, current events worldwide. 

On the other hand, the reward model of ChatGPT was designed around 
human supervision, and as a result, the training can be too specific, preventing 
generalization to new questions of unseen cases. 

One more limitation is about generating long-form structured content and its 
tendency to give answers in list forms with bullets. 

Finally, ChatGPT has trouble understanding context in which there is sarcasm, 
humor, or irony, which is difficult to understand and respond with out-of-context 
answers (Koubaa et al., 2023). 
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2.3.3 Bard (now Gemini) 

The term Bard, adopted by Google to dub its generative AI solution in response 
to the challenge risen by ChatGPT, was the title given to poets from an ancient 
Celtic order of composers and reciters of poetry. These would be persons who 
composed and recited epic or heroic poems, often while playing the harp, lyre, 
or the like. 

Bard is built upon PaLM, the transformer-based LLM developed by Google 
mentioned above and announced in April 2022. It remained private until March 
2023, when Google launched an interface for PaLM and several other technologies. 

PaLM is pre-trained on a corpus of 780 billion tokens that comprise various 
natural language tasks, use cases, and around 540 billion parameters. This dataset 
includes filtered webpages, books, Wikipedia articles, news articles, source code 
obtained from open-source repositories on GitHub®, and social media conversations. 

It is used in a range of tasks, including commonsense reasoning, arithmetic 
reasoning, joke explanation, code generation, and language translation. 

In contrast to ChatGPT, Google Bard can provide results by retrieving infor
mation from the Internet using Google’s search engine. This is an advantage for 
scholars or anyone gathering fresh information for any purpose. It can provide 
up-to-date responses to prompts across diverse topics and disciplines. 

Bard can translate dozens of languages, helping people communicate with 
a smooth translation. It can also read content in other languages and process 
speech commands with a microphone in the screen menu. 

2.3.4 Bard limitations 

Bard shares many of the same limitations shown by ChatGPT. One of them 
is its tendency to provide prejudiced, partial, erroneous, or fragmentary infor
mation. Bard is trained on big datasets that contain some inaccuracies, as with 
ChatGPT. Users must check the information obtained, which may demand 
additional time. Also, Bard may fail to produce long-form content, a feature that 
ChatGPT is able to deal with more easily. 

Sometimes Bard cannot capture the context and responds with non-pertinent 
answers. Users must provide relevant context and feed-in sharpen prompts to 
generate improved responses following prompt engineering practices. Another 
limitation is that Bard does not provide appropriate references or pointers of the 
answers it provides. This hindrance makes Bard difficult to use for academic or 
research purposes. 

Bard shows impediments regarding abridged creativity and its tendency to 
give responses that are repetitive or obvious for the user. The same is true when 
Bard is asked to compose poems or music and produces works that have already 
been published by someone else (Qin et al., 2023). 
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ChatGPT and Bard are generative AI models that receive text as input and 
generate text as output. In contrast, DALL-E® is a generative AI tool from 
OpenAI that receives a description of a scene in natural language as input and 
produces digital images as output. It uses a version of the LLM GPT-3 (Gamoura 
et al., 2023). Codex is another generative AI tool from OpenAI that reads a 
user specification of a computer programming task in English and generates the 
computer code that achieves that task (Kurtukova et al., 2022). 

Claude from Anthropic is a generative AI model that receives text or an 
image as input and generates text as output in various forms. GPT-3 is the 
LLM supporting Claude, and Claude could be a serious competitor to ChatGPT. 
Anthropic is a startup founded by OpenAI ex-employees in 2021 who were con
cerned with the safety deficiencies of GPT. 

2.3.5 Hardware 

Generative AI tools use special hardware infrastructure to perform massive compu
tations required in the training and maintenance of large corpus of data. Moore’s 
law, an empirical observation proposed in 1965, states that the number of transis
tors in an integrated circuit (IC) doubles about every two years. This prediction 
is expected to reach physical limits inherent to silicon-based circuits before 2030. 

In the meantime, advancements in semiconductor technology including 
HBM, DDR, and DIMM circuits are being used to train and apply generative 
AI models. HBM stands for high-bandwidth memory, DDR is double data rate 
synchronous dynamic random-access memory, and DIMM means dual in-line 
memory module. The Azure® supercomputing infrastructure from Microsoft 
uses Graphical Processing Units (GPUs) from NVIDIA®. There are estimates 
that 30,000 NVIDIA GPUs, each costing approximately $30,000, were used to 
power ChatGPT in 2023. Along with parallel computing, these VLSI (very large 
scale integration) circuits have contributed to getting efficient implementation 
of generative AI tools (Steven Woo, 2023). 

2.4 Prompt engineering 

With the widespread adoption of generative AI models in business, academia, and 
everyday applications, prompt engineering has emerged as a crucial competitive 
tool. It is the bridge ensuring that these powerful models are used effectively, 
making generative AI models more accessible and user-friendly. 

To make them effective for complex problem solving, generative AI models 
are trained in massively large datasets. Thus, guiding the user in navigating such 
a big corpus of data is a relevant task. Prompt engineering is an emerging field 
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in generative AI that looks to assist the human-computer interaction in having 
users asking the right questions, providing useful hints or giving instructions to 
get meaningful and contextually relevant answers. 

Any cue given by the user to the machine is referred to as a prompt. Crafting 
the right prompt can make the difference between a model’s understanding the 
user request or misinterpreting it and going astray. Nonetheless, prompt engineer
ing is not just about getting the right answer but also about making sure the 
model understands the context, the intent behind each query, the nuances, and 
the user motivation in interacting with the model (Korzynski et al., 2023). 

As a way of example, when interacting with voice assistants such as Siri® or 
Alexa®, we are doing a kind of basic prompt engineering. Although voice requests 
are usually simple, the meaning of words and context are fundamental to get 
consequential replies. 

2.4.1 A prompt engineering guide 

Jessica Shieh from OpenAI provides a document with best practices for prompt 
engineering with ChatGPT and OpenAI API for generative AI models (Shieh, 
2023). Matt Crabtree also presents a guide and analyzes aspects the user may 
consider to craft utility prompts as follows (Crabtree, 2023): 

•	 Context: Provide the circumstances and conditions in which the user-computer 
interaction is happening. For instance: “Give me a listing of the maximum 
daily interest rate paid on the stock exchange on Nasdaq in New York on 
October 23–27, 2023.” Here the context is given by the ups and downs of 
the stock exchange market. 

•	 Instruction: This refers to the task to be performed: “Calculate the maxi
mum daily interest rate paid in the given context.” 

•	 Input data: Here we provide specific data that helps to give a specific answer: 
“Nasdaq in New York on October 31, 2023.” 

•	 Expected output format: Here we are just requesting a listing of percentage 
number, but other formats may be specified. 

Prompt engineering is a competence for designing and refining prompts to 
elicit specific responses; the prompt engineer role has swiftly surfaced as a job 
position in many organizations and is now seen as a digital competence profes
sionals must attain to secure advantageable outcomes in the use of generative AI. 

2.4.2 Prompt engineers 

Matt Crabtree (2023) explains that the skills a prompt engineer must hold to per
form this job are both soft and hard abilities. Soft abilities include communication 
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aptitude to convey ideas, collaborate with teams, and understand user needs; 
subject matter expertise, proficiency in language, grammar, and semantics to 
craft effective prompts; critical thinking to evaluate model outputs; identifying 
biases and ensuring ethical AI practices; and creativity. 

Being a scientific discipline that emerged from generative AI methods and 
techniques, hard or technical abilities of NLP, LLMs, experimentation and iter
ation, and data analysis methods are also required for a prompt engineer. This 
is why it is important for prompt engineers to have a certain level of technical 
knowledge in addition to soft skills. Such technical knowledge of the architec
ture and internal structure of generative AI tools, or at least an awareness of 
such methods, is crucial to ask the right questions and achieve purposeful and 
worthwhile responses. Crabtree (2023) considers methods that include model 
architectures, tokenization, model parameters, temperature and top-K sampling, 
and loss function and gradients. 

•	 Model architectures: As we have seen, LLMs such as GPT and Bard allow 
models to handle vast amounts of data and understand context through 
self-attention mechanisms. As a result, crafting effective prompts often 
requires an understanding of the model architectures on which they rely. 

•	 Tokenization: Tokenizing input data into tokens, which are smaller chunks 
of text, is one of the first tasks in NLP. The choice of the type of tokenization 
applied—character, word, sentence, paragraph, or byte-pair—can influence 
how a model interprets a prompt. A word tokenized differently may yield 
diverse outputs. 

•	 Model parameters: LLMs have billions of parameters. These parameters are 
fine-tuned during the training process and determine how the model responds 
to a prompt. Understanding the relationship between these parameters and 
model outputs can aid in crafting more effective prompts. 

•	 Temperature setting: Temperature is a parameter that controls the ran
domness of LLM output. Temperature setting and top-K sampling are 
techniques used to determine the randomness and diversity of outputs. A 
higher temperature will result in text that is more creative and imaginative 
but potentially less accurate, while a lower temperature will result in more 
accurate and factual text. Designers often adjust these settings to optimize 
model outputs. 

•	 Loss functions and gradients: The model’s behavior is influenced by the 
loss and gradient functions used for training and learning. While prompt 
engineers don’t typically adjust these directly, understanding their impact 
can provide insights into model behavior. 

Other techniques explained by Crabtree (2023) to interact with a generative 
AI model are as follows: 
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•	 Zero-shot prompting: This technique involves providing the model with a 
task it has not seen during its training. It tests the model’s ability to general
ize and produce relevant outputs without relying on prior examples. 

•	 Few-shot prompting: Here, the model is given a few examples (shots) to 
guide its response. By providing context or previous instances, the model can 
better understand and generate the desired output—for example, showing a 
model several examples of translated sentences before asking it to translate 
a new one. 

•	 Chain-of-thought (CoT): This involves guiding the model through a series of 
reasoning steps. By breaking down a complex task into intermediate steps or 

“chains of reasoning,” the model can achieve better language understanding 
and more accurate outputs. 

2.4.3 Prompt engineering platforms 

Korzynski et al. (2023) describe resources and platforms that facilitate the process 
of prompt engineering in generative AI models. Some of them are: 

1. Prompting Guide, which provides foundational knowledge on prompt 
crafting, methodologies, and models 

2. PromptBase, a large database of prompts compatible with ChatGPT, Mid-
journey®, and DALL-E that serves as a marketplace for buying and selling 
prompts 

3. OpenPrompt, an open-source framework that allows for the exploration 
of prompt learning 

4. ShareGPT, which offers a platform with over 31,000 posts and comment 
around ChatGPT and its commands and serves as a plugin for learning 
and sharing new prompts 

5. OpenAI Best Practices, which provides insights and best practices directly 
from OpenAI, aids users especially at the onset of their AI journey 

Other resources and platforms are displayed in Korzynski et al. (2023). 

2.5 Application and trends 

There are numerous applications of generative AI chatbots (Fui-Hoon Nah et al., 
2023). In education, the emergence of generative AI models has had a disruptive 
impact in both student learning and teaching, especially in learning assessment 
and evaluation, with ethical implication in student authorship of exams and 
homework assignments (Kelly et al., 2023). 

In business, companies are transforming the way they interact with their 
clients, using generative AI chatbots instead of traditional pre-preprogramed bots, 
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providing focused and relevant answers to user queries. Firms are also redesigning 
their business process models (Kanbach et al., 2023) and supply chain systems 
(Walter, 2023). 

They are also applying generative AI chatbots for energy management and 
other related fields (C. Zhang et al., 2024). In the medical field, there is active 
research in applying generative AI models to most areas of health (Zhang & 
Kamel Boulos, 2023). 

An important trend is about prompt engineer jobs. Time® Magazine reports 
that companies ranging from big techs to startups are recognizing the value of 
specialists in designing prompts in generative AI models. As these models are 
becoming more integrated into products and services, the expertise of a prompt 
engineer makes sure that these solutions are effective, user-friendly, and contex
tually relevant (Popli, 2023). 

Smith (2023) reports that Robin Li, the co-founder and CEO of the Chinese 
AI giant Baidu, predicts that, “In ten years, half of the world’s jobs will involve 
prompt engineering, and those who cannot write prompts will become obsolete.” 
Although this prediction may be overoptimistic, it marks a trend to observe in 
the following years. 

Regarding stock markets, companies such as C3.AI®, Buzzfeed®, BigBear.ai®, 
and SoundHound AI, as well as cryptocurrency and Wall Street firms, have 
reported increases in their stock price of between 20% and 120% because of the 
introduction of ChatGPT to their toolkits. 

2.6 Ethical aspects 

In addition to the business, economic, and employment issues, there are ethical 
considerations of generative AI technology that must be addressed to regulate 
the use of chatbots in society. 

One important limitation in the design of generative AI models is that the 
datasets on which these models are trained may contain inaccuracies and incon
sistencies, so ChatGPT, Bard, or other chatbots are prone to capturing biased 
and sometimes prejudiced data regarding race, social position, demographics, 
and gender orientation, among others (Gonzales, 2023). 

Regarding plagiarism, identfying the real author of an article, essay, or docu
ment in an academic or business environment is a current concern. This has to do 
with the ability of generative AI tools to write coherent, human-like documents 
that seem to have been written by humans, whether a student, a researcher, or 
professional. There are cases of scientific articles that included ChatGPT as a 
co-author. Scientific publishers Nature and Science prohibited the appearance of 
text produced by LLMs in their own journals (Zohny et al., 2023). 
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With respect to privacy and intimacy, a big challenge is making sure that sensi
tive information from individuals gathered by chatbots is kept private and secure 
to maintain confidence in the use of AI technologies. Regarding cybersecurity 
issues, ChatGPT has been used to write phishing emails and malware using the 
Codex tool (Bale et al., 2024). 

Concerned about safety and ethical aspects, Anthropic designed its tool 
Claude following the principles defined in a “constitutional AI document” that 
promotes freedom, human respect, and privacy and prevents toxic, sexist, or 
racist responses (Newstex, 2023).

 Nightfall AI (2023) defines “constitutional AI” as “the convergence of legal 
frameworks, particularly constitutional principles, with AI systems.” Its objective is 

“to embed and ensure AI operations are in alignment with the legal and ethical prin
ciples enshrined in national constitutions or other foundational legal documents.” In 
order to achieve this goal, they propose “crafting AI systems that not only recognize 
but also respect rights, privileges, and values at the heart of our societal contracts.” 

The Anti-Defamation League (ADL) highlights some key questions that 
should be asked about generative AI (GAI). One question looks at, “How can we 
prevent GAI from being weaponized in sowing disinformation and harassment?” 
The other questions ADL poses are: “How can we safeguard against the possibil
ity of GAI systems producing original, convincing, and potentially radicalizing 
hateful content?”; “What data accessibility and transparency standards should 
be established in using GAI?”; “How can we ensure all companies and organiza
tions incorporate trust and safety practices when using GAI?”; “How can we use 
GAI to improve content moderation and decrease harassment?” ADL presents 
examples, the need to acquire consciousness about the seriousness with which 
these questions must be considered, and their potential solutions (ADL, 2023). 

We would like to highlight the need for revising current laws and creating 
regulations, policies, guardrails, or similar courses of action for dealing with 
generative AI to illuminate potential online hatred, harassment, or bias demeanor 
against vulnerable or unguarded groups or individuals, or simply among rival 
ideological collectives (Amlani et al., 2023). 

Following this line of thought, on September 7, 2023, UNESCO released the 
“Guidelines on Generative AI in Education, Urging Global Regulation & Data Pri
vacy Protection,” encouraging communities to take appropriate steps to deal with 
groundbreaking AI technologies and their impact on society (UNESCO, 2023a). 
On September 28, 2023, the World Economic Forum issued a press release citing 
that UNESCO “has produced the first-ever global guidance” advising colleges 
and universities “to rapidly adjust to generative AI.” (UNESCO, 2023b). In June 
2023, the European Parliament passed Europe’s AI Act, and in the Fall of 2023, 
President Biden signed an executive order in the US on AI safety considerations. 
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Worldwide interest in generative AI and its consequences cause the need to 
create legislation or frameworks that address and mitigate hate and unethical 
behavior. The beneficial use of generative AI technologies is now an important 
field of research and opportunity for future law making and jurisprudence. 

As for future development, OpenAI must design training algorithms that 
would allow ChatGTP to operate with up-to-date data. In addition to consider
ing their limitations, OpenAI, Google, Meta, X, and other big-tech companies 
must address the ethical issues just described and contribute to establishing new 
legislation in accordance with the digital transformation of modern society. 

There are several issues that could be addressed in the future such as: 
1. Should chatbots be trained within a particular cultural environment? 
2. Should chatbots be educated rather than trained? 
3. How do we make sure there is not an ideological background in the 

training process? 
4. If the training adopts a constitutional AI approach, which country’s 

constitution must it be trained on, or should it be trained in universal 
human values instead? 

5. Do chatbots know each other, and if so, can they collaborate to solve 
problems or must they compete among themselves? 

These and other questions could be investigated in future research efforts. 

2.7 Conclusion 

We presented an overview of generative AI technologies, describing the AI and 
statistics methods on which they are founded. These include natural language 
processing, machine learning, generative models, deep learning, large language 
models, and transformers and the novel algorithm called self-attention that was a 
key discovery in the generalization of chatbots in domain-independent application 
and common-sense reasoning. 

This was an important step forward in the long-term goal of building machine 
general intelligence. We portrayed general aspects of ChatGPT, Bard, and other 
salient chatbots and the way they are being applied in several problem domains 
such as education, medicine, engineering, music, art, and other areas of demand. 
We addressed the emerging field of prompt engineering and the appearance of 
jobs called prompt engineers. 

Finally, we outlined a few ethical aspects in the use of generative AI technologies 
that present key challenges to prevent hate, discrimination, and offensive behavior. 
Doing this demands the formulation of regulatory and legal aspects to trust, make 
appropriate use of, and facilitate the spread of generative AI technologies. 
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3.1  Introduction 

The main purpose of this chapter is to unpack the mechanics within generative 
AI that lead to the introduction of hate and targeting of hate towards specific  
groups or people. The main thesis is that AI is a protraction and implication of 
human behavior and human behavior alone. AI, at its best, democratizes access 
to expertise and removes barriers of inherited affluence. At its worst, however,  
it  reinforces  and  amplifies  extreme  positions  (“reductive  AI”)  while  inhibiting  
dialogue and, therefore, learning. To mitigate this, we propose three measures:  
(1) triangulation of generated content via k-class validation, (2) an evaluation  
process that pursues falsification following Popperian falsification principles, and 
(3) deep investment in training and education. 

Generative AI has become a topic of choice for pessimists and optimists alike. 
Proclamations that range from complete doom as the end of all human value  
on the one hand, to infinite opportunity for human prosperity on the other, are 
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part of daily content streams across almost every media platform. Generative AI 
is deceptively simple yet overtly complex, but it certainly does not lend itself to 
any sort of generalized statement or prediction. Understanding the mechanics of 
generative AI, even at a relatively conceptual level, can provide important insight 
into how adverse outcomes arise. Whether through a lack of accuracy or extreme 
compartmentalization, the way we arrive at generative AI is at its core a human 
endeavor that reflects human behavior, norms, and values. This sobering realiza
tion is important if we are to understand how generative AI can create hate and 
what some potential solutions are to reducing and regulating hate. 

The basic premise of broad generative AI is that there are extremely large mod
els that contain enough building blocks that can be reconfigured and combined 
to generate anything anyone would want. In fact, generative AI does not make 
any claims about the accuracy or usefulness of what it generates. The only value 
that generative AI creates is responding to general wants or desires. Early on, there 
was a notion that generative AI would make search engines obsolete, as the entire 
human universe would already be encapsulated inside the underlying models, and 
search could simply be skipped. Moreover, there was even the notion that the 
infinite combinations that would be possible with generative AI would far outpace 
regular human unpredictable creativity. Or rather, that human creativity was far 
more limited than one might want to accept. Fortunately, or unfortunately, the 
value that humans add might not be in generating answers or solutions, but in 
uniquely generating needs and wants. 

AI can largely be divided into evaluative and generative applications, although 
combination tools in the form of agents and multimodal AI are becoming more 
ubiquitous. However, those are beyond the reach of this chapter. Evaluative appli
cations attempt to evaluate a new case based on a model derived from a set of 
existing cases with respect to some usually singular outcome. 

The general goal is a decision. Under this trained model and given this new 
case, what will be the most likely outcome? The basics of statistical prediction 
apply (e.g., a linear regression of several buyer characteristics onto the likelihood 
a particular purchase is made), although the prediction models are far more 
complex, the amount of data that drives these complex prediction models is far 
more voluminous, and, therefore, the computation required is far more intense. 

In fact, while machine learning models have been around for a long time, break
throughs in computations have popularized these models and the expansion into 
sophisticated neural network and deep (multi-layered) learning algorithms to train 
models. Still, the decision to make is whether to offer a discount or not to lure this 
person into purchase mode, to incessantly advertise your product on every page the 
potential buyer subsequently visits, or to push specific content that resonates with 
this consumer to sell more advertisements to this now captive, capitalized audience. 
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In generative AI applications, the goal is to create mostly written text or 
images that are subsequently used for further consumption, rather than to make 
a single decision. This could be as simple as an email or a news article and as 
complex as an image. Current applications of generative AI rely on some level 
of recursion and iteration. More specifically, the next object xn+1 (e.g., character, 
pixel, tone) is roughly found by selecting the object with the highest probability, 
given everything that came before, including anything just generated by the 
algorithm, and a model M that represents all possible relationships between a 
universe of objects X and, what is more important, billions or more of combi
nations of those objects: 

Max(p(xn+1|xn,M)) 

The algorithms, while increasingly sophisticated, have not necessarily driven 
the ubiquity of AI. It comes down to four factors: 

1. Advances in computing that have made possible what was theoretically 
always available, particularly in terms of distributed computing across 
many cloud services and personal devices 

2. Access to the algorithm through smart user interfaces, without the need 
to deeply understand computing or AI 

3. Rapid digitization of our society and, therefore, availability of data in a 
readily usable format 

4. Encapsulation of generic AI capabilities into automated processes 
The second point is particularly important in light of OpenAI®’s ChatGPT® 

interface, Microsoft®’s investment in OpenAI® and other generative AI companies, 
and the integration of various co-pilots and other engines (e.g., DALL-E) into 
widely available, existing tools either already used by or, if not, certainly accessible 
to hundreds of millions every day (e.g., Bing®). As such, it’s the interface and the 
ability to translate requests, even if not fully formed, into valuable AI generated 
objects. This is why Google® has been so successful as a search engine—it seems 
to know what you are looking for before you do, and it is integrated in just about 
any computer or smart phone browser. 

We see a lot of discussion currently about prompt engineering as a profession 
and underdeveloped skill, since making the generative AI do what you want still 
turns out to be less than straightforward. Of course, we expect this to improve 
over time, but that is still a lot harder to improve than just a search. Yet, the 
power of AI in the end comes from that easy, in-system access for many people. 

In the remainder of this chapter, we will discuss the mechanics of how hate is 
created and perpetuated on such a wide basis and what can be done to diminish 
the reductive nature of many AI applications. 
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3.2 Key factors 

There are a number of key factors that determine how generative AI models are 
developed and how their application can lead to adverse effects. This includes the 
model M itself, the evolution of communication, the evolution of personalization, 
and the depth of knowledge present. Each of these will be discussed in turn. 

3.2.1 M 

The model M, introduced above, is at the core of laying the foundation for the 
generation of hate. There are a number of factors that set the model up to include 
hate, two of which are particularly salient: data generation and data expansion. Up 
front, the models discussed in this chapter are large-scale, general-use models that 
are based on general data. There are lots of special-use applications in generative 
AI to which little of the following applies and in which the regulation of hatred 
tends not to be an ongoing concern. These models tend to be highly effective 
for a narrow application and not very useful outside of that environment. Large 
models, on the other hand, attempt to be useful across a large number of cases 
and carry varied degrees of largely unverified bias across all those cases. 

The model is created by absorbing, almost indiscriminately, unimaginably large 
amounts of written, spoken, or visual data and calculating all the relations in that 
data. The key in, for example, large language models (LLMs) is that the data is taken 
from mostly publicly available sources, especially the Internet. Therefore, there 
may be some expert sources (e.g., Wikipedia® is generally extensively vetted and 
continuously open for correction), but there will be lots of non-expert materials 
and very likely far more than expert sources because of the extremely low barriers 
to placing those materials on the Internet. In fact, making it easy to create and 
share content is the core business model of many large, powerful, and profitable 
companies in the publishing and social media space. And, therefore, we have an 
overwhelming generation of content that is entirely unvetted drowning out the 
far fewer vetted, expert-crafted sources. This is a direct result of the evolution of 
publishing from “one-to-many” (e.g., newspapers, television, radio, and maga
zines singularly cater to many consumers) to “many-to-many” (i.e., everyone is a 
writer, publisher, and media consumer). 

In addition to the ease with which unvetted material and content is generated, 
not only is resharing, cross-posting, and modifying materials made possible but 
is highly encouraged in the user interfaces of most self-publishing platforms (e.g., 
Reddit®, LinkedIn®, Facebook®, Instagram®, TikTok®, X, Tumblr®) through prom
inently displayed and promoted buttons and tools. This is, of course, a logical 
result of the fact that viral content generates exponentially better advertisement 
revenue in the world of ad space bidding by AdSense®. This exacerbates the notion 



 

 

 
               

 

 
 
 

 
 

 

 

 
 
 
 

 
 

                
 
 

 

 

The Mechanics and Validation of Generative AI Outcomes 45 

that unvetted materials not only are generated, but also are multiplied much faster 
than expert crafted materials. 

The fact that it has become so easy for anyone to publish and distribute con
tent is in principle positive, as it democratizes access to expertise. And from that 
perspective, one would hope that all online content would simply be a reflection 
of society and that the low barrier to entry would facilitate a more inclusive body 
of perspectives, knowledge, opinion, and analysis. There are, unfortunately, three 
factors that work against this: (1) online content creation and sharing is increas
ingly driven by capturing attention as more and more people use these mediums 
for monetization; (2) online content is used by governments, politicians, and 
supporters of politicians to influence and gain power; (3) access to online content 
is still far from ubiquitous. 

In summary, the data used to create and train models is not set up to be verified 
and, as such, will likely contain many inaccuracies because so much content is 
created to leverage inaccuracies in order to gain influence, sales, and similar bene
fits. On top of that, replication mechanisms exacerbate the already small ratio 
between accurate and inaccurate content. As a result, the underlying models for 
generative AI will include many elements and relations between objects that will 
favor more extreme positions as the most likely objects to generate. 

3.2.2 Communication in a connected world 

The second element that affects how models are developed is how communica
tion has evolved in a connected world. There are two key contexts to consider. 
The first is that the Internet at first moved us from access to media providers 
to access to broadband connectors, where many media sources became either 
free or ad-based, and an increased choice of sources could be accessed widely. 
Yet, mergers of companies that provide access to broadband internet and create 
content—such as ATT® and HBO®, Comcast® and NBCUniversal®, or Verizon® 
and AOL®/Yahoo®—followed as companies attempted to create strategic control 
points at both ends and so improve profitability. 

A less charitable explanation is that they were attempting to protect 
content-creating assets among a flood of free and occasionally high-quality content, 
and not all these mergers have been equally successful. As a result, access to broad
band is starting to merge with content supply both in terms of the supply itself and 
delivering select content at higher speeds, reducing another layer of independence. 
In addition, consolidation of power generally increases pricing to consumers and, 
therefore, exacerbates differential access across socio-economic classes. 

Second, the way people place, interact with, and consume online content is 
predominantly anonymous and, unless you are famous, largely free of conse
quence as a result. Multiple parallel accounts can be created in seconds, nicknames 
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are limited only by creativity, and comments can be left without a trace, mostly 
relying on the crowd to moderate and monitor. While social media companies 
have built impressive human and artificial workforces that flip through thousands 
of images and texts to spot illegal and harmful content, they neither can nor 
intend to keep up with inaccuracies. 

While inaccuracies, misrepresentations, and lies are as old as, and central to, 
humanity, the ability to rapidly spread these without penalty is unparalleled. 
There are of course lots of defenses being put up, including identity verification 
and the ability to flag issues. However, companies understandably do not want to 
get into the business of truth, as that tends to be not very profitable. Furthermore, 
it is not clear to what extent these very large models provide any sort of filter or 
moderation of verified versus unverified content. 

Third, another backdrop for how online communication has evolved is the 
COVID-19 pandemic. Essentially, a massive amount of communication that 
was previously in person moved online and, therefore, has become data to train 
generative AI models. Not only did people start to create and consume more 
online unverified sources (e.g., YouTube® viewership skyrocketed, see Stocking 
et al., 2020), but also they increasingly replaced social activities with spending 
time in generally signal-poor and signal-delayed online environments that restrict 
or inhibit learning (Kuhfeld et al., 2022). This too was moderated by access to 
the Internet, which was not uniformly distributed, and differences exacerbated 
as populations with lower incomes disproportionately suffered adverse financial 
effects from the pandemic and, with that, Internet access affordability. 

In summary, generative AI models are most likely built by a specific slice of 
society that has access to devices and broadband infrastructure, resulting in a 
filtered and restricted participation in and applicability of the models. In addi
tion, people interact with online content and contribute to the data that is used 
to build generative AI models in a largely uncontrolled and anonymized way, 
which is likely to exacerbate inaccuracies and inhibit learning. To take this one 
step further, creating and distributing viral content is not only used for product 
or service marketing, but is also increasingly used for political influence during 
legislative steps, to sway elections, and even to garner support during armed 
conflict. AI, including generative AI, is an increasingly important tool to reach 
audiences and serve them the desired or required content in a personalized way. 

3.2.3 Personalization 

Personalization or individualization are terms increasingly used to refer to experi
ences that are tailored to an individual’s needs at a point in time. This can apply 
to just about anything but is most often referenced in the context of marketing, 
gaming, and learning. The basic idea is that value is delivered just in time, just 
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enough, and just for you, and that this is done at scale in an automated fashion. 
Personalization can play out at several dimensions, including: 

•	 Time: You receive value right at the moment when you need it, avoiding 
either being too late or carrying the overhead of unused value. 

•	 Complexity/ability: The complexity of the content is targeted at or just 
above your level of complexity or understanding to maximize learning/ 
consumption efficiency. 

•	 Topic: The content topic itself is aligned with your interests to create a more 
resonating experience. 

•	 Volume: The amount of material that you are working through is aligned 
with your ability to focus for a certain amount of time. 

The promise of personalization is immense. You will learn at a far more 
advanced rate, never be bored playing a (digital) game, and only see advertising 
for things you care about. Furthermore, no resources are wasted on dead-end 
advertising or low-impact instruction. The most common frameworks that are 
applied in the context are flow (Csikszentmihalyi, 1990) and zones of proximal 
development (Vygotsky, 1978). Flow is essentially a highly enjoyable state of hyper 
focus and productivity, where time seems to pass unnoticed. Personalization is 
suspected to be one successful way to achieve that state. The zones of proximal 
development essentially describe the interplay between ability level and the chal
lenge that an activity presents. When those two are not in balance, success on 
the activity is reduced because of boredom (skill level outpaces activity level) or 
anxiety (activity level outpaces skill level). 

Generative AI is often heralded as the solution to developing personalization 
at scale. The idea is that while creating personalized experiences manually is pro
hibitively time intensive, AI can predict what the right personalization is for any 
person given sufficient data about the person and then automatically generate 
that environment. In addition, by doing this on the fly, the experience becomes 
highly interactive and responsive to your development. This has been a key tenet 
of the entertainment game industry, creating interactive, flow-like, personalized 
experiences within the context of a number of consecutive choices to solve a 
problem. Of course, most games are designed, built, and shipped as a whole rather 
than created on the fly and continuously adapted, though AI as part of streaming 
based gaming will undoubtedly change that. 

There is an important flipside to personalization. As attractive as an experi
ence is that is exactly right for you, you are also increasingly walking away from 
shared experiences and shared learning. Conversely, if, for example, topic interest 
becomes a driver for personalization, the logical endpoint is that you would 
never explore new topics since you are no longer exposed to them. In addition, 
and some might argue that this is already the case, the very definition of society 
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changes where multiple realities are established concurrently with fewer oppor
tunities to check those realities against each other and come to a more common 
understanding of what is true. You could argue that optimal personalization 
includes shared experiences as part of the thing we are trying to learn or do, but 
even those shared experiences are more and more replaced by simulations. Taking 
all that together, the interaction of AI and personalization could very well mag
nify existing differences while removing the opportunity to observe, analyze, and 
evaluate those differences. 

3.2.4 Prompt engineering 

Even just a year ago, the job of prompt engineer did not exist. Prompt engineers 
are people who specialize in writing the right kinds of prompts and do the right 
type of interrogation with AI engines to yield the most usable results. While 
broad accessibility to AI via prompt-based interfaces is a key strategic control 
point for the adoption of AI, it turns out that it is quite challenging to get useful 
results from these engines. LLMs can provide great first drafts for just about any 
written work, but few would recommend using these as final work products that 
meet standards for accuracy or completeness. As noted before, there are millions 
of specialized AI applications based on targeted models trained on specific data. 
These can often work very well autonomously and occasionally do not (e.g., inap
propriate image identification, alleged discriminatory automated loan or credit 
decision-making processes). 

A key tenet of AI is training the model M, and there is probably no better or 
more efficient way than to have experts directly interact with these engines to 
teach it what it needs to know to make useful predictions. A distant second is 
pulling all the expert knowledge from online sources, unfortunately with the 
baggage of lots of non-expert opinions, as discussed above. That is not to say that 
these non-expert opinions are not useful for certain generative AI applications, 
but the fact that prompt engineering has become a profession shows us two 
things: (1) these AI applications (still) need a lot of guidance and handholding 
to perform well, and (2) it requires more than just basic understanding to work 
effectively with these applications. 

It is difficult not to notice the exceptional growth in the number of AI com
panies that either create platforms for the use of AI, provide consultancy to 
implement AI, or help build AI applications. Not only is this reserved for tech 
startups or the usual large technology companies, but we also see established, 
traditional consulting and technology consulting firms offering a wide range of 
services from robotic process automation to AI strategy development. Whether 
what is offered is valuable and will ultimately survive is a question better answered 
by others and in due time. However, the key is that this shows that there is a 
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market for implementing and managing generative AI applications, that they 
are not ubiquitously accessible for companies, and that the required—perceived 
or actual—expertise is not widely available within the IT or R&D departments 
of many companies. On the other hand, if so many companies can spring up 
overnight, possibly the sophistication of the solutions they offer may not be as 
mature as the promise they hold. 

In contrast to the data available to build models, the nature of communication, 
and the evolution to personalization, a gap in expertise may have a moderat
ing effect requiring some level of human intervention. It could of course also 
exacerbate effects, as consultancies tend not to be incentivized according to the 
long-term outcomes of their recommended interventions, which are critical in the 
evaluation and appropriate use of AI applications. The remainder of this chapter 
will focus on the kinds of solutions that may help reduce or eliminate the effects 
of the factors described in this section. 

3.3 Solutions 

As we are delving into a range of solutions—or more accurately, recommenda
tions for anyone implementing general generative AI applications or making use 
of existing ones—we will rely heavily on the basics of what is often referred to 
as “the scientific research method.” These are not just important guardrails for 
researchers, but they generally serve us well to verify and validate knowledge and 
findings and, as a result, reduce the prevalence of adverse effects such as hate 
generated by generative AI. Before we do that, however, there are a few common 
aspects of AI that are important to discuss first: AI as a tool, the “torque” of AI, 
and some AI governance principles. 

Foremost, AI is a tool, and nothing but a tool. And as is true for most tools, 
they can be used to construct or assemble things and they can be used to destroy 
or disassemble things. Sometimes constructing something can be valuable and 
contributory to society, and at other times those things are against the interests of 
others. The same is true for destroying things. Whether it be laws and regulations, 
weapons and arms, medical devices, or educational technologies, they all have in 
common with AI that they are tools that can be used (and removed) for good or 
bad. The question is to what extent society allows this tool to be used, and that is 
in part driven by regulations and in part by human values and whether, through 
our behavior, we assign value to AI solutions. If nobody clicked on Amazon® 
advertisements through AdSense on the webpages they visit, the market for pre
dictive AI-based marketing would very quickly cease to exist. 

The main concern then becomes to what extent people are aware of the value 
they assign to AI tools and, if aware that even their passive consumption may 
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perpetuate adverse decisions, whether they would modify their behavior. The 
second concern is that different tools have different levels of “torque,” meaning 
that even tools that spin fast do not necessarily have the power to affect movement 
in another object. Local ordinances may only affect a few thousand people and 
have low torque, whereas federal legislation or judicial decisions often affect most 
people and for generations to come. Larger, general generative AI applications at 
least have the potential to exert substantial torque in a connected world where 
scale and multiplicity are key goals. Yet, as argued before, it all depends on the 
application and (unmonitored) automation of AI and not necessarily the AI 
technology itself. 

Basic governance of AI applications requires a few characteristics that are 
assumed to be present and that minimally can help protect both the user and 
the holder of the AI intellectual property. Without these, the solutions proposed 
here do not matter much: 

•	 Traceability: The application or solution has to be fully traceable, meaning 
that there need to be mechanisms in place that allow the user to trace back 
why a certain decision or outcome was achieved and what factors played a 
role in that. In other words, black boxes with unspecified models are gen
erally not helpful to either diagnose problems or to improve on the engine. 
Without traceability in place, it would be especially difficult to absolve the 
application provider from any adverse effects. 

•	 Intervenability: The application has to have one or more kill switches built 
in to stop, reverse, and appeal decisions that were made automatically. This 
can be in the form of human review before a decision is final or ways to send 
results into an appeal process that involves humans. 

•	 Usability: There need to be clearly stated terms of use and, where reasonably 
practicable, the application needs to prevent uses other than those intended. 
These terms and the claims about the application captured in the terms 
have to be based on formal research. New uses are of course encouraged to 
be explored, but they need to start in a controlled laboratory environment. 
When that is not possible, users should at the very least have a clear under
standing that they are using the application in a way that was not designed. 

This is not a list of principles. There are many of those published by many com
panies, small and large, and from a government perspective, the European Union 
has been the first out of the gate with regulations, first on data use and then on AI, 
that are intended to protect privacy, legality, and copyrights in addition to pre
venting discrimination on a range of characteristics (European Parliament, 2023). 
The US Executive Branch has issued an AI Bill of Rights (White House, 2022) 
along the same lines focusing on safety, effectiveness, discrimination prevention, 
privacy, and disclosure on use. Wherever the industry ends up and regulations 
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are successfully enforced, the above three characteristics provide basic methods 
to achieve whatever set of principles is realized. 

With all that in place, there are two things that can be done to improve the 
solutions that generative AI may issue: validation and falsification. Both will be 
discussed in turn, and each of these are based on basic scientific principles for 
assessing and gaining knowledge. We assume in the following that there are no 
experts present who we can just ask whether something is correct. 

3.3.1 Validation 

The first recommendation is to use convergent validity to check the stability of the 
solution. This could be done in a few ways, but the most practical would be to 
ask the application to generate a solution in a few different ways and see whether 
all of those lead to the same or similar outcome. Small changes in the ask should 
not lead to vastly different answers. This is not too dissimilar to k-class validation, 
where data is usually randomly divided into k sets and the analysis is done either 
on each of the k sets or, alternatively on all the data except one of the k sets (in 
turn), and consistency across the analyses is assessed. 

The interrogation of the large language (or visual) model can be treated the 
same way—by asking it the same question in k different ways and analyzing the 
results for consistency. Conversely, one could also ask slightly similarly phrased 
questions with the goal of getting a different result. This would test the sensitivity 
of the model, and if the generated object or solution is not something different, 
then there is a problem with the sensitivity of the model, and there could be 
dominant positions that are overrepresented. 

Practically speaking, and in relation to the topic of this book, one could ask an 
LLM to generate a statement on some controversial topic from the perspective 
of a neutral observer. Changing characteristics of the observer that are unrelated 
to the controversial topic should not affect the statement substantively. The ways 
to go about this are pretty much infinite. Subsequently, ask the application to 
generate the same statement on the controversial topic from the perspective of 
different observers, both neutral and less than neutral. The results should be 
appropriately different. 

3.3.2 Falsification 

The second method would be to falsify the results that the generative AI produces. 
This approach to scientific discovery was made popular by Karl Popper (1959) and 
basically argues that no theory can be proven, but only falsified. Not finding a 
counter-case that disproves a theory essentially means that the theory can be used 
provisionally until such counter evidence is found. The same could be applied to 
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generative AI, arguing that the generated result cannot be proven to be accurate 
and then seeking counter-cases that show that a statement is, for example, not 
unique, not accurate, not part of generally accepted theory or practice, and so on. 

In a practical sense, it forces the application and the user to think about con
ditions under which the generated statement, for example, would not be true, or 
under what circumstances this statement may be viewed as not coming from a 
neutral observer. Through those interrogations—including asking the interface 
of the AI application to come up with counter examples—the generation of hate 
and other adverse effects may be reduced. 

3.4 Conclusion 

General generative AI based on large language models and related visual sister 
models holds many promises. Yet, voices of concern are becoming increasingly 
prevalent, leading to the development of principles by companies and regulations 
by governments. One of those concerns is the potential for the generation of hate, 
discrimination, violation of privacy, and violation of copyright. 

The starting notion in this chapter is that generative AI is a tool that can mag
nify already existing phenomena, including hate. Subsequently, we introduced 
the basic mechanics of generative AI, followed by four key factors that influence 
the way generative AI models and applications are created and the results that 
they produce. The main argument is that the way models are trained and the 
way we interact with those models and applications drives us into more extreme 
information inputs and, as a result, more extreme outputs. 

There are a number of things that can be done to evaluate the tools them
selves as well as their outputs. The key characteristics that tools need to have are 
traceability, intervenability, and usability terms, which in this context means that 
the appropriate and inappropriate uses of the application are clearly understood, 
stated, and verified through research. Alongside basic laws on privacy, copyright, 
and anti-discrimination, a framework for applications arises. In terms of evalua
tion of the application itself, two longstanding principles are to be applied: vali
dation and falsification. Within the structure of these general generative models, 
there are many ways to assess both convergent and divergent validity by asking 
convergent and divergent questions and inspecting outcomes. Falsification takes 
this a step further in the quest to disprove anything generated by such applications. 

It is important to stress the need for a much broader education on AI. It’s 
certainly promising that computer science education has been in a state of 
hyper-growth, and even the Nation’s Report Card is postponing its writing 
assessment by two to three years to appropriately modify the instrument to take 
the use of AI tools into account (NAGB, 2023). However, this field is growing 



 

 
 

 

 
 

 

 
 

 

 
 

The Mechanics and Validation of Generative AI Outcomes 53 

extraordinarily rapidly, but AI is not a core component of most high school cur
ricula, even if only within existing subjects. For something that appears to have 
become such a ubiquitous part of life, and already is present throughout much 
of the technology we consume, this is a gap. Without trying to argue for another 
cottage industry of AI coaches and trainers, a different view on the various ele
mentary through tertiary curriculums appears warranted. 
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4.1 Introduction 

Hate speech refers to the expression of hateful or violent attitudes based on group 
affiliation such as race, nationality, religion, or sexual orientation. In light of the 
increasing prevalence of hate speech on social media, there is a pressing need to 
develop automatic methods that detect hate speech manifestation at scale (Fortuna 
& Nunes, 2018). Automatic methods of natural language processing in general, 
and hate speech detection in particular, rely heavily on relevant datasets. While 
researchers have collected several datasets that contain hate speech samples, those 
resources are scarce. Furthermore, the difficulty in identifying hate speech on 
social media has led to the use of biased data sampling techniques, focusing on 
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a specific subset of hateful terms or accounts. Consequently, relevant available 
datasets are limited in size, highly imbalanced, and exhibit topical and lexical 
biases. Several recent works have indicated these shortcomings and shown that 
classification models trained on those datasets merely memorize keywords, where 
this results in poor generalization (Wiegand, et al., 2019; Kennedy et al., 2020). 

In this chapter, we describe a recent line of research which seeks to improve 
hate speech detection via the synthesis of large corpora of hate speech utterances 
(Wullach et al., 2021a). Indeed, it has been shown that augmenting labeled data-
sets with synthetic text sequences improves the generalization of hate speech detec
tion using state-of-the-art pretrained large language models (LLMs) (Wullach et 
al., 2021a; 2021b). In general, we employ transformer-based language encoders 
like BERT (Devlin et al., 2019a), RoBERTa (Liu et al., 2019), and their var
iants as hate speech classifiers. These encoders have been pretrained on mas
sive heterogeneous text corpora with the objective of encoding text semantics 
within a low-dimensional vector space. In order to perform text classification, 
the network parameters of the pretrained models are typically adapted to a target 
task using supervised training via a fine-tuning procedure (Devlin et al., 2019). 
Due to the deep language representations encoded in these LLMs, they typically 
achieve improved performance in low-resource classification settings (Kennedy 
et al., 2020). However, large volumes of high-quality labeled examples must be 
provided to achieve high model generalization (Gururangan et al., 2020). 

In several recent works, we described a method for extending available manu
ally curated hate speech datasets with large amounts of generated labeled exam
ples. We generated a large number of synthetic text sequences using the LLM 
decoder of GPT-2 (Radford et al., 2019), having it tuned using human-labeled 
examples to generate hate (and non-hate) speech (Wullach et al., 2021a). We 
then augmented the existing gold-labeled datasets with large amounts of synthetic 
examples, increasing their size by several orders of magnitude. In experiments 
with pre-trained language models such as BERT, RoBERTa, and ALBERT (Lan 
et al., 2020), we observed substantial and consistent improvements when using 
synthetic data. Notably, we showed improved generalization in cross-dataset eval
uation, simulating the realistic scenario where there is a distribution shift between 
the data that the model is trained and tested on. 

In this chapter, we assess several additional, recently proposed LLMs, which 
have been specialized on the task of hate speech detection using additional 
amounts of relevant data. We examine whether incorporating large volumes of 
synthetic hate speech examples in further fine-tuning these models improve their 
generalization in the realistic cross-dataset evaluation setting. Our results show 
that this is indeed the case. In accordance with our previous findings (Wullach et 
al., 2021b), we find that fine-tuning the models using large amounts of synthetic 
examples often leads to dramatic improvements in recall. 
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In another experiment, we consider Toxigen, another corpus of synthetic hate 
speech sequences, which is targeted at representing implicit hate speech statements. 
We show that a mixture of the two corpora yields the best improvements in recall, 
probably resulting from increased data diversity. 

Finally, we consider GPT-3.5 as a model of hate speech detection. While it is a 
proprietary model, GPT-3.5 is admittedly a very large language model, which has 
been trained using vast amounts of labeled and unlabeled data and has been tuned 
to process and generate text given human feedback with respect to multiple goals, 
one of which is presumably toxicity detection (Ye et al., 2023). Evaluating GPT-3.5 
on our test sets reveals that it is recall oriented and yields the best recall as well as 
F1 (the harmonic mean of precision and recall) across all of the evaluated methods. 
Nevertheless, the performance of all methods is roughly in the same ‘ballpark’, reach
ing similar levels of recall. We attribute this to our dataset augmentation procedure. 

It is important to note that we view that the challenge of automatic hate speech 
detection is far from being solved—the best models often fail to recognize some 
hate speech utterances, as reflected by lower-than-desired recall rates. And, while 
state-of-the-art models are sensitive to toxicity, prioritizing recall, precision is 
substantially lower. An open question of interest is whether and how data aug
mentation via speech synthesis can further enhance high-performing models like 
GPT-3.5 on the task of hate speech detection. 

The rest of this chapter is organized as follows: Section 4.2 describes related 
work on LLMs adapted to hate speech detection, hate speech generation and other 
related research directions. Section 4.3 describes our recently proposed method 
for synthetic hate speech generation (Wullach et al., 2021a). The experimental 
setups for assessing hate speech detection using generated hate speech data are 
presented in Section 4.4, and the results are detailed in Section 4.5. Section 4.6 
presents the application of GPT-3.5 as a hate detector, along with performance 
evaluation, followed by concluding remarks in Section 4.7. 

4.2 Related work 

This section first reviews recent content-based models which adapt large pre-trained 
language models to the task of hate speech detection using large amounts of related 
data. Our focus in this chapter is on text generation as a means of enriching the 
labeled data that is provided to such models. Accordingly, we then describe research 
efforts that use text generation for hate speech detection. Aiming to provide a 
broader view on the task of hate speech detection, we also refer the reader to several 
related works that combine semantic encodings of text with network information. 
This research direction is complementary to our work, and we believe that it holds 
promise for further improving hate and toxicity detection in social networks. 
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4.2.1 LLMs specialized for hate speech detection 

Large language models (LLMs) are extensive transformer-based architectures 
which were trained to transform text into contextual semantic encodings given 
vast amounts of unlabeled text. LLMs may be further specialized to a particular 
domain and task by continued pre-training using related data or via fine-tuning on 
labeled task-related examples (Gururangan et al., 2020). It is non-trivial, however, 
to identify, obtain and employ relevant data. Below, we briefly describe several 
recent models, which enhance LLMs with relevant data either using extended 
pre-training or fine-tuning with the purpose of improving hate speech detection. 

In our experiments, we examine the impact of further fine-tuning these spe
cialized models using large amounts of synthetic examples. HateBERT (Caselli 
et al., 2020) is a specialized version of the BERT-base model (Devlin et al., 
2019), which has been adapted to detect abusive language via pre-training. 
Concretely, extended pre-training was performed using more than a million posts 
from Reddit® communities which have been banned due to offensive, abusive, or 
hateful content. 

HateXplain (Mathew et al., 2021) is another variant of the BERT-base model, 
which has been specialized to the tasks of hate speech detection and explanation 
via fine-tuning using a dedicated benchmark dataset. The HateXplain dataset 
includes approximately 20K posts sampled from Twitter® and Gab®, which are 
annotated with respect to multiple perspectives: whether a post is hateful, offensive, 
or normal; the target community that is victimized in the post; and the rationales 
or the specific portions of the post upon which the labeling decision is based. 

ToxDect (Zhou et al., 2021) is another hate detection model which employs 
the RoBERTa-large model, a larger and more elaboratively pre-trained LLM, 
which is generally better performing than BERT (Liu et al., 2019). ToxDect 
utilized the Founta dataset (Fortuna & Nunes, 2018) for fine-tuning purposes, 
having the hateful and abusive classes merged into a single ‘toxic’ class. In order 
to mitigate biases in toxic language detection, an ensemble learning approach was 
employed, with the goal of identifying and reducing the importance of biased 
features in the final model. In general, the less bias a model is, the better it is 
expected to perform across different data distributions. 

Finally, the Toxigen (Hartvigsen et al., 2022) model is the outcome of fine-
tuning the specialized HateBERT model on large amounts of synthetic examples. 
Similar to our approach, the authors used a GPT model to generate hateful and 
non-hateful text sequences, resulting in the Toxigen dataset 2.2. Unlike our work, 
the Toxigen dataset was designed with the aim of representing implicit hate 
speech, mimicking tones and styles of hate speech directed at a large variety of 
social groups. In our experiments, we consider the fine-tuned Toxigen model in 
its final form as a task-specialized LLM and evaluate the Toxigen dataset as an 
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alternative and complementary resource of synthetic examples. A more detailed 
description of their text generation approach follows. 

4.2.2 Text generation for hate speechdetection 

Human-labeled datasets are generally of high relevance and quality, yet they are 
small and biased with respect to data distribution, where these fallbacks ham
per learning generalization (Wiegand et al., 2019). Researchers have therefore 
attempted various ways of extending labeled datasets using automatic approaches. 

One manner in which new sequences can be obtained is back-translation. Using 
this approach, labeled examples are automatically translated to another language, 
and are then back-translated to the source language. This method has been widely 
used to enhance text translation models, as it generates many aligned sentence 
pairs, which presumably preserve the original sentence meaning while introducing 
lexical variance (Beddiar et al., 2021). 

However, the capacity of this method in generating new examples is limited. 
Instead, we opt for generating new text sequences which divert from the original 
dataset. Given labeled examples, we tuned a generative LLM, specifically a GPT-2 
model, to synthesize class-dependent text sequences that are either hateful or 
non-hateful. In comparison to back-translation, this approach is not constrained 
to closely preserve the original texts and is therefore more scalable. In our work, 
we generated a corpus of synthetic text that is three orders of magnitude larger 
than the original datasets, reaching 2M sequences. 

While text generation increases data diversity, it introduces some noise, either 
with respect to semantic relevance or syntax. Consequently, we observed that 
the augmentation of human-labeled datasets with synthetic examples results in 
substantial gains in recall, while precision is impaired (Wullach et al., 2021a; 
Wullach et al., 2021b). Considering that hate speech is a minority class, and that 
there are severe consequences of failing to identify hate speech, we argue that the 
utmost importance should be attributed to achieving high recall. 

A few previous works used synthetic text sequences for related purposes. Similar 
to our approach, Anaby-Tavor et al. (2020) synthesized new examples from existing 
training data. They fine-tuned GPT-2 by prepending the class label to text samples, 
then generated new sentences conditioned on the class label. They rather focused 
on balancing multi-class datasets, however, generating up to several thousands of 
examples per class (Tepper et al., 2020). 

More related to our task, Hartvigsen et al. (2022) generated synthetic hate
ful and neutral text sequences. Aiming at representing implicit hate speech, they 
used crowd sourcing to obtain implicit hate speech utterances, as well as neutral 
statements. The elicited examples were required to mention a variety of minority 
identity groups in order to mitigate lexical biases in the generated examples. 
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Employing GPT-3, they created a dataset of synthetic examples, named ToxiGen, 
which includes 274K synthetic examples, balanced across toxic and benign state
ments targeted at multiple minority groups. In our experiments, we show that 
also when using this resource for dataset augmentation, recall typically improves, 
supporting our general claims about the efficacy of employing data synthesis for 
fine-tuning LLMs. 

In a recent study, Casula and Tonelli (2023) explored offensive language 
detection using generation-based data augmentation, suggested that while this 
approach can occasionally enhance model performance, its impact is inconsistent. 
In addition, they found that generative data augmentation can introduce unpre
dictable lexical biases. The experimental results that we report in this chapter are 
in line with their findings. While we do not study lexical biases, our experiments 
demonstrate high variance with respect to the impact of data augmentation across 
datasets and methods. Nevertheless, we do show that there are consistent and 
substantial improvements achieved in terms of recall using this approach. 

In a related work (Wullach et al., 2022), which applied text generation in the 
context of hate speech detection, we demonstrated dramatic improvement of small 
hate speech classifiers, targeted at end devices of limited computation capacity, fol
lowing training using synthetic examples. In another work of interest, researchers 
proposed to employ LLMs for the automatic generation of counter hate speech 
(Ashida & Komachi, 2022). They applied prompt engineering to generate counter 
speech using models such as GPT-2and GPT-3, indicating that this approach forms 
a promising direction for combating hate speech online. 

4.2.3 Contextual hate speech detection 

In this chapter, we focus on content-based approaches to hate speech detection. 
This approach is arguably inherently limited, in that the texts posted on social 
media are inherently short and lack sufficient context information. The modeling 
of relevant context is crucial when rhetorical elements such as sarcasm are used. 

Researchers have identified contextual evidence that can be used in determining 
text toxicity (Gao & Huang, 2017). One may refer to additional texts about the 
topic discussed or previous postings within the same thread (e.g., Pérez et al., 2023). 
In addition, information about the authors of the post, based on their previous 
posts or network information (Lotan & Minkov, 2023), may serve as meaningful 
evidence in inferring the text meaning as intended by them (Chakraborty et al., 
2022; Lotan & Minkov, 2023). Our work is orthogonal to those efforts. Once 
LLMs are tuned to produce improved semantic encodings of the text for the task 
at hand, it is possible to integrate these encodings with additional evidence types 
using dedicated classifiers (Penzel et al., 2023). We believe this to be a promising 
direction of future research. 
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4.3 Synthetic hate speech generation: 
Method and the MegaSpeech corpus 

In our work, we proposed to exploit existing gold-labeled datasets, which are 
limited in size, for the generation of large amounts of related, pseudo-labeled, 
synthetic text sequences (Wullach et al., 2021a). More formally, given a dataset 
d i that consists of hate and non-hate labeled examples {d ih , d i

nh }, generating 
additional class-conditioned synthetic text sequences is desired. While various 
generative language models may be used, our work utilized the model of GPT-2 
(764M parameters). Notably, larger and improved generative models exist today 
which have produced better text sequences, of improved semantic and syntactic 
quality (Ye et al., 2023). The application of the framework to those models is a 
direction of future work. 

The approach is based on the following principles: 

•	 In order to bias the model towards the genre of micro-posts, hate speech, 
and the topics and terms that characterize each dataset, we continue training 
the GPT model from its distribution checkpoint, serving it with the labeled 
text sequences. Concretely, we adapt distinct models per dataset and class— 
that is, for each dataset d i, we obtain two models, G ih (hate speech) and 
Gi

nh (non-hate). 
•	 In text synthesis, we provide no prompt to the respective GPT model—that 

is, the token sequences are generated unconditionally, starting from the 
empty string. Similar to the labeled datasets, we generate sequences that 
are relatively short, up to 30 tokens. 

•	 Presumably, not all of the text sequences generated by Gi
h are hateful. We 

utilize the labeled examples di for fine-tuning a classifier (BERT) on hate 
detection and apply the resulting classifier to the sequences generate by G i

h. 
Only those sequences that are perceived as hateful by the model, for which 
the prediction confidence scores are high, are maintained. In our exper
iments, we set the threshold to 0.7, discarding about two-thirds of the 
generated hate speech sequences. 

•	 Finally, we augment the labeled examples di with an equal number of hate 
and non-hate synthetic examples. 

The MegaSpeech corpus 

Applying this procedure to the datasets described in Table 4.1, we created a large 
resource of synthetic hateful and non-hateful examples. Specifically, we generated 
200K text sequences per dataset: 100k per the hate speech class and 100k per the 
neutral class. It is important to point out that a subset (20%) of each dataset was 
excluded for both text generation and evaluation purposes, comprising our test 
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Table 4.1 The experimental hate speech datasets 

Dataset Source Size (K) Hate class ratio 

DV (Davidson et al., 2017) 6 0.24 

FT (Founta et al., 2018) 53 0.11 

WS (Waseem and Hovy, 2016) 13 0.15 

SF (StormFront) (de Gibert et al., 2018) 9.6 0.11 

SE (SemEval) (Basile et al., 2019) 10 0.40 

Figure 4.1 The text generation workflow, performed using the method described 
in Section 4.3 and each one of the five baseline public datasets in Table 4.1 (200K 
per dataset), resulted in a total of 1M generated text sequences, which make up the 
MegaSpeech corpus (Wullach et al., 2021a). 

sets. The resulting corpus, named MegaSpeech, includes 1M sequences overall. 
Figure 4.1 provides an illustration of the MegaSpeech corpus generation process. 

4.4 Experiments 

We wish to assess whether and to what extent the generated synthetic data is 
sufficiently relevant and diverse for improving the generalization of pretrained 
LLMs on the hate detection task. Compared with our previous work (Wullach 
et al., 2021b), our current experiments include multiple state-of-the-art LLMs 
which were specialized for hate speech detection, where we show that the synthetic 
examples can be used to enhance them further. Our evaluation is focused on a 
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cross-dataset setup, testing the generalization of the models across data distribu
tions. Throughout this work, performance is reported in terms of precision, recall, 
and F1 with respect to the hate class. Considering that hate speech is a minority 
class within the general data stream in social media, and that the harm caused by 
hate speech is high, we place emphasis on recall (Wullach et al., 2021a). 

4.4.1 Datasets 

Table 4.1 provides details about the experimental datasets. Some of the datasets 
originally used a fine annotation scheme—for example, distinguishing between 
hate speech and abusive language. Since we perform transfer learning across 
datasets, we maintain the examples strictly annotated as hate and non-hate and 
discard the examples assigned to other categories. 

As shown, the datasets are small (6 –53K labeled examples) and skewed, with 
as little as 1–6K hate speech examples available per dataset. All of the datasets 
include tweets, except for SF, which includes individual sentences extracted from 
the StormFront Web domain. It has been previously shown that these datasets 
exhibit various biases, stemming from the underlying data collection procedure 
(Wiegand et al., 2019), where this prohibits generalization. Additional details 
about these datasets, as well as examples of the tweets generated per dataset, are 
available in Wullach et al. (2021a). All datasets were randomly split into train 
(80%) and test (20%) sets, while maintaining similar class proportions. Only the 
train examples were used in the sequence generation process. 

4.4.2 Experimental setup 

Models. In our previous experiments (Wullach et al., 2021b), the popular 
RoBERTa model (Liu et al., 2019) yielded comparable or preferable hate detec
tion results compared with the models of BERT and ALBERT (Lan et al., 2020). 
Here, we consider RoBERTa-Toxicity, a variant of RoBERTa which has been 
fine-tuned on the Jigsaw toxic online comment classification datasets, encom
passing approximately 2M toxic and benign comments.* In preliminary exper
iments, this model yielded comparable and sometimes better results than the 
benchmark version of RoBERTa. In the experiments, we further evaluate the 
performance of specialized hate speech LLMs described in Section 4.2. All 

* Concretely, the model was fine-tuned using the English parts of multiple Jigsaw data-
sets: Jigsaw 2018, https://www.kaggle.com/c/jigsaw-toxic-comment-classification 

-challenge; Jigsaw 2019, https://www.kaggle.com/c/jigsaw-unintended-bias-in-toxicity 
-classification; and Jigsaw 2020, https://www.kaggle.com/c/jigsaw-multilingual-toxic 
-comment-classification 

https://www.kaggle.com
https://www.kaggle.com
https://www.kaggle.com
https://www.kaggle.com
https://www.kaggle.com
https://www.kaggle.com
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models were applied using their public implementations, which are available on 
the HuggingFace platform.* 

A cross-dataset evaluation setup. In applying hate speech detection models, 
it is likely that the target distribution of hate speech differs or varies over time 
from the train set distribution. A realistic evaluation of hate speech detection 
models must therefore test their generalization in conditions of transfer learn
ing, having the models trained and tested using examples drawn from different 
datasets (Wiegand et al., 2019). 

As expected, we observed steep degradation in performance of LLMs trained 
and tested across dataset pairs. We further showed that augmenting the labeled 
datasets with a large number of synthetic examples improves cross-dataset general
ization (Wullach et al., 2021a). Along these lines, we consider here a cross-dataset 
evaluation setup. Similar to our previous work (Wullach et al., 2021b), we opt 
for a resource-inclusive cross-dataset learning and evaluation strategy, where we 
fine-tune the various models using the labeled examples of multiple (4) datasets, 
then apply the adapted models to predict the labels of the remaining held-out dataset. 
As shown by us and other researchers (Antypas & Camacho-Collados, 2023), this 
training strategy yields better generalization compared with a procedure that uses 
a homogeneous dataset in training. 

Considering the cross-dataset evaluation setup as proxy to hate speech detec
tion ‘in the wild’, we wish to gauge the potential benefit of using synthetic exam
ples for learning more effective models. Accordingly, we report our results for the 
following experimental sets: 

•	 4-vs-1. Provided with 5 datasets, we perform and report five experiments. In 
each experiment, the specified LLM is trained using the labeled examples of 4 
datasets and tested on the labeled examples of the remaining held-out dataset. 

•	 4-vs-1: Gen. For each of the experiments above, we fine-tune the same 
LLM using the same labeled examples, incorporating an additional 240K 
synthetic examples. The added examples were randomly selected from the 
MegaSpeech corpus. As described in Section 4.3, each synthetic example 
was generated so as to match the language of a given dataset. In select
ing the random example, we maintain a balance across source dataset and 
class. The models fine-tuned using the augmented datasets are tested on the 
labeled examples of the held-out dataset, allowing a direct comparison with 
the non-augmented fine-tuning experiments. 

*	 RoBERTa-Toxicity: https://huggingface.co/s-nlp/roberta_toxicity_classifier; HateBERT: 
https://huggingface.co/GroNLP/hateBERT; ToxDect: https://huggingface.co/Xuhui 
/ToxDect-roberta-large; Toxigen: https://huggingface.co/tomh/toxigen_hatebert; Hate 
Xplain: https://huggingface.co/Hate-speech-CNERG/bert-base-uncased-hatexplain 

https://www.huggingface.co
https://www.huggingface.co
https://www.huggingface.co
https://www.huggingface.co
https://www.huggingface.co
https://www.huggingface.co
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Implementation details. In both sets of experiments, we split the training exam
ples into stratified train (90%) and validation (10%) sets, fine-tuning the para
meters to values that optimize the cross-entropy loss on the validation examples. 
Each experiment was conducted up to a maximum of 3 training epochs, ran
domly shuffling the training examples. Evaluations were conducted at inter
vals of 0.25 epoch, employing an early stopping mechanism. In practice, the 
majority of experiments terminated after 0.75 epochs. A mini-batch size of 32 
was employed in combination with the Adam optimizer, initialized with a learn
ing rate of 2e-5 and 200 warm-up steps. The experiments were conducted using a 
NVIDIA® Tesla® P100 GPU and 16GB RAM as the implementation environment. 

4.5 Experimental results 

4.5.1 Main findings 

Table 4.2 shows our results without and with train data augmentation, applying the 
4-vs-1 cross-dataset experimental setup using the various models. Our examination 
of the results focuses on the impact of train set augmentation with a large number 
of synthetic examples on test set performance. In general, we observe mixed trends 
in the improvement rates across target datasets and methods. Substantial improve
ments in all metrics are observed in most of the experiments when the WhiteStorm 
dataset is set as the test set distribution. When SemEval is the set-aside dataset, we 
observe high increase in recall performance, alongside moderate decrease in precision, 
where the overall impact on F1 performance is positive. For other datasets, the results 
differ more significantly depending on the methods employed. Indeed, a related 
work recently showed that data augmentation results may be inconsistent (Casula & 
Tonelli, 2023). Questions regarding the factors that affect learning improvements 
using synthetic examples in concrete cases remain open. 

Table 4.2 Detailed Cross-Dataset (4-vs-1) Results Reported in Terms 
of Precision, Recall, and F1 with Respect to the Hate Speech Classa 

4-vs-1 4-vs-1: Gen (240K) 

Precision Recall F1 Precision Recall F1 

FT 

RoBERTa-Tox. 0.673 0.424 0.521 0.397 0.569 0.467 

ToxiGen 0.313 0.325 0.319 0.439 0.421 0.430 

HateXplain 0.561 0.358 0.437 0.471 0.500 0.485 

ToxDect 0.552 0.473 0.509 0.514 0.445 0.477 

HateBERT 0.508 0.464 0.485 0.373 0.536 0.440 
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SF 

RoBERTa-Tox. 0.597 0.627 0.612 0.468 0.742 0.574 

ToxiGen 0.525 0.456 0.488 0.449 0.632 0.525 

HateXplain 0.559 0.680 0.614 0.470 0.739 0.574 

ToxDect 0.599 0.566 0.582 0.388 0.781 0.519 

HateBERT 0.479 0.792 0.597 0.396 0.797 0.529 

DV 

RoBERTa-Tox. 0.762 0.820 0.790 0.692 0.691 0.692 

ToxiGen 0.867 0.369 0.517 0.698 0.557 0.620 

HateXplain 0.721 0.720 0.720 0.633 0.663 0.648 

ToxDect 0.647 0.835 0.729 0.631 0.741 0.682 

HateBERT 0.713 0.853 0.776 0.680 0.764 0.719 

SE 

RoBERTa-Tox. 0.642 0.472 0.544 0.539 0.743 0.625 

ToxiGen 0.665 0.319 0.432 0.545 0.633 0.585 

HateXplain 0.659 0.446 0.532 0.555 0.688 0.614 

ToxDect 0.576 0.678 0.623 0.517 0.739 0.608 

HateBERT 0.622 0.657 0.639 0.539 0.764 0.632 

WS 

RoBERTa-Tox. 0.861 0.673 0.756 0.853 0.856 0.854 

ToxiGen 0.770 0.478 0.590 0.881 0.790 0.833 

HateXplain 0.891 0.659 0.758 0.848 0.865 0.856 

ToxDect 0.625 0.844 0.719 0.831 0.902 0.865 

HateBERT 0.791 0.891 0.838 0.753 0.919 0.828 

Average improvement using the generated examples, per model: 

RoBERTa-Tox.  –17.8% 24.3% -0.2% 

ToxiGen    0.6% 56.5% 27.8% 

HateXplain –13.0% 25.2% 4.6% 

ToxDect –4.3% 7.3% -1.1% 

HateBERT –13.3% 5.0% -6.1% 

Overall average improvement using the generated examples:

    –9.6%      23.7%       5.0% 

a The table shows the results of learning models using the original labeled datasets, training 
the models using 4/5 datasets and evaluating them on the remaining set-aside dataset (4-vs-1). 
The table further shows the results of learning and evaluating the models using the same 
datasets, having the training datasets augmented with 240K synthetic examples, generated 
at equal proportions across source dataset and class (4-vs-1: Gen). 
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A higher-level view of the results is provided at the bottom of Table 4.2, show
ing a summary of the improvement rates with respect to each metric, averaged 
across the experiments, per method. This summary illustrates the experimental 
results with greater clarity. On average, data augmentation leads to improved 
recall. Recall rates improved by a striking ratio of 24% or more on average using 
most of the models. On the other hand, precision decreased in most cases, yet 
more moderately, reaching a decrease of 17.8% at the worst case. Accordingly, the 
average improvement in terms of F1 performance ranged between –6.1% and 
27.8% across models. A yet broader summary of the results is included in the 
bottom line of Table 4.2, averaging the improvement rates with respect to both 
experiment and model. It is shown that overall, recall improved to a great extent 
(23.7%) at the cost of reduced precision (–9.6%), resulting in overall increase in 
terms of F1 (5.0%). 

Thus, this set of experiments shows similar trends to the results that we 
observed in our previous studies (Wullach et al., 2021a; Wullach et al., 2021b). 
We believe that data augmentation introduces lexical diversity into the training 
datasets, leading to improved recall in learning from the augmented datasets. On 
the other hand, the potentially lower quality or relevance of the artificially gener
ated examples could reduce precision. It is important to note that the F1 metric 
attributes equal importance to precision and recall performance. To the extent that 
detecting as large a number of hate speech instances as possible is flagged as top 
priority, recall is of higher importance in practice. To that end, dataset augmenta
tion via generation serves to significantly increase recall rates. It is important that 
the methods evaluated in this paper have already been specialized on the task of 
hate speech detection using additional dedicated data. Hence, the reported results 
corroborate our previous findings, showing that data augmentation can boost 
recall rates also using task-specialized models. 

4.5.2 MegaSpeech vs. ToxiGen: Experiments using 
different synthetic example distributions 

To assess the impact of text synthesis on hate speech detection performance more 
broadly, we conducted additional experiments, varying and comparing data aug
mentation results using different resources of generated examples. Concretely, 
we consider the ToxiGen corpus as an alternative resource of generated hate and 
non-hate speech examples. As described in Section 4.2, the ToxiGen corpus was 
generated using the GPT-3 model. Unlike the MegaSpeech corpus, which expands 
existing labeled datasets by means of text generation, ToxiGen was initialized with 
a relatively small number of human-authored texts that articulate implicit hate 
speech towards a variety of minority social groups. Hence, the text sequences 
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within ToxiGen are similarly intended to portray implicit hate speech, applying 
to multiple targets. 

In another set of experiments, we assess hate speech performance using the 
two sources of synthetic examples, MegaSpeech and Toxigen. For simplicity, we 
set the learning model of choice to RoBERTa-Toxicity. We maintain the 4-vs-1 
dataset evaluation setup. That is, the labeled training and test examples remain the 
same as in our main experiments. For consistency in training set size, we limit 
the number of synthetic examples to 240K in all experiments. We drew synthetic 
examples from the Toxigen corpus randomly and in a stratified fashion, ensuring 
equal proportions of synthetic examples considered as hateful and non-hateful, as 
well as similar proportions of text sequences with respect to the various targets, 
as represented in the Toxigen corpus. 

Our experimental results are reported in Table 4.3. For convenience, the 
table repeats our baseline results as reported in Table 4.2. These results used the 
RoBERTa-Toxicity model fine-tuned with labeled examples (termed No aug.). The 
table further repeats our results using the labeled datasets augmented with syn
thetic examples from the MegaSpeech corpus (labeled MegaSpeech). Alongside 
those results, produced in our main experiments, the table displays the results 
using the alternative pool of examples drawn from the ToxiGen corpus for train 
set augmentation (ToxiGen). Finally, we report the results of mixing synthetic 
examples from the two corpora (Both). In this subsequent experiment, we kept 
the training set size constant, where rather than incorporating 240K examples from 
a single source, we obtain 120K synthetic examples from each of the MegaSpeech 
and ToxiGen corpora. The pool of synthetic examples in this setup was selected 
randomly and in a stratified fashion with respect to example label, origin dataset 
(MegaSpeech) or target (ToxiGen). 

There are several findings that arise from the results presented in Table 4.3. 
The bottom part of the table shows the average improvement in precision, recall 
and F1 across all datasets, having the synthetic examples drawn from either 
MegaSpeech, ToxiGen, or their balanced mixture. This summary of the results 
shows similar trends following dataset augmentation for both types of synthetic 
examples. Specifically, recall rises significantly in both cases, improving by 24.3% 
and 21.4% on average using MegaSpeech and ToxiGen examples, respectively. 
In both setups, a decrease in precision is incurred due to data augmentation. 
Overall, there is greater decrease in precision using the ToxiGen (–29.7%) vs. the 
MegaSpeech examples (–17.8%). 

We conjecture that ToxiGen presents data distribution that is more remotely 
different from the test set distribution compared with MegaSpeech. Possibly, a 
larger gap between train and test distributions hurts precision, while the increased 
diversity among the training examples benefits recall. As in our main results, the 
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Table 4.3 Detailed Cross-Dataset (4-vs-1) Results Reported in Terms 
of Precision, Recall, and F1 with Respect to the Hate Speech Classa 

FT Precision Recall F1 

No augmentation 0.673 0.424 0.521 

+ generated examples: MegaSpeech 0.397 0.569 0.467 

+ generated examples: ToxiGen 0.332 0.491 0.396 

+ generated examples: Mixed 0.356 0.606 0.449 

SF 
No augmentation 0.597 0.627 0.612 

+ generated examples: MegaSpeech 0.468 0.742 0.574 

+ generated examples: ToxiGen 0.179 0.945 0.301 

+ generated examples: Mixed 0.185 0.936 0.309 

DV 
No augmentation 0.762 0.820 0.79 

+ generated examples: MegaSpeech 0.692 0.691 0.692 

+ generated examples: ToxiGen 0.658 0.850 0.742 

+ generated examples: Mixed 0.664 0.778 0.716 

SE 
No augmentation 0.642 0.472 0.544 

+ generated examples: MegaSpeech 0.539 0.743 0.625 

+ generated examples: ToxiGen 0.619 0.535 0.574 

+ generated examples: Mixed 0.575 0.663 0.616 

WS 
No augmentation 0.861 0.673 0.756 

+ generated examples: MegaSpeech 0.853 0.856 0.854 

+ generated examples: ToxiGen 0.768 0.830 0.798 

+ generated examples: Mixed 0.760 0.842 0.799 

Average improvement 

MegaSpeech –17.8% 24.3% −0.2% 

ToxiGen –29.7% 21.4% −14.0% 

Mixed –30.2% 30.53% −10.8% 

a For each target dataset, the table repeats the results reported in Table 4.2, using the 
RoBERTa-Toxicity model, without and with data augmentation using synthetic examples drawn 
from our MegaSpeech corpus. In addition, the table shows the results of data augmentation 
using the same number (240K) of examples drawn from ToxiGen, an alternative corpus of 
generated hateful and non-hateful text sequences. And the results of data augmentation 
where an equal number of examples (120K) is drawn from each source (Mixed). 
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factors that affect performance gains (or losses) following data augmentation 
remain unclear and are a subject of interest for future inspection and research. 

Another encouraging result that arises from Table 4.3 is that the combination 
of synthetic examples from the two sources yields the highest increase in recall, 
reaching 30.5% versus 24.3% or 21.4% using the same number of synthetic exam
ples drawn from a single resource. This result supports our conjecture by which 
increasing train set diversity leads to improved recall in hate speech detection. 

4.6 GPT as a hate detector 

So far, we have examined the performance of popular LLMs that have been 
specialized for hate speech detection. Recently, there have been advances in even 
larger language models that are pretrained on significantly more text data. These 
models have also been adapted to generate text that aligns with specific user quality 
criteria (Ye et al., 2023). Remarkably, these models have been shown to perform 
a variety of text processing tasks when adequate prompts are provided, even in 
zero-shot settings, where no explicit examples are provided (Ouyang et al., 2022). 
Along these lines, researchers have shown that generative LLMs can be used for 
text labeling, or classification—for example, when the classification task is phrased 
as text completion (Chiu et al., 2022; Wang et al., 2021). 

Next, we gauge the performance of such a model on our task of hate speech 
detection, applying a recent GPT-3.5 model which has been tuned to follow 
instructions (Ouyang et al., 2022) as a hate detection classifier to our experimental 
labeled test sets. It is important that this and similar GPT models are attributed 
high sensitivity to toxic language (Ye et al., 2023; Deshpande et al., 2023). It is 
a significant question whether such models yield hate speech performance that is 
nearly perfect at best, or very high at least. 

As detailed below, our experiments show that this is not the case. Furthermore, 
comparing hate speech performance using a GPT-3.5 model and the other LLMS 
evaluated in this work shows that while the GPT model is generally superior, 
the latter smaller models deliver comparable or better performance in some cases. 
While we do not evaluate it here, a following research question is whether aug
menting the data that very large language models are trained on using data genera
tion at large scale can improve their performance on this task. 

Experimental setup. We report our results using ‘text-davinci-003’, a GPT-3.5 
series model (Brown et al., 2020) which was designed for instruction-following 
tasks. This choice is motivated by preliminary experiments in which we man
ually assessed various recent GPT model variants and found this model to 
deliver the most sensible results on a set of reference labeled examples. While 
other related models may yield different results (Ye et al., 2023), systematically 
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optimizing the selection among the existing GPT model variants is beyond the 
scope of this work. 

We phrased the prompt in a manner typical to common practice in instructing 
the model to perform a text classification task (Ouyang et al., 2022). The prompt 
was phrased such that it first defined the task, instructing the model to perform 
as a ‘hate speech classification system’. Then it detailed standard procedural text 
categorization directives, including the requested format of the response. Finally, 
the target categories were described in natural language: ‘the semantics of the 
provided text is hateful’, versus, ‘the semantics of the provided text is non-hateful’. 
While we experimented with few-shot learning, we found that zero-shot learning, 
where no examples are provided in addition to this prompt, yielded comparable 
or better performance. We therefore report our results using a zero-shot classifi
cation setting. 

Results. Table 4.4 shows hate speech detection results using the GPT-3.5 model. 
In order to minimize computational costs, we applied and report the perfor
mance of the model on 20% randomly selected examples of each test set. 

It is apparent from the table that this model has been trained to be sensitive to 
toxicity. In each of the individual experiments, recall performance of this model 
is higher than its precision performance. Overall, across the experiments, recall 
ranges between 0.61 and 0.96, whereas precision ranges between 0.48 and 0.69. 
We find that this affirms the high importance attributed to detecting text sequences 
that are potentially hateful. 

In order to allow direct comparison with the other LLMs evaluated in this 
work, Table 4.4 repeats relevant results using the various LLMs that are included 
in Table 4.2. Maintaining our focus on recall performance, we consider the models 
that were fine-tuned using the synthetic examples, as data augmentation achieves 
higher recall rates. While the DaVinci model is evaluated on 20% of the examples, 
and the other models are evaluated on the full test sets, we believe that the com
parison shows general trends of interest. As shown, the GPT-3.5 model achieves 
the best performance in most of the experiments. 

However, it is striking that the smaller LLMs achieve higher performance in 
some cases. Specifically, HateBERT, a variant of BERT, which is smaller by orders 
of magnitude than GPT-3.5, yields the best recall performance in two-fifths of the 
experiments. (It is interesting that these are the two experiments in which the 
largest improvements were obtained following data augmentation, as reported 
in Table 4.2.) 

Overall, the following insights arise from Table 4.4: First, it shows that 
state-of-the-art LLMs, which show unprecedented capabilities of natural language 
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Table 4.4 Cross-Dataset (4-vs-1) Results Reported in Terms of 
Precision, Recall, and F1 with Respect to the Hate Speech Classa 

FT 
Text-DaVinci 

RoBERTa-Tox. 

ToxiGen 

HateXplain 

ToxDect 

HateBERT 

SF 

0.503 

0.397 

0.439 

0.471 

0.514 

0.373 

0.609 

0.569 

0.421 

0.500 

0.445 

0.536 

0.551 

0.467 

0.430 

0.485 

0.477 

0.440 

Text-DaVinci 

RoBERTa-Tox. 

ToxiGen 

HateXplain 

ToxDect 

HateBERT 

0.483 

0.468 

0.449 

0.470 

0.388 

0.396 

0.835 

0.742 

0.632 

0.739 

0.781 

0.797 

0.612 

0.574 

0.525 

0.574 

0.519 

0.529 

DV 

Text-DaVinci 

RoBERTa-Tox. 

ToxiGen 

HateXplain 

ToxDect 

HateBERT 

0.609 

0.692 

0.698 

0.633 

0.631 

0.680 

0.957 

0.691 

0.557 

0.663 

0.741 

0.764 

0.744 

0.692 

0.620 

0.648 

0.682 

0.719 

SE 

Text-DaVinci 

RoBERTa-Tox. 

ToxiGen 

HateXplain 

ToxDect 

HateBERT 

0.632 

0.539 

0.545 

0.555 

0.517 

0.539 

0.745 

0.743 

0.633 

0.688 

0.739 

0.764 

0.684 

0.625 

0.585 

0.614 

0.608 

0.632 

(continues on next page) 
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Table 4.4 (continued) 

WS 

Text-DaVinci 0.690 0.845 0.761 

RoBERTa-Tox. 0.853 0.856 0.854 

ToxiGen 0.881 0.790 0.833 

HateXplain 0.848 0.865 0.856 

ToxDect 0.831 0.902 0.865 

HateBERT 0.753 0.919 0.828 

a For each target dataset, the table repeats the results using the various LLMs, which we fine-
tuned using the other four labeled datasets, augmented with 240K synthetic examples drawn 
from the MegaSpeech corpus, as reported in Table 4.2. The top line of results for each of the 
target datasets show the evaluation of Text-DaVinci, a recent GPT-3.5 model that has been 
adapted to follow instructions in natural language. The prompt used to elicit class labels 
using Text DaVinci is described above. 

understanding, still struggle in identifying hate as intended or perceived in 
human-authored texts. Thus, despite recent advancements, hate speech detection 
remains an open, pending problem. Second, we find it encouraging that relatively 
small models sometimes yield hate speech detection performance that surpasses 
models like GPT-3.5. Considering the improvements in recall performance that 
we observed following data augmentation in fine-tuning these models, we believe 
that further scaling the data that models like the recent variants of GPT are 
trained on by means of targeted text generation holds promise for improving 
state-of-the-art performance on this task. 

4.7 Conclusion 

This work evaluated several large transformer-based language models that have 
been specialized for the task of hate speech detection using task-related data. The 
key findings are that augmenting training data for those hate speech classifiers with 
generated examples leads to substantial gains in recall, at the cost of some precision 
loss. This indicates that the synthetic data introduces useful lexical diversity, while 
potentially adding some noise. Overall F1 scores still tend to improve. Among 
the models tested, the large generative model GPT-3.5 showed strong hate speech 
detection capabilities even in a zero-shot setting, although smaller specialized models 
like HateBERT were competitive in some cases. 

As future research, we believe that extending and enhancing data-generation 
efforts using state-of-the-art generative LLMs may yield even higher-quality 
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synthetic text sequences. Scaling up these efforts may also support enhanced 
training of very large language models to various semantic phenomena, including 
hate speech. 
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Best Practices and Key 
Considerations for Artificial 
Intelligence Regulation 
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5.1 Introduction 

The rise of artificial intelligence (AI) and generative artificial intelligence (GAI) 
represents a significant technological milestone in today’s digital world. However, 
as this technology evolves, critical challenges also emerge, not only in the tech
nological sphere but also in organizational, legal, cultural, and international rela
tions contexts. The academic literature and the global community recognize the 
need to regulate AI and GAI to address major problems related to the increase of 
online hate speech and the spread of false information on social media, seeking 
to hold individuals and institutions that promote intelligent systems accountable 
for these activities. 

This chapter aims to contribute to the creation of a healthier and safer digital 
environment by conducting a critical analysis of best practices for the develop
ment of GAI in a way that mitigates the risks associated with the automation 
of the dissemination of hate speech and misinformation on social media. To 
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this end, we describe the scenarios provoked by the rapid advancement of AI 
applications as designed by the latest research, we discuss the challenges of con
trolling and monitoring them, and we examine the recognized positive and 
negative impacts on society. Finally, we analyze the challenges to applying the 
five identified categories of best practices, and we offer eight key considerations 
for creating effective regulation of generative AI that promotes a safer and more 
ethical digital environment. 

5.2 Theoretical foundation 

The term artificial intelligence (AI), coined by McCarthy (1995), represents a 
collection of mathematical and statistical algorithms that execute processes at 
super speed using a huge volume of data at the same time (Goeman Jr., 2022). 
Current AI systems perform ultra-fast processing on information bases that contain 
data in the trillions that humans would not be capable of seeing, evaluating, and 
processing adequately (Goeman Jr., 2022). 

From virtual assistants that simplify daily tasks to the creation of innovative 
art, AI has the potential to positively revolutionize the way we interact with 
technology. In reality, there is practically no sector that is not being impacted by 
the use of AI. Finance, government, logistics, law, health, communication, and 
security are examples of sectors that are benefiting from the use of AI and its 
optimization and prediction algorithms of a mathematical and statistical nature 
(Goeman Jr., 2022). 

To draw an analogy, the emergence of generative AI (GAI) with its linguis
tic and dialogical capacity demonstrates its ability with ChatGPT® (Generative 
Pretrained Transformer—third-generation generative pretrained transformers), 
which is based on large language models (LLMs). These natural language proces
sing models can understand and generate language similar to human language, 
have many parameters, and are trained with large volumes of data that allow for 
unique use cases, generating responses in dialogs/conversations, explaining com
plex subjects, concepts, or themes, as well as generating new codes (Eke, 2023). 

At this point, Scott’s (2023) warning about the massive transformations 
that will happen in society with the arrival of this technology seems pertinent. 
Even positioning himself as an optimist regarding the future use of GAI, the 
author highlights the need to reflect on the consequences of the choices that 
society will make about its use. By doing so, it is possible to develop models 
that empower and amplify human needs, ensuring a positive impact on the 
use of technology. 

The applications of this technology are found in systems, apps, software, 
search engines, social networks, and more. Beyond its use for generating text 
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automatically, including chatbots, virtual assistants, and even the creation of 
journalistic content (ChatGPT–OpenAI®), generative AI is being utilized for 
automatic translation through platforms like Google® Translate, which employs 
this technology to translate texts between different languages with high quality. 

In addition, in the creative industry, GAI is inspiring artists and designers to 
create innovative works, exploring new frontiers in music, visual art, and film 
(Clarke, 2022). An example of an application in this field of art creation, such 
as images, videos, and music, is the technology DeepArt.io. On the positive side, 
there is Grammarly®, the assisted writing tool that helps improve grammar and 
text style, or virtual assistants such as Apple® Siri® or Google Assistant for integra
tion with users through conversations. In medicine, for example, AI accelerates 
the process of researching new drugs and improving disease diagnosis, significantly 
reducing the risks, time, and costs involved in these processes. 

The applications of GAI have indeed provided remarkable benefits in various 
fields, positively transforming many aspects of our society. Such references cor
roborate the perception of the positive applications of GAI, identifying how it 
has provided significant benefits in various areas, improving efficiency, creativity, 
and convenience in our daily lives. 

However, when analyzing the risks associated with the use of GAI, it is impor
tant to consider solid data and evidence related to hate speech and misinformation. 
The proliferation of online misinformation has been widely documented, with 
studies indicating that fake news has the potential to spread six times faster than 
true news (Vosoughi, 2018). Moreover, GAI is increasingly used in the creation 
of deepfakes, with falsified videos that can deceive even the most attentive eyes 
(Saylor & Harris, 2023). 

In highlighting hate speech, social networks have faced increasing challenges 
as they have given voice to the intrinsic aspect of human nature, widely studied 
by psychology. Psychological studies, such as those by Philip Zimbardo on the 
Stanford Prison Experiment in 1971,* have demonstrated that, under certain 
circumstances and in the absence of social control, people can exhibit harmful 
and even cruel behaviors. The application of this understanding to the era of 
social networks suggests that when there are no significant barriers to inhibit 
these negative impulses, individuals may feel entitled to vent their pains and 
hatred in a harmful and aggressive way online, contributing to the spread of 
hate speech. Therefore, social control plays a crucial role in moderating human 
behavior, especially in the digital environment, as, in the context of GAI, it can 
be used to automatically generate hate messages and disseminate them on a large 
scale, creating a toxic online environment (ADL, 2023). 

* https://www.prisonexp.org/ 

https://www.prisonexp.org
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Adding to this serious negative impact of the use of GAI, it is also used to 
affect the way people access information online. Machine learning algorithms in 
search engines are designed to personalize the content that is shown to the user. 
The way social media feeds are organized is also dictated by these algorithmic 
predictions. These deployed algorithms decide what people see and in what order 
(Flaxman et al., 2016). 

This scenario has led to evaluations of the economic, legal, and social impacts 
of its use. There are numerous documents and reports with different scopes, con
ducted by universities, governments, and multilateral organizations. One of them 
is the AI Index Annual Report by the Human-Centered AI Institute (HAI, 2021) 
of Stanford University, which lists the ethical challenges and a set of recommen
dations for the use of GAI. 

Another is the Coordinated Plan for Artificial Intelligence of the European 
Union (European Commission, 2021). The plan outlines a coordinated approach 
to maximizing the benefits and addressing the challenges brought about by AI, 
detailing seven objectives, including funding startups, investing in various research 
centers of excellence, supporting master’s and doctoral degrees in AI, creating 
common European data spaces, and developing ethical guidelines with a global 
perspective. This document is the work of the European Commission on Artificial 
Intelligence, which was created for the development of independent strategies to 
regulate AI-based solutions that are becoming increasingly common. In fact, the 
European Parliament passed the Europe AI Act on June 16, 2023 (Del Sesto et 
al., 2023; European Parliament, 2023). 

This same document defined a set of ethical norms to guide the development of 
AI on the continent, with the premise that every decision made by an algorithm 
needs to be checked and explained. Moreover, the EU considers that reliable and 
safe GAI applications must take into account aspects of people, safety, privacy, 
transparency, diversity, social and environmental well-being, and accountability 
(European Commission, 2022). Such references lead to the necessity of construc
ting a regulatory framework for the use of GAI that seeks to find a normative 
balance to foster and promote the development of a human-centered technology 
(Goemann Jr., 2022). 

Of course, while GAI offers numerous positive opportunities for use, its 
implementation must be carefully considered and regulated to minimize its risks 
and ensure a healthier and safer digital environment for all. As we celebrate the 
achievements of GAI, it is imperative that we consider the risks associated with 
its use, especially regarding hate speech and the spread of misinformation. The 
same technology that brings us positive experiences can also be exploited for 
harmful purposes, highlighting the importance of regulations as well as practices 
to ensure that GAI is a beneficial and not a harmful force in our ever-evolving 
digital society. 
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5.3 Best practices for a healthy and 
secure digital environment 

There are several authors who contribute significantly to the study of best practices 
for GAI for a healthy and secure digital environment. Among these, we identify 
Gebru et al. (2021), researchers in artificial intelligence ethics. The authors are 
known for their work in identifying biases in artificial intelligence systems, as 
well as for promoting transparency in artificial intelligence and responsibility in 
AI research. In their work titled “Datasheets for Datasets,” the authors propose 
the creation of datasheets for datasets used in AI, increasing transparency and 
understanding of the limitations of the data. 

The work of Joanna Bryson (2018), a researcher in AI and computer ethics, 
focuses on ethics in the field of AI, human-machine interaction, and governance 
of AI systems. Bryson discusses the importance of establishing clear ethical bound
aries in the autonomy of robots and AI systems. Her text is clear as to: 

Robots should not be described as people, nor should they be given legal or moral 
responsibility for their actions. Robots are entirely our property. We determine 
their goals and behavior, directly or indirectly, by specifying their intelligence 
or how their intelligence is acquired. By humanizing them, we not only further 
dehumanize real people, but we also encourage poor human decision-making in 
the allocation of resources and responsibilities. This is true at both the individual 
and institutional levels. 

And Kate Crawford (2013) corroborates this when discussing how the use of 
big data can perpetuate prejudices and social biases, and she proposes approaches 
to mitigate these problems. Crawford explores issues of ethics and justice in AI 
and data science. Her work includes critical analyses of AI algorithms and their 
influence on society. 

Another notable contribution to the discussion of ethics in AI came with the 
book Algorithms of Oppression: How Search Engines Reinforce Racism by Safiya Umoja 
Noble (2018), a professor and author who addresses issues of prejudice and social 
justice in AI and internet search technology. This book examines how search algo
rithms can perpetuate biases and discrimination, with a focus on Internet search. 

These authors, among others, have been contributing significantly to the 
understanding of necessary best practices for ethics in AI, providing valuable 
insights on how to create a healthier and safer digital environment. Their research 
is widely cited and influential in the field of AI ethics. 

From these discussions, which have been going on for some time, some prac
tical initiatives have been generated around the world. Let’s recall the experiences 
being carried out by companies like Google and Meta/Facebook® in using GAI 
to make their search filters more effective and, among other things, recognize 
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people’s facial features, make personalized recommendations through algorithms, 
and automatically eliminate offensive content (Goeman Jr., 2022). This initiative 
is extremely significant since Internet platforms today represent a central place 
where public discussions are held (Latonero, 2018), expanding their scope and 
their impact on the formation of collective opinions. A significant proportion of 
speech and expression happens online (Balkin, 2017). 

When it comes to AI, certain characteristics of this intelligent technology, such as 
opacity, complexity, and autonomy of some algorithms, make it difficult to establish 
the cause between the operation of a program and its results (Goeman Jr., 2022). 
The role of algorithms responsible for personalizing information, as well as those 
involved in online content moderation, is largely opaque. There is a challenge for 
Internet companies to provide transparency in these processes and be held accoun
table (UNESCO, 2023). This document from UNESCO discusses transparency 
in AI systems, focusing on the importance of transparency for accountability and 
trust in AI platforms. It highlights the need for clear and meaningful transparency, 
not just in terms of quantity but also in quality. The document also mentions the 
challenges in defining and implementing transparency in algorithmic systems, such 
as internet fragmentation and ineffectiveness in addressing digital harms. It empha
sizes the need for a multilevel approach to transparency throughout the AI system 
lifecycle, considering ethical impacts, explainability, and potential sharing of code 
or datasets in critical situations. Meta/Facebook, for example, has an independent 
board to review content moderation decisions and provide greater transparency and 
opportunities for redress when dealing with offensive content. 

From a review directed to the theme, we recognize some practices that stand out 
for the importance of multidisciplinary and collaborative approaches to mitigate 
the risks associated with AI and GAI and promote a healthier and safer digital envi
ronment. For this work, we have categorized practices into five categories: organiza
tional, technological, legal, cultural, and international cooperation, as listed below. 

5.3.1 Organizational practices 

Transparency and accountability are fundamental to building a healthy and safe 
digital environment. Organizations such as OpenAI (OpenAI, 2023) have stood 
out in promoting transparency by publishing information about their generative 
AI models and practices. This means that the public and the research community 
can understand how these systems work, assess their impacts, and ensure that 
organizations are accountable for their actions in the creation and use of AI. The 
European Commission also emphasizes the importance of transparency in its 
Ethical Guidelines for Trustworthy and Transparent AI (AI Ethics Guidelines for 
Trustworthy AI, European Commission, 2019), encouraging practices that foster 
public trust in technology. 
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Ethical training is a cornerstone for AI developers and organizations working 
with GAI technologies. Companies like Google® (Google, n.d.) are investing in 
ethical training programs to ensure that their developers understand the ethical 
and social implications of their projects. This helps prevent the creation of systems 
that could inadvertently harm society or reinforce biases. Ethical training also 
encourages the creation of more responsible technologies that are sensitive to 
human concerns. In the United States, the widely cited NIST AI Risk Manage
ment Framework was developed in 2023 (NIST, 2023) to help organizations deal 
with mitigating possible AI risks. 

5.3.2 Technological practices 

Content moderation has come to play a vital role in promoting a healthy and safe 
digital environment, as evidenced by platforms such as Meta/Facebook® (Facebook, 
n.d.) that employ content moderation algorithms to identify and remove harmful 
content such as hate speech and disinformation. These algorithms help protect 
users from unwanted exposure to harmful content and contribute to promoting 
constructive and respectful online discussions. 

Automated AI-based fact-checking is a valuable tool for combating the spread 
of false and dishonest information. Organizations like Full Fact (Full Fact, 2021) 
develop systems that can identify misleading statements and provide accurate 
information to users. This helps improve the quality of information available 
online and reduce the impact of misinformation. 

5.3.3 Cultural practices 

Promoting media literacy and teaching critical media skills, as UNESCO (n.d.) 
aims to do, is crucial in empowering people to discern truthful information 
from false and to recognize hate speech. This helps individuals become informed 
consumers of digital content and contribute to a healthier online environment. 

Raising awareness about ethics in AI, promoted by organizations such as the 
Institute for Ethics in AI at the University of Oxford (Oxford, 2024), stimulates 
critical discussions about the social, ethical, and political impacts of AI. This helps 
raise awareness among developers, researchers, and society in general to consider 
the ethical implications in their work. 

5.3.4 Legal practices 

In the United States, the White House Office of Science and Technology Policy 
recently developed the Blueprint for an AI Bill of Rights (White House, n.d.) to 
serve as a way to reduce possible harmful effects from AI systems. A significant 
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practice is beginning to emerge in Canada, which has a principles-based approach to 
regulating AI, focusing on equality, privacy, and accountability. And, as previously 
mentioned, Europe passed the Europe AI Act in 2023 to address similar issues. 

Also, strict laws against hate speech, such as the NetzDG in Germany (NetzDG, 
n.d.), are essential to tackle the growing problem of online hate speech. These laws 
establish clear guidelines and legal responsibilities for online platforms, encour
aging the prompt removal of harmful content and the protection of user rights. 

Specifically in Brazil, the Brazilian Artificial Intelligence Strategy—EBIA, insti
tuted by Ordinance MCTI No. 4,979 of July 13, 2021 (MCTI, 2021), takes on 
the role of guiding the actions of the Brazilian State in favor of the development 
of actions, in its various aspects, that encourage research, innovation, and the 
development of solutions in AI as well as its conscious, ethical use in favor of a 
better future. Aligned with the Organisation for Economic Co-operation and 
Development (OECD) guidelines endorsed by Brazil, the EBIA is based on the 
five principles defined by the organization for responsible management of AI 
systems—namely: (1) inclusive growth, sustainable development, and well-being; 
(2) human-centered values and equity; (3) transparency and explainability; 
(4) robustness, safety, and protection; and (5) accountability. 

While there is not yet specific legislation to regulate AI or GAI, the Brazilian 
Federal Senate is currently considering Bill 2338/2023 (Brazil, 2023) for the 
creation of the Regulatory Framework for Artificial Intelligence. Kaufman (2023) 
considers the project a good starting point, but suggests that it still needs to 
reduce compliance risks and better specify user rights to be perfected. 

However, there are some laws and regulations that can serve as foundations 
for the creation of this legal framework, such as Law No. 13.709, known as the 
General Data Protection Law (LGPD), enacted by the National Congress of Brazil 
on August 14, 2018, which establishes principles for the treatment of personal 
data, which is relevant, as many generative AI systems use personal data (Brazil, 
2018). There is also Law No. 12.965, known as the Civil Rights Framework 
for the Internet, enacted by the National Congress of Brazil on April 23, 2014, 
which establishes principles such as net neutrality and platform responsibility 
for illegal content (Brazil, 2014). These two laws could be expanded to include 
specific provisions related to AI—for instance, LGPD could address transparency 
and accountability with the use of individual data by AI, and the Civil Rights 
Framework for the Internet could be extended to address issues related to disin
formation and hate speech generated by AI. 

5.3.5 International cooperation practices 

The pursuit of global regulatory standards for AI, including the regulation of 
GAI by the United Nations, indicates that, in parallel with regulatory practices, 
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priority should be given to international cooperation practices, as the movement 
must be global (Azouley, 2018). In this way, global standards aim to establish 
common guidelines that can be followed by countries and organizations around 
the world. This promotes consistency and international cooperation in addressing 
ethical and legal issues related to AI. 

The sharing of best practices, as promoted by the Global Network Initiative,* 
allows technology companies to learn from each other and collaborate in miti
gating risks and promoting a safer digital environment. 

5.4 Final considerations 

It is not surprising that the Internet is still a space where, among other things, mis
information, hate speech, and propaganda of violence and war are also conveyed. 
On the other hand, initiatives have been recorded on all continents to monitor 
and control the automatic proliferation of this evil, as seen among the good prac
tices listed. As a result of this movement and of the pressure from governments 
to regulate the content posted on their platforms, social media companies and 
various technological platforms have been investing in finding solutions to address 
some of these issues (Citron & Pasquale, 2014). 

Some governments require platforms to monitor and remove content without 
waiting for requests based on national authorities’ laws. The Council of the Euro
pean Union (2017) explicitly expects Internet platforms to develop new techno
logies and tools to improve the detection and automatic removal of content that 
incites such acts. This demand on Internet platforms has generated the exercise 
of good practices that drive the use of automated systems for content moderation 
(Andersen, 2018). 

However, the good practices mentioned are still initial and raise doubts and 
uncertainties about their scope and guarantees. Private entities, which have the 
legal right to make their own decisions about the limits of content moderation, 
for example, have expressed concern that governments may violate freedom of 
speech rights by delegating to platforms the removal of offensive but legal speech, 
avoiding process and accountability (Keller, 2018). 

In summary, regulation and international consensus are expected, as the dimen
sion of the Internet crosses continental borders. However, it is appropriate to 
conclude some key points that should be taken into consideration by legislators 
to create regulations about AI and its consequent GAI, as follows. 

A clear definition of generative AI is fundamental to establishing the ground
work for regulation. This enables lawmakers and authorities to understand exactly 
what is being regulated and how to categorize different types of generative AI 

* https://globalnetworkinitiative.org/ 

https://www.globalnetworkinitiative.org
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based on risk. Clear definitions help avoid ambiguity and ensure that regulations 
are applied consistently. 

Transparency is essential for public trust in generative AI. Requiring developers 
and platforms to disclose the use of AI in online content helps users understand 
when they are interacting with automated systems. This also allows for indepen
dent assessments of potential biases and drives accountability for all involved 
parties (European Commission, 2021). 

Assigning responsibility to both AI developers and platforms is another point 
to consider to ensure that all stakeholders are held accountable for their actions. 
This is especially important when it comes to the dissemination of hate speech 
and misinformation, as it prevents malicious actors from evading responsibility 
(NetzDG, n.d.) 

Requiring ethical and social impact assessments when developing and deploy
ing generative AI systems helps anticipate and mitigate potential negative con
sequences. This encourages a more responsible approach to AI development and 
ensures that systems are designed with societal and ethical impacts in mind (Jobin 
et al., 2019). 

Promoting education and awareness about AI and its negative impacts is essen
tial to empower individuals to understand and make informed decisions about its 
use. This contributes to a safer digital environment and enables people to identify 
and resist hate speech and misinformation (UNESCO, 2021). 

International cooperation with organizations and other countries is crucial 
because many problems related to generative AI are global. Working together 
facilitates the exchange of best practices, coordination in addressing transnational 
threats, and the development of a unified approach to regulating generative AI. 

It is essential to ensure that regulations consider the protection of human 
rights, such as freedom of speech, while addressing abuses of generative AI. This 
requires a delicate balance to avoid undue censorship while protecting individuals’ 
fundamental rights (European Commission, 2021). 

Continuous improvement of the legislation itself should be allowed. The law 
should be adaptable and flexible to keep pace with the rapid advancement of 
technology and changes in threats. This ensures that regulations remain relevant 
and effective over time as generative AI evolves (Floridi et al., 2018). 

These key points should be considered for the creation of effective regulation 
of generative AI that promotes a safer and more ethical digital environment. 

5.5 Conclusion and contribution 

From the results achieved in this study, we can conclude that we are at a crucial 
moment for the creation and implementation of effective regulations that can 
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guide the development and responsible use of artificial intelligence and generative 
artificial intelligence. The lack of specific legislation for these technologies is a 
challenge, but also an opportunity to build a solid regulatory framework adapted 
to the needs of society. 

In Brazil, Bill 2338/2023 in particular is an important step in this direction, 
but as Kaufman (2023) points out, there is still room for improvement, especially 
regarding the protection of users’ rights and the minimization of compliance 
risks. This reinforces the need for a broad and participatory debate that includes 
not only legislators and experts but also civil society, so that a consensus can be 
reached on how these technologies should be regulated. 

Furthermore, international cooperation is essential to address the global chal
lenges that AI and GAI present. The exchange of best practices and the construc
tion of a unified approach to regulating these technologies are fundamental to 
ensuring that we can reap the benefits of AI and GAI while minimizing their risks. 

In summary, this chapter seeks to contribute to the debate on the regulation 
of AI and GAI, highlighting the importance of legal practices and international 
cooperation and presenting key points that should be considered by legislators 
to create effective regulations adapted to the needs of society. 

This chapter’s contribution to the understanding of the necessary regulation 
of technologies based on AI and GAI is fundamental, especially by identifying 
the essential points that must be considered by legislators. These points serve 
as a guide for creating effective regulations adapted to the needs of society, 
ensuring that we can reap the benefits of these technologies while minimizing 
their risks. For future research, it would be interesting to explore the practical 
applicability of these points in different contexts and jurisdictions, as well as to 
analyze specific cases of AI and GAI regulation in different countries. Further
more, it is essential to investigate the ethical and social implications of these 
technologies, seeking to understand how they can affect society as a whole and 
how we can ensure that their development and use are conducted in an ethical 
and responsible manner. 
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6.1 Introduction 

In today’s society, which is increasingly globalized and centered around information 
technology, growing cyber threats pose a challenge to organizations, institutions, 
and individuals (Bove, 2023). A cyberattack can attack nearly every aspect of our 
lives, from personal information and privacy to national security and economic 
stability. As our dependence on information technology grows, so does our vul
nerability to cyber threats. A cyberattack is any attempt to access, alter, or delete 
data or computer systems without authorization, as well as any action aimed at 
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disrupting the normal functioning of digital infrastructure. These attacks are car
ried out by hackers, cybercriminals, terrorist organizations, and sometimes even 
nation-states. The motivation for such actions can be financial gain, industrial 
espionage, or political or ideological activities. The consequences of such attacks 
can be catastrophic and include loss of data, financial losses, and even threats to 
human life. 

Cyber threats are ubiquitous, and attackers constantly improve their skills 
and tools (Marr, 2021). As a result, it is necessary to adapt and expand defense 
strategies against cyberattacks constantly. Adequate cyber risk management and 
early detection of threats are key elements in maintaining security in the digital 
environment. 

In this rapidly changing situation, generative artificial intelligence (GAI) is 
increasingly important in cybersecurity (Tlili et al., 2023; Adetayo, 2023). GAI 
is an area of artificial intelligence that focuses on creating systems capable of 
generating new content, including text, images, audio, and more (Radford et al., 
2019). GAI technologies are profoundly impacting many industries (De et al., 
2022). These technologies, driven by big data, have accelerated the rapid evolution 
of pre-trained foundational models, including conversational artificial intelligence 
systems. Such models unlock enormous potential to revolutionize applications, 
from customer service to content generation. 

However, GAI can also be important in cybersecurity through its ability to 
analyze data, identify patterns, and detect unknown threats (Floridi & Cowls, 
2019; Florek-Paszkowska et al., 2021). In cybersecurity, GAI could analyze net
work traffic, identify unexpected patterns and behaviors, and detect attacks early 
(Du et al., 2023). Traditional threat monitoring and detection methods relied on 
rules and known signatures, limiting them in detecting new, unknown threats. 
GAI, with its ability to perform machine learning and large-scale data analysis, 
can significantly improve the detection of attacks, including those that were 
previously difficult to identify. 

However, GAI is not just for detecting attacks. It can also predict attacker 
behavior, analyze cybersecurity trends, and develop defense strategies against 
future threats. It is worth noting that GAI can continuously learn and adapt 
to the changing cybersecurity landscape, which is crucial in the fight against 
increasingly sophisticated attacks. 

This chapter will discuss various ways to use GAI to prevent cyberattacks and 
respond to high-probability emergencies. We will present practical solutions 
and strategies that allow early detection of threats to the digital environment 
and effective counter-attacks. As technology evolves and becomes more advanced 
and accessible, GAI is a promising tool in the fight against threats in a dynamic 
cyber environment. 
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6.2  Generative Artificial Intelligence 
(GAI) in the Fight Against Threats 

GAI is a powerful tool that can be used for early detection of threats in the digital 
environment. However, at the same time, it risks being used for hate, disinforma
tion, and manipulation (Korzynski et al., 2023). Therefore, it is important to focus 
on developing detection technology, education, and international cooperation to 
combat these threats. The future of early detection of digital threats will depend on 
our actions and commitment to ensuring a safe and hate-free online environment. 

Log and data analysis using GAI is an indispensable tool in the field of cyber 
security. GAI can process vast amounts of information, including system logs, 
security data, network traffic, and many other data sources, allowing it to detect 
potential threats efficiently and effectively. GAI analyzes this data to look for dis
turbing patterns, anomalies, and behaviors that may indicate attempted attacks 
or security breaches (Norori et al., 2021). 

GAI systems can sift through vast amounts of content, including text, images, 
and videos, in search of hateful, extremist, or potentially harmful content 
(Moravec et al., 2020). This enables rapid response to potential threats, which is 
key to preventing cyberattacks and minimizing the impact of incidents. One of 
GAI’s main strengths is its ability to identify new and unknown threats, which 
is especially important for zero-day attacks that do not yet have available signa
tures or known patterns. This allows organizations to be better prepared for the 
changing cybersecurity landscape. 

GAI can also provide real-time data to monitor and respond to ongoing threats. 
It automatically generates alerts and reports on detected anomalies, enabling 
security teams to take immediate defensive action. With its ability to effectively 
analyze logs and data, GAI helps organizations secure their systems against attacks, 
minimizing the risk of data loss, security breaches, and IT disruptions (Rana et al., 
2022). In a world of increasingly sophisticated cyber threats, GAI is becoming a 
key component of cyber security strategies. 

Generating attack signatures by GAI represents an important step in the evolu
tion of the cybersecurity field. Attack signatures are sets of hallmarks that identify 
specific threats and malware. Traditionally, these signatures were created manually 
by security analysts based on information about known attacks. 

However, as attacks evolve and become more complex, the manual creation 
of signatures must be improved (Piotrowski, 2023). GAI uses machine learning 
techniques to automatically generate attack signatures based on analysis of a range 
of data, such as system logs, message content, network traffic, and more. The 
process involves extracting characteristics of a specific type of attack or malicious 
behavior, which enables the automatic identification of these threats. 
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One of the main strengths of GAI’s attack signature generation is its ability to 
identify new and unknown threats. Traditional methods rely on prior knowledge 
of known attacks, which means they cannot detect zero-day attacks—those that 
have not been previously identified and have no signatures available. GAI can 
analyze new behavioral patterns and characteristics to detect such attacks (Eke, 
2023). Generating attack signatures is scalable and can be applied to different 
types of data and systems (Teubner et al., 2023). GAI can also provide these 
signatures in real time, enabling immediate response to detected threats. 

Finally, GAI reduces the workload of security analysts, who no longer have 
to create attack signatures manually. Instead, they can focus on more advanced 
tasks and strategic aspects of cybersecurity. GAI’s generation of attack signatures 
is a step forward in threat detection, allowing organizations to better prepare for 
the changing cybersecurity landscape and more effectively protect their assets 
and data from attacks. 

Phishing detection by GAI is an effective way to defend against one of the most 
common threats in the digital environment. Phishing is an insidious technique 
that cybercriminals use to phish for sensitive information such as passwords, credit 
card numbers, and personal information by impersonating trusted sources. Phish
ing attacks can take many forms, including fake emails, websites, text messages, 
and social media messages (Varsha, 2023). The consequences of such attacks can 
be severe, leading to data loss, theft of financial resources, and invasion of privacy 
(Oduro et al., 2022). 

GAI has become a key tool in combating phishing. GAI uses advanced machine 
learning techniques to analyze message content and identify caesuras specific to 
phishing attempts. GAI helps combat phishing by analyzing the content of emails, 
text messages, and other communications to look for caesuras characteristic of 
phishing attempts, such as requests for sensitive information or links to suspicious 
sites (Mazurek & Malagocka, 2019; Piotrowski, 2023). It can detect attempts to 
impersonate known and trusted companies or institutions, a common practice 
in phishing. 

GAI can analyze URLs in the content of messages and identify fake or suspi
cious web domains that can be used to redirect victims to phishing sites. It can 
also analyze attachments and files for malware or data capture attempts (Nasir et 
al., 2021). Examining sender behavior, including message frequency, communi
cation patterns, and other characteristics that may indicate phishing attempts, is 
possible. GAI works in real time, enabling rapid response to phishing attempts 
and generating alerts, and by automating the phishing detection process, analysts 
can focus on more advanced tasks and tracking advanced attacks. GAI can be 
continuously improved and adapted to new phishing techniques and trends. By 
using GAI in phishing detection, organizations can protect their employees and 
customers more effectively from such attacks (Eke, 2023). This tool makes it 
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possible to detect phishing attempts early and minimize the risks associated with 
these attacks, which is a key component of a cybersecurity strategy. 

Social media monitoring by GAI is important to cyber security and online rep
utation protection strategies. Social media has become integral to online life, pro
viding platforms for communication, content sharing, and networking (Teubner 
et al., 2023). 

However, they are also a hotbed for various threats, including misinformation, 
reputation attacks, fake profiles, cyberbullying, and more (Rana et al., 2022). GAI 
is being used to monitor and respond to these threats effectively by analyzing vast 
amounts of data published on social media to look for disturbing patterns and 
behaviors that may indicate threats (Stahl, 2021). These systems can monitor user 
activity on social media, discussion forums, and other online platforms, identi
fying behaviors that suggest potential threats (Moravec et al., 2020; Freelon et 
al., 2022). This could include attempts at bullying, causing conflict, or spreading 
hateful content. 

At the same time, however, GAI can also create erroneous and malicious infor
mation. The hope, though, is that by analyzing content published on social media, 
sources of information can be verified, and potential cases of misinformation and 
false information can be detected (Wach et al., 2023). GAI could detect reputa
tional attacks and monitor comments, posts, and mentions on social media to 
identify attempts to damage the reputation of companies, institutions, or individ
uals (Dwivedi et al., 2023; Palladino, 2022; Kietzmann et al., 2020; Jones-Jang 
et al., 2021; Androniceanu et al., 2022). 

Detecting distributed denial of service (DDoS) attacks using GAI is a key 
component of cybersecurity strategies used by organizations and ISPs, for whom 
DDoS attacks pose a tough challenge (Du et al., 2023). Attackers seek to over
whelm servers and networks, leading to decreased availability of online services 
and potential financial losses. Therefore, there is an urgent need to detect and 
defend against these attacks effectively. GAI is becoming a key tool in combating 
DDoS attacks, as it can accurately analyze network traffic to look for disturbing 
patterns that may indicate DDoS attacks and detect traffic patterns that differ 
from normal behavior, indicating attempted attacks. 

Attackers often change tactics to avoid detection (Illia et al., 2023). GAI is 
flexible, can adapt to new attack methods and can distinguish between a DDoS 
attack and an increase in natural traffic, thus minimizing false alarms. GAI can 
be integrated with defense systems to automatically implement defense strategies, 
such as redirecting attacker traffic, and it generates alerts and reports on detected 
attacks, allowing for effective monitoring and response to threats (Garibay et al., 
2023). By using GAI in detecting DDoS attacks, organizations can more effec
tively defend against these types of threats and minimize the impact of attacks 
on the availability of online services. This tool is becoming a key component of 
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cyber security strategies in an era of increasing numbers of DDoS attacks with 
increasing severity. 

Predicting the behavior of cyber criminals using GAI is a modern and advanced 
technique in cybersecurity. It allows identifying potential threats and preparing 
to defend against them. In this context, predicting the behavior of cyber crim
inals is becoming a key component of cyber security strategies. GAI is a tool 
that enables organizations to predict and respond to such behavior (Eliot, 2023; 
Piotrowski, 2023). 

GAI can analyze large amounts of historical data on attacks, techniques, tar
gets, and tactics of cybercriminals. Based on this data, it can identify patterns 
and trends in attacker behavior. It can extract caesuras specific to certain criminal 
groups, allowing it to identify their digital signatures. Attackers are constantly 
adapting their methods and tactics, and GAI can study and track changes in 
criminal behavior and new trends in cybercrime. Based on analysis of historical 
data and ongoing monitoring, it is possible to identify attempted attacks before 
they are executed, and it can analyze criminals’ publications and communications 
for information on their motivations, which helps understand why they attack 
and what targets are important to them. GAI can automatically generate alerts 
on potential threats and recommendations for defensive actions. By using GAI to 
predict the behavior of cybercriminals, organizations can more effectively prepare 
to defend against threats and minimize the risk of attacks. This tool enables a 
more proactive approach to cybersecurity and improves an organization’s ability 
to anticipate and respond to new and advanced attacks. 

GAI is an advanced technology revolutionizing the approach to data analysis 
and report generation in cybersecurity. GAI can analyze data from various sources, 
such as system logs, network traffic, email messages, or social media content, 
to identify potential threats. Generating reports and analysis by GAI to detect 
threats is an important part of a cybersecurity strategy (Li et al., 2023). GAI can 
analyze huge amounts of data, processing vast amounts that would be difficult or 
impossible for humans to analyze quickly. GAI analyzes data to look for anomalies 
or disturbing patterns or behaviors that may indicate attacks or security breaches 
and automatically generates alerts when such patterns or behaviors are detected, 
enabling security teams to take immediate defensive action (Greshake et al., 2023). 

GAI operates in real time, allowing for real-time monitoring of digital behavior 
and situations, and it can be adapted to different types of data and systems, ena
bling organizations to monitor multiple aspects of cybersecurity simultaneously 
(MaungMaung & Kiya, 2023)—reports and analyses generated from processed 
data, providing relevant information and insights for security and management 
teams. By using GAI in generating reports and analysis, organizations can more 
effectively monitor their digital environment, detect threats, and take appropriate 
defensive actions (Chan, 2023). 
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Automating threat response is one of the most important steps in building an 
effective cybersecurity strategy. Rapid response is key in an environment where 
cyberattacks are increasingly sophisticated and intense. GAI is becoming a central 
component of this strategy, enabling the automation of many aspects of defense 
operations. It analyzes real-time data and network traffic to detect troubling 
patterns and security incidents. It automatically generates alerts when threats are 
detected, enabling security teams to respond quickly and classify threats based 
on data analysis to determine their priority and importance (Du et al., 2023). 

Generating recommendations for defensive actions, such as blocking network 
traffic associated with an attack or isolating infected devices, is possible. GAI can 
identify intrusion attempts and unauthorized access attempts, generate alerts, and 
implement appropriate security measures, and it can be customized for different 
types of data and systems, allowing organizations to monitor multiple aspects of 
cyber security simultaneously (MaungMaung & Kiya, 2023). Automating threat 
response using GAI allows organizations to minimize response time to security 
incidents, which is crucial in combating attacks. 

6.3 The future of early threat detection 
in the digital environment 

While GAI has great potential for cybersecurity, there are more secure solutions. 
There are challenges to overcome—for instance, understanding threats, protecting 
against malicious data, entering protection mode, and controlling AI. 

Understanding threats in the context of the future of early threat detection 
in the digital environment is crucial in an era in which our lives are increasingly 
intertwined with technology (Du et al., 2023). The digital environment, which 
includes the Internet, information systems, and networked devices, is becoming 
an integral part of our daily lives. However, at the same time, it is becoming a field 
in which numerous threats are developing that can have serious consequences for 
our privacy, security, and stability (Karim, 2023). 

One key aspect is understanding the changing role of data. Data has become 
a key component of the digital world, and its value is enormous. As the flow of 
information increases, the dangers of inappropriate use are also growing. Theft of 
personal data, attacks on companies and institutions, and disinformation cam
paigns are examples of what can happen when data falls into the wrong hands. 
Therefore, early detection of threats in the digital environment is essential to stay
ing safe. The added value is anticipating potential attacks and responding to them 
before they cause significant damage. Online behavior monitoring and analysis 
systems and artificial intelligence technologies are key to identifying suspicious 
activity and catching previously unknown threats. 
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Education and awareness are also extremely important in understanding the 
risks in the digital environment (Cooper, 2023). People should understand what 
risks online activities entail, what practices can help minimize those risks, and 
what consequences come with inappropriate use of technology. This task is for 
individual users as well as educational institutions, companies, and governments, 
which should support educational initiatives and awareness campaigns. 

In the context of the future, new technologies such as the Internet of Things 
(IoT), artificial intelligence, and 5G will create new opportunities and risks. There
fore, investing in research and development of new digital security tools and 
strategies is important. A proactive approach is key to understanding threats in 
the future of early digital threat detection. We cannot wait until we are attacked 
but must act in advance to protect our data, privacy, and the stability of our digi
tal world. This requires cooperation between the public and private sectors and 
continuous monitoring and adaptation to the changing cybersecurity landscape. 

Protecting against harmful data in the context of the future of early threat 
detection in the digital environment is becoming increasingly critical as our 
dependence on data continues to grow (Du et al., 2023). In the digital age, data 
is inextricably linked to our personal and professional lives. However, the dan
gers of using data in harmful and illegal ways are also growing at the same time. 
Harmful data includes various types of information, such as malicious software 
(malware), fake websites, personal data stolen by cybercriminals, misinformation, 
and false information that can mislead or manipulate people. Protecting this 
data is becoming a priority, as its misuse can lead to financial losses, violations of 
privacy, and even threats to democracy and society (Dwivedi et al., 2023). 

Early detection of malicious data threats is critical. With the right tools and 
technologies, such as online behavior monitoring systems, data analytics, and 
artificial intelligence, suspicious activity and dangerous content can be detected 
before they cause significant damage. Examples of such activities include detecting 
phishing, an attempted online scam involving phishing for sensitive information, 
or detecting malware in real time. In parallel with the technical aspect of pro
tecting from malicious data, promoting awareness and education among Internet 
users is crucial. People need to understand the risks of different types of malicious 
data and what security practices they should follow. This also includes verifying 
information sources, thinking critically, and distinguishing fake content from 
real content (Das, 2023). 

In the context of the future, developing more advanced tools and technologies 
to protect malicious data will be essential. Cybercriminals are constantly improv
ing their methods, so we must constantly improve our defenses. In addition, 
international cooperation is becoming increasingly important, as malicious data 
threats know no borders. In conclusion, protecting malicious data in the context 
of the future is a challenge that requires both advanced technology and public 
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awareness (Du et al., 2023). Early detection of threats, education, and coopera
tion are key to maintaining security in a digital environment that is becoming 
increasingly complex and challenging. 

Moving into protection mode against the backdrop of the future of early detec
tion of threats in the digital environment is becoming a key element in ensuring 
online security. This is due to the need to respond quickly to growing threats in 
a digital world that is increasingly complex and dynamic (Li & Liao, 2023). Pro
tection mode is a process in which organizations and users proactively prepare to 
defend against potential threats and respond to them rapidly and coordinatedly. 
It is an approach that assumes that threats are unavoidable but that they can be 
minimized and their impact limited by taking appropriate precautions. 

In terms of the future, moving into protection mode will be based on several 
key elements. The first is constant awareness of the different types of threats in the 
digital environment (Cooper, 2023). This means that organizations and individual 
users must stay informed about new types of attacks, techniques used by cyber-
criminals, and current risks (Blasingame & Liu, 2023). Organizations and users 
must invest in digital security training and education. Good practices, procedures, 
and techniques for responding to attacks should be known and implemented at 
all levels (Du et al., 2023). Early detection of threats relies on advanced tools and 
technologies. Online behavior monitoring systems, data analytics, and artificial 
intelligence can detect disturbing activity and suspicious behavior in real time 
(Wach et al., 2023). 

Organizations and individuals should develop detailed plans to respond to 
various attack scenarios. The added value is that the response is quick, coordinated, 
and effective to minimize damage. In today’s global digital environment, collabo
ration is key. Organizations should collaborate with other institutions, companies, 
and governments to share threat information and work together for security. 

It is worth emphasizing that going into protection mode does not mean you 
have to live in constant fear. It is a preventive approach that allows us to focus 
on proactively and effectively responding to threats instead of avoiding them. 
In this way, we can enjoy the benefits of the digital world while maintaining 
our security and privacy. Going into protection mode will become even more 
important in the future in the face of growing threats and increasingly sophis
ticated attack techniques. 

GAI has great potential for content creation, but at the same time, it carries 
challenges of abuse and potential threats to society (Amariles & Baquero, 2023). 
GAI can be used to create textual and multimedia content (Cooper, 2023). It 
is a tool that can be used to entertain, educate, and create valuable informa
tion. However, there is a risk that it can be used to spread disinformation and 
spam, manipulate public opinion, and create harmful content (Chan, 2023). 
The control of GAI in the context of the future is based on several key elements: 
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monitoring and detection, regulation and ethics, education and awareness, tech
nology, and innovation. 

It is necessary to continuously monitor GAI activity on the network to detect 
content or behavior that may pose a threat (Scharth, 2022). Content analysis 
technologies and content verification algorithms are key tools in the early detec
tion process. Creating regulations and ethical rules regarding the use of GAI is 
key. Organizations and online platforms should adopt appropriate guidelines and 
regulations to control how GAI is used and what the restrictions are (Blasingame 
& Liu, 2023). Educating users so that they understand the potential risks of 
GAI and know how to recognize them is critical. This helps build more critical 
thinking toward the information generated by GAI. At the same time, developing 
advanced technological tools, such as algorithms to detect harmful or manipula
tive content, is essential to control GAI effectively. 

In the context of the future, continuing to work on GAI control will be crucial 
as these technologies evolve, and with them will come new threats (Wach et al., 
2023). Striking a balance between harnessing the potential of GAI and controlling 
its operation is a challenge that will be important for the security and stability 
of the digital environment. However, developing technologies and strategies for 
early detection of threats in the digital environment will continue to be a key area 
of focus. GAI has tremendous potential to be used in the fight against hateful 
content and cyber threats, subject to proper oversight and regulation (Cooper, 
2023). It is important to continue researching and developing tools that help 
detect threats early while protecting Internet users’ freedom of speech and privacy. 
Combating threats in the digital environment will be a long-term process that 
requires the involvement of various sectors of society. 

6.4 Summary 

Intelligent security systems based on GAI are key in the fight against growing 
cyber threats. With the ability to analyze data, detect patterns, and respond in real 
time, GAI can help organizations and individuals prevent attacks and minimize 
the impact of cyber threats. As technology evolves, GAI becomes an increas
ingly indispensable cybersecurity tool. However, there are still many challenges 
to overcome before we can realize the full potential of GAI in cybersecurity. It 
is worth investing in researching and developing this technology to keep in step 
with evolving threats and protect our digital future. By analyzing large amounts 
of data in real time, GAI is able to detect disturbing patterns and anomalies that 
may indicate attempted attacks or other security breaches. In addition, GAI can 
identify potential security vulnerabilities and predict the evolution of threats, 
allowing for more proactive defense measures. 
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While traditional security analysis and response methods remain important, 
integrating GAI into a cybersecurity strategy opens up new possibilities and allows 
organizations to adapt to increasingly sophisticated attacks. Working with GAI is 
becoming essential for organizations to effectively protect their assets, data, and 
reputation from the growing cyber threat. It is worthwhile to continue researching 
this area and investing in developing and implementing GAI technologies as part 
of a digital security strategy. 

References 

Adetayo, A. J. (2023). Artificial intelligence chatbots in academic libraries: The 
rise of ChatGPT. Library Hi Tech News. 

Amariles, D. R., & Baquero, P. M. (2023). Promises and limits of law for a 
human-centric artificial intelligence. Computer Law & Security Review, 48, 1–9. 

Androniceanu, A., Georgescu, I., & Sabie, O.-M. (2022). The impact of digita
lization on public administration, economic development, and well-being 
in the EU countries. Central European Public Administration Review, 20(1), 
7–29. 

Blasingame, Z., & Liu, C. (2023). Diffusion models for stronger face morphing 
attacks. arXiv preprint arXiv:2301. 04218. 

Bove, T. (2023). Bill Gates says ChatGPT will ‘change our world’ but it doesn’t 
mean your job is at risk. https://fortune. com/2023/02/10/bill-gates-chatgpt 

-jobs-chatbot-microsoft-google-bard-bing/ 
Chan, A. (2023). GPT-3 and InstructGPT: Technological dystopianism, uto

pianism, and “contextual” perspectives in AI ethics and industry. AI and 
Ethics, 3(1), 53–64. 

Cooper, G. (2023). Examining science education in ChatGPT: An exploratory 
study of generative artificial intelligence. Journal of Science Education and 
Technology, 32(3), 444–452. 

Das, D. (2023). Understanding the choice of human resource and the artificial 
intelligence: “Strategic behavior” and the existence of industry equilibrium. 
Journal of Economic Studies, 50(2), 234–267. https://dx.doi.org/10.2139/ssrn 
.3868734 

De, S., Bermudez-Edo, M., Xu, H., & Cai, Z. (2022). Deep generative models 
in the industrial internet of things: A survey. IEEE Transactions on Industrial 
Informatics, 18(9), 5728–5737. 

Du, H., Wang, J., Niyato, D., Kang, J., Xiong, Z., & Kim, D. I. (2023). AI-
generated incentive mechanism and full-duplex semantic communications 
for information sharing. IEEE Journal on Selected Areas in Communications. 
28 Jun 2023. arXiv:2303.01896v2 [eess.SP] 

https://www.fortune.com
https://www.dx.doi.org/10.2139/ssrn.3868734
https://www.fortune.com
https://www.dx.doi.org/10.2139/ssrn.3868734


 

  

 

 
 

 

  

 
 
 
 

 
   

 

 

 
 
 

102 Regulating Hate Speech Created by Generative AI 

Dwivedi, Y. K., Kshetri, N., Hughes, L., Slade, E. L., Jeyaraj, A., Kar, A. K., 
Baabdullah, A. M., Koohang, A., Raghavan, V., Ahuja, M., Albanna, H., 
Albashrawi, M. A., Al-Busaidi, A. S., Balakrishnan, J., Barlette, Y., Basu, 
S., Bose, I., Brooks, L., Buhalis, D. . . . Wright, R. (2023). So what if 
ChatGPT wrote it? Multidisciplinary perspectives on opportunities, chal
lenges and implications of generative conversational AI for research, practice 
and policy. International Journal of Information Management, 71. https://doi 
.org/10.1016/j.ijinfomgt.2023.102642 

Eke, D. O. (2023). ChatGPT and the rise of generative AI: Threat to academic 
integrity? Journal of Responsible Technology, 13. 

Eliot, L. (2023). Generative AI ChatGPT as masterful manipulator of humans, wor
rying AI ethics and AI law. Forbes. https://www.forbes.com/sites/lanceeliot 
/2023/03/01/generative-ai-chatgpt-as-masterful-manipulator-of-humans 
-worrying-ai-ethics-and-ai-law/?sh=74d194521d66 

Florek-Paszkowska, A., Ujwary-Gil, A., & Godlewska-Dzioboń, B. (2021). Busi
ness innovation and critical success factors in the era of digital transfor
mation and turbulent times. Journal of Entrepreneurship, Management, and 
Innovation, 17(4), 7–28. 

Floridi, L., & Cowls, J. (2019). A unified framework of five principles for AI in 
society. Harvard Data Science Review, 1(1). 

Freelon, D., Bossetta, M., Wells, C., Lukito, J., Xia, Y., & Adams, K. (2022). 
Black trolls matter: Racial and ideological asymmetries in social media dis
information. Social Science Computer Review, 40(3), 560–578. 

Garibay, O. O., Winslow, B., Andolina, S., Antona, M., Bodenschatz, A., Coursaris, 
C., Falco, G., Fiore, S. M., Garibay, I., Grieman, K., Havens, J. C., Jirotka, M., 
Kacorri, H., Karwowski, W, Kider, J., Konstan, J., Koon, S., Lopez-Gonzalez, 
M., Maifeld-Carucci, I. . . . Xu, W. (2023). Six human-centered artificial intel
ligence grand challenges. International Journal of Human-Computer Interaction, 
39(3), 391–437. 

Greshake, K., Abdelnabi, S., Mishra, S., Endres, C., Holz, T., & Fritz, M. (2023). 
More than you’ve asked for: A comprehensive analysis of novel prompt injec
tion threats to application-integrated large language models. arXiv preprint 
arXiv:2302. 12173. 

Illia, L., Colleoni, E., & Zyglidopoulos, S. (2023). Ethical implications of text 
generation in the age of artificial intelligence. Business Ethics, the Environ
ment & Responsibility, 32(1), 201–210. 

Jones-Jang, S. M., Mortensen, T., & Liu, J. (2021). Does media literacy help 
identification of fake news? Information literacy helps, but other literacies 
don’t. American Behavioral Scientist, 65(2), 371–388. 

Karim, R. (2023). ChatGPT: Old AI problems in a new guise, new problems in disguise. 
Monash Lens. https://lens.monash.edu/@politics-society/2023/02/13/1385448 
/chatgpt-old-ai-problems-in-a-new-guise-new-problems-in-disguise 

https://www.doi.org/10.1016/j.ijinfomgt.2023.102642
https://www.forbes.com
https://www.lens.monash.edu
https://www.doi.org/10.1016/j.ijinfomgt.2023.102642
https://www.forbes.com
https://www.lens.monash.edu


 

 
 

 

 

 

 

   
 

 
 

 

 

 

The Use of GenAI for Early Detection of Threats in the Digital Environment 103 

Kietzmann, J., Lee, L. W., McCarthy, I. P., & Kietzmann, T. (2020). Deepfakes: 
Trick or treat? Business Horizons, 63(2), 135–146. 

Korzynski, P., Mazurek, G., Altmann, A., Ejdys, J., Kazlauskaite, R., Paliszkiewicz, 
J., Wach, K., & Ziemba, E. (2023) Generative artificial intelligence as a new 
context for management theories: Analysis of ChatGPT. Central European 
Management Journal, 31(1). 

Li, H., Guo, D., Fan, W., Xu, M., & Song, Y. (2023). Multi-step jailbreaking 
privacy attacks on ChatGPT. arXiv preprint arXiv:2304. 05197. 

Li, X., & Liao, H. (2023). A large-scale group decision making method based 
on spatial information aggregation and empathetic relationships of experts. 
Information Sciences, 632, 503–515. 

MaungMaung, A., & Kiya, H. (2023). Generative model-based attack on learn
able image encryption for privacy-preserving deep learning. arXiv preprint 
arXiv:2303. 05036. 

Marr, B. (2021). What are the negative impacts of artificial intelligence (AI)? Ber
nard Marr & Co. https://bernardmarr.com/what-are-the-negative-impacts-of 

-artificial-intelligence-ai/ 
Mazurek, G., & Malagocka, K. (2019). Perception of privacy and data protec

tion in the context of the development of artificial intelligence. Journal of 
Management Analytics, 6 (4), 344–364. 

Moravec, P. L., Kim, A., & Dennis A. R. (2020). Appealing to sense and sensi
bility: System 1 and System 2 interventions for fake news on social media. 
Information Systems Research, 31(3), 987–1006. 

Nasir, J. A., Khan, O. S., & Varlamis, I. (2021). Fake news detection: A hybrid 
CNN-RNN based deep learning approach. International Journal of Infor
mation Management Data Insights, 1(1). 

Norori, N., Hu, Q., Aellen, F. M., Faraci, F. D., & Tzovara, A. (2021). Address
ing bias in big data and AI for health care: A call for open science. Patterns, 
2(10), 100347. 

Oduro, S., Moss, E., & Metcalf, J. (2022). Obligations to assess: Recent trends 
in AI accountability regulations. Patterns, 3(11), 100608. 

Palladino, N. (2022). A ‘biased’ emerging governance regime for artificial intelli
gence? How AI ethics get skewed moving from principles to practices. Tele
communications Policy, 47(5). DOI: 10. 1016/j. telpol. 2022. 102479. 

Piotrowski, D. (2023). Privacy frontiers in customers’ relations with banks. Eco
nomics and Business Review, 23(1), 119–141. 

Radford, A., Wu, J., Child, R., Luan, D., Amodei, D., & Sutskever, I. (2019). 
Language models are unsupervised multitask learners. OpenAI Blog, 1(8). 

Rana, N. P., Chatterjee, S., Dwivedi, Y. K., & Akter, S. (2022). Understanding 
dark side of artificial intelligence (AI) integrated business analytics: Assess
ing firm’s operational inefficiency and competitiveness. European Journal of 
Information Systems, 31(3), 364–387. 

https://www.doi.org/10.1016/j.telpol.2022.102479
https://www.bernardmarr.com
https://www.bernardmarr.com


 

 
 

 

 
  

 
 

104 Regulating Hate Speech Created by Generative AI 

Scharth, M. (2022). The ChatGPT chatbot is blowing people away with its writ
ing skills. The University of Sydney. https://www.sydney.edu.au/news-opinion 
/news/2022/12/08/the-chatgpt-chatbot-is-blowing-people-away-with-its 
-writing-skil.html 

Stahl, B. C. (2021). Artificial intelligence for a better future: An ecosystem per
spective on the ethics of AI and emerging digital technologies. Springer 
Nature. https://link.springer.com/book/10.1007/978-3-030-69978-9 

Teubner, T., Flath, C. M., Weinhardt, C., van der Aalst, W., & Hinz, O. (2023). 
Welcome to the era of ChatGPT et al. Business & Information Systems Engi
neering, 65(2), 95–101. 

Tlili, A., Shehata, B., Adarkwah, M. A., Bozkurt, A., Hickey, D. T., Huang, R., 
& Agyemang, B. (2023). What if the devil is my guardian angel: ChatGPT 
as a case study of using chatbots in education. Smart Learning Environments, 
10(1). 

Varsha, P. S. (2023). How can we manage biases in artificial intelligence systems—A 
systematic literature review. International Journal of Information Manage
ment Data Insights, 3(1). 

Wach, K., Duong, C. D., Ejdys, J., Kazlauskaitė, R., Korzynski, P., Mazurek, G., 
Paliszkiewicz, J., & Ziemba, E (2023). The dark side of generative artificial 
intelligence: A critical analysis of controversies and risks of ChatGPT. Entre
preneurial Business and Economics Review, 11(2), 7–24. 

https://www.sydney.edu.au
https://www.link.springer.com
https://www.sydney.edu.au


 
 

 

 

 
 
 

            
 
 
 
 

Chapter 7
 

Unwanted Psychological 

Diagnoses: Discriminative 

Dangers of Generative AI
 

Mirko Farina,1* Xiao Yu,2 and Andrea Lavazza3 

1Institute for Digital Economy and Artificial Systems: Xiamen 
University, China, and Lomonosov Moscow State University, Russia 

2Sichuan Center for Digital Development, China 
3Centro Universitario Internazionale, Arezzo and University of Pavia, Italy 
*Corresponding author 

7.1 Generative AI and why it matters to healthcare 

Machine learning (ML) is a branch of artificial intelligence (AI) that focuses 
on using data and algorithms to mimic the way humans learn. ML does so by 
unearthing patterns from data and by providing key insights about them (LeCun et 
al., 2015). Because of that quality, one can legitimately consider ML as the heavy 
lifter of the AI world (Farina, Karimov et al. 2022; Farina, Gorb et al., 2022). 

Generative AI (GAI) can be considered as an extension of machine learning. 
GAI can learn to generate data (via ML), but it can also turn around to critique 
and refine such data, thereby transforming them into something actionable 
(Farina & Lavazza, 2023; Farina, 2023). GAI has, for these reasons, the potential 
to transform and revolutionize our interactions with machines and computers, 
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potentially unlocking uncharted territories across various industries and domains 
(Brynjolfsson et al., 2023). 

GAI has a long and rich history. One can argue that the origin of GAI can be 
traced back to the mid-20th century, when researchers and scientists embarked 
on a mission to create intelligent machines.* More specifically, in the early 1930s, 
Georges Artsrouni and Petr Smirnov-Troyanskii patented a device called ‘the 
mechanical brain’, which had facilities for retrieving and printing stored infor
mation. The device was multipurpose. The inventors suggested applications ‘such 
as the automatic production of railway timetables, of telephone directories, of 
commercial telegraph codes, of banking statements, and even of anthropometric 
records’ (Hutchins, 2004, p. 13). However, the mechanical brain became famous 
as a mechanical multilingual dictionary.† 

A few decades later, Joseph Weizenbaum (1966) created the first chatbot, ELIZA, 
which could simulate conversations with a psychotherapist. Shortly after that, 
in 1968, another computer scientist, Terry Winograd, developed SHRDLU, a 
natural language–understanding program that could manipulate and reason out 
of a world of blocks according to instructions from a user (Winograd, 1972). 

However, it was not until the 1980s that more significant progress was achieved 
in the field, and these were due to two fundamental innovations: (1) the introduc
tion of Bayesian network causal analysis in computer science (see Pearl, 2000, for 
a review), which offered the possibility to represent uncertainty through statistical 
techniques; and (2) the development of neural networks (such as recurrent neu
ral networks [RRNs]; Jordan, 1986) or convolutional neural networks (CNNs; 
LeCun et al., 1989), which could learn from data and evolve over time. 

Taking full advantage of these important innovations, Bengio et al. (2003) 
famously published a paper which suggested a method to model language using 
feed-forward neural networks. The paper opened the door to the creation and 
development of sophisticated AI applications (such as voice-powered personal 
assistants). 

In 2012, Krizhevsky et al. designed the AlexNet CNN architecture (see also 
Krizhevsky et al., 2017), pioneering a new way of automatically training neural 
networks. However, it was not until the advent of variational autoencoders (VAEs; 
Kingma & Welling, 2013) and generative adversarial networks (Goodfellow et 
al., 2014) that GAI’s true potential began to manifest. 

VAEs learn the underlying distribution of input data and can generate new 
data (say, images) by sampling from the learnt latent distribution. These models 
consist of two parts: an encoder that transforms input data into a latent space, 
*	 Some may push its origins back to the 17th century, with the ideas of Descartes and 

Leibniz and the need to develop a universal, philosophical and ‘logical’ language. 
†	 The source is a report by the Estonian newspaper Vaba Maa, which was reproduced (in 

Russian) in the proceedings of a conference on MT held in Tallin in 1962. 
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and a decoder that reconstructs the original data. In the generation process only 
the decoder part of VAE is used. 

Generative adversarial networks (GANs) were developed in 2014. The archi
tecture of GANs consists of two neural networks: a generator network that gen
erates data (say, images) from noise, and a discriminator network that determines 
whether the generated data is real or fake. The generator network is trained to 
produce, for instance, images that can fool the discriminator network into believ
ing that they are real, while the discriminator network is trained to differentiate 
between the real and generated images. Through this adversarial training process, 
the generator network becomes better at generating more realistic images that 
closely resemble real images. 

Since the creation of VAEs and GANs, GAI has proliferated and been leveraged 
to produce a plethora of things, ranging from videos to music and literature. In 
2017, Vaswani et al. developed the concept of transformers and inspired researchers 
to look into the development of AI tools that could automatically parse unlabeled 
text into large language models (LLMs). 

In 2018, Devlin et al. developed Bidirectional Encoder Representations from 
Transformers (BERT), which, unlike previous deep learning models, has already 
been pre-trained and therefore has in-built representations of the words and sen
tences as well as underlying semantic relations through which they connect. This 
was a very important step in the development of modern GAI tools, as it paved 
the way for more reliable and effective content generation in LLMs, opening the 
door to releases of models (such as generative pre-trained transformers [GPT®] 
and subsequent versions, e.g., GPT-4) which are capable of effortlessly composing 
original texts—in a coherent manner and with minimal overlapping with existing 
works—or translating them between different languages (Farina, 2023). 

GAI (and ML) have since then found profitable applications in various sectors, 
including healthcare (Darcy et al., 2016; Farina & Lavazza, 2021), education 
(Jarke & Breiter, 2019), finance (Ryman-Tubb et al., 2018; Farina et al., 2024), 
criminal justice (Ryberg & Roberts, 2022), marketing (Coyle & Weller, 2020), 
and entertainment (Bilow, 2022; Ciancarini et al., 2023). 

In this contribution, we will look at the potential applications of ML (Deo, 
2015; Obermeyer & Emanuel, 2016) and GAI tools in the field of medicine 
(Alamir & Alghamdi, 2022; Morley et al., 2023). The application of modern 
GAI tools (such as ChatGPT®-3.5/4) can help healthcare organizations achieve 
the goals of the quadruple aim as described in Bodenheimer and Sinsky (2014). 
That is, it can contribute to enhancing patient/consumer experience, expanding 
population health, improving the work life of healthcare providers while reducing 
the cost of care (see also Lenharo, 2023). In our chapter, however, we will focus 
mostly on the ethical and moral dimension of this fascinating debate. We note 
here that our contribution is non-axiological and non-normative in character. 
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Specifically, in Section 2, we review the possible benefits arising from the 
application of GAI in the medical practice. These are mostly found in diag
nostics, in optimization of medical resources, and in disease screening, as 
well as in the improvement of patient engagement and in the construction of 
voice-based electronic medical records (in line with the goals of the quadruple 
aim described above). 

In Section 3, we describe the potential dangers and pitfalls surrounding the 
large-scale application of this technology. These dangers and pitfalls are mostly 
concerned with security issues, biases, and oversight. 

In Section 4, we focus on our case study (unwanted psychological diagnoses), 
which further illustrates problems related to the application of AI tools in med
icine. Through the discussion of this case study, we highlight a series of ethical 
and moral considerations, which we believe should be addressed with urgency 
by researchers, practitioners, and decision-makers. 

Finally, in Section 5, we summarize what we have achieved and discuss possible 
future research directions. 

7.2 Generative AI in healthcare: Potential benefits 

In many fields, as we noted above, the development of machine learning and of 
various GAI tools has been indispensable in solving complex problems. This is also 
true for medicine, where AI technology is expected to deeply transform the medical 
sector during the next 20 years* (see also Stoumpos et al., 2023). More specifically, 
GAI tools could provide valuable prognostic and diagnostic information, which 
could improve the relationship between the doctor and the patient. They could 
also help with management of scarce resources (e.g., medical personnel), as well 
as with the construction of digital medical records (from users’ speech via speech 
recognition technology), which could save much time for doctors. In this section, 
we will discuss all these benefits in turn, starting from the capacity to provide 
quick and helpful diagnostic and prognostic information. 

GAI tools can certainly improve diagnostic accuracy. Arrhythmia detection 
from electrocardiogram (ECG) recordings is typically performed by expert tech
nicians or by cardiologists. Rajpurkar et al. (2017) developed an algorithm which 
exceeded the performance of board-certified cardiologists in detecting diverse 
types of cardiac arrhythmias from ECGs. The authors trained a 34-layer CNN 
architecture capable of detecting 12 types of arrhythmia on a sample of 29,163 
subjects. The results obtained from the model were ‘tested on 336 records against 
six board-certified cardiologists, yielding an aggregate positive predictive value of 

*	 https://www.mckinsey.com/industries/healthcare/our-insights/what-to-expect-in-us 
-healthcare-in-2023-and-beyond 

https://www.mckinsey.com
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0.80 compared to 0.72 in cardiologists and aggregate sensitivity of 0.78 compared 
to 0.72 in cardiologists’ (see Haq et al., 2021, p. 914). 

More recently, building and expanding on those earlier results, Hannun et al. 
(2019) developed a deep neural network (DNN) with the intent of classifying 
‘12 rhythm classes using 91,232 single-lead ECGs from 53,549 patients who 
used a single-lead ambulatory ECG monitoring device’ (p. 65). After valida
tion against a control test dataset compiled by a committee of board-certified 
cardiologists, the aforesaid model achieved a significantly higher positive pre
dictive value and sensitivity (0.837) than that displayed by the cardiologists 
themselves (0.780). 

In addition, Esteva et al. (2017) trained a CNN model to detect and diagnose 
skin cancers. The model runs on a dataset of 129,450 skin images. The CNN 
model managed to achieve a performance on par with that of certified and prac
ticing dermatologists, thereby demonstrating that it could effectively diagnose 
skin cancers. 

GAI tools can also improve prognostic accuracy. For example, Kather et al. 
(2019) used ML techniques to predict the survival and molecular alternations in 
gastrointestinal and liver cancer. 

The use of these AI tools, in combination with human doctors, could make 
both the diagnoses and the prognoses more accurate and even more acceptable 
by the patients, as they will provide not only an empirically informed—yet phe
nomenological—interpretation of the findings, but also an absolutely objective 
analysis of the results at hand. These are just two ways in which AI tools could 
be beneficial for the medical profession. 

Another way in which these tools could help doctors would be through the 
management of scarce resources (e.g., medical personnel), especially at times of 
emergency (think about scenarios similar to the one faced by public health sys
tems across the world at the onset of the COVID-19 pandemic). GAI tools could 
well extend the reach of doctors and, by extensions, of hospitals and healthcare 
institutions broadly conceived, by providing relatively low-cost instruments for 
dealing with non-emergency situations. For instance, chatbots could be set up to 
answer common questions in reception, or to perform easy tasks under relatively 
light supervision (such as scans, content-based image retrievals, image annota
tions; see Obermeyer & Emanuel, 2016) in radiology or anatomical pathology, 
thereby performing much routine medical work, allowing the doctors to be more 
aptly reallocated into sectors where humans are so far irreplaceable. 

And yet, GAI tools could also contribute, in line with the goals of the quad
ruple aim described above, to the construction of voice-based electronic medical 
records. Voice electronic medical record systems could save doctors quite a bit of 
time in their daily practice and allow patients to enjoy a fuller and better experi
ence with the specialist (Payne et al., 2018). It is well known that doctors spent a 
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lot of time (between 3 and 5 hours per day)* checking medical records. Logging 
large amounts of clinically irrelevant data results in less meaningful communica
tion with patients and even less time for careful and thorough medical diagnoses. 

For these reasons, voice electronic medical record systems (developed, for 
instance, by iFly-Tek in China) were put into operation by some hospitals (for 
example, the Chinese Academy of Medical Sciences & Peking Union Medical 
College). This resulted in many benefits. The doctors could efficiently and almost 
effortlessly complete digital medical records, and the patients were able to enjoy 
better medical care and access their medical records by simply printing the docu
ments converted from the voice electronic medical records (Kong et al., 2019). 

There are many other ways in which GAI tools could benefit the medical 
profession (see Sohail, 2023, and Peng et al., 2023, for helpful insights)—for 
instance, through the adoption of medical robots guided or supervised by chat
bots or even with predictions in drug discovery applications. However, owing to 
the limits of space, we will skip their analysis here and will focus instead on the 
potentially nefarious effects that this forthcoming AI revolution may bring about 
in the medical profession. 

7.3 Generative AI in healthcare: 
Pitfalls and open challenges 
Biological systems are indeed very complex (holistic) entities, with multiple inter
related elements, not merely reducible to a set of mechanical (formal) inputs 
and outputs. Thus, the key to extracting the most valid, biologically meaningful 
interpretation of any medical findings is the integration process between all the 
resources at hand (the doctors, the infrastructure in which they operate, the 
culture and the community in which they are immersed, and the tools—the 
technology—which they use). Albeit deep learning algorithms are quite capable of 
operating with multiplatform data, their full integration in a human, holistically 
driven milieu is computationally nontrivial and does present challenges. 

In this section, building and expanding on this initial observation, we look into 
potential issues that threaten to undermine the meaningful application of GAI 
in medicine, hence balancing the positive outlook we sketched in the previous 
section with some realistic concerns, which we believe deserve much attention by 
both professionals (practitioners) and decision-makers. We do so with respect to 
three main areas, domains, or categories: security, biases, and oversight. 

Security and privacy concerns should be discussed in parallel to the full imple
mentation of GAI in medicine. Patient healthcare data are very valuable and 

*	 https://www.kevinmd.com/2022/04/how-much-time-do-physicians-spend-in-the-ehr 
.html 

https://www.kevinmd.com
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should be protected unconditionally (Singh et al., 2021). This is why, without 
direct informed consent by patients, collecting and using patient data should, we 
believe, be categorically forbidden. However, even if consent is given, a number 
of issues still arise. These are mostly concerned with risks related to data leakage 
or data breaches (Bloudoff-Indelicato, 2015). 

Healthcare institutions and related parties are particularly vulnerable to data 
breaches and ransomware attacks. A 2023 IBM Security report shows a 15% 
increase over three years in costs for data breaches.* Data leakage (voluntarily, 
for commercial purposes, or involuntarily, driven, say, by the incompetence of 
system administrators) is therefore a very serious issue for the field. In addition, 
the sharing of private health data to train and use AI tools constitutes another 
significant downside in terms of privacy, which requires focus and care by decision 
makers. Training AI algorithms requires access to enormous amounts of private 
data, and the use of GAI tools risks the exposure of such data. 

Furthermore, the tools may memorize and retain the information on which 
they have been trained (Dar et al., 2023). As a matter of fact, a series of studies 
(e.g., Price & Nicholson, 2021) demonstrated that AI tools can sometimes 
re-identify individuals even if the data has been effectively anonymized. More 
worryingly perhaps, in some instances, it was shown that GAI tools could not 
only re-identify the individual but could also make informed guesses about the 
individual’s non-health condition (Price & Nicholson, 2021). 

As happens with other issues concerning general privacy, many states world
wide are trying to regulate the use of such tools and therefore somehow protect 
individuals’ privacy in healthcare; however, we are still a long way from the 
development of supranational binding regulations. As the use of AI in healthcare 
expands, all parties involved in the process should be aware of the risks under
lying the use of these tools and therefore collectively act towards the protection 
of the public. 

Besides issues with personal security, the application of GAI tools in healthcare 
has recently raised many concerns about the potential biases underlying the algo
rithms governing the functioning of such tools (Lancet Regional Health, 2023). 
A few studies (e.g., Obermeyer et al., 2019; Vartan, 2019; Confalonieri et al., 
2022) found race-based discrepancies, which were due to the lack of training data 
for minority populations. In a recent report, Bhatt et al. (2022) also emphasized 
the need to reassess the sensitivity of clinical algorithms to make sure it is well 
understood ‘how race is used and justified’. 

To help ensure that all patients receive the care they need, the American 
Medical Association (Henry, 2023) also identified a series of key points for the 

*	 https://www.ibm.com/reports/data-breach?utm_content=SRCWW&p1=Search&p4 
=43700072379268622&p5=p 

https://www.ibm.com
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use of AI in healthcare. Those points are essentially suggestions for the use of 
population-representative data and contains recommendations to avoid explicit 
and implicit biases and to maximize transparency. To this extent, the AMA 
encourages the use of human-machine partnerships (augmented AI) rather than 
of fully autonomous GAI tools. 

However, it should also be noted that, if appropriately used, GAI tools have 
the potential to actually reduce the prevalence of bias in medicine. This is because, 
if properly trained and not constrained by external forces, such tools can include 
a broader (hence fairer) range of inputs in their datasets. So, when physicians 
‘forget’ to prescribe adequate pain medication or order a necessary laboratory test 
for Black or Hispanic subjects, the GAI tool might come in and question that 
decision, ultimately leading to a more equitable form of care for all. 

Lastly, another open challenge remains to be discussed in this section. This is 
the issue of oversight (Meskó & Topol, 2023). A number of studies (e.g., Lal et 
al., 2022) have already called for the implementation of revised ethical approaches 
towards GAI tools. Such approaches should be underpinned by a broader vision 
on research and by a proactive stance on oversight, which should aim at creating 
a new regulatory category for GAI tools, while providing regulatory guidance or 
assistance (possibly supranational and multipolar) for companies and healthcare 
organizations (Vayena & Blasimme, 2022; Finlayson et al., 2021). This means that 
human oversight should be required by law, and this could be ultimately aimed at 
improving the accuracy and quality of the answers produced by GAI tools. 

7.4 Case study: Unwanted psychological diagnoses 

In addition to the technical opportunities examined so far, clinical evidence seems 
to converge in creating the possibility of mass health screenings. This opens the 
door to unwanted psychological diagnoses—that is, in a general sense, diagnoses 
conducted remotely through new digital medical tools, without the knowledge 
of the individual being examined. 

With respect to the above, a first general premise is that the burden, both per
sonal and social, produced by psychiatric disorders and the difficulty of having 
accurate early diagnoses seems to justify the use of new digital tools, even in place 
of care provided directly by physicians. 

Second, it appears that clinical data in the classical sense are less predictive of 
the development of psychiatric disorders than other biographical and contextual 
information that is indirect and much easier to obtain. 

Third, automation, as it were, of diagnosis and treatment in psychology and 
psychiatry seems to have some drawbacks, but these appear to be outweighed by 
the advantages offered by AI tools for the clinical practice. 
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Fourth, precisely based on the technical possibilities offered by the new AI 
tools in fields other than medicine, applications capable of making screenings 
and evaluations based on elements provided voluntarily or involuntarily by the 
individuals examined are being proposed and disseminated. 

In what follows, we’ll consider these premises in turn with the intent of under
standing what the perspective of unwanted psychological diagnoses might be. This 
will be followed by a discussion of possible applications, weighing the benefits 
and risks of such practices. 

The first premise is that the burden of mental illness is growing. Arias et al. 
(2022, p. 1) estimated ‘that 418 million disability-adjusted life years (DALYs) 
could be attributable to mental disorders in 2019 (16% of global DALYs)—a 
more than three-fold increase compared to conventional estimates. The economic 
value associated with this burden is estimated at about USD 5 trillion. At a 
regional level, the losses could account for between 4% of gross domestic product 
in Eastern sub-Saharan Africa and 8% in high-income North America’. 

We also know that patients with psychiatric disorders are more likely to develop 
other organic diseases and experience premature mortality (Plana-Ripoll et al., 
2019). The COVID pandemic that has affected the entire planet since 2020 
has exacerbated the spread of some psychiatric disorders because of measures to 
restrict social contacts, the general climate of fear and threat, and the difficulty 
of accessing diagnosis and treatment due to the shift in health care attention to 
those affected by the virus (Penninx et al., 2022). 

It therefore comes as no surprise that methods to identify psychiatric dis
orders at an early, even asymptomatic, stage and more effective individualized 
treatments are being sought. A review of recent meta-analyses of randomized 
controlled trials of psychotherapies and pharmacotherapies for the main men
tal disorders in adults showed that, ‘after more than half a century of research, 
thousands of RCTs and millions of invested funds, the effect sizes of psycho
therapies and pharmacotherapies for mental disorders are limited, suggesting a 
ceiling effect for treatment research as presently conducted. A paradigm shift in 
research seems to be required to achieve further progress’ (Leichsenring et al., 
2022, p. 133). 

The second premise follows from the studies that are trying to answer the 
challenges laid out above about mental illness. In particular, we know that most 
lifetime psychiatric disorders can be diagnosed clinically from 10 to 24 years 
of age, but symptoms that occur for years before the illness is full blown are 
hardly observed, thus losing the opportunity for prevention and early intervention 
(Kessler et al., 2005). 

A recent study (de Lacy et al., 2023) used 160 candidate predictors across 
multiple domains of human function to predict mental illness. They ranged from 
developmental aspects (prenatal exposures to substances, pregnancy, and infant 
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history) and cognitive domains (educational history including IQ and discipline 
issues, traits, and cognitive aspects); to the behavioral domain (marijuana use 
to distress tolerance), the social domain (parent demographic, race, social expe
rience and skills), and even to the physiological one (characteristics, medical 
history, functional connectivity—46 metrics). In the study the authors used 
three machine learning algorithms optimized with a novel artificial intelligence 
meta-learning technique to predict individual cases of anxiety, depression, atten
tion deficit, disruptive behaviors and post-traumatic stress. The authors found 
that ‘across all five conditions, psychosocial and psychometric constructs were 
more important final predictors than neural metrics of brain function’ (p. 11). 

The third premise concerns the effective counterarguments made to the pos
sible objections against the massive use of artificial intelligence. It is generally 
believed that, especially in the field of psychology, direct interaction with a phy
sician is essential and cannot be delegated to artificial intelligence. However, it 
must be considered that in some rather widespread conditions, such as depression 
or autism, patients find it difficult to leave their homes and relate to other peo
ple, physicians in particular. Minerva and Giubilini (2023) attest that soldiers 
are more likely to talk about post-traumatic stress to virtual interviewers than to 
human doctors. In addition, patients with digital tools have less fear of disclosing 
their illness, which can lead to social stigma. 

On the other hand, the lack of healthcare practitioners has a negative impact 
because many people who need care cannot get it, while simple apps that can 
be installed on smartphones can at least partially make up for this. Still, some 
digital devices are proving more effective than the best psychologists and psychi
atrists—for example, in the accuracy with which they detect suicidal tendencies 
in patients (Walsh et al., 2017). 

Finally, the fourth premise ties in with some of the points made above. Personal 
sensing (or digital phenotyping), natural language processing, and chatbots are 
new tools capable of detecting at least some symptoms of mental disorders at a 
distance and without the need for complex or expensive equipment (Minerva 
& Giubilini, 2023). Personal sensing is the use of digital data to measure and 
monitor the mental state of individuals. AI can analyze material posted on social 
media, medical records, and other data, looking for changes in behavior that can 
be traced to mental health issues (Valentine et al., 2023). 

Natural language processing algorithms track language use in chats, emails, and 
social media posts looking for patterns that may be connected with psychiatric 
disorders such as anxiety or depression (Zhou et al., 2022). Chatbots can also 
detect mental issues by asking questions directly to the human interlocutor, just 
as physicians do. The chatbot can ask about the individual’s mood, stress levels or 
sleep patterns and then recommend therapies or refer directly to a psychologist 
(Pham et al., 2022). 
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Recently, ChatGPT-3.5 has been shown to be very good at evaluating 100 
clinical case vignettes in both diagnosis and prognosis as well as in management 
and counseling (D’Souza et al., 2023). The authors claim that, ‘It is evident from 
our study that ChatGPT 3.5 has appreciable knowledge and interpretation skills 
in Psychiatry. Thus, ChatGPT 3.5 undoubtedly has the potential to transform the 
field of Medicine and we emphasize its utility in Psychiatry’ (p. 103770). 

Based on these premises, it is plausible to infer that unwanted psychological 
diagnoses may become one of the most important issues in the future of digi
tal medicine. Think of the case of automated tests for admission to colleges of 
excellence proposed as a (partial replacement) for tests conducted by human 
supervisors (Lira et al., 2023). The idea is that certain personal qualities can 
predict college success. To assess these personal characteristics, many universities 
have introduced holistic reviews of applicants by evaluating essays describing 
extracurricular and work experiences. 

However, the assessment of personal qualities made by college staff is often 
opaque and inefficient. In the study introduced above, the authors identified the 
presence/absence of seven personal qualities (prosocial purposes, leadership, learning, 
goal pursuit, intrinsic motivation, teamwork, and perseverance) in 313 essays. Then 
they ‘fine-tuned pre-trained language models with these ratings, which successfully 
reproduced human codes across demographic subgroups. Last, in a national sample 
(N = 309,594), computer-generated scores collectively demonstrated incremental 
validity for predicting 6-year college graduation’ (Lira et al., 2023). 

If certain personal qualities are reliable predictors of success in college, other 
personality aspects and specific behaviors that are also predictors or proxies of 
psychiatric disorders may also be considered as predictors of failure and, more 
importantly perhaps, of potential drawbacks for the college admitting individuals 
who manifest such personality aspects and behaviors. 

It is not only universities and private companies that could resort to unwanted 
psychological diagnoses. Large-scale psychiatric diagnoses unbeknownst, initially, 
to the population involved could become widespread in other areas as well. As 
it turns out, mental illness is a heavy burden on the individual and society, but 
diagnoses are often late or never arrive in some individuals’ lives. Moreover, the 
earlier the diagnosis, the more effective treatment can be enabled. If one respects 
the privacy of the individual and his or her freedom to undertake treatment or 
not, the decision to initiate indirect mass screenings using AI could be judged 
acceptable from a cost-benefit perspective at the aggregate level. 

There is indeed an element of paternalism in deciding to make diagnoses with
out the consent of the individuals concerned, who would see their right to sign an 
informed consent for the test violated, albeit indirectly. On the other hand, it can 
be argued that the autonomy of the individual being tested without their knowl
edge is first diminished, because their data are being used for an unauthorized 
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purpose, and then increased because they are offered a chance to know whether 
they need treatment, and their life may improve as a result. 

By itself, if the subject’s data are public, making a psychiatric diagnosis indi
rectly does not constitute a violation of existing norms if its result is not disclosed 
to anyone and is not used to discriminate against the individuals themselves. 
However, the mere existence of a diagnosis, even if not disclosed, creates pressure 
on the subject receiving it to undergo treatment. Given the nature of psychiat
ric disorders, which are often never truly permanently curable, this would also 
create the risk that the individual diagnosed without their authorization would 
potentially remain discriminated against or looked upon with suspicion in at least 
some sphere, at least the one in which the diagnosis was made. 

Another related issue is that of incidental findings. Given the ease of implementing 
various functions in AI programs, it cannot be ruled out that companies, institutions, 
and states—when using algorithms to do personnel selection, admissions testing, or 
security checks—will also come across profiles of potential antisocial personality or 
other disorders with behavioural fallout. How should they deal with this? In general, 
medical practice is to have subjects choose in advance whether to be alerted to inci
dental findings—for example, the discovery of a cyst in a kidney. But it remains at 
the discretion of the physician in full awareness of his or her professional duties to 
warn the individual of the risks they face—for example, when a tumour is discovered. 

In the case of psychiatric disorders, there is also a component of preventing 
hostile acts that the ill person might perform against other people. Therefore, 
those who find incidental findings of potential signs of a serious mental disorder 
should also consider whether to make unwanted psychological diagnoses known 
in some way. The step, however, is short to making such diagnoses widespread, so 
as to reduce incidents in which severely disturbed people commit serious crimes 
(Farina, Levin, & Lavazza, 2023; Lavazza, Levin, & Farina, 2023; Levin, Farina, 
& Lavazza, 2021). However, it is important to point out that the threat of danger 
and criminality posed by people with mental disorders is lower than thought by 
the non-expert public (Ghiasi et al., 2023). 

7.5 Conclusion 

Ultimately, the rapid advancement of artificial intelligence, particularly of algo
rithms based on ML and LLMs (GAI tools), opens up the possibility of making 
many processes in medicine more accurate, efficient, and rapid (as outlined in 
Section 2 above). However, this AI revolution (Lavazza & Farina, 2023a,b; Farina 
& Karimov, 2022) may also create a series of problems and issues in the profession 
as well as in society (see also Farina et al., 2024). One phenomenon of particular 
importance is what we have called ‘unwanted psychological diagnoses’ (Section 4), 
which could lead to many ethical and moral dilemmas. 
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In addition, there is the still unresolved issue of sparse database. A recent study 
(Bertl et al., 2022) found several problems (including small sample sizes, possi
bilities of bias, lack of evaluation in production) underlying the algorithms on 
which these GAI tools rely. Furthermore, one could argue that predictive systems 
in psychiatry should take into account the relevance of social and environmental 
factors on the presentation and development of disorders, the so-called externalist 
perspective on mental disorders (Starke et al., 2023), which such tools generally lack. 

Despite these latter critical considerations, the push for the use of GAI tools in 
the profession is likely to increase (Cheng et al., 2023). Two elements may con
tribute to the possible spread of indirect prognoses and diagnoses of individuals’ 
mental health based on the data and traces left by them in digital environments. 
The first element is the technical possibility opened up for the first time to con
duct automated diagnoses (and prognoses) without the active participation of 
the individual. The second is what we may call therapeutic culture—in brief, the 
idea that people’s emotional states are key elements of their identity and that they 
should be shaped through expert support. 

Obviously, one cannot prohibit the use of the tools made available by artifi
cial intelligence or oppose the therapeutic culture as such. What can be spread, 
however, is the realization that a perspective of mental health as a positive con
dition that can be achieved solely with AI tools is unrealistic. As recently stated, 
‘AI predictions may contribute to unnecessary institutionalization, undermine 
patients’ credibility about their own experiences, and in extreme cases, contribute 
to decisions to remove a patient’s right to make their own treatment decisions’ 
(McCradden et al., 2023, p. 573). 

So, we recommend the development of clinical and cultural frameworks that 
recognize that there is no widespread agreement on what a mental health condi
tion is for everyone. In essence, we feel there is a need to promote the idea that 
mental health is a multidimensional (time-varying) process, as opposed to a classic, 
stabilized nosography. Recognizing this point would make it possible to counter 
the phenomenon of unwanted psychological diagnoses with GAI tools, which 
we described in Section 4. 

The awareness of the risks we have described in this paper should thus lead to 
careful surveillance of potential abuses as well as to the identification of suitable tools 
to limit an era of psychiatric control, even if motivated by the best of intentions. 
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8.1 Introduction 

8.1.1 General 

Over the past 10 years, artificial intelligence (AI) has been used in an increasing 
number of applications and technologies to enhance performance and make better 
decisions (Duan et al., 2019). In fact, people frequently use AI programs without 
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realizing it. Examples include using smart cleaning robots, navigation apps, stock 
market investing, retail purchases, and computer security detection tools while 
using a computer. As AI has grown over the past 10 years, it has begun to change 
a wide range of industries, including healthcare, finance, and more (Bughin et al., 
2017). The use of smart algorithms to boost productivity across a wide range 
of industries and applications in automation are two of the most prominent 
changes in our society (Parker & Grote, 2022). While these developments created 
opportunities for workers to find new jobs, they also raised concerns about job 
displacement (Engel & Dahlhaus, 2022). 

Furthermore, the reliance on AI has compelled managers and staff to contin
uously learn new skills and embrace AI-based technologies, some of which are 
being used to carry out repetitive tasks that have historically been completed by 
humans. The integration of AI into the workplace has also defined the future job 
market and led to the further development of new workplace skills, such as data 
analysis, problem-solving, and creative thinking. 

8.1.2 AI and healthcare 

The emergence of AI has also made it possible to have significant effects on med
ical services and treatments, including personalized treatment plans, diagnostic 
tools for a variety of illnesses, and predictive analysis, which is also connected to a 
recently created field called real-world evidence (Diebolt et al., 2019). A program’s 
capacity to evaluate data and facilitate tailored care has revolutionized drug dis
covery and drug-based therapy, reduced recovery times, and boosted treatment 
precision measures. 

AI in healthcare holds promise for uses beyond patient care (Sparrow & 
Hatherley, 2019). AI systems have been used to identify patterns and trends 
in both healthy and unhealthy populations, which has helped decision-makers 
make better choices that could have an impact on their patients and society. By 
identifying patterns and symptoms that correspond to the severity of the illness in 
various cohorts, for instance, AI was able to reduce the COVID-19 virus’s ability 
to spread across national borders (Allam & Jones, 2020). 

Furthermore, the use of intelligent and portable sensors and devices makes it 
possible to remotely monitor, diagnose, and treat illnesses as well as abnormal 
patient behaviors, such as challenging behaviors in individuals with autism spec
trum disorders (ASD) and potentially dangerous situations that call for quick 
preventative measures. 

Needless to say, the field of surgery has changed dramatically as a result of 
the use of AI to increase the efficiency of surgical procedures (McFarlane, 2020). 
However, the use of AI in medical procedures raises concerns about ethical issues 
and privacy—all related to patient data. The need to strike a balance between 
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patients’ privacy and innovative technology still needs to be carefully considered, 
as AI is still sensitive to false positive detection issues (Elliott & Soifer, 2020). 

8.1.3 AI and education 

Of all the changes AI has brought about in a variety of fields, its impact on educa
tion has been especially apparent. In recent years, there has been a notable increase 
in the incorporation of AI into training methods and educational programs (Pedro 
et al., 2019). In higher education, new learning platforms and intelligent technol
ogies for data science and programming have been implemented. Students have 
been trained with new tools and capabilities to handle and analyze data. 

However, the new AI-based pedagogical tools may cause a number of issues, 
particularly with content and programming code that automatic tools such as 
ChatGPT® may use (Denny et al., 2023). As a result, students may be prevented 
from strengthening their critical thinking and problem-solving abilities. To opti
mize the advantages of the new AI-based technology in the education sector, all 
of this should be taken into account. 

8.1.4 Social and ethical issues 

Concerns regarding AI’s ethical implications are growing as the technology 
advances across numerous fields (Khogali & Mekid, 2023). Given the often “black 
box” approach of AI programs, it is reasonable to argue that algorithmic bias could 
result. This raises potential risks related to decision-making, job displacement, and 
other areas. Furthermore, the notion that a small number of individuals might 
be exposed to massive volumes of data necessitates regulatory frameworks and 
careful thought. Machine learning algorithms often use a technique called super
vised learning, as AI is typically trained on historical data (Krishnan et al., 2022). 

The way the training is conducted may encourage the bias of the algorithms, 
which can take many different forms. For example, it could lead to biased hiring 
practices for employees and biased criminal and legal decisions made by “justice” 
algorithms, which would violate the fairness compartment (Gitiaux & Rangwala, 
2019). Furthermore, because AI programs aren’t always transparent, it can be chal
lenging to determine whether developing and implementing them will advance 
positive social norms and values in our society. 

Virtual chatbots have become a common tool for interpersonal communication 
as a result of AI’s influence on personal communication tools (Ahn et al., 2022). 
In our society, automatic programs are used to create interpersonal communica
tion and skill norms as well as to provide answers to questions ranging from basic 
to sophisticated. The ability to engage with AI tools and work remotely has also 
altered the work-life balance. 
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8.1.5 Agriculture and environmental change 

AI holds significant promise for mitigating climate change and enhancing agri
cultural productivity through the application of precision agriculture (Mishra & 
Mishra, 2023). Smart cities allow for better control over urban life, which is 
characterized by reduced energy use, reduced electronic waste, and increased 
agricultural yields for the benefit of society. 

These smart cities are managed by sensor-based AI programs. In many coun
tries, the need to control energy through AI-based IT management systems has 
resulted in improvements to mobility and urban transportation, including better 
traffic flow and lower vehicle CO2 emissions. It is now feasible to plan and focus 
on environmental conservation efforts and enhance decision-making regarding 
vulnerable areas that may be affected by natural hazards such as floods and storms, 
thanks to climate change and earthquake forecasting. To guarantee that these 
technologies will be used appropriately and to reduce adjusted risks, collaboration 
between government, business, and academic institutions is essential. 

8.1.6 The positive and negative impact of AI 

Without a doubt, AI has enormously beneficial effects that redefine industries. 
In manufacturing lines, intelligent automation that minimizes errors through AI 
algorithms is well adopted (Floridi et al., 2023). Companies use machine learning 
algorithms to mine databases for insightful information that helps them better 
target their strategic goals and provide better customer service in response to 
dynamic, competitive markets. 

Furthermore, it was discovered that AI was a vital tool for scientific research, 
allowing for the acceleration of advancement in numerous scientific domains that 
necessitate image processing, grouping, and detecting patterns, as well as finding 
correlations between variables. Furthermore, the relationship between genetics 
and artificial intelligence is one of the most well-known fields affecting societal 
resilience (Xu et al., 2019). 

Among the most significant results in precision medicine and the application 
of genomics in future medicine are the identification of disease markers and 
drug discovery. These endeavors add to our understanding of genes and diseases 
and enhance therapeutic treatment, improve patient outcomes, reduce adverse 
events, and pave the way for the emergence of a new field in medicine known as 
personalized medicine. 

AI is also utilized in computer vision and speech recognition to assist people 
with disabilities. Models of natural language processing (NLP) are used to com
prehend speech impairments and help people interact more effectively with their 
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environment. In terms of the economy, using AI tools makes it possible to create 
new goods and services as well as business models that support long-term growth 
and entrepreneurship. 

However, AI is known to be vulnerable to algorithmic bias and frequently 
requires a wide variety of datasets (Roselli et al., 2019). Frequent audits of AI 
systems and an understanding of their decision-making processes are imperative 
owing to the lack of transparency in algorithmic decision-making. Furthermore, 
laws and rules requiring data encryption, anonymization, and stringent database 
access must be taken into account when addressing privacy concerns. In order to 
prevent malicious software and tools from altering data, security concerns should 
also be addressed. 

8.2 Case studies 

In light of the aforementioned, this chapter suggests investigating the following 
research questions: 

•	 Research Question I: How does AI affect people’s behavior, and what are 
the drawbacks for individuals using it? 

•	 Research Question II: How much do people trust chatbot-based AI pro
grams such as ChatGPT? 

Two complementary studies were conducted in order to address the above 
questions. Study I was carried out to address Research Question I, and Study 2 
was utilized to address Research Question II. 

Using text mining techniques recommended by Isoaho et al. (2021) and Grim
mer and Stewart (2013), a quantitative content analysis was carried out on the 
abstracts of scientific publications in the first study. In both studies, Orange 
data mining version 3.61 was used to analyze data combining quantitative and 
qualitative content analysis. 

8.2.1 Study I 

This study set out to survey the scientific literature and explore the role of AI and 
its impact across a range of scientific fields. 

Method: Data collection and analysis 

A corpus of scientific articles covering the years 2020–2023 was gathered from the Web 
of Science (WoS) database, per the recommendations of Gheyas and Abdallah (2016) 
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and Sardi et al. (2017). The graphical search combo box controlled the search 
and included the following editions: 

•	 Science Citation Index Expanded (SCI-EXPANDED): 1993–present 
•	 Social Sciences Citation Index (SSCI): 1993–present 
• Arts & Humanities Citation Index (AHCI): 1993–present 
•	 Conference Proceedings Citation Index–Science (CPCI-S): 1990–present 
•	 Conference Proceedings Citation Index–Social Science & Humanities 

(CPCI-SSH): 1990–present 
•	 Emerging Sources Citations Index (ESCI): 2015–present 

Prior to starting the literature search, “AI challenges and domains” was selected 
as the search’s scope. The search was narrowed down to a corpus that contained 
only scientific research articles that had been published in peer-reviewed journals. 
Every paper was assessed in line with the requirements of Sardi et al. (2017) and 
Isoaho et al. (2021). The abstracts of a few randomly chosen papers (1% of the 
corpus) were automatically scanned using the Orange data mining model version 
3.61 analysis tool (topic modeling and word cloud) (see Figure 8.1). 

Figure 8.1 Word cloud and sentiment analysis data mining analysis purposed by 
the model format’s creation in Orange version 3.61 

8.1.2 Results 

The topic query was addressed in 1,114 scientific papers that came up in the 
first search. However, fewer papers were received overall after the search queue 
was expanded to include the word “trust.” In this phase, 45 papers were received. 
Following the addition of the word “technology,” the corpus consisted of only 
22 publications. 

The topic of AI technology and its impact on society is still in its infancy, 
but the number of publications and citations related to it appears to have 
some bearing, particularly when it comes to technology trust (see Figure 8.2). 
Furthermore, the fields of computer science and information systems (ranked 
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Figure 8.2 WoS citations and publications on AI and technology between 2020 
and 2023 

first), telecommunication (ranked second), and engineering (ranked third) are 
the primary areas in which AI technology and trust are discussed in the scholarly 
literature (see Figure 8.3). 

A word cloud analysis of the top papers in this field highlights the fact that 
chatbots used for consultation are employed mostly in the health sector. People 
are also looking for guidance and solutions related to their medical issues as well 
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Figure 8.3 Technology and AI-related WoS publication domains 
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Figure 8.4 A word cloud containing important scientific papers about technology 
and artificial intelligence 

as for diagnostic purposes. Although they are significant, accuracy and expertise 
are not the primary drivers of chatbot use (see Figure 8.4). In addition, sentiment 
analysis of the top papers revealed a favorable view of AI technology, with the 
paper’s title prominently mentioning trust (see Figure 8.5). 

Figure 8.5 Sentiment analysis of leading articles about technology and artificial 
intelligence 
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8.2.2 Study II 

The purpose of this study was to determine the degree of public trust in 
chatbot-based AI programs such as ChatGPT versus the belief of the machine 
themselves, based on a qualitative content analysis of a secondary survey provided 
by the MendeleyTM repository. 

Study II sample and measures 

The sample contained two files. There were 80 respondents in the first study 
sample. A secondary sample based on Moilanen’s (2023) questionnaire was used 
to evaluate the differences in users’ trust perceptions when using chatbots as a 
support tool for mental health self-care. In addition, a second sample from Huh 
(2023) was used. We analyzed ChatGPT when asked how much respondents 
believe we can trust AI chatbots when asking them about disease diagnosis and 
patient care. The formal question presented to the chatbot was: “Are answers to 
disease diagnosis and patient care from ChatGPT trustable?” 

Measures, tools, and analysis 

To assess ChatGPT’s effectiveness, 10 published case reports from Korea (the first 
sample) were examined. We asked ChatGPT for a precise diagnosis and treatment 
plan. The secondary sample data was examined with SPSS® version 29.0, and 
respondents’ data was subjected to regression and frequency analysis. 

Results 

First sample: Out of the ten cases, three were successfully resolved after ChatGPT 
was provided with the patient’s symptoms, examination results, and medical 
history. With the addition of laboratory, pathological, and radiological results, 
the accuracy rate rose to seven out of 10. Four times, ChatGPT’s response 
contained inappropriate content; in one instance, it contained no information 
about appropriate treatment. 

Furthermore, word cloud analysis using the Orange 3.61 version is still required 
for the chatbot learning phase, so long as accurate and professional responses to 
medical case inquiries are still absent (see Figure 8.6). In other words, the word 
cloud analysis of chatbot responses indicates that individuals primarily use chat
bots as supportive systems to enhance their health and medical consultations, 
primarily to get information about their diagnostic results and medical condi
tion. They do not, however, view it as a professional recommendation because 
the chatbot is unable to reliably assess medical cases and offer accurate responses. 
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Figure 8.6 Sample I: Word cloud prominent words found from a corpus provided 
by ChatGPT as a response to medical cases 

Figure 8.7 Sample II: Box–Plot diagram showing the level of satisfaction of respon
dents with their life in general versus the past two weeks 
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Table 8.1 Sample II: Regression Analysis, Second Samplea 

Model R R Square 
Adjusted R 

Square 
Std. Error of 
the Estimate 

1 .808a .652 .642 .751 

2 .851b .723 .707 .680 

3 .874c .765 .743 .636 
a. Predictors: (Constant), I am confident in the system. 
b. Predictors: (Constant), I am confident in the system, The system is reliable. 
c. Predictors: (Constant), I am confident in the system, The system is reliable, Taking all 


things together, how satisfied or dissatisfied are you with your life as a whole these days?
 
aTrust in AI based technology (chatbot) was used as a dependent variable vs. several predictors
 
that were used as independent variables.
 

Second Sample: The majority of the 80 respondents (5.77–9.13) are satisfied 
with their lives, on a Likert scale from 1 (not at all satisfied) to 10 (very satis
fied; see Figure 8.7). According to Table 8.1’s regression results, just two pre
dictors (R2 = .723) were able to account for 76.5% of the variance. A sufficient 
degree of trust in chatbots to respond to inquiries about medical or health con
ditions was found to be predicted by confidence in AI-based systems (chatbots) 
(β
 = .525, p < .01) and dependable responses (β = .389, p < .01) (see Table 8.2). 

8.3 Discussion 

The current study’s findings demonstrate that AI is still regarded as a significant 
area of information technology (IT) and that it has a significant impact on a wide 
range of industries and domains, including education, computer science and cyber 
security, finance, business, environmental sciences, and health. The academic 
community has been researching the effects of AI on human behavior in recent 
years, and an increasing number of studies in this field have been published in 
an effort to comprehend how technology-based AI affects our evolving global 
environment. According to the current study, information systems, computer 
science, and related fields are better connected to AI technology. 

People primarily use ChatGPT and related chatbots to answer basic queries, 
such as getting first medical advice on their health and basic queries that could 
corroborate the advice of a licensed medical professional. Still, there’s a long way 
to go before these machines can react appropriately and provide their customers 
with statistically accurate responses. However, it was discovered that people’s trust 
in AI is crucial, and they are more likely to use AI-based technology if it can both 



 

 
 

 

 Table 8.2 Sample II: Regression analysis, predictors: Trust in AI-based technologya 

Model 

B 

Unstandardized Coeffi cients Standardized 
Coeffi cients t Sig. Std. Error Beta 

1 (Constant) .329 .580 .567 .574 

I am confi dent in the system .894 .110 .808 8.099 <.001 

2 (Constant) .288 .525 .549 .587 

I am confi dent in the system .581 .145 .525 3.991 <.001 

The system is reliable .345 .116 .389 2.961 .006 

3 (Constant) –.236 .538 –.438 .664 

I am confi dent in the system .526 .138 .476 3.813 <.001 

The system is reliable .374 .110 .422 3.411 .002 

Taking all things together, how 
satisfi ed or dissatisfi ed are you with 
your life as a whole these days? 

.114 .048 .206 2.403 .022 

a Dependent variable: I can trust the system 
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accurately answer their queries and respect their privacy. This is still a controversial 
topic from an ethical standpoint, and it should be considered when developing 
new AI-based technology in the future. 
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9.1 Introduction 

Ipsa scientia potestas est, a Latin phrase from Sir Francis Bacon’s 1597 text 
Meditationes Sacrae, highlights that knowledge itself is power. This comment was 
made in a time about 150 years after the emergence of Gutenberg’s printing press 
and many more beyond the woodblock printing model adopted in 9th-century 
China. It offered a representation that knowledge workers came to know and 
trust as their call to productive and meaningful work. The pursuit of knowledge, 
and its management and regulation, was valuable. 

Bacon’s comment continues to have new meaning some 400 years later. In 
1983, the advent of the communication protocol (transfer control protocol/ 
internetwork protocol [TCP/IP]) enabled what we commonly refer to as the 
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Internet. The Internet’s popularity did not take shape until the late 1990s, as it 
began being used by companies in building commercial ideas. It did not last, as 
underlying quality led to a bust in the early 2000s. Yet, the effects were large, and 
new approaches to knowledge dissemination were key in exciting new investors 
and users alike. 

The dot-com boom and bust saw the NASDAQ index move from less than 
1,000 to 5,048.62 in five years and return to 1,139.90 by 2002. The NASDAQ 
did not again reach the 5,000–6,000 range again until 2015. Technical investment 
knowledge aside, the rapid emergence of new approaches to engaging with knowl
edge had significant effects on conversations of equity. According to McCullough 
(2018), dot-com insiders cashed out ~43 billion between September 1999 and 
July 2000. Around 100 million individual investors collectively lost 5 trillion, 
with 45% of 401(k)s losing more than one-fifth of their value during the period. 
So, those with deep knowledge and expertise profited well, and those without 
did not. Despite greater access to knowledge, it was individual investors (e.g., 
families) who typically lost the most. 

The popularization of the third generation of the natural language processing 
(NLP) tool generative pre-trained transformer (GPT®-3) in 2021 and bidirec
tional encoder representations from transformers (BERT) in 2018 have radically 
reshaped the processes of knowledge generation and dissemination. These tools, 
and their counterparts, have the capacity to efficiently organize a vast corpus of 
knowledge and return a summary of its investigation in moments, and they do 
so in a way that feels reasonably human. the tools, however, aim for unbiased 
presentation of the existing corpus of knowledge. As is generally accepted, the 
representation of human knowledge to date is not unbiased, and nor is it free 
from prejudice (McCullagh, 2000). This chapter has two primary objectives: 

•	 To explore how the popularization of ChatGPT® and other LLMs are affect
ing fair and balanced processing of knowledge 

•	 To explore how leaders engage with knowledge in the AI era 

9.1.1 The hegemonic problem, race, and stochastic parroting 

ChatGPT and similar tools have the potential to perpetuate views that contempo
rary humanity has sought to respond to. In Newstead et al. (2023, p. 1), “. . . AI 
generated content can contain and perpetuate harmful leadership-related gender 
biases.” In their study, they asked artificial intelligence to generate examples of top 
leaders and characteristics of good and bad leaders, and the results were primarily 
males and male-oriented characteristics. This phenomenon is commonly termed 
stochastic parroting, or the ability to repeat back (parrot) patterns and structures of 
knowledge found (Boussen et al., 2023) but not analyzed meaningfully. Herein lies 
the challenge that this chapter seeks to discuss. The nature of stochastic parroting 
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can be increasingly complex to deal with for those expected to consume large 
volumes of evidence to make good decisions. 

In NLP, a common trend has been rapidly growing language models in terms 
of number of parameters and size of training data (Bender et al., 2021). Bender 
and colleagues comment that there might be risks with increasingly large data
bases and that there is a greater need for curation and careful documentation 
prior to attempting to ingest the entire web. BERT was 16 gigabytes in 2019, 
GPT-3 was 570 gigabytes in 2020, and Switch-C was 745 gigabytes in 2021. 
In their comments, Bender et al. articulate that humans tend to infer meaning 
in conversations where there may not be any, and this can create misleading 
interpretations of synthetic text. In their words, language models pick up on 
subtle biases and have the capacity to perpetuate racial bias, among other types. 
While there are rapidly growing manuscripts on racism linked to generative 
AI, there are few that have passed preprint. Hagendorff et al. (2023, p. 717), 
however, write of the “speciesist bias” in AI, and draw heavily on the belief that 
this bias exists “because the models are trained on datasets in which speciesist 
patterns prevail.” 

The same argument can apply to narratives of race. Buolamwini (2016) identi
fies that her facial recognition AI could not detect black faces, or that the Twitter® 
tool preferenced white faces and often cropped black faces (Guardian, 2020). 
NLP does this because of the large volumes of historically “acceptable” but racist 
practices and texts that exist. In an analysis of children’s books, Pescosolido et al. 
(1997) found that black representations in literature have been underrepresented, 
and pointed to the relationship that may exist between “black-white relations in 
the larger society” (p. 443). AI relies on the corpus of knowledge humans have 
created and likely has difficulty ascertaining concepts of right and wrong in writ
ing. Instead, it relies on volume and interaction of concepts to generate meaning. 
This is a significant challenge for those who consistently need to draw on a large 
corpus of knowledge to make good decisions. 

9.1.2 The problem for leaders and leadership 

If we go back a little, the original model of French et al.’s (1959) “bases of social 
power” theory suggested five key types of power: legitimate (power based on formal 
role or position), reward (power based on the ability to reward or compensate for 
effort), expert (power based on high knowledge and skills), referent (power based 
on perceived attraction, respect, or likeability), and coercive (power based on the 
ability to punish). A later model included one additional power, information 
power, or the ability to control the flow of information others need. Information 
and export power remains an increasingly important base of power in society, 
particularly among senior and knowledge workers. 
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As leaders enter consistent periods of mess, crisis, and complexity, their need to 
better leverage emergent knowledge continues to be essential. For a leader to make 
good decisions, they are required to process significant volumes of knowledge to 
make the best decision possible. In management theory, bounded rationality sug
gests that most individuals place reasonable limits on the amount of knowledge 
they need to make a decision (Simon, 1990). To make good decisions, access to 
high-quality and balanced information is essential. The theory of authentic leader
ship places the need to process information (particularly self-referent information) 
in a balanced way at the core of being an effective leader (Crawford et al., 2020; 
Walumbwa et al., 2008). Yet, with increasing pressures of timeliness, leaders are 
either using artificial intelligence to generate knowledge reports, or receiving 
reports informed by artificial intelligence. And, with the underlying bias in the 
data, this could be catastrophic. 

We use a recent case study as an illustrative example. In Australia, there has 
been a national inquiry into large management consultants’ breach and misuse 
of confidential tax policy to support tax avoidance of multiple clients outside the 
intent of the law, with the government terming their report “A Calculated Breach 
of Trust” (Commonwealth of Australia, 2023). In response, a group of respected 
academics used Google®’s Bard® to generate content based on its live corpus, only 
to find that it generated false evidence (Guardian, 2023). This included generating 
false examples of companies audited and even naming a scandal that seems not 
to have existed. Governmental practice for accusations is to allow the accused 
to respond prior to publishing, of which these were identified. In the absence of 
this process, the senators leading the inquiry would likely have trusted this infor
mation as factual. For leaders with reduced resources for “checks and balances,” 
and those accused with less legal capacity to respond, this scenario could have 
ended a different way. 

To take a smaller view, and one more aligned to the nature of this edited text, 
we asked ChatGPT to generate a similar example: 

In a multinational corporation’s diversity training program, employees were encour
aged to share personal experiences to foster understanding. One staff member, using 
AI-generated false stories, recounted discriminatory encounters portraying individuals 
of a certain ethnicity in a negative light. These fabricated anecdotes aimed to highlight 
challenges faced by minorities but instead perpetuated harmful stereotypes. As a con
sequence, the false narratives circulated, influencing decision-makers’ perceptions and 
contributing to unconscious biases within the company. Subsequently, a promotion 
opportunity arose where a deserving candidate, coincidentally of the misrepresented 
ethnicity, was overlooked. Investigations revealed the influence of these fictitious stories 
on the decision-making process, highlighting the insidious impact of AI-generated 
misinformation. 
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While quite specific, using AI for personal advantage will sometimes work but 
may also have unintended consequences. In this chapter, we focus on how access 
to good information is needed to make fair and balanced decisions. We adopt 
a theoretical framework of the behavior of an authentic leader (Crawford et al., 
2019, p. 126), or an individual who “influences and motivates followers to achieve 
goals through their sincerity and positive moral perspective, enabled through 
heightened awareness and balanced processing.” More critically, we focus on 
the concept of balanced processing that authentic leaders deploy (see Table 9.1). 
We do this with the intention not to violate Larsson et al.’s (2021) critique that 
authentic leader dimensions are not isolated but rather interactive. 

Table 9.1 Authentic Leader Behavior Dimensionsa 

Awareness is having insight into the behaviors of oneself, other individuals, and 
groups (p. 121). 

Sincerity is presenting one’s true self to others, honestly and openly in all 
relationships and with consideration for the context (p. 122). 

Balanced processing is the tendency to consider all relevant information 
available, and using this to make decisions that benefit the collective (e.g., 
followers; p. 123). 

Positive moral perspective is the commitment to one’s intrinsic ethical 
framework, and a willingness to subdue personal interests and ego to facilitate 
collective interests (p. 124). 

Informal influence is the ability to inspire and motivate individuals to 
accomplish goals of their own volition, regardless of rank or position (p. 125). 

a Source: Crawford et al., 2019 

9.2 Remember before AI? The 
beginning of the echo chamber 

Humans respond well to short lists of information and are biased towards specific 
rank orders in lists (Isaac & Schindler, 2014)—for instance, the Billboard Hot 
100, the top 10 locations to holiday this year, top 10 karaoke songs, or the top 
10 richest people. Generation of digestible content has been a key performance 
indicator of digital marketers and content writers alike. These are developed by 
institutions to “productize” content offerings into “sellable packages for brands” 
(BuzzFeed Inc, 2023). Generally, humans are not good at detecting the difference 
between accurate and misleading content (Chen et al., 2015). 

In parallel to clickbait like top 10 lists, social media platforms generate spaces that 
organize people into homophilic clusters—places where likeminded people come 
together (Aiello et al., 2012). Alignment of values is important for creating a sense of 
community, yet it can also foster bias in information diffusion (Cinelli et al., 2021) or 
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the likelihood that individuals over-rely on information presented by those with 
whom they align. As a result, algorithms designed to curate content are primed to 
maximize content that enables users to engage with likeminded people and have 
increasingly lower exposure to divergent ideologies (i.e., a filter bubble; Spohr, 
2017). In contrast, exposure to diverse views is likely to support more critical 
thinking and tolerance. 

Each of these forces—whether logic towards simplified information or for 
information from inner circles—have sat against humans who have only a limited 
capacity for processing. Information overload occurs when too much information 
is received (Edmunds & Morris, 2000), and this might explain why information 
simplification occurs. Yet there are inherent risks to leaders’ decision-making. 
Leaders need effective sources of quality knowledge to make good decisions. Dig
ital leaders (e.g., in remote or asynchronous work) will regularly rely on digital 
sources of information to generate context, and those leaders who are influenced 
by content algorithms that limit their diversity of views may support the emer
gence of echo chambers of bad decisions. 

9.3 Enter center stage, large language models 

Thus far, the discussion has focused primarily on the practices of knowledge con
sumption and processing for leaders or, in the context of authentic leadership, the 
attempt to process information in ways that minimize prospective bias. Each of the 
examples has had limited direct reference to AI, but they did provide important 
context. In 2018, when GPT-1 was released, it did have a significant effect on 
public discourse, but it was GPT-3 in November of 2022 that generated greater 
interest, as it offered a quick and efficient replacement for many human tasks, 
from computer coding to graphic design, legal research, and more. However, it 
relies on content generated before its knowledge cutoff point. Since then, live 
versions including Microsoft® Bing® and Google®’s Bard® have the capacity to 
process current information. 

These tools offer efficient information processing but remain limited by their 
prospective incoming data. Although AI can be incredibly useful, it also suffers 
from the limitations of the current dataset. There are three common methods that 
create bias in the AI system, among others: First, in the live or older datasets used 
for training contain bias, racial minorities tend to have less information presented 
about them, and stereotypes occur prominently in historical literature. Second, 
the AI tools may also use pre-existing characteristic interpretations that are loaded 
with racial bias or prejudice to continue to perpetuate such logic. Third, datasets 
that underrepresent certain ethnic or racial groups will naturally continue to do 
the same. That is, information in is information out. 
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Table 9.2 AFL Player Rankings Generated by ChatGPT * 

Who were the top 10 players 
from the AFL 2019 season 

born outside Australia 

Who were the top 10 players 
from the AFL 2019 season 

born in Australia 

Mason Cox (USA, Collingwood): 
Known for his athleticism and 
impactful performances in key 
games. 

Pearce Hanley (Ireland, Gold Coast 
Suns): Displayed versatility and skill 
across multiple positions on the field. 

Callum Twomey (Ireland, Essendon): 
Rising talent showing exceptional 
adaptability and quick learning in AFL. 

Stefan Giro (Italy, Fremantle): 
Demonstrated rapid development 
and a strong work ethic in his games. 

Mason Redman (England, Essendon): 
Notable for his resilience and steady 
improvement throughout the season. 

Zac Smith (New Zealand, Geelong 
Cats): Contributed significantly as a 
reliable ruckman in crucial matches. 

Colin O’Riordan (Ireland, Sydney 
Swans): Showcased adaptability and 
a quick grasp of the AFL style of play. 

Zach Tuohy (Ireland, Geelong 
Cats): Known for his consistent 
performance and experience in AFL. 

Luke Jackson (South Africa, 
Melbourne Demons): Emerging 
talent displaying promising skills and 
potential growth. 

Mark O’Connor (Ireland, Geelong 
Cats): Notable for his defensive 
prowess and adaptability in different 
roles. 

Patrick Dangerfield (Geelong Cats): 
Dominant midfield presence, impactful 
performances, and exceptional skill set. 

Nat Fyfe (Fremantle Dockers): Strong 
leadership, versatility, and consistently 
high-level performances throughout the 
season. 

Marcus Bontempelli (Western Bulldogs): 
Outstanding versatility, leadership, 
and ability to impact games in various 
positions. 

Patrick Cripps (Carlton Blues): Excep
tional contested ball-winning ability and 
influential leadership within the team. 

Brodie Grundy (Collingwood Magpies): 
Dominant ruckman, providing a strong 
presence and impact in crucial games. 

Lachie Neale (Brisbane Lions): Excep
tional ball-winning ability, consistency, 
and leadership within the midfield. 

Dustin Martin (Richmond Tigers): High 
impact with his athleticism, game sense, 
and ability to perform under pressure. 

Jeremy Cameron (GWS Giants): Top-
notch goal-scoring ability and consistent 
performance as a key forward. 

Ben Cunnington (North Melbourne 
Kangaroos): Renowned for his toughness, 
contested ball-winning skills, and 
consistency on-field. 

Tim Kelly (Geelong Cats): Rapid 
emergence as a star player due to his 
speed, skill, and consistent performances. 

*This table is described on the next page 

There are significant historical examples of racial bias in literature (e.g., Forbes, 
1963; MacLeod & Newall, 2022; Santoro & Santoro, 2018). In an interest
ing analysis of Australian rules football (Australian Football League: AFL), a 
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supplement of AFL commentator analyses shows that non-white players were 
more likely to be praised for their physicality, whereas white players were more 
likely to receive praise based on perceived intellect and character (MacLeod & 
Newall, 2022). When asking ChatGPT to generate a list of the top 10 players 
from that season, it produced a list of 10 Australian players (two were indige
nous). The same pattern was true for questions of character and intelligence and 
for physicality. 

In the following generations (text is a verbatim answer from ChatGPT, 4 
December 2023), we asked ChatGPT to describe the top 10 players born in and 
outside Australia. The results showed zero references to leadership and presence 
in the outside Australian context, but the inside Australian did (see Table 9.2). 

These tools have the potential to continue to produce the stereotypes and 
challenges that we experience in everyday life. Leaders have a responsibility and 
a moral imperative to respond effectively to this knowledge gap, but is this an 
increasingly difficult challenge when artificial intelligence is added to the mix? 

9.4 A spiral to the bottom? Echo chamber foam! 

As AI becomes increasingly used to support everyday work, content producers 
may be expected to develop and publish more content to support meeting key 
performance indicators. For other workers, generation of internal resources—such 
as hiring strategies—may not have a direct effect on future generative AI outputs, 
although its effect may still be indirect. Employees who produce human resource 
strategies inevitably inform advertised position descriptions, and appointment of 
people will be based on AI-generated recommendations (e.g., prototypical selec
tion criteria). Given that AI relies on the incoming corpus of data, the quality of 
inputs is of essential importance. 

Conversely, OpenAI® launched an AI classifier to support detection of AI versus 
human content, yet it discontinued the product due to low reliability (Hendrik 
Kirchner et al., 2023). Under these circumstances, AI tools are producing con
tent for employees—or followers, subordinates, and direct reports—and those 
employees are publishing content that future AI captures will use—or, in the case 
of live data capture, immediately. 

So, the publication of AI-developed blogs, position descriptions, and the like 
used by other leaders as market insights in a model of balanced processing might 
dilute the quality of diverse and inclusive knowledge. This could be a perpetual loop 
subject to content-gaming and content-manufacturing for personal gain—a practical 
equivalent to painting-the-tape in investment (Porter & Weaver, 1994). In this reality, 
leaders who are attempting to engage in a balanced assessment of information will 
be flooded with knowledge well beyond their possible scope of reference. Leaders 
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pursuing self-preservation may seek to rely increasingly on sources of truth—such as 
their inner circle—and reinforce echo chambers out of a sense of necessity. 

When reflecting on this self-reinforcing loop, where content creators rely 
increasingly on AI to meet competitive demand expectations, leaders respond to 
this with the equivalent of “echo chamber foam”—that is, a form of insulation 
used in recording studios to reduce echoing, but which also limits what can be 
heard from the outside. And this context could lead to perceptions of connection 
with community and an increasingly less representative dataset entering in. 

9.5 Leaders of machines 

In an environment where knowledge itself is power, effective leadership requires 
grappling with such power. To influence effectively, leaders need to be conscious 
of their capacity to process information and engage with an increasingly com
plex knowledge environment. This is particularly true when engaging with AI 
that aspires to generate unbiased content yet can only work within the dataset 
it has available. To this end, scholars and practitioners alike need leadership 
development strategies that focus on engaging with complexity (e.g., Uhl-Bien 
et al., 2007) and with information and digital literacy (e.g., McAskill, 2008; 
Santoso et al., 2019). 

This proposition is complex and much more complicated than Bender and 
colleagues’ (2021) recommendation that more data curation prior to uploading 
or integrating new information into a corpus is needed. Data curation is an 
important step that responds to symptoms, and effective leadership driven by a 
focus on enabling balanced processing of information will support responding to 
the cause. This ought to sit alongside a human focus on more balanced alternative 
narratives—and greater tolerance of competing views. 

Leaders may also take heed of the emergent separation of professions between 
those who continue to create new knowledge (e.g., an investigative journalist) 
as compared to those who replicate knowledge in new contexts (e.g., a digital 
copywriter). The separation may support clearer and more cohesive filtering of 
information without filter bubbles and echo chambers emerging. Finally, we must 
keep a critical eye on the challenges likely faced by underrepresented populations 
in AI datasets. 

9.6 Conclusion 

This chapter began with an exploration of the challenge leaders face in support
ing environments for diverse people in the era of AI. The concept of stochastic 
parroting poses a significant challenge to leaders who need effective access to 
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data to make good and fair decisions. In reflecting on the balanced processing 
component of authentic leadership, we explore how leaders might engage with 
echo chambers, filter bubbles, and AI generators. We offer some propositions for 
leadership development scholars and for leadership practitioners on how they may 
respond effectively to an increasingly complex knowledge economy. 
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10.1 Introduction 

Universities are widely recognized as pluralistic environments in which the debate 
of ideas finds a haven for its broader externalization to society. Since their origin 
in the Middle Ages, they have been, by nature, the settings for producing new 
knowledge for humanity. However, in recent decades, hate speech has been gaining 
ground in universities, generating a dangerous form of anti-knowledge, as shown 
in Figure 10.1. This shift has led the once-pluralistic university environment to 
become one in which the ideology of hate prevails over the diversity of ideas and 
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Figure 10.1 Exponential growth of hate speech as a form of anti-knowledge 
(Source: Adapted from Ian Pearson; https://dw2blog.com/2013/02/22/controversies 

-over-singularitarian-utopianism/) 

freedom of expression. This change risks regressing humanity’s social development, 
potentially leading to a new Dark Age reminiscent of the Medieval period. 

Figure 10.1 illustrates that from the Middle Ages until the early 20th century, 
two exponential curves approached each other in divergent directions. On the 
one hand, humanity’s scientific knowledge grew exponentially, and on the other, 
human ignorance also fell exponentially. However, at the end of the 20th century 
and the beginning of the 21st century, with the development of the Internet and 
social media, a third curve has risen sharply: the “curve of anti-knowledge”—of 
hate speech—which could lead humanity into a new dark age. 

Indeed, the entire world is in the midst of a heated debate about how universi
ties should respond to hate speech on campuses. It is emphasized that hate speech 
is the generic term that has come to encompass the use of speech for attacks based 
on race, ethnicity, religion, and sexual orientation or preference. 

This phenomenon can be characterized as public expression in the form of a 
deliberate attack or incitement to violence, humiliation, insult, or contempt against 
a person or group based on protected characteristics such as race, religion, ethnic 
origin, nationality, sex, sexual orientation, gender identity, disability, or serious 
illness. Hate speech can occur in different ways and linguistic styles, including 
subtly or when humor is used (Fortuna & Nunes, 2018; Toliyat et al., 2022). 

Exposure to hate speech in an academic environment has been associated 
with various harmful effects, such as the normalization of intolerance, reduction 
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of the sense of belonging of minority groups, impairment of mental health and 
well-being of students and staff, and the reduction of diversity of ideas and aca
demic freedom, culminating in university dropout (Soral et al., 2018; Ceci & 
Williams, 2018; Davids, 2019; Welshon, 2020; Kharytonenko et al., 2022). 

Nevertheless, the university is not a public square where everyone has the right 
to say anything. Universities must guarantee the rights essential for fulfilling its 
purpose of seeking and generating knowledge. The politicization of environments 
alien to the strictly public sphere, such as universities, has also raised new ques
tions about the meaning and extent of the idea of academic freedom. For many, 
academic freedom is nothing but a particular case of freedom of expression in 
general and would be regulated by the same principles. 

We understand that this observation is problematic and potentially misleading. 
Universities need to undertake actions to mitigate such situations and provide 
the means for identifying and monitoring hate speech, among which is artificial 
intelligence (AI), as proposed in this chapter. The use of AI, such as machine 
learning models and natural language processing (NLP), has the potential to 
analyze patterns in large volumes of text to automatically identify cases of hate 
speech, assisting in the moderation processes of content posted on academic 
channels in general. 

Mansur et al. (2023) highlight the existence of previous studies (including 
those by Langham & Gosha, 2018; Fortuna & Nunes, 2018; Modi, 2018; Alre
hili, 2019; Dorris et al., 2020) that addressed different aspects of hate speech 
detection on social media, mainly on Twitter®. However, research on AI moni
toring of hate speech in an academic context is sparse. 

To properly contextualize this issue, it is essential to understand some of the 
main justifications usually invoked to protect freedom of expression in general, 
conducted within the public sphere, such as political, religious, and artistic free
dom of expression. According to Macedo Jr. (2023), there are basically three 
justifications for freedom of expression, sometimes defended on exclusive grounds, 
other times by their combination and sum: 

1.	 In knowledge production: Its importance for the development of knowl
edge, as it would ensure that the marketplace of ideas could foster and 
refine the knowledge process. 

2.	 In human development: The ethical function to allow the development 
and self-realization of the human being through the guarantee of their 
aspiration for self-expression. 

3.	 In democracy: Its political role in facilitating the political process neces
sary for democratic self-government. At this point, freedom of expression 
would have a legitimizing function of power by ensuring that everyone, 
indiscriminately, could participate in the process of forming public opinion. 
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However, as principles, they do not imply that someone can say anything to 
anyone at any time, especially when it violates academic rules. First, it is impor
tant to emphasize that the university environment, guided by its fundamental 
objectives of promoting teaching, research, and outreach, has as its main focus the 
pursuit of knowledge built on recognized scientific methodologies. In academia, 
not all ideas have space. A professor who produces an academic work that is in 
flagrant disagreement with the criteria of academic excellence will not be able to 
publish their work in a scientific journal and may even be removed from their 
functions or not be made permanent in their position. If they present ideas not 
validated by the academic community, they will have difficulty in even entering 
the university. 

For example, it is inconceivable that a conference on oncology medicine could 
benefit from the freedom of expression of a conspiracy theory expert to discuss 
the best therapies for cancer. Society deeply values the knowledge of specialists. 
We seek doctors when sick because we expect the professional attending us to 
apply medical knowledge. We consider that an oncologist who does not offer 
adequate medical treatment, according to accepted medical practices, to a patient, 
replacing this with religious or mystical lectures, does not act within the limits 
of their freedom of expression. They can even be held accountable for their pro
fessional misconduct. In the office, as a doctor, they do not have the freedom of 
expression to put forth arbitrary opinions. The same principle that applies to the 
doctor applies to the professor and researcher and does not give the freedom to 
disseminate and teach any idea. 

Considering this context, this chapter aims to synthesize current knowledge 
about AI applications, specifically aimed at identifying and mitigating hate 
speech in an academic context. This chapter is limited to presenting the appli
cations of AI available for monitoring/mitigating hate speech in an academic 
environment without delving into the technically available solutions to solve 
the research problem. 

10.2 The dichotomy between freedom of expression 
and hate speech in the academic setting 

Hate speech can target individuals or groups based on arbitrary or normatively 
irrelevant characteristics, portraying them as undesirable and legitimate targets 
of hostility (Toliyat et al., 2022). 

An example of this occurred during the COVID-19 pandemic when hate 
speech, including derogatory language, racial insults, and xenophobic comments, 
was directed at Asians, blaming them for the spread of the virus and associating 
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them with negative stereotypes (Toliyat et al., 2022). An example of such hate 
speech related to these individuals was: “It’s the Chinese virus, from China, caused 
by their disgusting eating habits, their cruelty. Boycott everything Chinese” (He 
et al., 2021). 

Hate speech can take the form of derogatory language, stereotypes, or dis
criminatory comments, expressing hostility, prejudice, and discrimination, like 
those directed at Asian individuals or communities in the example above (Ceci 
& Williams, 2018; Toliyat et al., 2022). These comments, which can take the 
form of comments, online posts, or tweets, contribute to the perpetuation of hate 
speech and the marginalization of individuals exposed to it (Toliyat et al., 2022). 

Religious conflicts, ideological clashes, and political disputes, combined 
with migration crises, have potentiated hate speech on issues such as national 
identity, xenophobia, and religious intolerance, among other issues driving 
hate speech. 

This global panorama is inevitably replicated in academic environments, which 
should promote the free debate of ideas among a plural and diverse commu
nity. Academic freedom is essential for developing new research and creating 
new knowledge, which only occurs in environments of freedom of expression. 
However, cases of prejudiced manifestations or personal attacks on members of 
certain groups (with antagonistic ideological positions) have been generating 
debates about how far forms of intolerance should be tolerated under the guise 
of freedom of expression. 

There is a tension between the principles of freedom of expression and the 
need for an inclusive, safe environment conducive to the full participation of 
all voices (Ceci & Williams, 2018; Davids, 2019). It is argued that universities 
cannot be considered islands of repression, but they should also not allow speech 
that compromises fundamental ethical standards (Welshon, 2020). 

Therefore, the big question is how to reconcile protection against prejudices 
that silence and marginalize part of the student body without incurring gener
alized censorship. Authors such as Welshon (2019) advocate the idea of “armed 
intolerance” as a demarcation line, distinguishing vigorous debate from content 
that incites violence. 

Other authors highlight the risks of a broad or paternalistic application of pub
lic policies in which any dissent already labelled as hate speech will be suppressed. 
Some advocate for more training and dialogue rather than regulation of speech 
(Ceci & Williams, 2018). 

The key is to enable the development of sufficiently mature academic com
munities to constructively deal with divergences and build tolerance to monitor 
and minimize hate speech in the academic sphere, which results from a delirious 
irrationality of conspiracy theories through artificial intelligence. 
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10.3 Artificial intelligence as an alternative to monitor/ 
minimize hate speech in the academic environment 

Aggressiveness, threats, and other forms of abuse that can harm individuals and 
disrupt social relationships are part of the language used in online communications. 
As a response to these challenges, the detection of hate speech and related tasks 
(for example, recognizing the use of offensive or abusive language, aggressiveness, 
misogyny, racism, xenophobia, and homophobia) emerge as key research topics 
in the field of AI, particularly in NLP, arousing interest among researchers (Silva 
et al., 2020; Mansur, 2023). 

Identifying the sentiments expressed in posts and comments written by users 
on social media represents a challenge. Automating this process increases the 
level of difficulty. Initially, the task of inspecting hate comments was performed 
manually. With the growing number of users, manual annotation became 
extremely difficult and computationally time consuming. Most methodologies 
employed for the automatic identification of hate texts are based on NLP, which 
seeks to identify the words used and their corresponding semantics (Barkhashree 
& Dhaliwal, 2023). NLP is a specialized area that enables computers to under
stand and process human language, performing tasks such as tokenization, syn
tactic analysis, semantic analysis, and sentiment analysis (Gallardo et al., 2023). 

Initially, the problem of hate speech detection was seen as a binary issue, with 
hate and non-hate being the only two classes. However, this dual classification 
evolved over time into a more complex multiclass problem, in which hate speech 
can be associated with various sentiments. 

To cope with the complexities involved, researchers turned to intelligent 
machine-learning (ML) methodologies for automation. Various social plat
forms have already implemented ML-based methods to detect and track hate 
content. However, there is still significant space for improvement, as the cate
gorization of hate speech remains an exceptionally arduous task (Barkhashree 
& Dhaliwal, 2023). 

In recent years, deep learning has significantly advanced NLP with techniques 
such as word embedding, recurrent neural networks, and transformer models. 
Researchers have proposed improving deep-learning techniques for hate speech 
detection on social networks, which can be visualized in terms of combining ideas, 
such as using the long short-term memory (LSTM) model in the detection of 
hate speech on social networks using “Bag-of-Words” (BoW), chi-squared and 
recurrent neural networks (RNNs), which could potentially improve classification 
performance, as per Gallardo et al. (2023). 

The shift began with the use of supervised and unsupervised ML methods, and 
recently, researchers have started exploring deep learning methods (Barkhashree 
& Dhaliwal, 2023). 



 

 
 
 

 
 

  
      

 
 
 

 

 

 

 
            

 

 
  

 

 
              

 

Minimizing Hate Speech in Academic Environments with AI 157 

In this research perspective, there is an evolution towards ML techniques, 
which can be used to analyze facial features in depth and extract behavioural 
components based on them. The behavioural components obtained through 
facial reading and hate speech analysis can be combined to offer a more holis
tic approach. Incorporating deep learning models into this research is also 
a promising path for future investigations. Deep learning models, such as 
convolutional neural networks (CNNs) and RNNs, have shown remarkable 
capabilities in capturing intricate patterns and dependencies in large and 
diverse datasets. Therefore, if a well-curated and extensive dataset suitable for 
training deep learning models is available, it has the potential to enhance the 
results and advance the capabilities of the proposed system (Barkhashree & 
Dhaliwal, 2023). 

Silva et al. (2020), for example, investigated a variety of learning methods and 
characteristics for three tasks—hate speech detection, aggressiveness classifica
tion, and target group—in Spanish and English. Among these methods, a purely 
data-driven bidirectional encoder representations from transformers (BERT) 
model, and to some extent, a psycholinguistically informed hybrid CNN model, 
generally stood out in relation to previous work in the field for specific combi
nations of task and language. 

10.4 Challenges and opportunities for implementing AI 
in monitoring hate speech in academic environments 

Mansur et al. (2023) highlight several challenges and opportunities in detecting 
hate speech using AI, pointing out significant limitations in characterizing hate 
speech and operationalizing AI for detection and monitoring activities related 
to the dissemination of hate speech. The authors emphasize the importance of 
identifying hate posts generated by users before they are published. Deep learning 
models, genetic algorithms, and knowledge graphs can be implemented for this 
hate speech detection function. 

The main challenges in identifying hate speech are outlined in Table 10.1 (on 
next page). Table 10.1 lists a set of challenges involved in detecting hate speech 
on social media, as well as the various approaches used to address these challenges, 
which may be related to their application in an academic context. Table 10.2, on 
the other hand, discusses the challenges related to detecting hate speech based 
on machine learning issues. 

After analyzing how artificial intelligence can be applied in the detection, moni
toring, and mitigation of hate speech in an academic environment and pointing out 
the challenges to be overcome for its effective implementation, it is up to universities 
and higher education institutions to define a set of guidelines for the construction 
of a healthy academic environment conducive to the pluralization of ideas. 
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Table 10.1 Challenges Involved in Detecting 
Hate Speech on Social Media 

Challenges Description 

Understanding 
online hate speech 

It is important to emphasize the need to understand hate 
speech as a social and social network phenomenon. Due 
to the lack of individual and universal consensus regarding 
its definition, categorizing and properly identifying it is an 
extremely complex task. 

Subtle and 
unreliable 
annotations 

Social networks are valuable sources of information, 
but they are also less reliable and filled with noise. Hate 
speech detection is challenging due to subtle instances, 
sarcasm, and the unreliability of human annotations. 
Challenges in hate speech detection include false 
negatives, biases in annotation, and the lack of sufficiently 
labeled data. The acceptance of a universal concept of 
what constitutes hate speech is also a limiting factor. 

Ambiguity and 
noise 

Most existing methods for categorizing hate speech focus 
on online content, but users often use evasive typing 
language to avoid detection, making the collection and 
annotation of hate speech difficult owing to its incomplete 
and subjective nature. 

Separation of hate 
speech from an 
offensive instance 

It is imperative to distinguish hate speech from other 
offensive language so that it is possible to identify hate 
speech automatically on social networks. Dimensionality 
reduction and semantic representations are methods 
mentioned as approaches to solve this problem. 

Distinguishing 
hate speech from 
profanity 

The task of distinguishing between hate speech and 
swearing is a major challenge in identifying hate speech. 
Although hate speech may include profane language, the 
mere presence of such words does not necessarily imply 
that the text is hateful. This highlights the complexity of 
the issue and the need for advanced techniques and a 
nuanced understanding of language semantics to increase 
the accuracy of hate speech detection systems. Machine 
learning algorithms are applied to make this distinction. 

Misogyny as an 
instance of hate 
speech 

Misogyny is a form of hate speech targeted towards 
women. Its detection is an additional challenge in the 
complex task of detecting hate speech, especially 
on online social networks. Researchers have been 
using NLP resources with ML models to address this 
problem. Additional efforts are being made to reduce 
unintentional biases in ML models for detecting misogyny, 
as the occurrence of certain identity words can lead to 
unrealistic misogyny scores. This highlights the challenge 
of classifying misogynistic abuse on social networks. 

Source: Adapted from Mansur et al., 2023 
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Table 10.2 Challenges Involved in Detecting Hate 
Speech in Relation to Machine Learning 

Challenges Description 

Overfitting and 
sampling 

It is extremely important to carefully manage data sampling 
and overfitting issues in hate speech detection to ensure the 
robustness and generalization of the models. 

Imbalance issue 

Class imbalance is a challenge in hate speech detection, 
as it constitutes only a small fraction of what can be found 
online. To manage datasets with imbalanced classes, a 
variety of approaches can be used, including resampling, 
data augmentation, and other distinct mechanisms. This 
highlights the importance of addressing class imbalance 
in hate speech detection to ensure the accuracy and 
effectiveness of the models. 

Adversarial 
examples 

The challenge of adversarial examples is discussed, where 
attempts are made to deceive text detection systems 
through subtle changes in the text, causing it to be 
incorrectly identified by detection models. To address 
this problem, researchers have introduced solutions that 
preserve importance and readability, performing equally 
or better than the results of adversarial retraining. This 
highlights the importance of developing more robust and 
resilient models that can detect adversarial examples and 
prevent them from circumventing hate speech detection 
mechanisms. 

Generalization 
issue 

The problem of generalization in hate speech detection 
arises from the variability of user-generated text across 
different platforms, which can reduce the model’s ability 
to generalize effectively. Comments collected in the form 
of user-generated texts can vary among services, and the 
use of such data can hinder the model’s generalization. 
Therefore, it is essential to develop detection approaches 
that do not rely on information from any specific platform. 
This highlights the importance of developing hate speech 
detection models that can be generalized across different 
platforms and data distributions, as well as the need to 
consider various factors that may affect the generalization 
of the models. 

Lack of 
comparative 
evaluation 

The lack of comparative evaluation makes it difficult to 
assess the impact of existing efforts. To address this issue, 
various techniques and resource algorithms are being 
compared, and performance tests are being conducted 
in different categories using publicly accessible datasets. 
Furthermore, researchers have introduced semantic features 
to understand the nuances of user messages with the 
possible intention of hate. 

(Continues on next page) 
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Table 10.2 Challenges Involved in Detecting Hate 
Speech in Relation to Machine Learning (cont.) 

Challenges Description 

Feature 
engineering 

Hate speech detection is a challenge as a result of the 
scarcity of typical and special characteristics, making its 
identification difficult. Feature engineering plays a crucial 
role in hate speech detection, and researchers have 
explored various techniques to extract features and improve 
the performance of the models. Approaches involving 
resource extraction, resource selection, and dimensionality 
reduction are discussed 

Other challenges 

Other challenges mentioned include the detection of 
COVID-19-related hate speech, detecting hate speech 
targeting specific groups, and the overlap between hate 
speech and other forms of offensive language. 

Source: Adapted from Mansur et al., 2023 

10.5 Building a healthy academic environment for 
the pluralization of ideas: Guidelines to consider 

The importance of a healthy academic environment for the pluralization of ideas is 
emphasized, especially when discussions involve challenging deeply rooted beliefs 
(George & West, 2017). This environment is crucial for fostering critical thinking 
through open debate. However, it is argued that such debate can be conducted 
without tolerating speech that incites violence or reinforces the marginalization 
of groups (Davids, 2019; Parini et al., 2017). 

One of the significant challenges for academic institutions is to balance the 
guarantee of freedom of expression with the need to combat expressions that 
harm the dignity of community members (Ceci & Williams, 2018; Welshon, 
2020). Universities must provide an appropriate environment for promoting the 
free debate of ideas, considering expressions that exceed a productive discourse 
and infringe upon principles of respect and inclusion. 

There are arguments for both a more tolerant and skeptical stance and for a 
more vigorous “zero tolerance” approach to intolerant speech. Each has its reasons 
and associated risks, such as censorship versus complacency. 

The concept of “armed intolerance” (Welshon, 2020), which at times is inter
changeable with hate speech, seeks to delineate that not all controversy qualifies 
as hate speech requiring intervention. There should be room for respectfully 
expressed divergent views. 

Ceci & Williams (2018) argue that exposing and openly debating controversial 
ideas, when well-mediated, can reduce polarization and educate about diversity. 
Limiting or rejecting these discussions could be counterproductive. Universities 
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need to educate professors and students on media literacy and critical thinking 
to engage productively amid differences. 

Davids (2019) maintains that tolerance should be an educational imperative 
in higher education and democracy. He argues for the importance of higher edu
cation in promoting democracy and expanding its definition beyond educating 
students for a multicultural world. He emphasizes the students’ role in society and 
their responsibility towards human suffering, promoting compassion and empathy. 

Davids (2019) also discusses individual autonomy and its relation to tolerance. 
He highlights that tolerance implies autonomous exercise of conscience but 
also recognizing the need to restrict this freedom in relation to others in certain 
contexts. He advocates for exercising autonomy based on rationality and respect 
for others and encourages students to bring their perspectives, worldviews, and 
biases into the classroom for debate and confrontation with divergent views. 

Althibyani & Al-Zahrani (2023) highlight that digital citizenship education can 
play a significant role in reducing problems such as hate speech, cyberbullying, and 
the spread of fake news, especially among higher education students. By promoting 
a culture of respect and responsibility in the use of digital technology, digital citi
zenship can empower students to identify and critically evaluate online information. 

Welshon (2020) argues that while freedom of expression is a fundamental 
individual right, there is a limit outside of which this expression turns into armed 
intolerance or hate speech that threatens community members and academic 
and professional standards. It involves publicly opposing and protesting against 
expressions of armed intolerance, highlighting their incompatibility with aca
demic values and norms. Educational institutions should provide spaces in which 
community members feel safe and protected from intolerance and reaffirm and 
defend the fundamental principles of the university and the professional standards 
structuring academic freedom. 

Finally, Ceci & Williams (2018) clarify that no group of professors or students 
has the right to determine for the entire community that a matter is closed for 
discussion. A goal of academia is to challenge students to think more broadly and 
rigorously and to encourage thoughtful discussion. 

These suggestions reflect a balanced approach that seeks to protect freedom 
of expression while maintaining a respectful and safe academic environment, 
emphasizing that academic freedom and freedom of expression are not governed 
by the same principles. 

10.6 Final remarks 

Hate speech has advanced alarmingly in academic spaces, once seen as pluralistic 
environments for the free debate of ideas. 
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In light of this worrying scenario, the purpose of this chapter is to present the 
potential of artificial intelligence, through machine learning models and natural 
language processing, to assist in identifying and mitigating hate speech in an 
academic context. AI tools enable rapid analysis of large volumes of data in the 
form of posts and comments on university channels, signalling linguistic and 
semantic patterns associated with different degrees of intolerance. 

However, as discussed throughout the chapter, the application of AI in this 
context is not without challenges. Well-defined guidelines and what constitutes 
hate speech are needed to avoid false positives or controversies surrounding these 
tools. There should also be clarity about the ethical and legal limits of academic 
freedom of expression so as not to engage in widespread censorship practices. 

Thus, combating intolerant discourse in universities cannot be limited solely to 
identifying and removing hate speech in the form of offensive posts in academic 
channels. It is necessary to get to the root of the problem, promoting a culture 
of open dialogue, plurality of views, and critical thinking. 

This does not mean that manifestations that violate basic ethical principles 
should be accepted. On the contrary, the way forward is to educate and raise 
awareness, not simply “silence”. The university needs to train individuals mature 
enough to deal with disagreements constructively without resorting to aggression 
or reinforcing stigmas against those who think differently. 

In this sense, artificial intelligence can be a relevant aid, proactively identifying cases 
that go beyond vigorous yet respectful and tolerant debate. However, this technology 
alone will not bring about the necessary cultural transformation. It is up to academic 
managers and leaders to cultivate a healthy ecosystem for the pluralization of ideas. 

Intolerant discourse is a symptom of deeper problems that require solutions 
beyond technical issues. Universities need to reclaim their civilizing role, forming 
conscious, responsible, and supportive citizens. AI can support this mission, but 
the solution will come from the revival of humanist values that drive the search for 
knowledge. As long as arrogance, hate, and disqualification of the different prevail, 
no machine learning model will bring the transformation so necessary for society. 

AI can be used for both good and evil. In the case of universities, which often 
support key technological developments, it is important to promote the ethical 
use of AI for good, mainly to prevent and combat cases of academic exclusion 
and hatred. It is up to universities, as knowledge construction centers, to pro
mote the good use of AI, alerting their stakeholders to the challenges of incorrect 
use. Therefore, universities should be key places for equality and inclusion, and 
AI tools should be the guardians of their work “for good” in these and other areas. 

It is up to those in charge to identify the appropriate tools, but each tool 
reflects the intentions of its creators and, above all, how they are nourished. 
Therefore, as in other areas, ethics should guide this use. 
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