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Preface

Enterprise resource planning (ERP) systems digitalize all business processes of 
companies to increase the level of automation and optimization. ERP solutions inte-
grate data and business processes from sales, marketing, finance, supply chain, 
manufacturing, services, procurement, and human resources to operate as a central 
system of record for many organizations. Enterprises are driven by data and insights. 
It’s not just about having the right data but having the insights from that data associ-
ated with core business processes. This is where artificial intelligence (AI) can help, 
as it reveals knowledge from structured and unstructured data to facilitate intelligent 
ERP solutions. Artificial intelligence is typically defined as the ability of a machine 
to perform cognitive abilities we associate with human minds, such as perceiving, 
reasoning, learning, and problem-solving. It requires a system to correctly interpret 
external data, learn from such data, and use those learnings to achieve specific goals 
through flexible adaptation. Artificial intelligence, instead of explicitly program-
ming rules, learns from data to make sense of raw data and uncover hidden insights 
and relationships. Artificial intelligence is increasingly becoming a significant part 
of ERP systems. The relevance of artificial intelligence for ERP stems from the 
potential of artificial intelligence to drastically enhance the efficiency, accuracy, and 
functionality of ERP systems. Here are some examples why artificial intelligence is 
relevant and transformative for ERP systems:

• Improved decision-making: Artificial intelligence can analyze vast amounts of 
data quickly and accurately, providing insights that can improve decision- making 
processes. AI-enabled ERP systems can predict trends, identify potential issues, 
and suggest appropriate actions, thus helping businesses make more informed 
and timely decisions. Algorithms can help businesses understand their opera-
tions, customers, and markets better by analyzing and interpreting large amounts 
of data.

• Automation of routine tasks: Artificial intelligence can automate repetitive tasks, 
reducing the need for manual input and allowing employees to focus on more 
complex tasks. This automation can lead to significant improvements in produc-
tivity and efficiency. For example, algorithms can automate tasks like data entry, 
invoice processing, or inventory management in ERP systems.

• Supply chain optimization: Artificial intelligence can help optimize supply 
chains by predicting demand, optimizing delivery routes, and identifying 
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 potential supply chain disruptions before they occur. Algorithms can analyze 
historical data and identify patterns to make accurate forecasts. This can be par-
ticularly useful in areas such as sales forecasting, demand planning, and inven-
tory management.

• Risk management and fraud detection: Artificial intelligence can analyze trans-
action patterns to detect anomalies that might indicate fraudulent activities. It 
can also predict potential risks and provide alerts, thus enhancing the security 
and reliability of ERP systems. This can save businesses a lot of money and pro-
tect their reputation. Algorithms can easily scale to handle larger amounts of data 
as a business grows. This can make it easier for businesses to grow and expand 
without having to make significant investments.

• Improving customer service: Artificial intelligence can enhance customer ser-
vice by providing personalized experiences, quicker response times, and more 
accurate information. For example, AI-powered chatbots can handle customer 
inquiries 24/7, providing immediate responses and escalating complex issues to 
human agents. Artificial intelligence can analyze customer behavior and predict 
what they are likely to want or need in the future. This can help businesses tailor 
their services to individual customers, improving customer satisfaction and 
loyalty.

• Predictive maintenance: Artificial intelligence can analyze large volumes of data 
to predict potential equipment failures before they occur. This allows businesses 
to shift from a reactive maintenance approach to a proactive one, significantly 
reducing downtime and associated costs. This can prevent unexpected equipment 
downtime, save money on repairs, and improve overall operational efficiency. 
Algorithms can provide insights into the impact of maintenance activities on 
other areas of the business, aiding in strategic decision-making. For instance, it 
can help determine whether it’s more cost-effective to repair or replace a piece of 
equipment.

From our perspective, the rich data foundation and the strong focus on business 
processes of ERP systems optimally facilitates embedding artificial intelligence. 
However, incorporating artificial intelligence into ERP solutions is a challenging 
task due to the complexity of these systems. For instance, SAP’s ERP product con-
tains over 250 million lines of code and 143,000 tables. It supports 25 industry 
verticals, localizations for 64 countries, and over 100,000 business processes. We 
must solve two substantial challenges regarding embedding artificial intelligence 
into the ERP software: (1) How can we systematically integrate artificial intelli-
gence into ERP business processes for ease of consumption? (2) How can we make 
artificial intelligence enterprise-ready covering ERP qualities like compliance, life-
cycle management, extensibility, or scalability? Considering those challenges and 
providing for them an adequate solution is the objective of this book. In the first 
part, we describe the history and future trends of the ERP software. In addition, we 
also propose reference processes and reference architecture for ERP systems that 
build the foundation for the suggested solution concept. Furthermore, we suggest a 
method for operationalizing intelligence for ERP business processes. In the second 
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part, we propose concepts of embedding artificial intelligence into ERP software. In 
this context, we depict the suggested solution architecture and resolve specific top-
ics like data integration, model validation, explainability, data protection and pri-
vacy, model degradation, and performance. In the last part, we suggest an 
implementation framework that practically enables the introduced concepts. The 
framework harmonizes the development and operations of artificial intelligent ERP 
applications. This part concludes with case studies considering artificial intelligence 
scenarios of SAP’s ERP as a well-known product. Those use cases in ERP areas of 
logistics, finance, and sales apply the defined solution approach and framework 
outlined in this elaboration. This proves the added value and the real-world feasibil-
ity of those new inventions we suggested. Finally, ethical aspects of artificial intel-
ligence are briefly discussed in the epilogue. Business AI refers to the application of 
artificial intelligence technologies within the business environment to improve effi-
ciency, enhance decision-making, and generate insights that would otherwise be 
difficult or impossible to obtain with traditional techniques. These applications can 
span a wide range of business functions, including sales and marketing, customer 
service, human resources, finance, and operations. As enterprises run ERP systems 
to operate their business processes, our solution for embedding artificial intelli-
gence into the ERP software operationalizes business AI. The review of Prof. Dr. 
Axel Winkelmann and Prof. Dr. Guenther Gust are sincerely appreciated and grate-
fully acknowledged.

Walldorf, Germany Siar Sarferaz   
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This publication contains references to the products of SAP SE or an SAP affiliate 
company. SAP products and services mentioned herein as well as their respective 
logos are trademarks or registered trademarks of SAP SE or an SAP affiliate com-
pany. For SAP product screenshots included in this publication copyrights are 
reserved by SAP. All other product and service names mentioned are the trademarks 
of their respective companies. Data contained in this document serves informational 
purposes only. National product specifications may vary. SAP is neither the author 
nor the publisher of this publication and is not responsible for its content. SAP 
Group shall not be liable for errors or omissions with respect to the materials. The 
only warranties for SAP Group products and services are those that are set forth in 
the express warranty statements accompanying such products and services, if any. 
Nothing herein should be construed as constituting an additional warranty.

Disclaimer



xi

 1   Methodology  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   1
 1.1    Scientific Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   1

 1.1.1    Is It Interesting? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   2
 1.1.2    Is It New? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   4
 1.1.3    Is It True? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   8

Part I  ERP Fundamentals

 2   Intelligent ERP  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25
 2.1    ERP Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  25
 2.2    ERP Future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  29
 2.3    Applying Intelligence on ERP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  34

 2.3.1    Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35
 2.3.2    Business View  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38
 2.3.3    Technology View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38

 2.4    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40

 3   ERP Reference Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  41
 3.1    Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  41
 3.2    Idea to Market  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44
 3.3    Source to Pay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  47
 3.4    Plan to Fulfill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  50
 3.5    Lead to Cash  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  54
 3.6    Recruit to Retire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57
 3.7    Acquire to Decommission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  60
 3.8    Governance  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  63
 3.9    Finance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  66
 3.10    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69

 4   ERP Reference Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71
 4.1    Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71
 4.2    Research and Development/Engineering . . . . . . . . . . . . . . . . . . . . . .  73
 4.3    Procurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75
 4.4    Supply Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  77
 4.5    Manufacturing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  79

Contents



xii

 4.6    Sales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81
 4.7    Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  83
 4.8    Human Capital Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  85
 4.9    Asset Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  87
 4.10    Finance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  89
 4.11    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  91

 5   ERP Reference Artificial Intelligence Technology . . . . . . . . . . . . . . . . .  93
 5.1    Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  93
 5.2    Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  95

 5.2.1    SAP HANA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  95
 5.2.2    SAP Data Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  97
 5.2.3    SAP AI Core  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  97
 5.2.4    SAP Analytics Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  98

 5.3    Modeling  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  99
 5.3.1    SAP HANA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  99
 5.3.2    SAP Data Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
 5.3.3    SAP AI Core  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
 5.3.4    SAP Analytics Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

 5.4    Evaluation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
 5.5    Deployment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

 5.5.1    SAP HANA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
 5.5.2    SAP Data Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
 5.5.3    SAP AI Core  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
 5.5.4    SAP Analytics Cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

 5.6    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Part II  Concepts for Embedding Artificial Intelligence

 6   Business Requirements and Application Patterns . . . . . . . . . . . . . . . . . 111
 6.1    AI Business Requirements of ERP  . . . . . . . . . . . . . . . . . . . . . . . . . . 111

 6.1.1    Safety . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
 6.1.2    Data Isolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
 6.1.3    Flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
 6.1.4    Extensibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
 6.1.5    Innovation  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
 6.1.6    Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
 6.1.7    Operations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
 6.1.8    Commercialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

 6.2    AI Patterns of ERP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
 6.2.1    Matching  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
 6.2.2    Recommendation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
 6.2.3    Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
 6.2.4    Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
 6.2.5    Categorization  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
 6.2.6    Conversational AI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

 6.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

Contents



xiii

 7   Solution Architecture  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
 7.1    Guiding Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
 7.2    Solution Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
 7.3    Embedded Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
 7.4    Side-by-Side Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . 139
 7.5    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

 8   Life Cycle Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
 8.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
 8.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

 8.2.1    Artifacts, Processes, and Roles  . . . . . . . . . . . . . . . . . . . . . . . 150
 8.2.2    Prerequisite Check . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
 8.2.3    Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
 8.2.4    Deployment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
 8.2.5    Inferencing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
 8.2.6    Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

 8.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

 9   Data Integration  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
 9.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
 9.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

 9.2.1    Data Extraction with Views . . . . . . . . . . . . . . . . . . . . . . . . . . 168
 9.2.2    Pipelines and Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
 9.2.3    Output Management. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

 9.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

 10   Data Protection and Data Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
 10.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

 10.1.1    General Data Protection Regulation  . . . . . . . . . . . . . . . . . . 174
 10.1.2    California Consumer Privacy Act  . . . . . . . . . . . . . . . . . . . . 175
 10.1.3    Requirements for Artificial Intelligence. . . . . . . . . . . . . . . . 175

 10.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
 10.2.1    Blocking, Deleting, and Consent . . . . . . . . . . . . . . . . . . . . . 177
 10.2.2    Embedded Artificial intelligence . . . . . . . . . . . . . . . . . . . . . 180
 10.2.3    Side-by-Side Artificial intelligence . . . . . . . . . . . . . . . . . . . 184
 10.2.4    Additional Frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

 10.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

 11   Configuration  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
 11.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
 11.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

 11.2.1    Multiple Model Support Configuration . . . . . . . . . . . . . . . . 193
 11.2.2    Model Hyperparameter Configuration . . . . . . . . . . . . . . . . . 194

 11.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

 12   Extensibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
 12.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
 12.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

Contents



xiv

 12.2.1    Training Data Source Extension  . . . . . . . . . . . . . . . . . . . . . 199
 12.2.2    Algorithm Exchange and Artificial intelligence  

Logic Extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
 12.2.3    Consumption API Extensibility . . . . . . . . . . . . . . . . . . . . . . 205
 12.2.4    New Artificial Intelligence App . . . . . . . . . . . . . . . . . . . . . . 207
 12.2.5    Extensibility Life Cycle Management . . . . . . . . . . . . . . . . . 209

 12.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

 13   Model Degradation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
 13.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
 13.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

 13.2.1    Accuracy KPIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
 13.2.2    Drift and Skew Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
 13.2.3    Feedback Loops . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
 13.2.4    Solution Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

 13.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

 14   Explanation of Results  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
 14.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
 14.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

 14.2.1    User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
 14.2.2    Backend Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

 14.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

 15   Workload Management and Performance . . . . . . . . . . . . . . . . . . . . . . . 233
 15.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
 15.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

 15.2.1    Embedded Artificial Intelligence . . . . . . . . . . . . . . . . . . . . . 237
 15.2.2    Side-by-Side Artificial Intelligence . . . . . . . . . . . . . . . . . . . 239
 15.2.3    Performance-Optimized Programming . . . . . . . . . . . . . . . . 241

 15.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243

 16   Legal Auditing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
 16.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
 16.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
 16.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

 17   Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
 17.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
 17.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
 17.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

 18   Interface Design  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
 18.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
 18.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

 18.2.1    Intelligent Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
 18.2.2    Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
 18.2.3    Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

 18.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

Contents

https://doi.org/10.1007/978-3-031-54249-7_18#Sec4
https://doi.org/10.1007/978-3-031-54249-7_18#Sec5
https://doi.org/10.1007/978-3-031-54249-7_18#Sec6


xv

 19   Embedding Generative AI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
 19.1    Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
 19.2    Solution Proposal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
 19.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287

Part III  Implementation Framework and Case Studies

 20   Implementation Framework  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
 20.1    Approach Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
 20.2    Implementing Embedded AI Applications . . . . . . . . . . . . . . . . . . . . 295

 20.2.1    Generated Approach Based on APL  . . . . . . . . . . . . . . . . . . 296
 20.2.2    Coded Approach Based on PAL . . . . . . . . . . . . . . . . . . . . . . 303

 20.3    Implementing Side-by-Side AI Applications . . . . . . . . . . . . . . . . . . 309
 20.3.1    Required Development in SAP BTP . . . . . . . . . . . . . . . . . . 310
 20.3.2    Required Development in ABAP . . . . . . . . . . . . . . . . . . . . . 318

 20.4    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

 21   Sales and Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
 21.1    Predict Conversion of Sales Quotations . . . . . . . . . . . . . . . . . . . . . . 323
 21.2    Predict Sales Forecasts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326
 21.3    Predict Delivery Delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330
 21.4    Project Cost Forecasting  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
 21.5    Digital Content Processing  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 336
 21.6    Business Integrity Screening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
 21.7    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

 22   Sourcing and Procurement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
 22.1    Contract Consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
 22.2    Resolution for Invoice Payment Block  . . . . . . . . . . . . . . . . . . . . . . 348
 22.3    Supplier Delivery Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349
 22.4    Proposal of New Catalog Item . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353
 22.5    Proposal of Material Group . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354
 22.6    Materials Without Purchase Contract  . . . . . . . . . . . . . . . . . . . . . . . 357
 22.7    Image-Based Buying . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362
 22.8    Intelligent Approval Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365
 22.9    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366

 23   Inventory and Supply Chain  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
 23.1    Stock in Transit  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371
 23.2    Demand-Driven Replenishment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
 23.3    Defect Code Proposal with Text Recognition . . . . . . . . . . . . . . . . . 376
 23.4    Early Detection of Slow and Non-moving Stocks . . . . . . . . . . . . . . 379
 23.5    Automate Root Cause Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382
 23.6    Optimize Inspection Plans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385
 23.7    Defect Recording . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
 23.8    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 390

Contents



xvi

 24   Finance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
 24.1    Cash Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393

 24.1.1    Receivables Line Item Matching . . . . . . . . . . . . . . . . . . . . . 397
 24.1.2    Receivables Line Item Matching with Payment  

Advice Information Extraction  . . . . . . . . . . . . . . . . . . . . . . 398
 24.1.3    Receivables Line Item Matching with Lockbox  

Information  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399
 24.1.4    Payables Line Item Matching  . . . . . . . . . . . . . . . . . . . . . . . 401

 24.2    Accounting and Financial Close  . . . . . . . . . . . . . . . . . . . . . . . . . . . 403
 24.2.1    Clear Goods Receipts and Invoice Accounts . . . . . . . . . . . . 404
 24.2.2    Accruals Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406
 24.2.3    Predictive Accounting  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 408

 24.3    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 410

 25   Epilogue: Ethical Considerations  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411
 25.1    Guiding Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 411
 25.2    Ethics Policy  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413

 25.2.1    Human Agency and Oversight . . . . . . . . . . . . . . . . . . . . . . . 413
 25.2.2    Addressing Bias and Discrimination . . . . . . . . . . . . . . . . . . 414
 25.2.3    Transparency and Explainability . . . . . . . . . . . . . . . . . . . . . 415
 25.2.4    Civic Society . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

 25.3    Use Case Assessment Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417
 25.4    Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419

  Bibliography  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421

Contents



1© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2024
S. Sarferaz, Embedding Artificial Intelligence into ERP Software, 
https://doi.org/10.1007/978-3-031-54249-7_1

1Methodology

In this chapter, we depict the goals and the content of the elaboration. The written 
composition is structured into the main parts ERP fundamentals, concepts for 
embedding artificial intelligence, implementation framework, and case studies. We 
also briefly explain the problem space, our solution proposal, the approach for 
deducing the results, and the added value of our findings. For deriving the business 
requirements and resolving them, we analyzed 60 artificial intelligence ERP use 
cases and 20 ERP products, which are also itemized in this chapter.

1.1  Scientific Approach

There are various science theories that provide the ground for information system 
research. Design science research, for example, focuses on the development and 
evaluation of artifacts, such as constructions, models, or methods, to solve real- 
world problems and improve existing solutions (Gregor & Hevner, 2013; Venable 
et al., 2016; Winter, 2008). The main goal of design science research is to create 
knowledge through the design and analysis of innovative artifacts, which can be 
used to address relevant and significant problems in various domains, such as infor-
mation systems, engineering, and business (Goldkuhl, 2002; Hevner & Chatterjee, 
2010). My honored science philosophy professor Peter Janich provides an even 
more comprehensive framework for science theory by arguing that science is not 
only reflections of an objective reality but is constructed by human beings through 
language, practices, and communication (Janich, 1997, 2005, 2006). Scientific 
knowledge, according to Janich, is developed through a process of social negotia-
tion and consensus among scientists and is evaluated based on their coherence, sim-
plicity, and effectiveness in solving particular problems. In his view, science is a 
social activity that involves finding general and objective explanations of observable 
relationships by drawing on empirical data and a common methodological approach. 
The common ground of those science theories we can condense to three questions 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_1&domain=pdf
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(Wilson, 2002) concerning the research contribution: Is it true? Is it new? Is it 
 interesting? Those questions we answer in context of embedding artificial intelli-
gence into ERP software. We begin with the last question as the relevance of the 
problem being addressed is the most crucial aspect of research contribution.

1.1.1  Is It Interesting?

ERP software is essential for companies as it builds the backbone for enterprises by 
integrating crucial functions and processes into a single, unified system. Thus, ERP 
software adds value to organizations:

• ERP streamlines and automates business processes, improves data flow and com-
munication, and provides real-time access to accurate and consistent information 
across different departments.

• By automating routine tasks and standardizing business processes, ERP reduces 
manual work and human errors, leading to increased productivity and efficiency.

• ERP provides real-time access to accurate and consistent data, which helps 
employees make informed decisions based on relevant and up-to-date 
information.

• By breaking down information silos and providing a single source of truth for all 
departments, ERP improves communication and collaboration across the 
organization.

• Through better resource management, process optimization, and reduced opera-
tional redundancies, ERP helps organizations save costs and improve their 
business.

• ERP can be easily scaled and adapted to accommodate organizational growth 
and changing business requirements.

In addition to optimize companies, ERP systems also impact the daily life of 
ordinary persons. Billions of worldwide transactions are processed by ERP systems 
day to day, for example, people buying their beverages in the supermarket, paying 
per bank transfer, visiting hospital for admission, claiming an insurance case, mak-
ing a request to public authority, or booking flights. Conversely, ERP software is 
relevant to be considered in the elaboration. From the historical reflection of ERP 
software (Chapter 2), we know that today’s ERP solutions are using rule-based 
execution to automate processes, facilitate compliance, and guarantee data consis-
tency. No doubt, rule-based automation has significantly increased efficiency over 
time but has already reached its limits, especially as rule-based systems cannot learn 
and evolve without human being adding and adapting rules. Artificial intelligence 
helps to close this gap and increases the level of automation and optimization of 
business processes based on self-learning algorithms. Processes can be improved 
faster and with less human involvement and knowledge due to artificial intelligence. 
Intelligent ERP systems make the best use of both artificial intelligence and rules- 
based techniques, freeing up humans to concentrate on high-value tasks. Increased 
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productivity from incorporating artificial intelligence into business processes  fosters 
creativity and opens the door to new business models. Let’s illustrate with some 
examples how artificial intelligence can improve ERP functionality (Sarferaz, 2022):

• High-tech equipment failure is a crucial business issue for manufacturers. The 
health of these machines can be predicted by combining sensor data with busi-
ness data from ERP systems and applying artificial intelligence models. Thus, 
proactive business processes can be developed for maintenance scheduling, 
logistics planning for spare parts, and allocation of the repair crew.

• Success depends on being able to predict local market trends early on and pro-
viding the precise products that the market demands. Artificial intelligence algo-
rithms can examine purchasing patterns and suggest products to be included or 
removed from a business’s offering. They can assist in determining which vari-
ants, segmented by particular markets, are not currently selling well and which 
ones will go on to become the top sellers in the future.

• Final quality assurance and shipment readiness checks for products include con-
firming that a product has been manufactured precisely in accordance with its 
specifications and configuration. This human-centric process can be supported 
by image recognition algorithms making use of visual product quality checks. As 
a consequence, the accuracy and automation level of quality processes in produc-
tion can be increased, which results in fewer returns, better customer satisfaction, 
and improved profitability.

• The foundation for ERP business processes is high-quality master data, which is 
essential. To ensure data consistency, artificial intelligence models can automati-
cally identify and apply validation rules. Furthermore, the interaction with end 
users is simplified, and costs are reduced by the artificial intelligence–based 
autocompletion of attribute values while maintaining master data.

• Reconciliation between different companies takes a lot of time during the financial 
close. To enhance and accelerate local and group closes, artificial intelligence algo-
rithms aid in automating and controlling end-to-end, intragroup invoicing, pay-
ment, and settlement scenarios. Artificial intelligence models aid in spotting and 
fixing discrepancies in reconciliations, producing accurate data for month-end cor-
porate group reporting, and improved intercompany management transparency.

Thus, artificial intelligence enables disruptive innovation in many ERP domains 
and has a major impact on the ERP software market. There is a consensus among 
market analysts that ERP products evolves toward intelligent ERP solutions with the 
aim of autonomous processing (Chapter 2). IDC market research (IDC, 2022a) pre-
dicts that by 2026, all business technologies will have features that are driven by arti-
ficial intelligence, and 60% of organizations will actively use these features to improve 
outcomes without relying on technical artificial intelligence talent. Globally, compa-
nies are projected to spend $118 billion on artificial intelligence solutions in 2022. 
This spending is anticipated to rise by $301 billion between 2021 and 2026 at a com-
pound annual growth rate (CAGR) of 26.5%. The global IT spending CAGR over the 
same 5-year period was 6.3%, which is more than four times higher than this. 
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According to McKinsey, the market for artificial intelligence applications will be 
worth $127 billion worldwide by 2025 (Sarferaz, 2022). According to 
PricewaterhouseCoopers, artificial intelligence could increase gross domestic product 
growth by up to 26% and contribute nearly $16 trillion to the global economy by 2030 
(Sarferaz, 2022). By 2023, artificial intelligence will automate 60% of manual tasks, 
predicts Gartner. Almost all sectors and industries will reap benefits (Sarferaz, 2022).

We conclude that ERP software is relevant as it impacts the business of compa-
nies and the daily life of people. The current rule-based level of automation of ERP 
business processes can be increased with artificial intelligence techniques, for 
example, improved forecasting, optimized operations, more personalized customer 
services, and enhanced user experiences. ERP analysts outline the increasing mar-
ket volume and importance of artificial intelligence in the domain of business appli-
cations. Thus, identifying and solving the challenges of embedding intelligence into 
ERP software as objective of the elaboration is relevant and valuable.

1.1.2  Is It New?

There are various publications concerning artificial intelligence in the business 
domain (Akerkar, 2019; Canhoto & Clear, 2020; Chen et al., 2021; Cubric, 2020; 
Guenole & Feinzig, 2018; Kerzel, 2020; Soni et al., 2020). However, typically, they 
are focusing on specific artificial intelligence scenarios and their individual imple-
mentations, explaining the data science approach for business problems, or offering 
general views on social, economic, and ethical implications of artificial intelligence. 
What is missing is a comprehensive consideration of how artificial intelligence can 
be embedded into digitized business processes. This gap we would like to close by 
providing an end-to-end perspective from identification of the business require-
ments to resolving them conceptually and proving their feasibility with case studies.

After analyzing the problem space based on numerous user cases, we pinpointed 
two key obstacles that need to be addressed when it comes to embedding artificial 
intelligence into ERP software as illustrated in Fig.  1.1. We will explain our 
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methodology of detecting and resolving those challenges in the next section. From 
our perspective already the identification of those requirements is a new finding as 
no prior art is known reflecting these holistically. As shown in Fig. 1.1, to embed 
artificial intelligence into business processes, corresponding enterprise require-
ments must be met. Incorporating artificial intelligence functionality into ERP soft-
ware must result, for example, into compliant, secure, and performant business 
processes. Those qualities we refer to as Enterprise Ready AI (Chapter 6).

Typically, consumers of business processes are not educated in data science and 
are also not technical minded. Conversely, it is crucial that artificial intelligence 
capabilities are deeply integrated into business processes and user interfaces of ERP 
software for ease of consumption, which we referred to as Built-in AI in Fig. 1.1. 
Thus, artificial intelligence features must be provided to the right person, at the right 
place, and at the right time. To meet this requirement, corresponding concepts must 
be provided. Those concepts must facilitate the Built-in AI demand while ensuring 
the Enterprise Ready AI requirement. For resolving these artificial intelligence 
aspects, we depict the business requirements and propose novel concepts for life 
cycle management (Chapter 8), data integration (Chapter 9), data protection and 
privacy (Chapter 10), configuration (Chapter 11), extensibility (Chapter 12), model 
degradation (Chapter 13), explainable AI (Chapter 14), workload management and 
performance (Chapter 15), legal auditing (Chapter 16), model validation (Chapter 
17), and user interface design (Chapter 18). We have filed patents for various of 
these concepts. Patents protect new and non-obvious inventions. Conversely, they 
prove the novelty of our solution proposals, particularly as the patent authority con-
ducts intensive investigations on the aspect of novelty. For illustration, we list the 
abstracts for some of our patents exemplary, which are published on https://patents.
justia.com/inventor/siar- sarferaz:

• Automatic enforcement of data use policy for machine learning applications 
(patent number 11494512): “Techniques and solutions are described for restrict-
ing data that is provided to a machine learning application. Restrictions can be 
based on use status information, such as use status information associated with a 
retention manager and indicating whether data is blocked from use. Data identi-
fiers used by a cloud-based system can be correlated with archiving objects of a 
local system so that the cloud-based system can receive use status information to 
avoid using blocked data. Restrictions can include restricting data based on 
whether a data subject has provided consent that allows the data to be used by the 
machine learning application. A data view can be defined that filters query results 
to those where consent exits. The data view can join, such as an inner join, a table 
providing consent information with a data having data subject data.”

• Detection of machine learning model degradation (patent number 11625602): “A 
method may include training, based on a first training dataset, a machine learning 
model. A degradation of the machine learning model may be detected based on 
one or more accuracy key performance indicators including a prediction power 
metric and a prediction confidence metric. The degradation of the machine learn-
ing model may also be detected based on a drift and skew in an input dataset and/
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or an output dataset of the machine learning model. Furthermore, the degradation 
of the machine learning model may be detected based on an explicit feedback 
and/or an implicit feedback on a performance of the machine learning model. In 
response to detecting the degradation of the machine learning model, the machine 
learning model may be retrained based on a second training dataset that includes 
at least one training sample not included in the first training dataset. Related 
systems and articles of manufacture are also provided.”

• Embedded machine learning (patent number 11507884): “Systems and methods 
are provided for receiving a request for data associated with a particular func-
tionality of an application, identifying a first attribute for which data is to be 
generated to fulfill the request, and determining that the first attribute corre-
sponds to data to be generated by a first machine learning model. The systems 
and methods further providing for executing a view or procedure to generate data 
for input to the first machine learning model, inputting the generated data into the 
first machine learning model, and receiving output from the first machine learn-
ing model. The output is provided in response to the request for data associated 
with the particular functionality of the application.”

• Facilitating machine learning configuration (patent number 11580455): 
“Techniques and solutions are described for facilitating the use of machine learn-
ing techniques. In some cases, filters can be defined for multiple segments of a 
training data set. Model segments corresponding to respective segments can be 
trained using an appropriate subset of the training data set. When a request for a 
machine learning result is made, filter criteria for the request can be determined 
and an appropriate model segment can be selected and used for processing the 
request. One or more hyperparameter values can be defined for a machine learn-
ing scenario. When a machine learning scenario is selected for execution, the one 
or more hyperparameter values for the machine learning scenario can be used to 
configure a machine learning algorithm used by the machine learning scenario.”

• Machine leaning facilitated data entry (patent number 20210342738): 
“Techniques and solutions are described for facilitating data entry using machine 
learning techniques. A machine learning model can be trained using values for 
one or more data members of at least on type of data object, such as a logical data 
object. One or more input recommendation functions can be defined for the data 
object, where an input recommendation method is configured to use the machine 
learning model to obtain one or more recommended values for a data member of 
the data object. A user interface control of a graphical user interface can be pro-
grammed to access a recommendation function to provide a recommended value 
for the user interface control, where the value can be optionally set for a data 
member of an instance of the data object. Explanatory information can be pro-
vided that describes criteria used in determining the recommended value.”

• Facilitating machine learning using remote data (patent number 20210264312): 
“Techniques and solutions are described for facilitating the use of machine 
 learning techniques. In some cases, a system suitable for providing a machine 
learning analysis can be different from a remote computer system on which 
training data for a machine learning model is located. A machine learning task 
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can be defined that includes an identifier for at least one data source on the 
remote computer system. Data for the at least one data source is received from 
the remote computer system. At least a portion of the data is processed using a 
machine learning algorithm to provide a trained model, which can be stored for 
later use. Data on the remote computing system can be unstructured or struc-
tured. Particularly in the case of structured data, a remote computer system can 
make updated data available to the machine learning task.”

• Machine learning life cycle management (patent number 20210241170): 
“Systems, methods, and computer program products for managing a lifecycle 
of a machine learning (ML) application from a consumer point of view are 
described herein. Execution of an intelligent scenario for training of the ML 
application is initiated. An integrator component generates a training pipeline. 
The training pipeline includes training logic associated with a defined work-
flow for the training. An application having an input dataset trains the ML 
application using the training pipeline. The integrator component determines 
training metrics associated with the trained ML application. The training met-
rics are indicators of a level of accuracy of the trained ML application. A cen-
tralized component provides the training metrics for characterization of the 
trained model.”

• Automated, progressive explanations of machine learning results (patent number 
20210192376): “Techniques and solutions are described for analyzing results of 
a machine learning model. Disclosed technologies provide for progressively pro-
viding explanation of machine learning results at increasing levels of granularity. 
A global or local explanation can be provided for given set of one or more 
machine learning results. A global explanation can provide information regard-
ing the general performance of the machine learning model. One type of local 
explanation can include results calculated for considered, but unselected options. 
Another type of local explanation can include analysis of features used in gener-
ating a particular machine learning result. By automatically calculating and pro-
viding analysis of machine learning results, users may better understand how 
results were calculated and the potential accuracy of the results, and may have 
greater confidence in using machine learning techniques.”

• Machine learning performance and workload management (patent number 
20210004712): “Systems and methods are described herein for reducing resource 
consumption of a database system and a machine learning (ML) system. Data is 
received from an ML application of a database system. The data includes a first 
inference call for a predicted response to the received data. The first inference 
call is a request to a ML model to generate one or more predictions for which a 
response is unknown. An ML model using the received data generates an output 
comprising the predicted response to the data. The output for future inference 
calls is cached in an inference cache so as to bypass the ML model. The gener-
ated output to the ML application is provided by the ML model. A second infer-
ence call is received which includes the data of the first inference call. The cached 
output is retrieved from the inference cache. The retrieving bypasses the 
ML model.”

1.1 Scientific Approach
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We conclude that the considered problem and the proposed solution are new 
contributions to scientific knowledge. The novelty is well proved by corresponding 
patents.

1.1.3  Is It True?

Traceability of how results have been produced is an important aspect of scientific 
knowledge contribution. For verifiability, we describe in Fig. 1.2 the deduction of 
our results.

For understanding the problem space, we first analyzed around 60 artificial intel-
ligence use cases in the ERP domain. The key questions we considered in this con-
text were the following: Should the underlying problem be resolved with artificial 
intelligence, or could rule-based techniques be a better alternative? What technical 
functionality is required to implement the artificial intelligence use case? Table 1.1 
lists those use cases and provides brief description of them. To have a broad cover-
age, the use cases are originated from the ERP core business processes idea to 
market, source to pay, plan to fulfill, lead to cash, recruit to retire, acquire to decom-
mission, governance, and finance. Around 30 of the use cases will be described in 
detail in Part 3 where the case studies are explained. From use case analysis, we 
drove the business requirements as illustrated in Fig. 1.1. Furthermore, we identified 
artificial intelligence application patterns. We additionally validated those business 
requirements and application patterns (Chapter 6) with customers and domain 
experts. The artificial intelligence application patterns categorize the use cases 
along similarity of business functionality and realization approach. The rationale 
behind is that we don’t want to provide for each use case an individual technical 
implementation but to resolve at least one or better more artificial intelligence appli-
cation patterns with the same solution architecture. This approach results typically 
into a more lean and powerful solution concept. For embedding artificial intelli-
gence into ERP, we must consider the underlying software architecture. This is 
comparable with constructing a new room in a house where the existing architecture 
cannot be ignored too. In the context of ERP software, the challenge is that there is 

60 AI Use 
Cases

20 ERP 
Products

Customers 
& Experts

1 Business 
Requirements

2 AI Application 
Patterns

3 ERP Reference 
Processes

4 ERP Reference 
Architecture

5 ERP Reference 
AI Technology

6 Concept for 
Embedding AI in ERP

7 Implementation 
Framework

8 Case Studies as 
Proof

operationalize validate

R
es

ul
ts

Fig. 1.2 Approach for deducing of results
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no standardized architecture definition available. This is due to the varying  functional 
scope of the ERP products, different implementation strategies, and the fact that the 
product architecture is often a closely guarded secret of the ERP vendors. To over-
come this gap, we proposed an ERP reference architecture (Chapter 4). However, to 
suggest such an ERP reference architecture, we had first to define ERP reference 
processes (Chapter 3), which specify the functionality of ERP systems. The refer-
ence processes describe the WHAT, while the reference architecture depicts the 
HOW.  In defining the ERP reference processes, we investigated around 20 ERP 
products, which are listed in Table 1.2. We selected those ERP products according 
to IDC analysis (IDC, 2020) of the ERP vendors with the highest market share. We 
took into consideration key aspects such as the capabilities offered by the products 
and, if available, the technical realization approach provided by the vendor. In addi-
tion, we explored and abstracted the artificial intelligence technologies ERP prod-
ucts incorporating for implementation of corresponding use cases (Chapter 5). With 
the results 1 to 5 of Fig. 1.2, we had the necessary foundation to define the solution 
concept for embedding artificial intelligence into ERP software (Chapters. 7–19). 
We operationalized those concepts we operationalized with an implementation 
framework (Chapter 20) to simplify their consumption by developers. Thus, the 
framework applies the concepts as far as possible automatically while developers 
can focus on the implementation of the business logic. This reduces the total cost of 
development but also increases the quality of coding. While the framework concepts 
are generally valid, we introduce a concrete implementation as feasibility proof 
based on the ERP platform of SAP, especially as we utilize this technology also for 
the implementation of the case studies. The case studies prove the real-world feasi-
bility of the proposed solution. Artificial intelligence use cases from the ERP 
domain sales and research (Chapter 21), sourcing and procurement (Chapter 22), 
inventory and supply chain (Chapter 23), and finance (Chapter 24) were realized 
successfully based on the suggested solution concept and implementation frame-
work. Development of artificial intelligence applications in the context of ERP shall 
consider ethical aspects, which are discussed finally (Chapter 25).

To recap, we explained how our results were deducted and validated so that the 
scientist community can retrace and verify them.

1 Methodology
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We begin this part with a historical view of ERP systems. The first software  solutions 
for enterprises had been best of breed products, which were developed for very 
specific use cases. The resulting gap of integration among those numerous solutions 
was closed with monolithic ERP systems later. In turn, the high implementation and 
operations efforts of monolithic systems have been compensated nowadays with 
cloud-based ERP solutions where hardware is shared among multiple deployments. 
However, intelligent ERP is the future direction. These products apply artificial 
intelligence technology to automatize business processes toward an autonomous 
solution. Although there is a long journey to go, the first use cases in this domain are 
very promising. Market analysists also foresee high potential and expect billions of 
dollar growth in this area. Consequently, researching in the new field of embedding 
artificial intelligence into ERP software is essential to resolve the underlying chal-
lenges and leverage the huge opportunities as we do with this elaboration. We also 
briefly discuss the application of artificial intelligence in context of ERP systems in 
terms of increasing automation of business processes. In this context, we also pro-
vide an answer to the question, “What makes an ERP system intelligent?” For 
embedding artificial intelligence into ERP software, we must know the architecture 
of ERP systems to incorporate systematically artificial intelligence. However, the 
functionality and architecture of ERP solutions depend on the vendors and differ 
accordingly. Therefore, we first propose a reference process specification, which 
constitutes the functionality of ERP solutions. All enterprises cover the domains 
develop products and services, generate demand, fulfill demand, plan and manage, 
and have to digitalize the underlying business processes. We suggest business pro-
cesses for those domains and derive from them a reference architecture for ERP 
software. The suggested reference processes we use to specify which part of a busi-
ness process shall be enriched with artificial intelligence capability (the WHAT), 
while the proposed reference architecture we utilize to determine where and how to 
incorporate artificial intelligence technology (the HOW). Especially the concepts 
we later define are founded on those reference models and are therefore commonly 
valid. As a side benefit, the reference processes and refence architecture can be 
additionally reused for assessing ERP products. This part is based on our 
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investigations in Sarferaz (2022, 2023). As exemplary listed, there are numerous 
publications regarding ERP software. However, their main focus is not on future 
trends, reference processes, and reference architecture but on aspects like:

• ERP selection criteria (Kumar 2003; Verville 2003; Fischer 2004; HAN 2004; 
Wie 2005; Keil 2006; Lall 2006; Ayag 2007; Yang 2007; Bueno 2008; Aberdeen 
2006, 2007; Ratkevicius 2012; Bhatt 2021; Chang 2020; Yurtyapan 2021; 
Alaskari 2019; Chen 2019; Czekster 2019; Aydogmus 2021; Beskese 2019; 
Thanh 2022; Polivka 2021)

• ERP success factors (Grabski 2003; Ewusi 1997; Glass 1998; Laughlin 1999; 
Swan 1999; Parr 2000; Soh 2000; Sumner 2000; Motwani 2002; Stapleton 2004; 
Wei 2004; Anexinet 2006; Kimberling 2006; Ibrahim 2008; Lindley 2008; Parijat 
2009; Menon 2019; Kiran 2019; Barth 2019; Al-Okaily 2021; Mahraz 2020; 
Gavali 2019; Tongsuksai 2019)

• ERP value proposition (Chen 2006; Gibson 1999; Gobeli 2002; Gunasekaran 
2006; Krumbholz 2000; Rebstock 2000; Robinson 1999; Somers 2000; 
Davenport 1998; Dong 2000; Jacobs 2003; Akkermans 2003; Tarantilis 2008; 
Prahalad 2008; Rosemann 2000; Ross 2002; Stewart 2000; Willis 2002; Ruivo 
2020; Hadidi 2020)

• ERP implementation (Avital 1999; Brancroft 1998; Becerra-Fernandez 2000; 
Gobeli 2002; Gattiker 2005; Jacobs 2003; Soh 2000; Vincent 2003; Boersma 
2005; Bonner 2000; Brown 1999; Ranganathan 2006; Umble 2003; Al-Mashari 
2003; Nohria 2003; Cotteleer 2006; Adam 2000; Gattiker 2000; Purnendu 2003; 
Olhager 2003; Pawlowski 1999; Rohit 2021; Alsharari 2020)

Part I ERP Fundamentals
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2Intelligent ERP

In this chapter, we take the reader through a journey of the history of ERP systems 
and show the strengths and weaknesses of ERP solutions and how the providers 
deal with the constant change in requirements. In this context, ERP vendors and 
their market share are briefly introduced. The first material resource planning 
(MRP) systems were provided as best of breed solutions for more than 50 years ago. 
Monolithic ERP systems followed, overcoming the integration challenges of MRP 
products. Today, cloud-based ERP solutions are in focus, which aim to reduce hard-
ware and operations cost with cloud computing techniques. However, the future is 
intelligent ERP systems that make use of artificial intelligence to mimic cognitive 
capabilities of human being for increasing the automatization of business processes. 
This is a completely new research area for which we suggest answers in the 
elaboration.

2.1  ERP Evolution

ERP stands for enterprise resource planning system, but what does it entail? ERP 
refers to a multi-modular software designed to manage and regulate a variety of 
activities that support enterprises. Functions such as data collection, storage, prod-
uct planning, parts procurement, inventory management, purchasing, customer ser-
vice, and order monitoring can all be facilitated through ERP. Additionally, ERP 
encompasses financial and human resource management application modules. In 
essence, ERP software strives to digitize all enterprise processes to enhance overall 
optimization. Implementing an ERP system requires significant business process 
reengineering and employee retraining. The rapid advancement of information tech-
nology and the continuous digitization of both private and business sectors have 
increased the demand for advanced ERP systems. Factors contributing to this 
demand include the need for prompt delivery of goods and services, as well as a fast, 
simple, and secure method for conducting transactions across multiple instances. 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_2&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_2
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Let us delve into the evolution of ERP systems and the changes in requirements and 
functionalities.

The origins of ERP systems can be traced back to the 1960s or 1970s, depending 
on the source. It all began with MRP systems, which stands for material require-
ments planning systems. Initially, these systems were primarily designed for the 
manufacturing industry and were used to calculate the materials and components 
needed to produce a product (Essex et al., 2020). Joseph Orlicky, an IBM engineer, 
invented the MRP system in 1964. However, MRP systems had some limitations, 
such as their narrow focus and lack of feedback mechanisms for production plans 
when material plans were infeasible due to capacity shortages. Over time, MRP 
systems evolved, and it became evident that a more comprehensive, holistic 
approach was necessary to integrate other processes and the entire organization. 
This evolution included establishing connections between manufacturing execution 
and production planning activities, known as the master production schedule (MPS), 
among other developments. Various approaches were also developed for capacity 
planning and financial planning. These improvements led to the creation of more 
advanced MRP systems, called MRP II systems. In the early 1970s, several compa-
nies emerged that focused on standard software for businesses. These start-ups ini-
tially concentrated on finance, using a single database and real-time processing. At 
that time, these systems were available as mainframe software on large computers. 
Gradually, back-office processes like human resources and accounting were com-
bined, and by the 1980s, all business functions within a company were integrated. 
This progress was made possible by the rapid and continuous advancements in com-
puter technology, both in hardware and software. MRP II, which stands for manu-
facturing resource planning, was introduced by management expert Oliver Wight in 
1983 (Wight, 1984). Wight defined MRP II as a comprehensive market and resource- 
oriented planning system for sales, production, and inventory levels, starting at the 
executive level. The development and integration of various company departments 
led to the idea of a unified database and a single system, as separate systems often 
resulted in inconsistencies and increased time expenditure. MRP II systems, with 
the help of advancing computer technology, offered the ability to perform simula-
tions based on data sets in addition to providing a company-wide information base. 
These simulations aided companies in making various operational decisions with-
out altering the actual data sets in the database. As a result, MRP II systems had 
three key features: interfunctional coordination, closed-loop planning, and what-if 
analysis capability. Despite these advancements, MRP II systems had a significant 
drawback: they were primarily focused on production, which excluded non- 
manufacturing companies and other sectors of the economy. This shortcoming led 
to the development of the next stage in the evolution: ERP systems, which aimed to 
fill the market gap. ERP systems emerged in the 1990s, as depicted in Fig.  2.1 
(Saueressig et al., 2021a, 2021b). Gartner research analysts, as cited by Essex et al. 
(2020), identified the necessity for a consistent nomenclature and led the effort to 
establish it. They drew inspiration from business software providers such as SAP, 
PeopleSoft, Baan, and more. Although the terms MRP and MRP II are no longer 
widely used, they are seen as the precursors to modern ERP systems. Many of their 
concepts and ideas continue to be employed in today’s ERP systems. In most cases, 
MRP solutions are incorporated into ERP systems as a standard feature.

2 Intelligent ERP
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Best of breeds Monolithic Cloud based Intelligent

Future1980s to 1990s 1990s to 2000s Today

Core ERP Core
ERP

Fig. 2.1 Evolution of ERP software

So, what exactly is an ERP system? ERP systems are versatile solutions that 
 support major business processes across various industries and company types. Not 
only do they handle production workflows, but they also manage other general busi-
ness processes. A key feature of ERP systems is their applicability to all sectors, 
since every organization, regardless of its industry, must issue invoices and engage 
with other businesses in some manner. As ERP systems evolved, they faced the chal-
lenges of localization, global markets, and international networks. This led to the 
development of multilingual and multicurrency systems, including conversion capa-
bilities, to keep up with the ever-changing global market landscape and competition. 
ERP systems had to address numerous hurdles, such as creating distributed systems, 
custom data views, and processing capabilities for different roles and employees. 
By 2000, typical functionalities of an ERP system included engineering, technical 
change control and documentation, procurement or purchasing, materials manage-
ment, manufacturing, human resources, cost accounting, finance, marketing, and 
sales. The advent of the ERP concept prompted system vendors to reevaluate their 
approach, shifting from mainframe computers to server-client architectures, which 
facilitated multi-user operations. User interfaces were gradually improved, and early 
ERP systems allowed real-time software usage at individual workstations. Additional 
features introduced during this period included distributed relational databases with 
query and reporting capabilities, electronic data interchange for communication 
with suppliers and customers, decision support systems for managers, graphical user 
interfaces, and standard application programming interfaces. However, technologi-
cal progress did not stop in 2000. Over the next decade, a new trend emerged: data 
needed to be accessible and retrievable at any time and from any location. Cloud 
computing became a buzzword in this context, enabling real-time communication 
between companies. Some businesses transitioned from traditional desktop applica-
tions to browser-based user interfaces. From the 2010s until now, numerous tech-
nological advancements have continued to present new challenges for ERP system 
providers. These include artificial intelligence and machine learning, blockchain, pre-
dictive analytics, and other emerging technologies that require the cloud’s advanced 
computing power, big data, and Internet connectivity. As a result, the long-term 
future of ERP systems involves the development of autonomous solutions referred 
as intelligent ERP. Progress in artificial intelligence have significantly impacted pro-
cess automation, dynamic analytics, and user experiences based on voice, vision, 
and messaging. Artificial intelligence enables users to eliminate mundane routine 
tasks by automating business processes, ranging from HR to payment processing, 
purchase order approvals, and sales execution. Proactive analysis of new data types 
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and detection of unfamiliar patterns provide unprecedented insights for identifying 
opportunities and threats. Artificial intelligence capabilities facilitate human interac-
tion by leaving only non- automated tasks for users to handle. Advanced bot tech-
niques, such as ChatGPT, can even generate code, allowing intelligent ERP systems 
to adapt to changes autonomously.

In 2021, the ERP market was valued at $92.1 billion as illustrated in Fig. 2.2. The 
largest market competitors by share value were SAP with 13.0%, Intuit with 8.7%, 
Oracle with 6.1%, Workday with 4.9%, and Microsoft with 2.6%. Combined, these 
companies accounted for nearly a third of the entire global ERP market. The 
increased market share of tech giants like Microsoft, Oracle, and SAP can be attrib-
uted to their unique historical backgrounds and diverse strategies. For instance, 
Microsoft achieved success in the ERP market by offering dynamic products and 
fully integrated tools, along with strategic acquisitions such as Great Plains 
(Davidson, 2020). On the other hand, SAP has been a frontrunner in business appli-
cations since introducing its first ERP system in 1972 (Davidson, 2020), catering to 
clients in over 180 countries with a wide range of ERP solutions tailored to various 
use cases and business sizes. The software’s scalability also contributes to its advan-
tage. Oracle, primarily recognized for selling databases, platform software, cloud 
systems, and enterprise software products, emerged as a top ERP company follow-
ing several acquisitions in the early 2000s. Their acquisition of NetSuite in 2016 
further solidified their position in the ERP cloud systems realm. Meanwhile, Sage, 
much like SAP, has a long-standing history in ERP software dating back to 1981, 
primarily focusing on small businesses. Their ERP solutions are known for their 
modularity and customization options.

Fig. 2.2 Worldwide ERP market share in 2021 (IDC, 2021). Note: 2021 Share (%), Revenue ($B), 
and Growth (%)

2 Intelligent ERP
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Infor has become a leading player in the small and medium business sector after 
aggressively modernizing their product line since 2010 and utilizing acquisitions to 
provide ERP software for various industries. To stay ahead in the market, competi-
tors apply different strategies, which can be grouped into revenue growth, technol-
ogy, and industry. Despite these diverse approaches, a common thread among them 
is the desire to leverage emerging technologies like artificial intelligence and cloud 
services, enabling clients to gain deeper data insights and enhance business pro-
cesses. Generally, the emphasis is on customer-centric, cloud-based, and intelligent 
solutions.

Exploring the traits and functionalities of ERP systems and their recent imple-
mentations, architectural advancements have allowed these solutions to excel in the 
market, offering high performance, reliability, and adaptability. As customer needs 
evolved, ERP providers faced new challenges, leading to the emergence of seven 
essential features for modern ERP systems (Saueressig et al., 2021b): high perfor-
mance and scalability, user experience, extensible architecture, streamlined and 
standardized implementations, intelligent ERP processes, cloud and on-premise 
deployment options, and security encompassing data protection, compliance, and 
data isolation.

2.2  ERP Future

As explained in Sarferaz (2022), an intelligent ERP system is a software solution 
that incorporates artificial intelligence, machine learning, and advanced automation 
technologies to perform tasks, make decisions, and manage processes with minimal 
or no human intervention. This type of ERP system aims to improve efficiency, 
reduce errors, and adapt to changing business conditions with self-managing busi-
ness processes and self-diagnosing capabilities. Traditional ERP systems require 
substantial manual input and management, while intelligent ERP systems can learn 
from historical data, analyze patterns, and predict future trends. Some exemplary 
key features of an intelligent ERP might include:

• Advanced analytics and forecasting: The system can analyze large volumes of 
data to identify trends and make accurate predictions, helping businesses make 
more informed decisions.

• Intelligent automation: Intelligent ERP systems can automate routine tasks such 
as data entry, invoicing, and order processing, freeing up employees to focus on 
more strategic work.

• Continuous improvement: The system can learn from its own performance and 
user feedback to continuously improve its capabilities and provide better insights 
and recommendations over time.

• Enhanced security: With built-in artificial intelligence and machine learning, an 
intelligent ERP can identify potential security threats, vulnerabilities, and com-
pliance issues more effectively than a traditional system.

2.2 ERP Future
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• Personalization: The system can adapt to individual users’ preferences and 
needs, providing a more tailored experience and improving productivity.

An intelligent ERP can be an excellent solution for businesses looking to opti-
mize their operations and stay competitive in the rapidly evolving digital landscape. 
However, implementing such a system may require significant investment in terms 
of technology, infrastructure, and training. To accomplish this, modern ERP sys-
tems need to become smarter. Intelligence is typically a quality attributed to humans 
and other living beings, characterized by the ability to learn, comprehend, and rea-
son logically. In the context of ERP systems, artificial intelligence is utilized to 
imbue business processes with intelligence, increasing the automation and optimi-
zation levels. Data science techniques are applied for this purpose. Data science’s 
objectives can be distilled into two main points: solving a specific problem and 
deriving insights from a dataset, with the latter serving as a means to achieve the 
former. As the volume of data generated and stored grows exponentially, leveraging 
data to resolve problem statements becomes increasingly appealing, offering more 
opportunities for data science to provide solutions. The data science process can be 
broken down into the following stages phases Varga (2019) and Shah (2019):

• Project initiation and problem statement definition.
• Data acquisition or gathering the necessary data to solve the problem outlined 

in step 1.
• Data preparation and quality assessment to ensure the collected data is fitting for 

its intended purpose. While data science cannot glean insights from poor-quality 
data, it can certainly do so when applied correctly to a dataset of adequate quality.

• Data modelling, which involves each step and technique to apply to the data in 
order to achieve the specified goal and executing these steps.

• Reporting and communicating insights. This step, along with the subsequent uti-
lization of these insights, relies heavily on the results and insights obtained in 
step 4 and the target audience.

Management decisions require the highest-quality information available, and 
data science is crucial in delivering this information to leaders. In addition to this 
strategic aspect, data science also helps keep a business operational. Connecting 
data science principles with data collected in ERP systems adds value. This not only 
enhances the functionality of operational processes but also allows companies to 
unlock the full potential of their data. By transforming data into valuable knowledge 
and insights, businesses can gain a deeper understanding of their customers and the 
functioning of their processes. This information can be used to tailor products to 
customer needs, optimize processes, and identify the factors that drive a business’s 
success. By leveraging the data produced in ERP systems through everyday opera-
tions, companies can accelerate the transition to intelligent ERP by gaining valuable 
insights. Since ERP systems typically hold vast amounts of transactional business 
process data, it is logical to assume that useful insights can be extracted from this 
information. By applying artificial intelligence techniques to this data, companies 
can address specific problem statements, such as predicting material requirements 
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for upcoming quarters or identifying the factors that influence customer purchasing 
decisions. Using the same dataset, businesses can analyze financial data and fore-
cast significant financial events, allowing them to take action proactively. As the 
shift toward connected assets under the keyword of Industry 4.0 and the Internet of 
things (IoT) continues, an increasing volume of real-time sensor data becomes 
available, further expanding the applications of data science. The advent of new 
services related to asset maintenance and automation, such as automated anomaly 
detection and predictive maintenance, has transformed the industry. However, deliv-
ering effective solutions in this domain is a challenging task. It demands not only a 
profound knowledge of data science techniques but also a comprehensive under-
standing of the assets and machinery involved. By applying natural language pro-
cessing and computer vision systems, businesses can automatically extract essential 
information from documents like invoices, streamlining the invoicing process. 
Similar approaches can be used to categorize documents, such as customer tickets, 
and automatically assign them to the appropriate call center employee. Chatbots, 
when connected to analytical tools, can help employees obtain information from 
various data sources. Reports with drill-down capabilities can be used to convey 
complex information to management in a simplified manner, improving data trans-
parency and ease of insight. While artificial intelligence and ERP systems have been 
around for some time, the synergies between them are a recent development. Data 
scientists are now exploring innovative ways to derive meaningful insights from 
data to benefit their organizations. The growing research on applying artificial intel-
ligence algorithms to solve everyday problems has paved the way for novel solu-
tions to age-old challenges. Effectively leveraging data science offers numerous 
advantages for businesses, including increased return on investment, enhanced 
operational efficiency, and reduced human errors. It also enables companies to 
respond faster to changes in products, services, pricing, or availability, ensuring 
they remain competitive. Failing to capitalize on the benefits of artificial intelli-
gence and the resulting enhancements to business processes may lead to a decline in 
customer satisfaction. Current ERP systems largely do not utilize artificial intelli-
gence, making the path to fully intelligent ERP a lengthy one. Achieving a com-
pletely intelligent ERP may be impossible due to technical, legal, and functional 
constraints. However, intermediate steps toward an intelligent ERP, such as integrat-
ing intelligence into specific processes, are valuable. One example is the already- 
mentioned prediction of high-tech equipment failure, which is crucial for 
manufacturers. By combining sensor data with business information in ERP sys-
tems and using artificial intelligence models, the health of machines can be antici-
pated, transforming maintenance scheduling and logistics planning for spare parts 
and repair crew management into proactive processes. Another example is the 
importance of verifying that a product is manufactured precisely according to speci-
fications and configuration before shipping, which is an important step in final qual-
ity assurance. Image-recognition algorithms can be used to conduct visual product 
quality inspections, increasing the accuracy and automation of production quality 
processes. This leads to fewer returns, higher customer satisfaction, and better prof-
itability. A third example outlines the importance of high-quality master data as the 
foundation for ERP processes. Artificial intelligence can be applied to automate the 
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identification and implementation of validation rules, ensuring data consistency. 
Autocompleting attribute values using artificial intelligence while maintaining mas-
ter data streamlines interactions with end users and reduces manual tasks, saving 
costs. These intelligent processes can be classified into application patterns such as 
recommendation, prediction, or ranking scenarios. ERP systems should offer a stan-
dardized framework for each pattern, enabling development teams to apply artificial 
intelligence application patterns as reusable building blocks and expedite imple-
mentation. In conclusion, while fully intelligent ERP may remain a visionary con-
cept that may never be entirely achievable, a symbiotic relationship between humans 
and machines will continue to evolve. In this relationship, machines will support 
users and augment human capabilities.

Let’s also consider analyst reports emphasizing the growing importance of arti-
ficial intelligence in business applications and conversely, outlining the relevance of 
solving the challenge of embedding artificial intelligence into ERP software. 
According to IDC’s Worldwide Semiannual Artificial Intelligence Systems 
Spending Guide (IDC, 2022a), which tracks artificial intelligence (AI) software, 
hardware, and services across industries and use cases, enterprises worldwide are 
expected to invest $118 billion on artificial intelligence solutions in 2022. This 
spending is expected to grow to $301 billion at a compound annual growth rate 
(CAGR) of 26.5% for the 2021–2026 period. This is more than four times greater 
than the 5-year CAGR of 6.3% for worldwide IT spending over the same period. In 
addition, worldwide intelligent process automation (IPA) software will reach $49 
billion in 2026, growing at a CAGR of 19.4% for the 2021–2026 period. According 
to IDC by 2026, AI-driven features will be embedded across business technology 
categories, and 60% of organizations will actively use such features to drive better 
outcomes without relying on technical AI talent. The market for artificial intelli-
gence life cycle platforms is growing rapidly worldwide with IDC data predicting a 
36.2% CAGR in product revenue through to 2026, but adoption of AI-powered 
technology within organizations will be dominated in the coming years by “silent” 
embedded AI features within other technologies. AI-powered features are finding 
their way into every layer of technology that organizations use from optimization 
and automation within modern networks and infrastructure management tooling to 
assisted software development tools leveraging smart code completion and auto-
mated testing to advanced threat detection in modern enterprise security platforms 
to the provision of advanced predictions, recommendations, and even asset creation 
for business users of CRM, ERP, and financial software applications. Vendors are 
racing to embed these features to help organizations automate aspects of their tech-
nology installation, configuration, administration, development, and customization. 
These systems leverage organizations’ own data, often combined with anonymized 
data from larger customer populations, to provide intelligent recommendations and 
predictions to business users, helping them be more effective. IDC FutureScape 
(IDC, 2022b) highlights that intelligent ERP and associated applications are under-
going a plethora of changes from the days of legacy on-premises systems to SaaS 
and cloud-enabled applications chalked full of artificial intelligence and automated 
workflows. These modern, modular, and intelligent systems can manage vast 
amounts of data in real time, changing up the performance capabilities of an 
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organization nearly overnight. IDC predicts that by mid-2025, 50% of end users 
will leverage AI-infused applications, moving from systems of record to systems of 
intelligent planning, providing a lens toward better outcomes. Furthermore, by 
2028, 30% of employers will use intelligent processes to augment the shortfall in 
labor and by doing so will increase the organization’s agility, resilience, and perfor-
mance. According to a recent IDC report (IDC, 2022c), the global AI software mar-
ket is projected to expand from $340.4 billion in 2021 to $791.5 billion in 2026, 
with a compound annual growth rate (CAGR) of 18.4%, as illustrated in Fig. 2.3.

AI-centric software refers to applications where AI technologies are vital to their 
functionality, without which they would cease to function. These programs require 
AI (e.g., supervised, unsupervised, reinforcement) and user/data interaction (e.g., 
natural language processing, image/video analytics, and vision) or knowledge rep-
resentation capabilities. In contrast, AI-non-centric software denotes applications 
where AI is integrated into the software but is not essential to its core functionality. 
These applications can still operate without AI and may include machine learning, 
user/data interaction, or knowledge representation capabilities. AI is now prevalent 
throughout the technology stack. IDC’s AI software market encompasses AI plat-
forms, AI applications, AI systems infrastructure software (SIS), and AI application 
development and deployment (AD&D) software (excluding AI platforms). A May 
2022 survey by IDC involving over 2000 IT and line-of-business (LOB) decision- 
makers confirms that AI adoption is on the rise globally. Organizations are expected 
to increase their AI spending by 4% in 2022 compared to 2021. AI has a significant 
impact on businesses and organizations across various industries. Early adopters 
have reported a 35% improvement in innovation and a 33% enhancement in sustain-
ability by investing in AI over the past 3 years. AI investments have also led to a 
32% increase in both customer and employee retention. Organizations are boosting 

Fig. 2.3 Worldwide artificial intelligence software forecast 2022–2026 (IDC, 2022c)
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Fig. 2.4 Revenue and cost improvements from AI adoption (McKinsey, 2023)
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their AI expenditures this year, with accelerated innovation as the primary business 
objective for AI adoption. Approximately 50% of large enterprises consider this 
their top driver. The COVID-19 pandemic has also sped up AI-powered automation 
plans across all regions. Figure 2.4 very well outlines the impact of artificial intel-
ligence adoption to different ERP domains.

2.3  Applying Intelligence on ERP

ERP software has progressed from a best-of-breed strategy in the 1980s to mono-
lithic systems in the 1990s. Presently, the emphasis is on cloud-based ERP, with the 
goal being the development of intelligent ERP software. However, what exactly 
constitutes an intelligent ERP system? Despite extensive research and discussion, 
there is still no universally agreed-upon definition of intelligence. Various models 
have been proposed by scientists to represent mathematical, linguistic, technical, 
musical, and emotional intelligence, but none have gained widespread acceptance. 
So, how can we create intelligent ERP software without a clear understanding of 
what that entails? To address this issue, we propose applying the operationalization 
methodology, which has its roots in philosophy. This method is used to resolve the 
conundrum and render the concept of intelligence quantifiable by establishing dif-
ferent levels of automation, akin to how psychologists use IQ values. In the context 
of ERP, intelligence is not merely an end goal; rather, it is about enhancing automa-
tion to achieve a more autonomous ERP system, thereby reducing the total cost of 
ownership (TCO) through expedited process runtimes or optimized resource utiliza-
tion. Consequently, the following principle holds true: the greater the degree of 
automation in a business process or system, the higher its intelligence level. In this 
section, we present a methodology for measuring the intelligence of business pro-
cesses facilitated by ERP software, and we discuss both the business and techno-
logical aspects. We underline that we consider the term intelligence only in context 
of ERP software and don’t claim to provide a general valid definition.

2 Intelligent ERP
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2.3.1  Methodology

ERP systems function as the core mechanism for managing an organization’s  various 
business operations. Crucial question for determining the level of automation revolve 
around comprehending the common structure of all these business processes.

As depicted in Fig. 2.5, there are four aspects to be taken into account for auto-
mation in a business process, according to Parasuraman et al. (2000). This widely 
accepted standard has been adapted specifically for ERP software. Each dimension 
is assessed on a scale of 1 (low) to 5 (high) based on its degree of automation. By 
evaluating the automation level of each dimension for a specific business process or 
system, the overall automation level can be identified. This allows for the determi-
nation of the current and desired intelligence levels and the creation of an imple-
mentation plan to enhance the intelligence of the business process.
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Data acquisition involves entering data into ERP systems using devices like 
 keyboards, scanners, disks, or voice input. The following characteristics can be 
applied to determine the various automation levels for data acquisition:

 1. Manual entry by the user
 2. Manual entry combined with data integration
 3. Data integration with occasional manual entry
 4. Conversational AI and data integration
 5. AI-based data extraction and integration (e.g., a PDF document is converted into 

structured data and input by a robotic bot)

Information analysis entails examining and interpreting data to derive meaning-
ful insights. The following characteristics can be applied to determine the different 
automation levels for information analysis:

 1. Descriptive (what occurred)
 2. Diagnostic (why it occurred)
 3. Predictive (what will occur)
 4. Prescriptive (what actions should be taken)
 5. Cognitive (autonomous self-learning analysis of events)

Decision-making involves choosing a rational option from available alternatives 
while considering their consequences. The following characteristics can be applied 
to determine the various automation levels for decision-making:

 1. User makes decisions manually.
 2. User utilizes system events and changes for decision-making.
 3. System supplies relevant information to the user for decision-making.
 4. System actively evaluates and recommends decisions.
 5. System autonomously makes decisions that are traceable and auditable.

Action execution is the process of implementing instructions to achieve a specific 
objective. The following characteristics can be applied to determine the different 
automation levels for action execution:

 1. User carries out actions manually.
 2. User utilizes system events and changes to perform actions.
 3. System supplies relevant information to the user for performing execution.
 4. System actively evaluates and recommends actions.
 5. System autonomously performs actions that are traceable and auditable.

To deepen our comprehension, let’s apply this methodology to a sales perfor-
mance use case: A sales plan is a strategy outlining revenue objectives and the steps 
required to achieve those targets.
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Typically, creating such a sales plan involves manually analyzing historical data 
to forecast revenue as a key metric. This process could be enhanced by using artifi-
cial intelligence to predict future sales development. As a result, by offering 
improved insights for taking necessary actions, the manual labor involved in sales 
planning can be reduced, and the actual sales volume can be increased. Figure 2.6 
illustrates the implementation of this method to determine the present and desired 
levels of intelligence for the described sales performance situation. It is evident that 
by forecasting sales revenue using artificial intelligence, the automation levels for 
decision-making and action-taking dimensions are increased. Nonetheless, the 
automation levels for data acquisition and information analysis dimensions remain 
unaltered, as no extra intelligence is incorporated into them.

12345 54321

1

2

3

4

Data acquisition
automation level

5

4

3

2
Intelligence level of
sales performance
(current) 1

Intelligence level of
sales performance
(target)

In
fo
rm

at
io
n
an
al
ys
is

au
to
m
at
io
n
le
ve
l

Ac
tio

n
m
ak
in
g

au
to
m
at
io
n
le
ve
l

Fig. 2.6 Example of applying methodology

2.3 Applying Intelligence on ERP



38

2.3.2  Business View

Companies of all sizes strive to enhance their revenue and profit margins by using 
modern ERP systems. By incorporating intelligence into business processes, these 
systems assist in realizing these objectives through the generation of novel insights 
from data or by facilitating data-driven automation. Nevertheless, the specific value 
of incorporating intelligence is contingent upon the context or application in which 
it is utilized. For instance, even an incremental enhancement via rule-based method-
ologies can be perceived as more intelligent compared to the existing state, thereby 
contributing additional value to the business. The suggested framework lays the 
groundwork for an impartial dialogue among diverse stakeholders (e.g., customer, 
ERP vendor) regarding the present and prospective state of a business process, as 
well as the range of potential value creation.

2.3.3  Technology View

In order to enhance the intelligence of a business process, it is crucial to first deter-
mine the existing level of automation using the outlined methodology. This serves 
as the basis for solution managers to determine the target level according to business 
requirements. The subsequent challenge is to attain the specified automation level 
for each dimension. A range of concepts and technologies are available to achieve 
the desired intelligence level for the respective dimensions. As illustrated in Fig. 2.7, 
techniques can be classified into different categories for realizing various levels:

• Manual
• Rule-based
• Self-learning

Business processes can be operated manually without any automation. To over-
come this, numerous rule-based methods can be used to boost automation and intel-
ligence levels. Here are a few examples of rule-based techniques:

• An ABAP report that conducts input or process validations and presents error 
messages along with resolution guidance to the user

• A workflow for performing individual tasks/decisions, progressing from one 
stage to another until a predefined process is finished

• An insight-to-action analytics scenario that begins with a key performance indi-
cator (KPI) tile alerting the user of drifting trends, conducting root-cause analy-
sis, and implementing corrective measures

• A situation-handling application that notifies the user of an issue, supplies the 
necessary data for resolution, and suggests predefined actions

To reach level 5, rule-based methods are usually not adequate and must be sup-
plemented with self-learning techniques. These approaches analyze raw data to 
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uncover hidden insights and relationships by learning from the data, rather than 
relying on explicitly programmed rules. Some instances include:

• Deep learning for image recognition
• Conversational AI for natural language processing (NLP)
• Bots or intelligent applications that leverage artificial intelligence models to 

autonomously make decisions and execute actions

In the context of ERP software, rule-based technologies are well established, so 
this elaboration concentrates on self-learning methods based on artificial intelli-
gence to increase the intelligence level of business processes. The proposed 
approach offers a framework for determining a strategic direction for ERP systems 
in terms of enhancing their intelligence. To imbue ERP systems with more intelli-
gence, additional business processes must advance to levels 4 and 5, aiming for an 
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autonomous ERP system. Consequently, the overall intelligence of an ERP system 
is represented by the intelligence level of its constituent business processes.

2.4  Conclusion

In summary, ERP systems are incredibly powerful, driven by the relentless advance-
ment of computer technology, which continually challenges vendors to stay ahead. 
To remain competitive, they must innovate and avoid complacency with their cur-
rent offerings. Today, most ERP vendors are focused on developing the next genera-
tion of modern ERP solutions. Unlike their predecessors, these new systems are 
designed to be significantly more adaptable. It is crucial for ERP vendors to stay 
current and continuously evolve, as technologies like machine learning and artificial 
intelligence advance rapidly. Additionally, the emergence of other novel technolo-
gies could demand further action and innovation from ERP system providers. Cloud 
and artificial intelligence remain key technology drivers as they enable those trends. 
According to IDC market analysis by 2026, all business technologies will include 
artificial intelligence driven features, and 60% of organizations will actively use 
these features to improve outcomes without relying on technical artificial intelli-
gence talent. In 2022, businesses across the globe are anticipated to spend $118 
billion on artificial intelligence solutions. During the years 2021–2026, this spend-
ing is predicted to increase by $301 billion at a compound annual growth rate 
(CAGR) of 26.5%. This is more than four times greater than the global IT spending 
CAGR over the same 5-year period, which was 6.3%. These numbers very well 
demonstrate the increasing importance of artificial intelligence in the domain of 
business applications and the necessity of solving the challenges of infusing intel-
ligence into ERP software as provided by this elaboration. A key question to be 
resolved is, what makes an ERP system intelligent? The answer for this question is 
not simple, as there is no commonly accepted definition of the term intelligence. 
From our perspective, rule-based business applications that are coded or imple-
mented as workflows are already intelligent as they perform complex tasks. 
However, the corresponding rules are determined by human being and coded 
accordingly as software. In case of artificial intelligence, the algorithms learn from 
data and determine the underlying rules without human being. Thus, from our point 
of view, there are different levels of intelligence and conversely disparate level of 
automation for ERP business processes. Thus, in this chapter, we proposed a meth-
odology of applying artificial intelligence systematically on ERP software. Our idea 
is to operationalize the term intelligence and repatriate it with the level of automa-
tion of business processes. All business processes in an ERP system have the dimen-
sions data acquisition, information analysis, and decision- and action-making. For 
each dimension, the level of automation can be improved by applying artificial 
intelligence techniques. With the increasing level of intelligence of the underlying 
business processes, also the ERP system becomes more intelligent toward an auton-
omous ERP.
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3ERP Reference Processes

Although ERP solutions have been around for years, there is no common definition 
of its functional scope. As a result, market analysts and ERP suppliers offer their 
own, highly subjective, interpretation of ERP functionality. However, to embed sys-
tematically artificial intelligence into ERP software, we must have a clear under-
standing of the ERP functionality. In this chapter, we propose a reference process 
that acts as a functional specification for ERP systems. The reference processes 
outline the functional richness of ERP software and conversely the complexity of 
embedding artificial intelligence into it but also emphasizes the high potential of 
applying artificial intelligence for improving those business processes. Furthermore, 
the reference processes build the foundation of the ERP reference architecture of the 
next chapter. The refence processes can as well be used to compare the functionality 
of different ERP products.

3.1  Introduction

Let’s begin with the problem statement. Despite the existence of ERP solutions for 
many years, there is no universally agreed-upon definition of their functional scope. 
In the realm of database systems, the SQL standard outlines the primary functional-
ity of a database system. However, no such standards exist for ERP systems. As a 
result, market analysts and ERP vendors offer their own interpretations of the func-
tional scope, which are often highly subjective. To address this issue, we propose a 
reference business process definition for enterprises, which serves as a functional 
specification for ERP systems. This business process description can be used to 
verify the functional coverage of ERP solutions or to compare the functionality of 
various ERP products. In this chapter, we provide a brief overview of these business 
processes to highlight the functional richness of ERP software and, conversely, the 
enormous potential of artificial intelligence to increase the automation level of ERP 
systems. The description of the key business processes underscores the complexity 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_3&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_3
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of ERP software and, consequently, the significant challenge of integrating artificial 
intelligence into them. The explained business processes (the What) lay the ground-
work for the reference ERP architecture (the How) that we will introduce in the next 
chapter. The reference ERP architecture forms the foundation for the technical solu-
tion concerning the incorporation of artificial intelligence into ERP software.

The value chain encompasses the entirety of an enterprise’s processes. It can be 
used as an initial analysis approach for identifying and creating strategic competi-
tive advantages. As illustrated in Fig. 3.1, the value chain considers all intercon-
nected activities involved in delivering products or services as components within a 
complex chain. Each component of the value chain incurs costs and contributes to 
the final product’s value. Consequently, it is essential to analyze each component of 
the chain. A company’s activities are divided into two categories: primary activities 
and support activities. Primary activities provide an immediate value-added contri-
bution to the creation of a product or service, while support activities enhance the 
efficiency and effectiveness of primary activities. Primary activities consist of 
inbound logistics, manufacturing, outbound logistics, marketing, sales, and service, 
while support activities encompass procurement, technological development, 
human resources management, and enterprise infrastructure.

The value chain can be segmented into four distinct enterprise domains: the cus-
tomer domain, the supply domain, the corporate domain, and the products and ser-
vices domain. Departments associated with the products and services domain focus 
on the development of products and services, while those linked to the customer 
domain concentrate on generating demand. Departments within the corporate 
domain are tasked with planning and managing the enterprise, and those connected 
to the supply domain are responsible for meeting customer demand. The founda-
tional business processes for these four domains involve developing products and 
services, generating demand, fulfilling demand, and planning and managing the 
enterprise, as illustrated in Fig.  3.2. The Idea to Market process supports the 

PRODUCTS & 
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SUPPLYCORPORATE
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Fig. 3.1 Enterprise domains
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ideation, requirement analysis, and design of products and services. This output is 
then utilized in the Source to Pay process, which involves contracting suppliers, 
procuring necessary materials and services, and paying the corresponding invoices. 
The Plan to Fulfill process encompasses the receipt and inspection of goods, as well 
as the manufacturing of products or provisioning of services. Marketing activities 
that generate leads and convert opportunities into quotes and orders are facilitated 
by the Lead to Cash process. In addition to these core processes, supplementary 
processes are required to support an enterprise. Recruit to Retire manages the entire 
employee life cycle, from recruitment and onboarding to development, rewards, and 
retirement. Acquire to Decommission handles the planning, acquisition, onboard-
ing, operation, and offboarding of assets such as manufacturing machines. 
Companies must also manage risks and compliance, identity and access, cybersecu-
rity and data privacy, IT infrastructure, and trade and tax regulations, which are 
ensured by the supporting Governance process. The Finance process covers invoice 
to pay and cash management, as well as treasury and real estate management.

Those business processes are described briefly in the next sections.

3.2  Idea to Market

The process from idea to market can be segmented into five individual subprocesses 
as shown in Fig. 3.3.

The Plan to Optimize Products/Services encompasses in general the Product and 
Service Portfolio Management. The portfolio management is responsible for the 
following tasks:

 1. Assemble and delineate portfolio components
 2. Define and assess portfolio components
 3. Compare and make decisions on portfolio components
 4. Monitor portfolio components

These tasks are executed using a variety of metrics for comparison. The actual 
implementation of each component occurs later in project management. In sum-
mary, the Product and Service Portfolio Management is responsible for overseeing 
product and service strategies, managing the product and service portfolio, and 
planning and tracking portfolio investments. The Process from Idea to Requirement 
comprises Ideation Management and Product and Service Design Management. 
The primary focus of ideation management is to systematically capture new ideas 
for products/services or their variations, as well as to systematically document new 
ideas for enhancing or modifying existing products/services. Ideation management 
involves not only recording ideas but also evaluating their feasibility. Several evalu-
ation criteria, such as cost and competitive analysis, are necessary for this assess-
ment. It is crucial to conduct exploratory research before defining new concepts. 
Subsequently, new ideas and requirements are analyzed. Upon completing ideation 
management, the Product and Services Design Management phase begins, which 
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includes defining requirements. It is essential to consider the Business Process 
Segment, a group of business activities and capabilities that generate a specific 
value or outcome for a stakeholder. The Design to Release process consists of three 
distinct sub-processes: Product and Service Design Management, which partially 
occurs during the Idea to Requirement process, Source to Contract, and Product and 
Service Production Management. Once the primary requirement analysis is com-
pleted, the concept and detailing phase can commence. An initial structure is devel-
oped and continuously refined and adjusted. This structure can either be independent 
or a combination of functional, conceptual, and development structures. For subse-
quent validation, a prototype is required to verify the product or service. Typically, 
the developed products or services are highly complex and must meet stringent 
quality and efficiency standards. Assurance generally involves planning, control-
ling, and executing examinations of the outcome, such as a prototype. Every mal-
function or error must be documented and resolved to ensure success. Identifying 
all malfunctions is crucial, as they can lead to additional costs and negatively affect 
the product or service quality. Product or service validation relies on previously 
established requirements and objectives. All insights, whether conflicts or suc-
cesses, must be integrated into the product or service improvement. Validation is 
necessary at every stage of product or service development. The goal of validation 
is to ensure that all quality standards are achievable and to optimize the process. 
Regular monitoring of employee budgets and other expenses is essential. Product 
validation comprises several components, including document administration, qual-
ity management, process management, product management, and operational main-
tenance. This demonstrates the importance of advance planning for validation and 
the need for regular validation checks throughout the entire process. In summary, 
services and products must be designed and prototyped, cross-portfolio dependen-
cies and configurations managed, test markets for revised or new products identi-
fied, and life cycle costing performed and monitored. All of this occurs before the 
Source to Contract and Product and Service Production Management stages. The 
management of product and service production encompasses the intricate design of 
a product or service, as well as the groundwork for actual production or service 
delivery. This process involves the integration of product development and produc-
tion. During production, the bill of materials (BOM) must be systematically moni-
tored and controlled. The BOM is a comprehensive list of all materials and their 
required quantities for a given process. BOM administration serves as the founda-
tion for implementing concepts such as digital factories and Industry 4.0. Digital 
factories act as intermediaries between product development, planning, and produc-
tion, linking production data with development data for manufacturing. Modelling 
tools and various simulation and visualization methods are essential in this process. 
The objective is to adopt a digital approach and create three-dimensional products. 
While Industry 4.0 does not supply the tools and methods, it supports digital facto-
ries in real time and oversees their operation and optimization. Once a product or 
service has been designed and provided, market entry can be planned. This involves 
defining the go-to-market offering, developing and managing pricing, and measur-
ing customer satisfaction with the products or services. This entire process falls 
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under the Products and Services to Market category, which outlines the market entry 
process and its preparation. The final process in the Idea to Market framework is the 
Management of Products and Services, which comprises Product or Service Life 
Cycle Management, Product Compliance Management, and Product and Service 
Development Collaboration. Product and Service Life Cycle Management entails 
managing product and service projects, data, intellectual property, performance, 
change management, and life cycle. Product Compliance Management deals with 
regulatory requirements, which must always be monitored. Alongside this is the 
Product and Service Development Collaboration, which involves operating the 
product or service collaboration platform. Establishing an appropriate project struc-
ture, led by a project manager or project financial controller, is crucial for all project- 
related planning, execution, and monitoring activities. The project creation process 
ranges from structuring simple projects with single accounting objects to complex 
projects with a hierarchy of work packages, depending on the requirements. Early- 
stage cost planning for a project often demands considerable effort. However, since 
expertise is frequently based on personal bias or strategic considerations, it can be 
inaccurate or even entirely overlooked.

3.3  Source to Pay

The process from source to pay can be segmented into six individual subprocesses 
as shown in Fig. 3.4.

The initial subprocess in the Plan to Optimize Sourcing and Procurement involves 
an organization identifying and sourcing its requirements before purchasing goods 
or services. Sourcing entails matching the organization’s needs with a supplier 
capable of providing the necessary goods or services. The sourcing process includes 
steps such as identifying and understanding requirements, narrowing down poten-
tial suppliers, requesting information and bids, awarding the purchase to the best 
proposal, and transitioning to the procurement process through purchase orders or 
contracts. The first subprocess focuses on analyzing a company’s general purchas-
ing strategies. This involves investigating the organization’s spending profile, plan-
ning expenditures, and clarifying purchasing needs to gain an overview of required 
purchases. The Source to Contract subprocess occurs through an RFx (Request for 
x), which is a procedure for organizing an invitation to tender. RFx typically com-
prises three components: Request for Information (RFI), Request for Quote (RFQ), 
and Request for Proposal (RFP). The RFx process begins with the RFI, followed by 
the RFQ and RFP, during which potential suppliers are compared. The RFx phase 
concludes when a source is chosen. After selecting a source, the final step involves 
defining purchasing quotas for various products and services with the chosen source. 
In the context of Procurement Contract Management, business terms are negotiated, 
and contracts are established. The subsequent process, Plan to Optimize Fulfillment, 
accompanies crucial steps to achieve optimal order fulfillment. Sourcing activities 
can range from daily requirements like finding office suppliers to more strategic 
tasks such as projecting and forecasting demand in a key spend category and 
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negotiating the best prices with an optimal supplier mix. Sourcing is not solely 
about price; a supplier may offer the best price but fail to deliver or face external 
challenges, leading to supply chain disruptions or reduced end-product quality. 
Procurement typically begins where sourcing ends, creating purchase requisitions 
and issuing purchase orders for goods or services to the supplier identified during 
the sourcing process. Overall, the Procure to Receipt process describes the journey 
from procurement to goods receipt. The initial phase in the process is Operational 
Procurement, which aims to identify the necessary products or services for produc-
tion. Based on this information, appropriate sources are allocated to each required 
product and service. After selecting a source, the subsequent step involves generat-
ing relevant orders and releasing the scheduling agreement. Dock and Yard Logistics 
manage the coordination of loading bays and traffic within the plant premises. The 
final subprocess in goods movement is Receiving the ordered items. The reception 
of products and services varies; services are consumed, while products are stored in 
a warehouse. Depending on the company’s production strategy and capacities, 
incoming goods may also be processed immediately. In numerous industries, there 
is an increasing shift from traditional business models focused on producing and 
selling goods to bundling various offerings, such as goods, warranties, ongoing 
maintenance, and licenses, into a comprehensive service package. A common 
example is offering a driving experience through leasing options instead of selling 
a car, along with a service plan, guaranteed work, and standard repairs. Consequently, 
services are increasingly permeating the core of the business world. Employees play 
a crucial role in operational procurement. When an employee identifies a need, they 
enter it into the system to place an order. Operational procurement typically involves 
three main types: stock, consumables, and external services. Stock procurement is 
often used for direct procurement activities and involves purchasing stock items and 
storing them in inventory for management and distribution. Consumable items, 
which are usually indirect items consumed and replenished regularly but not man-
aged as inventory in the system, include items like pens, paper, and coffee for the 
office kitchen. These items may be ordered by the office manager or directly by an 
employee who notices a shortage. This kind of indirect purchasing is generally low 
value and high volume, and due to its high volume, it significantly impacts an orga-
nization’s overall expenditure. Consumable spending is an ideal area for managing 
procurement through self-service processes in a system, enabling buyers to concen-
trate on strategic spending within the organization and allowing the requesting 
employee to choose precisely what they need without bypassing the organization’s 
standard approval and spending procedures. External services procurement encom-
passes the purchase of services such as building maintenance, consulting, or other 
tasks suitable for contingent labor. External services are supplied by individuals or 
groups who are not part of the organization but are engaged solely for a specific 
project or task. These services can be part of both direct and indirect procurement 
activities. Procurement of products or services can sometimes fail, leading to the 
Request to Resolution process, which handles complaints and returns. When goods 
or services do not meet expectations, claims arise. After recording and resolving 
claims with the supplier, the return process begins, usually requiring the supplier to 

3.3 Source to Pay



50

coordinate return transportation. Analyzing claims helps identify gaps and improve 
processes and products continuously. The Invoice to Pay process concludes with 
payment, involving the receipt and processing of invoices in subsequent stages. 
Although payments typically occur at the end of a procurement process and the start 
of a sourcing process, some procurement scenarios challenge the idea of a one-size- 
fits-all sequence. The end-to-end process Finance manages the Invoice to Pay pro-
cess, which is crucial for procuring goods as it deals with invoice payments. A 
supplier invoice is a document from a supplier for delivered materials or performed 
services. Supplier Invoice Management involves processing supplier invoices, 
obtaining the invoice, and initiating payment. Financial settlements are incorpo-
rated based on accounts payable, and financing payables initiate payments. Financial 
settlements are the primary element within the process, and accounts payable are 
processed starting from these settlements. Treasury Management focuses on com-
municating with banks to process payments and assist with treasury processes such 
as cash and liquidity management, debt and investment management, and foreign 
exchange risk management. Manage Suppliers and Collaboration is divided into 
two subprocesses. The goal of Supplier Management is to organize and analyze 
existing suppliers. The first step is to certify and validate existing suppliers based on 
internal criteria, allowing for better classification. Next, supplier information is 
managed, covering master data and various RFx documents. An up-to-date and 
comprehensive list of all relevant information is crucial for selecting the right sup-
plier. Suppliers are categorized in a catalog, which can be used for source selection. 
A final step, conducted in conjunction with suppliers, is performance evaluation. 
This step enables the company to decide which source to choose for a new order 
based on previous deliveries. Access to supplier networks is vital, and supplier col-
laboration platforms are used for this purpose.

3.4  Plan to Fulfill

The process from plan to fulfill can be segmented into five individual subprocesses 
and starts with Plan to Optimize Fulfillment as shown in Fig. 3.5.

Prior to initiating a service or producing a product, it is essential to establish a 
supply chain network. This network encompasses various policies that need to be 
implemented, as well as a strategy for managing materials. Supply chain planning 
enables businesses to predict and handle customer demands, inventory, and opera-
tional risks and opportunities. It is important to develop and manage a manufactur-
ing strategy to maintain an organized and structured manufacturing phase in a 
product’s life cycle. Manufacturing Strategy Management allows users to document 
a manufacturing strategy for a specific business unit and plan accordingly. Once a 
strategy is in place, it is necessary to determine the required resources and their 
quantities. Consequently, creating and managing a service resource plan is a vital 
component of Service Fulfillment Strategy and Planning. Demand Planning involves 
a range of processes and functionalities related to demand management, statistical 
forecasting, promotion, and life cycle planning. It is a critical aspect of an 
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organization’s Sales and Operations Planning Process, which includes developing a 
baseline demand forecast and generating a collaborative demand plan. Inventory 
Planning enables organizations to plan the ideal stock levels for products at specific 
locations. Companies must decide whether to stock or destock at a location and 
calculate the economic order quantity along with safety stock for each product loca-
tion. This approach minimizes stockholding and ordering costs while ensuring a 
high level of customer service. Supply Planning’s primary objective is to align 
demand with supply within a company’s supply chain. This involves creating a 
material and replenishment plan, generating a collaborative supply chain, and man-
aging the master production schedule and deployment plan. Effective supply plan-
ning allows companies to optimize inventory levels and resource utilization while 
ensuring customer satisfaction through timely order delivery. Sales and Operations 
Planning is a flexible forecasting and planning activity that sets sales, production, 
and other supply chain targets based on historical, current, and projected future 
data. Supply Chain Performance Management assists companies in enhancing the 
effectiveness and responsiveness of their supply chain in the face of complex and 
rapidly changing market conditions. By concentrating on the appropriate process 
metrics, companies can monitor performance, pinpoint bottlenecks, and discover 
opportunities. This approach facilitates both departmental and organizational per-
formance management. In the context of Make to Inspect, material requirements 
planning ensures material availability and carries out basic production planning. 
Adequate supplies must be planned to meet requirements, whether they stem from 
sales orders, stock transfer orders, or production. The objective is to guarantee the 
timely availability of customer and production demand while preventing disruptions 
due to missing parts. The primary goal of Manufacturing Operations Management 
is to oversee the manufacturing process, which entails organizing production mate-
rials, creating and assembling physical products, maintaining production records, 
and conducting quality testing. In contrast, Production Execution of Intangible 
Products concentrates on non-material assets like services, with the main objectives 
being to manage the production project, create and assemble digital products, and 
perform quality testing. Since production materials are not needed in this case, there 
is no staging involved. Quality planning is essential for ensuring the quality of prod-
ucts, processes, and services from the beginning. Customers have high expectations 
regarding order promises within the Deliver to Product to Fulfill subprocess, as they 
desire quick and reliable delivery of their products. Knowing the exact delivery date 
is crucial for customers, making the management of product availability the primary 
goal of Order Promising. Inventory Management deals with the recording and track-
ing of materials based on quantity and value, including planning, entry, and docu-
mentation of stock movements such as goods receipts, goods issues, physical stock 
transfers, and transfer postings, as well as conducting physical inventory. While 
Inventory Management focuses on stocks by quantity and value, the Warehouse 
Management component considers the unique structure of a warehouse and over-
sees the allocation of storage bins and transfer transactions like shipping within the 
warehouse. Dock and Yard Logistics aim to speed up gate-in and gate-out processes, 
enabling faster execution of activities and increased yard throughput. This ensures 
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optimized resource usage and supports planning, execution, and billing with 
 integrated yard logistics management. Transportation Management, on the other 
hand, aims to reduce costs and enhance service by streamlining transportation man-
agement processes. It covers the entire transportation management life cycle for 
both domestic and international freight, ultimately improving customer satisfaction. 
Service Planning and Scheduling, a part of Deliver Service to Fulfill, is necessary 
for executing optimized Just-in-Time productions. Companies must plan service 
tasks and required resources, as well as develop resource scheduling to maintain a 
functional supply chain with minimal downtime. Service Fulfillment encompasses 
various tasks that need to be executed, such as managing service delivery, recording 
activities, handling travel and expenses, tracking service consumption, performing 
rating and charging, preparing service billing, and completing service delivery. 
Service Fulfillment Performance Management emphasizes reviewing and reporting 
performance. Before initiating the manufacturing phase of a product’s life cycle, it 
is crucial to determine how this step should occur within the context of Manage 
Fulfillment. Manufacturing Engineering assists in establishing and developing a 
product’s manufacturing process and defining the manufacturing setup for seamless 
production. Warehouse Management empowers users to oversee their warehouse 
activities, adapting to fluctuating demand while minimizing expenses. Circular 
business approaches emphasize reusing resources and reducing waste to nearly 
zero, making sustainability and circularity highly profitable strategies. The increas-
ing prevalence of these practices is driven by urbanization and consumer prefer-
ences for sustainable products, services, and brands. Consequently, managing 
packaging and empty containers is a crucial aspect of Circular Economy Logistics. 
It is essential to manage a product’s genealogy, including forward and backward 
traceability from the primary material to its subcomponents. Real-time insights into 
material and product availability are crucial for reducing supply chain risks and 
optimizing costs, making Track and Trace an important aspect. Traceability is a 
fundamental capability for efficiently orchestrating goods to market and mitigating 
risks. Supply Chain Collaboration aims to ensure that all stakeholders work effec-
tively together in a network, resulting in various organizational benefits. During the 
service fulfillment process, data is collected, archived, recorded, and analyzed. This 
generates a significant amount of data that must be managed and organized for 
analysis. Service Fulfillment Data Management assists users in managing and orga-
nizing this recorded data. Service Partner Management concentrates on optimizing 
partner relationships, which may include resellers, brokers, service providers, dis-
tributors, or other collaborating entities. These partnerships can facilitate idea shar-
ing and the delivery of superior content. Sustainability Operations designs and 
implements an effective Environment, Health, and Safety (EHS) program. By con-
tinuously analyzing operational data and providing relevant information, this pro-
cess engages the workforce, identifies potential hazards, and takes action before 
safety is compromised. EHS performance is enhanced by integrating risk manage-
ment into daily operations through unified business processes, shared data, and 
workflows.

3.4 Plan to Fulfill
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3.5  Lead to Cash

The process from lead to cash can be segmented into seven individual subprocesses 
and starts with Plan to Optimize Marketing and Sales as shown in Fig. 3.6. In the 
Marketing Strategy and Planning subprocess, the initial step involves formulating 
an appropriate marketing strategy and setting corresponding marketing budgets. It 
is also advisable to create and oversee a well-suited customer loyalty program. The 
Customer Service and Planning aspect aids in devising a customer care and service 
strategy to foster a distinctive customer experience. Sales Planning and Performance 
Management facilitates the generation of a sales forecast, followed by the establish-
ment of a comprehensive sales budget, sales objectives, and metrics. Furthermore, 
sales commissions can be determined and administered. Within the Market to Lead 
subprocess, Marketing Execution encompasses the primary stages of executing the 
marketing process. This includes identifying market segments and planning and 
defining sales prices.

Simultaneously, promotional efforts are devised and supervised, with specific 
customer demographics identified to target the appropriate audience. This allows 
marketing initiatives to be implemented effectively. The resulting data enables the 
analysis of and response to customer insights, identifying potential buyers inter-
ested in particular products or services. Within the Opportunity to Quote subpro-
cess of Sales Execution, various channels like the Internet or local stores are 
utilized for sales purposes. Moreover, shopping carts and checkouts are managed 
through self- service, along with the handling of leads, opportunities, and points of 
sale. It is also essential to review sales proposals, received bids, and quotes, adapt-
ing and managing the configuration of products and services, and determining and 
calculating sales prices. Following successful customer acquisition, negotiating 
and processing a customer contract is necessary within the Order to Fulfill context. 
Such contracts are defined in the Customer Order and Contract Management sub-
process and stored in the relevant system. This allows for the management of cus-
tomer contracts and orders, as well as the orchestration of the fulfillment process. 
Ultimately, entitlements can be managed, and once a customer order is completed, 
production processes commence. However, orders with special requests may result 
in alterations to the overall design. Order to Fulfill also involves processes like 
project management, which includes planning the optimization of order fulfillment 
and delivering the product or service for fulfillment. An internal sales representa-
tive’s main duties involve order capture and fulfillment. The primary objective of 
Request to Service is to manage customer service and support. In the past, the 
emphasis on brand building and loyalty was placed on creating and producing 
exceptional products. While providing excellent service has its advantages, busi-
nesses primarily focused on the products they sold, with service often considered 
secondary. This is alluded to by the term after-sales service, which refers to fixing 
broken items. Good service was mainly employed to enhance a product’s reputa-
tion and price, while the service itself was viewed as a cost center. The shortcom-
ings of this previous approach are now evident. As companies seek comprehensive 
experiences rather than just products, the service function is becoming an essential 
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component of the overall offering and value proposition, as well as a source of 
profit. Additionally, in today’s  competitive landscape, businesses cannot depend 
solely on reactive break-fix services, which are invariably more costly and less 
profitable than a well-managed and efficient service operation. To maximize their 
service business and retain their customer base, companies need service contracts 
that account for both reactive and predictive scenarios, along with service offerings 
that are designed, planned, and managed as a profitable part of the company port-
folio. To drive these changes, companies are altering how the service department is 
integrated into their organizations. Service is shifting from a local cost center to a 
central business offering and must be planned, managed, and controlled accord-
ingly. The ongoing transformation from a strictly cost-driven to a business-driven 
approach to service is happening alongside an increasing emphasis on solution 
selling, where service is just one aspect of a deal that boosts profitability through 
products, subscriptions, contracts, services, and even projects. Request to Service 
focuses on all support activities needed after delivering tangible or intangible prod-
ucts to customers. These customer services can be provided through various chan-
nels, such as the Internet or telephone hotlines. This process manages customer 
service issues, inquiries, and complaints, which can lead to returns that are also 
overseen by Request to Service. Warranty claim management is another crucial 
aspect, along with handling recalls and customer recovery claims during the ser-
vice process. A reliable after-sales process, including complaint handling, repairs, 
and returns processing, is essential for most businesses. The returns process should 
be of high quality, featuring transparent handling, efficient management, and a 
prompt refund process. The sale of returned, refurbished, or recycled products is 
becoming more prominent, contributing to the development of a circular economy. 
Return and refund clerks face daily challenges in managing these intricate pro-
cesses. Accelerated returns management in sales is utilized to oversee buyer and 
supplier returns, offering numerous advanced functions for returns management. 
Following a completed customer delivery, a successfully provided service, or the 
fulfillment of a customer contract, the Customer Invoice Management subprocess 
of Invoice to Cash takes place, followed by billing. This step covers the preparation 
of pre-billing invoice content and includes the administration of third parties if 
subcontractors are involved. Eventually, the invoice is sent to the customer. 
Receivables Management deals with financial settlement, customer credit risk con-
trol, and accounts receivable processing. Additionally, disputes are resolved, 
receivables financing is managed, and collections are processed. Billing clerks 
play a vital role in overseeing the entire billing process, collaborating closely with 
internal sales representatives, shipping specialists, and accounts receivable accoun-
tants to ensure timely creation of billing documents and prompt customer pay-
ments without complaints. Manage Customers and Channels encompasses 
Customer Data Management, which handles all customer and account information, 
as well as customer onboarding. Product Information Management focuses on pro-
viding product content across multiple channels. Sales Partner Management pri-
marily deals with the handling of sales partners and alliances. The Omnichannel 
Management subprocess orchestrates cross-channel customer experiences, 
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supports the operation of omnichannel customer platforms, and plans and operates 
physical stores.

3.6  Recruit to Retire

The process from recruit to retire can be segmented into eight individual subpro-
cesses as shown in Fig.  3.7. The Plan to Optimize Workforce subprocess com-
mences with the organization and examination of financial and human resource 
needs. To accomplish this, objectives are established, and the requisite resources are 
projected. The Strategy and Planning of Human Resources (HR) encompasses the 
formulation of the HR strategy, which guides the workforce toward realizing the 
outlined goals. Moreover, comprehensive policies for the entire workforce are 
delineated and brought to completion.

Prior to finalizing the workforce budget, the projected human and financial 
resources must be authorized by the management. Organizational Management is 
responsible for creating the organizational structure and determining employee 
resourcing requirements, which includes identifying the necessary resources and 
skill sets to achieve the specified objectives. The goal of the Recruit to Onboard 
process is to acquire new talent based on prior planning and optimization efforts. 
This begins with the development of a corporate branding strategy for the organiza-
tion. Once the required positions are approved, corresponding job requisitions are 
generated, providing a foundation for potential candidates to apply for open posi-
tions. Submitted applications are then matched to available positions, and the most 
suitable candidates are recruited. Purchasing requisitions and orders are used to 
acquire essential equipment for new employees, such as hardware or software. 
Upon hiring, new employees undergo onboarding, where they are introduced to 
their tasks, policies, strategies, and other necessary information to become produc-
tive. The Develop to Grow process focuses on employees’ growth aspirations and 
development needs, aiming to strike the ideal balance between individual develop-
ment goals and organizational and departmental objectives. Managers and employ-
ees should engage in ongoing dialogue to support each employee’s short-, medium-, 
and long-term development, enabling them to apply their strengths and abilities to 
the company’s advantage. Total target cash often comprises a base salary paid 
monthly, and variable pay or bonuses. Bonuses may be awarded annually or more 
frequently, such as quarterly, and are given for exceptional achievements by a 
department or individual employee. High-performing employees are rewarded, for 
example, by recognizing the employee with the highest sales revenue. The Reward 
to Retain subprocess aims to retain employees by offering rewards and incentives. 
In addition to direct financial compensation, companies may provide a comprehen-
sive benefits package to motivate employees to perform at their best and maintain a 
healthy work-life balance. Benefit offerings are designed to enhance health and pro-
ductivity while safeguarding employees against risks to future income. These offer-
ings may vary by country and encompass local statutory benefits and requirements, 
such as sports facilities or health checks. These benefits must be consistently 
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managed and administered. Within the context of HR Administration, employment 
and employee data are maintained, including administrative information like names, 
addresses, and ages, as well as contractual data such as full-time employment, sala-
ries, or fixed-term contracts. Depending on career development plans and goal 
achievement, employees may be promoted to higher levels or, in less favorable 
cases, demoted. Promotion guidelines must be transparently communicated to 
employees and managers. To enhance processes and better serve employees’ needs, 
HR departments regularly conduct reporting and analytics. In an increasingly glo-
balized world, teams may be relocated and restructured, potentially necessitating 
the physical relocation of employees to other regions. The process of relocation 
encompasses various aspects such as modifying employment contracts, covering 
moving costs, and altering pension contributions. In their daily work, employees 
often have numerous inquiries related to payroll, contracts, or overtime hours. These 
inquiries must be systematically managed by the HR administration, for instance, 
by employing a ticketing solution to process requests efficiently and effectively. 
Offboarding employees is another crucial aspect, with reasons for termination rang-
ing from changing employers to retirement or fixed-term contracts. Additionally, 
the employee assistance and retention subprocess focuses on enhancing the 
employee experience. The Time Management subprocess ensures that employees 
record their work and absence times, which is vital for financial and workforce plan-
ning, as well as payroll and labor law compliance. Supporting different work pat-
terns and availability, such as part-time jobs and variable workforce rostering, is 
essential. Typically, working hours are recorded at the activity level, and absence 
time due to vacations or illness must also be documented. Accurate analysis of an 
organization’s spending profile and planning is a prerequisite for the Travel and 
Expense subprocess. Employees often need to travel for various reasons, necessitat-
ing the establishment of a travel and expense process that begins with analyzing 
travel needs and ends with managing expenses. A travel booking solution that 
reflects the company’s travel policies is required. Some expenses, like hotel accom-
modations, are paid by the company in advance, while others, such as taxi fares, are 
usually paid by the employee and reimbursed later through the reimbursement pro-
cess. Unpredictable and ad hoc expenses are typically covered by the employee and 
later requested for reimbursement. Invoices must be submitted and refunded based 
on the reimbursement process of Payroll and Invoice Pay. The submission and pro-
cessing of expense invoices are generally automated, as the relevant solutions can 
convert unstructured documents into relational system records. Apart from expenses, 
the monthly salary must be paid to the employee through the payroll process, which 
takes into account taxes and legal deductions. Examples include church rates, pay-
roll tax, health insurance, and pension insurance, which must be withheld and trans-
ferred directly to the respective parties. The Invoice to Pay process deals with 
supplier invoices and manages payables, while Treasury Management handles 
actual payments with the bank. This involves managing communication with the 
bank and transferring salaries to employees’ bank accounts.

3.6 Recruit to Retire
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3.7  Acquire to Decommission

The process from acquire to decommission can be segmented into five individual 
subprocesses as shown in Fig. 3.8.

In order to enhance maintenance procedures and asset performance, businesses 
must consistently evaluate and refine their maintenance programs to ensure safe, 
reliable, and efficient asset operation. This is the primary objective of the Plan to 
Optimize subprocess. Utilizing best-practice methodologies such as reliability- 
centered maintenance, reliability engineers assess asset risks to identify optimal 
maintenance and service strategies that minimize costs and decrease the likelihood 
of failure for critical assets. Next-generation asset performance management trans-
forms these established methods into data-driven processes. The Plan to Optimize 
Assets subprocess is initiated before the actual asset life cycle commences. This 
subprocess involves planning the acquisition of the asset and the overall acquisition 
strategy, which can be divided into two components: asset strategy and planning and 
asset maintenance strategy and analysis. The asset strategy and planning process 
outlines the approaches for acquiring new assets. First, a company-wide asset strat-
egy must be established, considering requirements from other processes like 
Governance. Second, the property strategy must be defined, determining whether an 
asset should be owned or leased, with financial considerations playing a crucial role. 
Lastly, an asset investment plan must be created. For the maintenance strategy, the 
asset maintenance policy needs to be defined, followed by an analysis of the assets 
and maintenance performance. Reliability engineers define asset maintenance strat-
egies by conducting an asset risk and criticality assessment, which generates scores 
for specific impact categories and allows for prioritization of the most important 
assets. Based on a thorough understanding of the asset’s potential failure patterns, 
engineers can choose from various maintenance strategies, such as reactive mainte-
nance (also known as run to failure); time-, usage-, or condition-based maintenance; 
or predictive or prescriptive maintenance. The suggested maintenance strategy 
encompasses more than just dedicated repair work to keep the asset operational; it 
may also include inspection requirements, design changes, and other measures to 
reduce the probability of potential failures. A reliability engineer may revise a main-
tenance strategy for improved business outcomes, and a maintenance planner can 
review and understand the recommended strategy and actions, implementing them 
in a collaborative process. The next stage in an asset’s life cycle is its acquisition and 
onboarding. The Acquire to Onboard subprocess consists of asset acquisition, asset 
construction, and asset commissioning. First, the asset must be either acquired or 
leased, a decision that must be made in consultation with financial processes, as it 
affects the company’s cash flow and overall liquidity. This decision may also be 
made by functional and non-functional departments focusing on specific qualities. 
In some cases, assets must be constructed and built by the company itself, which can 
be cost-effective if the necessary skills and materials are available in-house. 
Typically, acquired or leased assets must be assembled, requiring the management 
of a capital project for the asset. Additionally, asset construction must be designed 
and planned, with the construction project managed to assemble the asset. Before 
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assets can be effectively utilized, they need to be integrated within the context of 
commissioning. One of the most crucial and likely the longest-lasting subprocess 
commences immediately after the asset has been integrated. The Operate to Maintain 
subprocess encompasses two primary subjects: asset maintenance planning and 
asset management execution. In the process of planning asset maintenance, several 
steps must be undertaken. Initially, the maintenance plans and guidelines must be 
established, which is highly reliant on the nature of the asset, as different assets 
require varying maintenance intervals. Subsequently, the asset and its related events 
must be monitored. Periodically, the asset maintenance tasks and assigned resources 
need to be organized. When executing planned or unplanned asset maintenance, two 
steps are necessary. First, qualified personnel must carry out the asset maintenance. 
Following that, the asset must be refurbished. The Operate to Maintain subprocess 
continues for as long as the asset is in use or until it is decommissioned. Maintenance 
management facilitates the ability to request, plan, and implement maintenance to 
better serve the requirements of a next-generation workforce. In maintenance exe-
cution, end-to-end processes typically span across multiple stages. An industry 
best-practice scenario encompasses the following phases:

• Initiation through the submission of a work request
• Review and approval of the work request
• Transition to detailed work-scope planning
• Approval and release of the order, followed by scheduling and dispatching
• Execution of the work
• Confirmation and closure of the work

In conventional terms, proactive maintenance is arranged for equipment before it 
deviates from tolerance or fails, preventing expensive scheduled repairs or emer-
gency fixes and downtime. A maintenance planner can strategize in advance the 
scope of work and time needed for time- or usage-based actions such as inspections 
and maintenance tasks using maintenance plans and task lists. Instead of a generic 
approach with traditional time- or performance-based maintenance plans, condition- 
based and predictive or prescriptive maintenance methods are employed. 
Consequently, businesses can shift to a more personalized asset maintenance pro-
gram, featuring optimized timeframes and work scopes, resulting in enhanced asset 
performance and availability. The Offboard to Decommission subprocess signifies 
the conclusion of the asset life cycle. If an asset is no longer useful or is being 
replaced, this subprocess occurs. It encompasses the decommissioning of the asset 
and its disposal. Initially, an exit strategy must be devised. Subsequently, productive 
assets must be decommissioned. Following that, the asset should be sold or traded. 
Lastly, waste management and disposal of hazardous materials must be addressed. 
The Manage Assets subprocess is unique in that it runs concurrently with other 
processes from the asset life cycle perspective. One task within this subprocess is 
asset information management, which involves managing the asset master data that 
must be consistently maintained and regularly updated. Another ongoing task is the 
inherent review and management of asset risks. This process includes identifying, 
evaluating, and mitigating threats related to assets. If necessary, mitigation 
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procedures are carried out based on the risk management plan. By systematically 
addressing potential risks before they arise, a company can save money and safe-
guard its assets. Another crucial task is sustainability operations, which focuses on 
managing the environment, health, and safety surrounding the asset. This ensures 
daily operations are safe, and the workforce is encouraged to identify and address 
hazards before they impact safety. By maintaining operational continuity, asset 
integrity is preserved, and production is optimized by minimizing unplanned down-
time and outages through proactive identification and mitigation of safety issues. 
The final task is asset collaboration, which deals with operating the asset collabora-
tion platform. These market trends create a higher demand for collaborative busi-
ness services and network concepts. Securely and standardly sharing asset data is 
essential for supporting peers in the maintenance and service industry.

3.8  Governance

The process of governance can be segmented into seven individual subprocesses 
and starts with Plan to Optimize Enterprise as shown in Fig. 3.9. The initiation of 
this subprocess involves handling the business models, as they are perpetually 
evolving. A prime illustration of this is Amazon’s business model: at its inception, 
the company solely dealt in books. Presently, Amazon offers an extensive range of 
products and services, effectively altering its business model from exclusively sell-
ing books to marketing a diverse array of items. Consequently, it is crucial to con-
tinuously refine and adapt the business model. To guarantee this, a suitable operating 
model strategy is formulated. Furthermore, it is essential to devise a plan for manag-
ing business information, given that a company’s data is both sensitive and legally 
significant and should not be accessed without proper authorization. The gover-
nance procedure entails comprehensive coordination of all end-to-end processes to 
enable seamless integration in planning. Particular focus must be given to unex-
pected occurrences, which need to be counterbalanced and alleviated to prevent 
adverse effects on the organization. Especially, it is essential to establish a corporate 
branding approach that, for instance, influences the company’s reputation and pub-
lic relations.

All of a company’s business processes are interconnected, and as such, they must 
be considered holistically to achieve a high degree of optimization. To accomplish 
this, business processes are designed and modelled on a global scale to establish a 
consistent foundation for implementation. In addition to optimizing the enterprise, 
the governance process is responsible for Managing Enterprise Risk and Compliance. 
This enables an organization to effectively address risk, control, and assurance tasks. 
To minimize risks and ensure compliance, audits and assurances must be conducted. 
Business integrity must be maintained, and measures to prevent fraud must be put in 
place. Regulatory compliance must also be managed by defining appropriate action 
plans and execution processes. The subprocess of Managing Identity and Access 
Governance is responsible for the technical access to critical infrastructure and sys-
tems. This subprocess determines which employees can access specific informa-
tion within the company through authentication. The entire life cycle management 
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of identities, from provisioning to decommissioning, must be covered. Relevant 
 policies, authentication mechanisms, and corresponding implementation strategies 
must be defined for this purpose. This also applies to authorizations concerning 
data, processes, and systems. In addition to information, identity and access gover-
nance must also cover other assets, such as buildings. The subprocess of Managing 
Cybersecurity, Data Protection, and Data Privacy addresses these critical aspects of 
the governance process, as the name suggests. There is an increasing number of data 
privacy and security requirements, such as the General Data Protection Regulation 
(GDPR) and the California Consumer Privacy Act, which must be considered for legal 
compliance within enterprises. Moreover, business data is highly sensitive and valu-
able, making it a prime target for cybersecurity threats. Successful security attacks 
can lead to significant financial losses and damage a company’s public credibility. 
As a result, data privacy measures must be implemented to ensure legal compliance, 
data protection procedures must be applied to protect business data from unauthor-
ized access, and cybersecurity mechanisms must be deployed to defend the company 
from security vulnerabilities. The subprocess of Managing International Trade, Tax, 
and Legal matters ensures that the company adheres to international regulations. In 
the context of legal matter management, relevant templates and contracts are defined 
and made available for reuse. This also applies to indirect taxation, which is typically 
collected by a producer or retailer and paid to the government. International trade 
involves the exchange of goods and services between countries, allowing consumers 
and nations access to products and services not available domestically. The subpro-
cess of Managing IT begins with defining and managing various IT service offerings 
based on the company’s needs. The demand for IT services depends on the industry 
in which the company operates. To meet these IT requirements, a service fulfill-
ment strategy and infrastructure concept must be defined. These form the basis for 
developing and managing the IT infrastructure and software solutions. When using 
IT solutions, issues or bugs may arise. Users must be able to report these problems 
and receive assistance in resolving them. To achieve this, IT support must be estab-
lished to manage and fulfill user requests. The subprocess of Managing Projects and 
Operations comprises five distinct processes, the first of which is ideation manage-
ment. A company typically employs many individuals, each with their own thoughts 
and ideas. These ideas can be valuable to the company, and ideation management 
facilitates the submission of ideas by employees. This boosts employee motivation 
by valuing their ideas as significant. It’s also essential to recognize those employees 
whose suggestions are put into practice. Portfolio and program management are vital 
for businesses since they deal with a variety of products and services. As a result, the 
portfolio must be outlined and planned in line with the company’s product or service 
strategy. The process of defining a portfolio is already intricate, involving numerous 
stakeholders and objectives, which may require the establishment of a program for 
successful implementation. Programs are made up of several concurrently running 
projects that require coordination and synchronization. Companies have numerous 
tasks that necessitate the creation of programs for execution. As a result, a stan-
dardized methodology must be devised to harmonize the programs, making them 
more comparable and efficient. Continuous monitoring and control are necessary for 
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portfolio and program management to achieve predefined objectives and enhance 
underlying processes. Daily tasks in enterprises are frequently organized around 
projects, such as market opportunity analysis, portfolio definition, or product design. 
Therefore, project management must be optimized within companies in terms of 
methodologies and tools for planning, executing, and closing projects. In the con-
text of corporate operations management, operating model practices are established. 
Companies can choose whether to outsource operations to shared services or manage 
them internally. Generally, a hybrid strategy is applied, combining both options. The 
final subprocess of the Manage Projects and Operations process involves managing 
sustainable operations. For businesses, sustainability is not only about environmental 
protection but also about enhancing their image and brand. Being a sustainable com-
pany also aids in regulatory compliance and avoiding financial penalties.

3.9  Finance

The process of finance can be segmented into five individual subprocesses as shown 
in Fig.  3.10. The initial subprocess in Finance involves the Plan to Optimize 
Financials. This subprocess can be broken down into three stages: planning, execu-
tion, and analysis. During the planning stage, it is crucial to determine which key 
performance indicators (KPIs) need to be monitored during the execution stage and 
establish the duration for budgeting and forecasting activities. To provide a roadmap 
for the execution stage, budgets for all departments are devised, and expenditure 
and revenue projections are made. In the execution stage, each department is allo-
cated a budget and must maintain accurate financial records through effective 
accounting management. Both income and expenses must be documented. 
Management accounting focuses on identifying, measuring, analyzing, interpreting, 
and conveying financial data to managers to help them monitor the organization’s 
goals. This information equips managers with the necessary insights to make well- 
informed business decisions.

Cost accounting, a subfield of management accounting, focuses on capturing the 
total production costs by considering both variable and fixed expenses. This enables 
managers to identify and reduce unnecessary expenditures while maximizing prof-
its. In the analysis phase, plans are compared to the information recorded during the 
operational phase, allowing for the identification of deviations and the implementa-
tion of corrective measures. The objective of the Invoice to Pay process is to ensure 
that bills are paid and to monitor the company’s outstanding debts. Supplier invoice 
management handles invoices from suppliers after a service has been provided or a 
product delivered. Payables management is in charge of tracking financial assets, 
starting with managing financial settlements and continuing with processing 
accounts payables to maintain a comprehensive financial overview. This process 
also includes payables financing, which is responsible for clearing supplier invoices 
and making payments to the appropriate creditors. Accounts payable, an account 
within the general ledger, represents an organization’s obligation to pay off debts to 
its creditors or suppliers. The total outstanding amounts owed to suppliers are shown 
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as the accounts payable balance on the company’s balance sheet, with increases or 
decreases from the previous period reflected on the cash flow statement. Payable 
financing is a type of credit where companies borrow money from a supplier to 
purchase products and goods. Invoice to Cash, similar to Invoice to Pay, involves 
customers owing debt to the company. Customer invoice management handles pre- 
invoicing of billing content, as well as managing third-party invoices and incorpo-
rating them into the invoice sent to the customer if necessary. Receivables 
management ensures orderly receipt of payments, beginning with financial settle-
ments management and continuing with customer credit risk management. Accounts 
receivable and disputes are processed, and receivable financing and collection pro-
cessing are carried out. Accounts receivable represents the balance of money owed 
by customers for goods or services received. Recorded on the balance sheet as a 
current asset, accounts receivable reflects the amount of money owed by customers 
for credit purchases. Comparable to accounts payable, accounts receivable focuses 
on money to be received rather than money owed. Accounts receivable can be ana-
lyzed using the turnover ratio or days sales outstanding to estimate when the money 
will actually be received. Receivables financing is relevant when customers receive 
funding based on issued invoices for purchased goods or services but payment has 
not yet been received. Treasury management deals with bank interactions and final-
izes the payment process. The Record to Report subprocess consists of creating a 
financial record, performing financial accounting, executing financial closing, and 
generating financial reports. The process of generating information for management 
to assess the company’s status is facilitated by financial accounting, a branch of 
accounting that documents, consolidates, and communicates the numerous transac-
tions arising from business activities over a specific period. These transactions are 
condensed into financial statements, including the balance sheet, income statement, 
and cash flow statement, which reflect the organization’s operational performance 
during a given timeframe. Financial accounting adheres to various established 
accounting principles, which are subject to the company’s regulatory and reporting 
requirements. For instance, businesses in the United States must conduct financial 
accounting in compliance with generally accepted accounting principles (GAAP), 
ensuring consistent information for investors, creditors, regulators, and tax authori-
ties. Financial closing is a recurring process in management accounting, where 
accounting teams verify and adjust account balances at the end of a specified period 
(e.g., annually or quarterly) to create financial reports for the company. The objec-
tive is to inform management, investors, lenders, and regulatory agencies about the 
company’s financial position. Closing the books involves consolidating transactions 
from multiple accounts, reconciling the data to ensure its accuracy, and identifying 
discrepancies and anomalies. It is crucial that the total of all debits equals the total 
of all credits. The general ledger accountant, closing specialist, business analyst, 
and consolidation expert are the four primary roles responsible for maintaining 
accounting accuracy and transparency. Every company has bank accounts that han-
dle incoming and outgoing cash flows due to payments, which must be monitored 
and managed. In small businesses, accounting or management may handle this task, 
but as a company grows, larger and more complex payment transactions typically 
require one or more full-time positions, such as a treasurer or treasury department. 
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The primary objective of treasury management is to maintain the company’s 
 solvency by controlling its liquidity. Treasury Management tasks also include risk 
management in corporate finance, asset management, and capital procurement. 
Treasury management is often considered a subfield of financial management in 
many organizations. While financial management focuses on managing financial 
resources to meet revenue targets, treasury management emphasizes ensuring 
liquidity at all times. Financial management outlines the financial plan containing 
strategies for achieving the company’s financial objectives, while treasury manage-
ment ensures the implementation of strategies defined for short- to medium-term 
goals. One responsibility of treasury management is liquidity or cash management, 
which involves capturing and controlling cash flows of liquid funds for the compa-
ny’s internal and external financing, with the goal of maintaining solvency. Corporate 
financial risk management is also a key focus of treasury management. To ensure a 
company’s success, it is crucial to manage payment flows in a way that prevents any 
deficits that could lead to late payments. Efficient management of these cash flows 
necessitates the implementation of treasury management. The task of liquidity man-
agement involves ensuring that a company’s working capital is utilized in the most 
efficient and effective manner, ultimately helping the organization achieve its long- 
term financial goals, such as increasing revenue and reducing costs. Real Estate 
Management plays a crucial role in overseeing a company’s property assets. This 
process starts with the development and planning of a real estate strategy and 
extends to the acquisition and integration of properties. Focusing on profit-driven 
and value-based procurement, management, and marketing of real estate, Real 
Estate Management is particularly important for organizations that do not have real 
estate as their core business. These properties are often referred to as corporate real 
estate. After allocating the real estate and workspace, operational processes such as 
rent payments, regular inspections, and maintenance are carried out. When the real 
estate is no longer required, it is retired. The management of real estate master data 
is a vital task and is also taken into consideration.

3.10  Conclusion

Even though ERP systems have been in existence for quite some time, there is no 
widely accepted understanding of their functional range. To address this issue, we 
proposed a reference business process definition for organizations, which acts as a 
functional blueprint for ERP systems. In this chapter, we touched upon these busi-
ness processes to illustrate the potential of artificial intelligence in enhancing the 
automation capabilities of ERP functions. All organizations revolve around four key 
domains: customer, supply, corporate, and products/services. The fundamental 
business processes within these domains include idea to market, source to pay, plan 
to fulfill, lead to cash, recruit to retire, acquire to decommission, governance, and 
finance. We provided a concise overview of these reference business processes, 
which are the foundation for defining an ERP reference architecture, in the next 
chapter.

3.10 Conclusion
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4ERP Reference Architecture

For embedding artificial intelligence into ERP software, knowing the underlying 
architecture is necessary. However, the solution architecture of ERP varies accord-
ing to the various vendors. In order to address this issue, we abstract from the vari-
ous ERP products and propose a reference architecture. Thus, we can systematically 
incorporate our suggested artificial intelligence concepts into the ERP reference 
architecture and guarantee their validity independent of the underlying ERP ven-
dor. But how to obtain the reference architecture? To resolve this challenge, we 
reuse the reference processes from the previous chapter to derive the common refer-
ence architecture and define the software modules research and development, sales, 
supply chain, procurement, manufacturing, service, asset management, finance, and 
human capital management. As a side result, the reference architecture can also be 
used to evaluate the architecture of different ERP products.

4.1  Introduction

Let’s begin with the problem statement. To embed artificial intelligence into ERP 
software, we must know the underlying architecture. However, the solution archi-
tecture depends on the different ERP vendors and vary accordingly. To resolve this 
challenge, we abstract from the various ERP products and suggest a reference archi-
tecture for ERP software. Thus, we can integrate the later introduced artificial intel-
ligence concepts systematically into the ERP reference solution architecture and 
ensure in addition their validity independent of the ERP vendor. The reference solu-
tion architecture implements the reference business processes of enterprises, which 
we explained in the previous chapter based on corresponding modules. Therefore, 
embedding artificial intelligence on business process level is also considered. As a 
side benefit, the proposed reference architecture can be also used to compare the 
functional and non-functional capabilities of different ERP products.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_4&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_4
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As illustrated in Fig. 4.1, the reference architecture is built upon various software 
layers. The database system serves to store master, transactional, and configuration 
data. Master data pertains to an object’s attributes and remains constant over long 
periods. This type of data includes information needed on a recurring basis; prod-
ucts is an example for master data. In contrast, transaction data is dynamic and 
encompasses the data for all executed business processes. Generally, transactional 
data is restricted to a specific timeframe and undergoes frequent changes. Instances 
of this data include information generated from daily transactions, such as changes 
in purchase orders or invoices.

Finally, configuration data refers to the technical details that govern and tailor 
business processes, which are maintained during the implementation phase of ERP 
systems. Examples of configuration data include settings for organizational struc-
tures or fiscal year definitions for finance. The data model of ERP systems has been 
grown over time, encompassing tens of thousands of tables with intricate networks 
of relationships and cryptical field names, making it difficult to consume and com-
prehend. To address this issue, a semantic layer is provided atop the database tables 
to conceal the complexity and enable human-readable and efficient access to busi-
ness data. This semantic layer is typically known as a virtual data model since it 
does not necessitate additional materialization of data and tables. The software 
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modules on the application server offer reusable functionality to implement the 
 reference business processes discussed in the last chapter. There is no one-to-one 
correspondence between application modules and core/supporting processes; usu-
ally, features from multiple software modules are needed to execute a single core/
supporting process. R&D/Engineering is responsible for a significant portion of the 
core process Idea to Market, while Procurement, Supply Chain, and Manufacturing 
handle the core processes Source to Pay and Plan to Fulfill. The core process Lead 
to Cash is primarily managed by Sales and Services, while Recruit to Retire is over-
seen by Human Capital Management software modules. Asset Management primar-
ily handles Acquire to Decommission reference process, and the supporting process 
Finance is mainly managed by the Finance component. Governance applies various 
technical features of the ERP platform, such as identity and access management, 
information lifecycle management, or risk management. Industry Solutions are built 
on top of the core modules, enhancing core functionality with industry-specific fea-
tures for various verticals like retail, banking, insurance, automotive, or the public 
sector. ERP software must ensure numerous product qualities, such as facilitating 
compliance, delivering high performance, and supporting extensibility. These non- 
functional requirements must be addressed uniformly across all ERP application 
modules using the concepts and frameworks shown on the right side of Fig. 4.1. To 
embed artificial intelligence into the abovementioned ERP application modules, it 
is essential to understand their structure. Therefore, in the following sections, we 
will suggest reference solution architectures for each of them. The core application 
modules in Fig. 4.1 can be distributed across multiple application servers and com-
bined with various deployment types (e.g., on-premises, public cloud, private 
managed).

4.2  Research and Development/Engineering

The Idea to Market reference process is primarily executed by the R&D/Engineering 
application module, as illustrated in Fig. 4.2.

Core Portfolio and Project Management is split into two components: Project 
Financials Control and Project Logistics Control. Project Financials Control is 
responsible for planning and monitoring expenses and budgets, enabling cost track-
ing that is closely integrated with essential business operations. This cost and bud-
get tracking helps prevent additional expenses and safeguard the project. Project 
Logistics Control allows for the creation of project structures composed of work 
breakdown structures and network structures, planning and scheduling project 
activities, managing procurement processes in conjunction with core business pro-
cesses, and offering insights into all logistics-related execution aspects of a project. 
Product Engineering is divided into two the components: Product Development 
Foundation and Variant Configuration. The Product Development Foundation sup-
plies a product platform that serves as the foundation for the entire development 
process. It promotes product design, initiates master data and product structures, 
and integrates change and configuration management. The Product Development 

4.2 Research and Development/Engineering
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Fig. 4.2 Reference architecture for R&D/Engineering

Foundation also encompasses the bill of materials (BOM), which is a list of all 
 necessary materials and their corresponding quantities for a given process. Variant 
Configuration enables customers to design their own product models, with users 
defining the product’s rules and designs themselves. Simultaneously, an appropriate 
work plan and bill of materials for production are generated. The component shall 
also provide additional features, such as price calculation. Product Compliance 
encompasses three distinct sub-components: Marketability and Chemical 
Compliance, Dangerous Goods Management, and Safety Data Sheet Management 
and Hazard Label Data. The first sub-component, Marketability and Chemical 
Compliance, aids in managing material and ingredient information while adhering 
to legal and customer requirements. It gathers compliance data from suppliers and 
customers, making this information publicly accessible. Moreover, the component 
automatically monitors regulated substance volumes and evaluates products and 
materials against various compliance requirements, such as mandatory registrations 
and allowed quantities. Dangerous Goods Management centralizes dangerous 
goods information for all products, regions, and transportation modes. It automates 
the classification of dangerous goods and utilizes built-in regulatory content. The 
component shall ensure that all shipments comply with dangerous goods regula-
tions by conducting integrated checks, providing appropriate packaging, determin-
ing accurate transportation methods and routes, and automating the generation and 
distribution of dangerous goods documents. The purpose of Safety Data Sheet 
Management and Hazard Label Data is to centrally manage substance and 
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regulatory information, streamline component and product classification, and 
 automate the creation of safety data sheets and labels. It applies regulatory content 
to minimize effort and maintain ongoing compliance while automating label print-
ing and safety data sheet distribution as part of logistics processes. Product Life 
Cycle Management comprises Integrated Recipe Development, Integrated Product 
Development, Handover to Manufacturing, and Advanced Variant Configuration. 
Integrated Recipe Development is a component for describing product manufactur-
ing or process execution. Recipes contain information about products, process com-
ponents, required resources, and the steps to be executed. Recipe types are also 
included in the development process. Integrated Product Development is designed 
for discrete manufacturing and accelerates design by incorporating product life 
cycle management into a unified, real-time environment. The component manages 
complex product structures, including hardware and software compatibility, and 
enables the creation of individualized products by defining and reusing variant 
product structures across the supply chain. It encompasses embedded systems 
development, visual instance planning, visual asset planning, 3D visual enterprise 
manufacturing planning, access control management, and engineering change and 
record management. Advanced Variant Configuration streamlines information 
exchange within the company and up to customer delivery. It shall use a comprehen-
sive simulation environment for variant configuration models and offers user- 
friendly classification capabilities. The integrated advanced variant configurator 
should support multi-level variant configuration models.

Extended Portfolio and Project Management enhances efficiency and automa-
tion, providing insights into product and project performance in terms of cost, time, 
scope, resources, and quality. It combines Portfolio Management, Project 
Management, Project Connection, and Commercial Project Management. For 
instance, Project Connection shall automate and streamline the bidirectional 
exchange of project information with external scheduling tools, orchestrating the 
exchange through business rules that define the sequence of creating and modifying 
project elements. Commercial Project Management covers end-to-end processes, 
including selling, planning, executing, monitoring, and controlling projects.

4.3  Procurement

The Source to Pay reference process is primarily executed through the Procurement 
application module, as illustrated in Fig. 4.3. Operational Procurement is composed 
of multiple elements and commences with the handling of purchase requisitions. A 
purchase requisition refers to a request for a specific quantity of materials or ser-
vices with a predetermined delivery time. This marks the beginning of the purchas-
ing process. However, a demand from a material requirement planning (MRP) task 
can also lead to a purchase requisition. Typically, purchase requisitions follow a 
release strategy or initiate an approval process based on the workflow engine. A 
purchase order is a request made to an external supplier to deliver a certain amount 
of material at a specified time or to carry out specific services within a defined time 
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frame. Self Service Requisitioning shall offer a user-friendly interface and 
 cross- catalog search, allowing employees to adopt procurement processes and poli-
cies more easily. It also should support an enhanced workflow for completing pur-
chase requisitions, including a workflow inbox. Purchase Order Processing and 
Collaboration facilitate both indirect and direct procurement. The component 
includes analytical capabilities for monitoring the status of purchase orders. 
Requirement Processing enables control over automation and manual intervention, 
when necessary, while also supporting human decision-making through analytical 
visualizations embedded within transactional applications. Service Purchasing and 
Recording streamline the procurement of goods and services. The process simpli-
fies limit (value-only) purchase order items to maintain control over unplanned ser-
vices and record relevant details. Lastly, Purchasing Rebate Management oversees 
the entire purchasing rebate lifecycle, from planning and tracking to settling and 
analyzing rebate agreements.

The process of procuring goods and services involves not only identifying the 
ideal supplier but also encompasses strategic activities such as projecting and fore-
casting demand in key spending categories for a business. This includes negotiating 
the best prices with an optimal mix of suppliers, which is the goal of Sourcing and 
Contract Management. However, even if suppliers offer the most competitive prices, 
they may not be chosen due to quality issues or delays in delivery. As a result, 
Source Assignment is a crucial aspect of the procurement process. Purchase Contract 
Management shall offer analytical applications to monitor the status of contracts 
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and agreements. An outline purchase agreement between a supplier and a company 
procuring specialized materials or services is known as a purchase contract. Invoice 
Management is split into two components: Invoice Processing and Invoice 
Collaboration. Supplier invoices are generated after receiving an invoice from the 
supplier and can be created with or without reference to a purchase order. To verify 
the accuracy of the supplier invoice, invoice verification checks are conducted. The 
supplier invoice can be simulated before posting the document to display account 
movements. Invoice Processing and Collaboration facilitate the uploading of sup-
plier invoice attachments and enable fully automated implementation without user 
intervention. The component shall assist in managing supplier invoices and pay-
ment blocks, as well as uploading scanned invoice copies for manual invoice pro-
cessing with optional integration with OCR. Supplier Management and Procurement 
Analytics aim to continuously assess, classify, and allocate suppliers to segments of 
varying importance through the classification and segmentation of suppliers. This 
allows purchasers to concentrate on suppliers that are strategically significant and 
critical to the business, thereby enabling the development and management of their 
business relationships. Purchasing categories allow buyers to manage suppliers 
based on specific goods and services, such as hardware and software or installation 
and inspection. Classification Segmentation and Supplier Evaluation should support 
evaluation by defining supplier criteria like weighting and scoring. The component 
enables real-time analysis of the parts per million score to discuss potential quality 
improvement activities with the supplier. Spend Visibility and Real-time Reporting 
& Monitoring shall provide a real-time, multidimensional spend report that can be 
manipulated like a pivot table and includes drill-down functionality.

4.4  Supply Chain

The primary execution of the Plan to Fulfill reference process is carried out by the 
Supply Chain and Manufacturing application modules, with this section concentrat-
ing on the Supply Chain aspect. Figure 4.4 illustrates the reference architecture for 
Supply Chain. Inventory management shall ensure transparency and control over 
inventory levels and stock quantities, facilitating smooth material flow throughout 
all inbound and outbound logistics operations. Efficient warehousing enables the 
effective storage and handling of goods and materials, enhancing asset utilization, 
boosting throughput, and promoting precise, timely order fulfillment with optimal 
warehouse transparency. The Goods Movement module shall use simplified post-
ings for transfers and scrapping of goods, benefiting from real-time, high-volume 
processing using sensor data. Inventory Analytics & Control refines inventory and 
material flows based on real-time analytics. Returnable Packaging Logistics over-
sees the shipping and receiving of reusable packaging materials to and from busi-
ness partners, increasing visibility in material distribution and minimizing overall 
material volume by consolidating logistics information into a unified version of the 
truth. Physical Inventory allows for real-time reporting on warehouse stocks and 
inventory, documenting the physical quantities of warehouse stocks, owned stocks, 

4.4 Supply Chain



78

Supply Chain

Logistics Material Identification

Batch 
Management

Serial Number 
Management

Transportation 
Management

Delivery and Transportation

Source 
Assignment

Purchase 
Contract 

Management

Inventory

Goods 
Movement

Inventory 
Analytics & 

Control

Advanced Features
Advanced 

Order 
Promising

Advanced 
Transportation 
Management

Advanced 
Warehousing

Extended 
Service Parts 

Planning

Returnable 
Packaging 
Logistics

Physical 
Inventory

Empties 
Management

Handling Unit 
Management

Warehouse 
Management

Order   
Promising

Fig. 4.4 Reference architecture for Supply Chain

and other stock types. Empties Management monitors empty containers to and from 
business partners, gathering detailed data, and accurately recording high-volume 
transactions for empty returns and associated deposits.

Warehouse Management enables real-time visibility into the handling and pro-
cessing of materials, allowing for streamlined warehouse operations. This process 
begins with organizing the warehouse by defining its physical structure, storage 
types, and creating storage bins. The entire warehouse can be represented in the 
system, down to the level of individual storage bins. Logistics Material Identification 
includes Batch Management, which enhances product quality, ensures comprehen-
sive traceability, and minimizes customer and legal risks. This component allows 
for the creation of batch master records, assignment of specific batch numbers, clas-
sification of batches, assignment of characteristics, automatic compliance with legal 
requirements through batch genealogy, and batch tracking. Serial Number 
Management distinguishes individual items of a material or equipment, enabling 
the creation of serial number profiles, serial number master records containing cru-
cial data on serialized materials, and identification of single items for tracking in 
inventory management, physical inventory, and equipment. Handling Unit 
Management represents packing-based logistics structures and monitors the move-
ments of entire handling units instead of individual materials. Delivery and 
Transportation includes Delivery Management, which shall automate the execution 
and confirmation of transportation demands from various sources (sales orders, pur-
chase orders, stock transport orders), reducing redundancies and human error 
through electronic collaboration. The goods receipt step for inbound deliveries is 
the final activity organizations undertake before receiving goods. Transportation 
Management supports the entire transportation chain, managing transportation 
demands through planning, tendering, and settlement of freight processes. It also 
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allows for booking carriers in compliance with hazardous goods requirements. 
Transportation Management is applicable for domestic and international transporta-
tion in the shipper industry, as well as inbound and outbound freight management. 
It enables the creation and use of central master data, such as business partners and 
products for transportation-related processes, and the establishment of transporta-
tion networks. Freight agreements, which are contracts between business partners 
outlining their commitment to conduct business in a specific manner, can also be 
utilized. Internal sales representatives and order fulfillment specialists require 
mechanisms to configure, execute, and monitor availability checks and optimize 
supply distribution, which are the goals of Order Promising. This is especially cru-
cial when the availability of materials needed to fulfill requirements is limited. As a 
result, the available-to-promise (ATP) check has to be supported, allowing users to 
determine the date and quantity a sales order requirement can be confirmed based 
on a specific checking rule and the current stock situation for the specified material. 
Advanced Order Promising shall ensure quick and accurate order commitments by 
automatically considering relevant stock in real-time while safeguarding business 
priorities and profitability objectives. Advanced Transportation enhances transpor-
tation efficiency by managing all inbound and outbound freight comprehensively. 
Advanced Warehousing optimizes orders using features such as cross-docking, 
workforce management, slotting, inventory optimization, transit warehousing sup-
port, and connectivity to warehouse automation equipment. Extended Service Parts 
Planning accurately plans service parts inventory across distribution networks based 
on parts volumes, velocity, and segments, strategically calculating trade-offs 
between costs and service.

4.5  Manufacturing

As previously noted, the primary implementation of the reference process, Plan to 
Fulfill, is carried out by the Supply Chain and Manufacturing application modules, 
with the emphasis in this section being on Manufacturing. The reference architec-
ture for the Supply Chain is illustrated in Fig. 4.5. Production Engineering is split 
into two components. The product engineering phase involves the design and devel-
opment of products. New products or product lines are created to leverage existing 
process technology and enhance quality and reliability. Existing products may be 
modified in response to changing market or customer needs. The outcome of this 
product phase includes corresponding drawings and a list of all necessary parts for 
product production, known as the bill of material (BoM). Production BoM 
Management organizes products to manage components and assemblies and estab-
lishes separate BoMs for various areas (e.g., Engineering, Production, Sales, and 
Services). The component identifies the appropriate BoM version for the specific 
date, production version, and purpose. Routing Management Recipe Development 
plans operations during manufacturing activities. Operations form the foundation 
for scheduling dates, capacity requirements for work centers, and material con-
sumption. Recipes outline the product formulation process and the development of 
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manufacturing products. Work centers/resources represent machines, production 
lines, employees, or groups of employees. Along with BoM and routing/master reci-
pes, work centers/resources are among the most critical master data in the produc-
tion planning and control system. They are utilized for scheduling, costing, capacity 
planning, and simplifying operation maintenance. The goal of Production Planning 
is to plan products and components to initiate internal and external procurement. 
Managers must take into account two factors: Material Requirements and Capacity. 
Companies must plan raw materials based on BoM explosion of finished product 
requirements. Additionally, proposals for internal and external procurement based 
on quantities and date requirements must be generated. To plan capacity, the pro-
duction planner must balance production requirements with the available capacity 
of respective work centers and shift calendars, which is the focus of Capacity 
Planning. Material requirements planning (MRP) ensures demand coverage by sup-
ply elements without considering available capacity. The capacity planning’s role is 
to assist MRR planners in adjusting the production plan to account for capacity 
constraints while maintaining demands in terms of time and quantity.

Production Execution is a component of Production Operations that encom-
passes the execution, control, monitoring, and verification of the manufacturing 
process using real-time data from the shop floor, contract manufacturers, and sup-
pliers. Repetitive Manufacturing processes can be streamlined through mass pro-
cessing and the simplification of financial controls in periodic actions. In this type 
of manufacturing, material flow can be planned and monitored with a higher level 
of precision. Planned orders are employed to model, plan, and initiate material flow, 
while product cost collectors gather the associated costs. Kanban inventory man-
agement allows for automatic replenishment by implementing self-regulating 
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control circuits, such as empty bins that trigger procurement processes. Kanban is a 
methodology for managing production and material flow based on the physical 
stock of materials in production. The core concept is to maintain a consistent supply 
of materials needed regularly in small quantities within the production environment. 
Production Control shall offer centralized cockpits to minimize bottlenecks and 
reduce risks. As a result, production operators must oversee the entire shop floor 
production process, including handling materials, Bills of Materials (BoMs), reci-
pes, routings, components, work centers, and resources, up to the completion of 
finished products. This management and regulation of the manufacturing process 
are typically carried out by a production supervisor responsible for assigning pro-
duction tasks to individual machines and implementing measures to address 
machine breakdowns or component shortages. Subcontracting can be utilized to 
outsource production through subcontracting procurement, requiring companies to 
supply components to the contractor based on the BoM structure. External 
Processing shall allow organizations to outsource production operations to third- 
party providers or other production units within the company. This can be managed 
through external operations in routings and production orders. Just-in-Time 
Processing eliminates inventory buffers by delivering components and sub- 
assemblies directly to the customer’s production line. With just-in-sequence, assem-
bly is delivered in the order specified by the requested requirements. Quality 
Management should offer tools to inspect production processes and goods receipts, 
managing inspection lots and implementing usage decisions to enhance manufac-
turing output. Quality Management encompasses quality planning, inspection, and 
improvement. Quality Planning is crucial for planning the quality of products, pro-
cesses, and services. Manufacturing Insights assists in analyzing manufacturing 
data for process enhancements, decision support, and reporting and documentation 
purposes. The component provides exception-based management alerts, with real- 
time notifications based on production bottlenecks such as time or component 
delays or resource constraints, which can be used to minimize shortfalls and scrap 
with high efficiency. Extended Production Planning and Scheduling shall improve 
core production planning and scheduling functionality by leveraging the visual 
planning board. The component automates consumption-based replenishment 
through demand-driven MRP and employs simulation capabilities with predictive 
MRP. Extended Production Engineering and Operations designs and operates pro-
duction processes, bridging the gap between product engineering and manufactur-
ing operations by transforming product design into production process design, 
which serves as the basis for production order management and shop floor execution.

4.6  Sales

The primary implementation of the Lead to Cash reference process is carried out by 
the application modules Sales and Service, with the emphasis of this section being 
on Sales. The reference architecture pertaining to Sales is illustrated in Fig. 4.6.
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The Order and Contract Management component is composed of six essential 
sub-components that ensure uniform master data, including pricing, throughout the 
organization. Sales Master Data Management shall enable the use of simplified data 
models and a centralized business partner, allowing for the creation, modification, 
or display of sales master data in a unified user experience. Customer materials defi-
nition comes into play when customer product identifiers differ from those used by 
the company. Price Management oversees price master data definition and carries 
out price calculations, setting up the pricing process in business documents and 
determining how net values are computed. Sales Contract and Quotation 
Management should support various contract types, such as sales contracts, condi-
tion contracts for settlement management, scheduling agreements, or trading con-
tracts. This component allows for the creation, modification, or display of customer 
quotations, which are triggered by a request for quotation (RFQ) from customers. In 
response to the RFQ, a quotation is provided, which the customer may accept or 
reject. Sales Order Management and Processing should offer a comprehensive view 
of sales order execution and help prevent overall delivery delays through embedded 
predictive analysis. This component enables the execution of business transactions 
based on sales documents, such as inquiries, quotations, and sales orders, defined 
within the system. Sales and Solution Billing encompasses both manual and auto-
mated billing and invoicing scenarios, allowing external billing data to be combined 
with sales documents into a single invoice. Billing documents can be created, posted 
to financial accounting, and output through various channels. Sales Rebates, 
Incentive, and Commissions Management facilitates the handling of volume-based 
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sales rebates using condition contract settlement. Claims, Returns, and Refund 
Management helps reduce customer service and support costs by streamlining 
return processes and customer return analysis, improving tracking, expediting 
request processing, and lowering operational expenses. This component enhances 
the capture and handling of all complaints and returns, triggering logistical follow-
 up actions such as product inspection, issue resolution, and claims and refunds man-
agement. Sales Monitoring and Analytics allows for the monitoring and analysis of 
core sales business processes, from quotations and contracts to sales orders and 
their fulfillment to invoicing. Sales plans can be created, modified, released, and 
displayed, enabling the analysis of sales target achievement and providing insights 
into current sales performance. Sales Force Support covers the entire presales life 
cycle, from appointments to lead and opportunity creation. Sales Lead Management 
aims to gather potential sales information at the beginning of the sales pipeline, 
automating the initial presales process and linking initial interest to sales. 
Opportunity Management, on the other hand, records identified sales possibilities 
and tracks progress throughout the sales cycle, controlling sales opportunities that 
describe sales prospects, requested products or services, budgets, potential sales 
volumes, and estimated sales probabilities. Activity Management assists in plan-
ning, tracking, and organizing sales activities throughout the entire customer rela-
tionship life cycle, recording all company employee activities, including 
appointments and task creation. Account and Contact Management provides the 
sales force with a comprehensive view of each customer, including key contact and 
account data, managing and granting easy access to accounts and contacts. Sales 
Performance Management helps motivate sales forces and drive revenue through 
attractive incentive and compensation policies. By implementing compelling vari-
able compensation programs, the component for incentive and commission man-
agement can improve the company’s sales performance. Organizations can manage 
programs for employees and partners, creating and maintaining accurate and strate-
gically aligned incentive and compensation plans to retain and motivate top per-
formers and achieve corporate objectives.

4.7  Service

As previously noted, the Lead to Cash reference process is primarily executed 
through the Sales and Service application modules. This section concentrates on 
Services, as illustrated in Fig.  4.7, while the reference architecture for Sales is 
depicted in Fig. 4.6. Service Master Data and Agreement Management is responsi-
ble for managing customer asset records, service history, and commercial agree-
ments, and it plans preventive maintenance services using the available relevant 
information. Technical Assets, Structure, and History provides accurate information 
about customer locations and installed equipment to call centers, field service, depot 
repair, and sales personnel. This also enables planning and performing maintenance 
services with comprehensive records of equipment or systems through equipment 
master data, maintenance plans, measuring points, task lists, and bills of materials. 
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Service Maintenance Plan facilitates the scheduling of service commitments and 
significant maintenance events, such as shutdowns and turnarounds, allowing for 
preventive and predictive service activities based on time, counter, condition, or 
risk. Service Contract Management and Warranty Management addresses service 
agreements, pricing arrangements, and customer entitlements in a unified reposi-
tory, enabling automatic periodic billing. Contracts are long-term service agree-
ments between companies and their customers that outline the services’ content and 
scope, which are guaranteed within specific tolerance limits for certain parameters, 
like within a predetermined time frame. Warranties define the services’ scope and 
parts usage that organizations perform in case of damage or issues. This process 
ensures the processing of service deliveries with automatic warranty agreement 
checks. Service Monitoring and Analytics and Business Solution Portfolio enable 
the monitoring of service businesses’ operations and outcomes by comprehensively 
capturing and measuring service performance and profitability using operational 
reporting and dashboards.

Service Request Management, a component of Service Operations and Processes, 
allows users to generate, monitor, and handle service requests while maintaining 
full visibility of current and historical service agreements and activities. By utilizing 
solution quotations, users can create quotes for various product types, such as tan-
gible products, services, and service contract items. Service Order Management 
equips frontline field service teams with the latest information on service history 
and equipment configuration, enabling them to expertly carry out maintenance ser-
vice tasks. This component streamlines the management of the service life cycle, 
from generating and processing service order quotations to creating and processing 
service orders and confirmations. In-House Repair Management aids businesses 
that provide in-house repair and maintenance services for products. By integrating 
the repair process across multiple lines of business, planning and executing in-house 
repairs become more efficient and transparent. These services are conducted 
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in-house at repair centers and encompass core repair and maintenance activities 
such as prechecking, quotation processing, planning, repairing, and billing for 
repair objects. Service Billing and Service Fulfillment ensures the efficient delivery 
of services, ranging from simple to highly complex, through planning, scheduling, 
parts provisioning, service work, and billing. This approach results in reduced costs 
and comprehensive logistical and financial insights. Customer Engagement pro-
motes effective issue resolution through multichannel customer engagement and 
intelligent interactions. Packaged Service Offerings automatically bundle items and 
initiate corresponding follow-on processes up to the billing stage. Service Parts 
Management streamlines spare part stock processing based on usage and availabil-
ity, enhancing efficiency in parts fulfillment, planning, procurement, and warehous-
ing. This is achieved through integration with core materials management and 
finance functions, as well as support for language and localization requirements. 
The component addresses all aspects of service parts management, including plan-
ning, execution, fulfillment, collaboration, and analytics, and comprises service 
parts planning and execution scenarios. Subscription Order Management and 
Financial Shared Services Management enable customers to offer their business 
solutions as a mix of products and service subscriptions. These may include recur-
ring fees, usage-based charges, and one-time fees based on a consumption pricing 
model. The component manages all parties involved in business transactions and all 
data related to subscription products, handling products, and product bundles con-
sisting of various product and subscription combinations. Financial Shared Services 
Management involves using service management capabilities natively integrated 
into end-to-end processes to generate synergies and enhance efficiencies within a 
single working environment. The component supports efficient and scalable opera-
tions by simplifying and automating the execution of key financial processes across 
departments, ultimately improving quality and compliance by delivering standard-
ized, consistent, and repeatable services across diverse business systems.

4.8  Human Capital Management

The primary implementation of the Recruit to Retire reference process is carried out 
by the Human Capital Management application module, as illustrated in Fig. 4.8. 
The purpose of human capital management is to assist organizations in achieving 
their strategic objectives by attracting, developing, and effectively managing 
employees. Personnel Administration, a component of Personnel Management, 
handles administrative tasks related to employee master data, such as personal 
information, addresses, banking details, and employment contract details. The data 
in Personnel Administration is usually valid for a specific time frame, like an 
employee’s bank information being valid from March 1, 2021, to October 30, 2021. 
Organizational Management is used to develop an organizational plan that outlines 
a company’s functional structure, encompassing elements like organizational units, 
positions, tasks, jobs, and more. This component is utilized to assess headcount, 
determine reporting hierarchies, and allocate agents to workflow tasks, among other 
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things. Recruitment Management enables job seekers and candidates to explore job 
opportunities, join a talent pool, and submit their applications online, thereby sup-
porting the entire recruitment process from applicant data creation to filling open 
positions. Benefits Administration offers services for inquiries related to various 
benefit plans, such as health, insurance, savings, credit, miscellaneous, stock pur-
chase, flexible spending accounts, and flexible spending account claims. These ben-
efits play a crucial role in the overall compensation packages that employers provide 
to attract and retain top talent.

Personnel Development encompasses activities aimed at fostering employee 
growth, such as identifying potential and qualifications, planning careers and suc-
cession, and devising development plans. This component allows for the planning 
and execution of targeted personnel and training measures to enhance employees’ 
professional growth while ensuring that staff qualification requirements are met and 
planned. Compensation Management enables businesses to implement innovative 
reward strategies, including performance- and competency-based pay, variable pay 
plans, and long-term incentive reward programs. It also facilitates the analysis and 
comparison of compensation packages using internal and external salary data to 
maintain market competitiveness. Travel planning offers access to booking services 
(e.g., flights, hotels, rental cars, rail), enforces travel policies for queries and book-
ings, establishes custom hotel catalogs, takes into account agreements with travel 
service providers, and stores travelers’ personal preferences. Travel expense report-
ing shall support the creation of general data for travel expense reports, the settle-
ment of travel expenses, and the payment of expenses through financial accounting 
and payroll. Personnel Time Management assists with all processes related to plan-
ning, recording, and evaluating internal and external work and absence data. Time 
and labor data can be recorded centrally by a time clerk or individually by each 
employee. Payroll supports all processes related to employee remuneration. Based 
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on an employee’s time records and work contract, the payroll application calculates 
gross and net pay, which includes individual payments and deductions calculated 
during a payroll period. Talent and Performance Management helps develop and 
nurture talent within organizations. It assists in hiring personnel, furthering educa-
tion and development of talents, identifying and shaping future management per-
sonalities, and aligning employees with company goals and compensation. Training 
and Event Management offers a wide range of robust functions for planning and 
managing various business events, from training sessions to conventions, efficiently 
and effectively. It includes analytics and evaluation capabilities. Event Management 
features a comprehensive range of functions, such as business event preparation, 
establishing hierarchical structured business event catalogs, calculating business 
event costs and suggesting prices, booking individual and group attendees, handling 
billing, evaluating attendees and events, and reporting on all event-related data. 
Training Management consists of course offerings, which involve course planning 
and catalog creation, and training administration, which includes booking activities. 
Shared Services standardizes and automates shared services processes and self- 
services for employees and managers. Uniform processes and services can be 
implemented across the organization to reduce operational lead times and ensure a 
consistently high level of service. The self-services component allows for the cre-
ation and management of employee self-services and manager self-services. To 
improve processes and services, comprehensive and real-time analytics for human 
resources are needed, which is the focus of Human Resources Reporting. As Human 
Capital Management contains all relevant employee data, the necessary analytical 
operations can be performed to support decision-making. Numerous standard 
reports can be provided, enabling companies to report on data along hierarchical 
structures and access standard analytics with ease.

4.9  Asset Management

The Acquire to Decommission reference process is primarily executed by the Asset 
Management application module, as illustrated in Fig. 4.9. Maintenance Management 
uses a comprehensive strategy that encompasses planning, execution, enhancement, 
and collaboration. The foundation for various Asset Management solution processes 
is formed by maintenance master data. Key features include organizing technical 
objects hierarchically and horizontally, generating master records for functional 
locations and equipment, and creating maintenance bills of materials. Maintenance 
Demand Processing enables users to generate and handle a wide range of work 
requests, from traditional corrective methods to condition-based, predictive, or pre-
scriptive maintenance approaches. Maintenance work can be requested and 
described using mobile devices or desktop computers to report technical issues. 
Maintenance Planning allows for the scheduling of maintenance tasks and the iden-
tification of the most suitable technician to utilize the appropriate tools, resources, 
and perform maintenance activities. Additionally, a comprehensive view of asset 
status, maintenance expenses, and breakdown causes is provided. Maintenance 
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costs can be minimized by effectively utilizing labor, materials, equipment, and 
schedules. Another feature is the classification of maintenance plans to facilitate 
improved search, analysis, and monitoring of maintenance expenses. Operations 
can be categorized into pre-work, main work, and post-work. Maintenance 
Execution enables the processing of planned or emergency maintenance and pro-
vides access to relevant information on any device. Employees shall be able to 
remotely access, transfer, complete, and manage assigned work orders while gain-
ing real-time insights into asset performance for informed, timely decision-making. 
They shall also be able to review ongoing maintenance activities and reschedule 
multiple times per day if necessary. Asset Operations and Maintenance expands 
core planning functionality with advanced scheduling capabilities and resource 
planning. Maintenance Scheduling helps users minimize excessive downtime and 
reduce costs by implementing the right systems and processes. It considers avail-
ability windows for maintenance, work center capacity, and maintenance plans. The 
component incorporates resource scheduling, allowing for insights into mainte-
nance workload and control over available capacities for current and upcoming 
maintenance activities. Multi-resource management streamlines and automates pro-
cesses for defining and meeting project resource demands. It also shall offer func-
tionality for tracking, assigning, and scheduling resources, collecting assignment 
approvals, and generating relevant reports such as demand overview and resource 
utilization reports.

Environment Health and Safety (EHS) plays a crucial role in overseeing business 
operations related to environmental protection and the health and safety of individu-
als. This component allows to plan and execute activities necessary for adhering to 
emission-related environmental regulations. Moreover, it provides the ability to 
document and analyze incidents, safety observations, and near misses. Through 
Incident Management, EHS enables the recording of incidents, near misses, and 
observations, fostering transparency and standardization with the help of templates, 
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task tracking, and automated analytical reporting. This can lead to reduced injury, 
illness, and incident rates, as well as decreased EHS penalties, fines, and unplanned 
downtimes. Environment Management shall apply predictive learning algorithms 
and statistical methods to project emissions data based on historical information. 
This allows for the management of greenhouse gas emissions and other air or water 
emissions in order to meet legal requirements while promoting proactive data trans-
parency and monitoring. Health and Safety Management assists in managing gen-
eral and equipment-related safety instructions centrally, preventing incidents and 
minimizing EHS risks through a standardized, cost-effective approach to opera-
tional risk management. This component aids in reducing workplace exposures and 
their associated health impacts, overseeing industrial hygiene and monitoring by 
planning and executing workplace sample campaigns and related measurements. 
Maintenance Safety and Permit to Work ensures the proper control of maintenance 
work by providing clear safety instructions and permits, connecting EHS informa-
tion to technical equipment and plant maintenance tasks. This component offers 
flexible permit levels that are natively integrated with the work-order process in 
enterprise asset management, automating the permit process and enforcing fully 
auditable procedures that encourage consistent behavior. Lastly, Management of 
Change streamlines change requests, further enhancing the effectiveness of EHS 
systems in managing environmental and safety concerns.

4.10  Finance

The primary implementation of the Finance reference process occurs through the 
Finance application module, as illustrated in Fig. 4.10. Financial Operations moni-
tors incoming and outgoing payments in real time, offering a comprehensive view 
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of an organization’s financial status by tracking all financial activities within the 
company. Accounts Payable displays the company’s debts to its creditors as liabili-
ties on the balance sheet, providing an overview of outstanding amounts and their 
respective due dates. Efficient management of customer accounts receivable is han-
dled by Accounts Receivable, which deals with funds owed to the company for 
goods delivered or services provided. Cash Management allows the company to 
centrally manage cash and liquidity by monitoring real-time cash flow, ensuring 
adequate liquidity is maintained. In the modern digital landscape, Electronic Bill 
Presentation and Payment is essential, offering electronic billing and online pay-
ment options. This function also assists companies in generating electronic invoices 
for their customers in accordance with company format guidelines. Settlement 
Management deals with intricate, high-volume financial payment processes offered 
to business partners. Travel Management oversees all aspects of business travel and 
related expenses, tracking costs and reimbursing employees as needed. Accounting 
and Financial Close ensures the company’s financial records are well organized and 
accurate. The general ledger created within this component serves as the foundation 
for the company’s finances. Revenue and Cost Accounting maintains detailed 
records of incoming and outgoing cash flows, allowing the company to enhance 
accuracy by staying current with cost accounting changes. Automating revenue and 
cost recognition processes can reduce audit expenses, shorten the time required to 
close annual books, and decrease overall finance costs. Financial Accounting facili-
tates real-time reporting by streamlining financial processes and providing granular 
information. This function enables financial reporting and real-time, self-service 
analytics derived from highly detailed operational data, supporting asset manage-
ment and year-end book closing. Entity Close finalizes the books at year-end and 
generates financial statements in the desired format, adhering to international finan-
cial reporting standards. Financial Reporting delivers information that reveals an 
organization’s financial position to management, investors, and government enti-
ties, aiding managers in making informed decisions and supporting the company in 
audits and compliance matters.

Cost Management and Profitability monitors the expenses and profitability of 
products and services, allowing companies to modify their product lineup or opti-
mize costs. By comparing costs to revenue, a profitability analysis is generated. 
Overhead Cost Management shall offer transparency and insights into the overhead 
allocation process, with cost centers, profit centers, and margin analysis available 
for both actuals and plans. Product Costing allows for the creation of group-level 
financial statements, calculating the costs incurred in producing individual products 
or services without the need for extract, transform, and load processes, enabling 
continuous accounting. Profitability Analysis provides an overview of product prof-
itability, including risks and costs, with centralized data storage facilitating real- 
time analysis and aiding in product portfolio creation. Treasury Management 
handles cash management and bank communication, supporting cash, liquidity, and 
risk management, as well as integrated financial reporting. It streamlines working 
capital, risk management, and compliance activities related to cash, payments, 
liquidity, and risk. Real Estate Management covers all aspects of the real estate life 
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cycle, such as investment and construction, sales and marketing, lease and space 
management, and maintenance and repair. It handles tasks ranging from portfolio 
analysis and investment tracking to lead qualification, lease posting, rent escalation, 
and maintenance and repair service orders. Real estate object management offers 
both architectural and usage views of master data. Enterprise Risk and Compliance 
helps manage risks, controls, and regulatory requirements in business operations. 
To minimize risk and ensure compliance, all incoming and outgoing payments are 
checked, with automatic alerts sent to responsible parties for faster response and 
reaction times. Commodity Management identifies and qualifies financial risks 
related to commodity price fluctuations in sales and procurement. It tracks suppli-
ers, resources, and price developments, enabling companies to make informed pro-
curement decisions or hedge risks with commodity derivatives. The module also 
monitors exchange rates for services provided in different countries and currencies, 
supporting material management contracts from commodity pricing to risk analyt-
ics and facilitating mark-to-market queries, stock logistics documents, and financial 
derivatives. Subscription Billing and Revenue Management allows organizations to 
adopt flexible payment models, including subscriptions and usage-based billing. 
Key features include subscription business models with recurring and one-time 
charges, rating and billing of millions of usage transactions from multiple plat-
forms, complex volume-based discounts and surcharges, and revenue sharing and 
partner settlement. Subscription order management enables customers to offer their 
business solutions as a mix of products and services.

4.11  Conclusion

In this chapter, we suggested a reference architecture for ERP software. The refer-
ence consists of various application modules for implementing the reference busi-
ness processes explained in the previous chapter. The reference architecture builds 
the technical foundation for embedding artificial intelligence into ERP solutions. 
The Idea to Market reference business process was realized with the application 
module Research and Development/Engineering. The reference business process 
Source to Pay was covered by the application module Procurement. The application 
modules Supply Chain and Manufacturing implemented the reference business pro-
cess Plan to Fulfill. Lead to Cash was mapped to the application modules Sales and 
Service. Human Capital Management handled the Recruit to Retire reference busi-
ness process. The application module Asset Management covered the Acquire to 
Decommission reference business process, while the Finance module managed the 
Finance business process. The reference business process Governance was imple-
mented with various components of the underlying ERP technology platform and 
therefore was not discussed further.

4.11 Conclusion
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5ERP Reference Artificial Intelligence 
Technology

In this chapter, we explain the artificial intelligence technologies that are used in 
ERP systems to implement corresponding business applications. We identified two 
types of technology provisioning in the context of ERP systems. There are artificial 
intelligence technologies that are embedded into the database system and applica-
tion server of ERP systems. For scalability reasons, artificial intelligence infra-
structure (e.g., GPU computing) is also provided side by side to the ERP platform. 
We will introduce both types of ERP technology so that a general understanding is 
provisioned. However, from our perspective, it is not valuable to consider this topic 
abstractly. Therefore, we will depict as a concrete example SAP S/4HANA as the 
well-known ERP product and reflect the contained artificial intelligence technolo-
gies. This is also helpful in understanding the case studies and implementation 
framework introduced in the last part of the elaboration. The goal is to describe 
what those technologies are intended to be used for and not to explain all features 
and functions in detail.

5.1  Introduction

By investigating on different ERP products (see objective and methodology chap-
ter) and the used artificial intelligence technologies, we concluded the ERP refer-
ence artificial intelligence technology as shown in Fig. 5.1. There are two variants 
of artificial intelligence technologies provided in context of ERP software. Basic 
libraries and runtimes are available on the ERP platform for implementing simple 
scenarios. In addition, AI technology platforms like AWS AI, Azure AI, Google AI, 
IBM Watson, Alibaba AI, or SAP AI are supported side by side to the ERP platform 
for complex scenarios. These AI technology platforms typically share a similar 
structure, offering infrastructure for training, inference, data storage, GPU hard-
ware, operations, and monitoring. They also support data science environments and 
generic services like image recognition and text translation. All those components 
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are self-explanatory and will be discussed in Chap. 7 so that instead of describing 
them abstractly, we will depict the artificial intelligence technologies concretely for 
SAP S/4HANA as an exemplary ERP solution. This will be particularly helpful in 
understanding subsequent chapters where case studies based on SAP S/4HANA are 
explained, serving as proof points for the proposed approaches. Our aim is to give 
an overview of some of SAP’s most significant artificial intelligence technologies. 
While this document does not cover all the features and functionalities of these 
technologies, it does offer guidance on their usage and recommendations on which 
technology to use in specific situations, as some have overlapping capabilities. SAP 
provides a range of artificial intelligence technologies to its partners, clients, and 
internal stakeholders for their own projects. We will discuss SAP HANA, SAP Data 
Intelligence, SAP AI Core, and SAP Analytics Cloud and conclude with SAP AI 
Business Services and SAP AI Launchpad. Based on the ERP reference artificial 
intelligence technology shown in Fig. 5.1, we can classify SAP HANA as embed-
ded technology of the ERP platform, while all the other listed technologies are 
provided side by side on the AI technology platform of SAP.

SAP HANA’s key feature is its multipurpose database, which allows users to 
store, process, train, and serve all their data and artificial intelligence processes in 
memory and in real time. As all customer-initiated actions and operations are exe-
cuted immediately within SAP HANA’s in-memory database, there is no need to 
transfer data to another system for processing. The specialized machine learning 
(ML) libraries [Automated Predictive Library (APL) and Predictive Analytics 
Library (PAL)] built into SAP HANA applications support a wide range of artificial 
intelligence use cases. For data scientists’ convenience, all training methods offer a 
native scripting interface (SQLScript), which can be used directly or wrapped in 
Python and R libraries.

When it comes to complex orchestration situations, data categorization, and data 
quality procedures, SAP Data Intelligence excels in these areas. It can seamlessly 
integrate unstructured, streaming, or cloud application data in various formats scat-
tered across the organization and write it to the desired endpoint. With connections 
to R, Python, APL, and PAL libraries, SAP Data Intelligence provides a unified 
graphical design interface for both data ingestion and transformation. SAP Data 
Intelligence is suggested for situations where artificial intelligence use cases involve 
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multiple diverse data sources that need to be merged and managed in SAP HANA, 
with an R Server, or directly in a Python environment. It also supports data orches-
tration to external artificial intelligence environments. When advanced hardware 
resources like GPUs or intricate orchestration of workflow steps are required, SAP 
AI Core is the recommended solution for managing and controlling training and 
serving workflows in a scalable AI runtime. It is designed for AI engineers with 
strong coding skills and a need for flexibility. SAP AI Core aims to operate scalable, 
cost-effective, and customizable artificial intelligence models while maintaining 
privacy and compliance. It ensures the high level of scalability for every artificial 
intelligence scenario through auto-scaling, scale-to-zero, multi-model serving, and 
a broad array of resource types, including GPU support. Focusing on life cycle 
management, SAP AI Core collects various metrics, primarily by integrating with 
the AI API for life cycle handling, which reduces the time to value for artificial 
intelligence applications designed for SAP systems. For analytical and business 
users, SAP Analytics Cloud offers built-in predictive capabilities with a simple user 
interface. Its prediction engine is constructed using the APL library from SAP 
HANA. Live datasets can be created on top of SAP HANA on-premises systems, 
and data can be collected from multiple source systems. Forecasts made using SAP 
Analytics Cloud’s predictive capabilities are typically consumed through SAP 
Analytics Cloud stories. SAP AI Business Services provide strategic machine learn-
ing capabilities that enhance customer experiences by automating and optimizing 
business operations. These services and applications are available as reusable, 
generic offerings that can be immediately utilized. Most of these services use SAP 
AI Core as the underlying artificial intelligence environment. SAP AI Launchpad 
serves as a centralized tool for managing the life cycle of artificial intelligence mod-
els, deployments, and other operations-related information across all deployment 
scenarios and landscapes. It also allows users to manage supporting AI runtimes 
like SAP AI Core, SAP HANA, and SAP Data Intelligence. SAP AI Launchpad 
becomes the standardized user interface for managing and operating any artificial 
intelligence use cases provided by SAP or custom-developed, due to the centrally 
regulated AI API for life cycle management. Based on the AI API abstraction, third- 
party artificial intelligence offerings can also be utilized for implementing artificial 
intelligence applications.

In the next sections, the mentioned artificial intelligence technologies are 
explained using the five phases of data science process described in the last chapter.

5.2  Data Preparation

5.2.1  SAP HANA

To create artificial intelligence models based on relational data, SAP HANA offers 
a comprehensive suite of tools. There are four primary tools for data preparation:

 1. Crafting standard SQL scripts and SAP HANA data modeling
 2. Utilizing the internal functions of the Predictive Analysis Library (PAL)
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 3. Using the default features of the Automated Predictive Library (APL)
 4. Leveraging the SAP HANA Machine Learning Python and R client

SAP HANA’s multi-model database enables artificial intelligence scenarios to 
take advantage of its diverse features. Both Calculation View and Smart Data 
Integration Flowgraphs play a vital role in SAP HANA data modeling, offering the 
flexibility of pure SQL and SQL Script data manipulation. Calculation Views 
enable common analytical model operations on relational tables, such as joins, 
unions, selections, and complex calculations using SQL Script Table Functions. 
These views serve as transparent data structures, facilitating real-time access to 
live data from complex virtual data models without storing any data. In contrast, 
data integration Flowgraphs support SQL operation-based data flow modeling, 
including custom logic implementation through SQL script procedures. Although 
both Calculation Views and Flowgraphs are useful for general data preparation, 
they were not specifically designed for tasks like normalization, imputation, 
dimensionality reduction, or imbalance handling. SAP HANA’s AI libraries excel 
at addressing these specialized tasks. The Predictive Analysis Library (PAL) caters 
to data science experts, providing optimal performance and dedicated algorithm 
parameterization, while the Automated Predictive Library (APL) targets business 
analysts and developers with limited data science experience. APL’s focus on auto-
mation allows it to handle common data issues like skewness, missing values, or 
value level differences without user intervention. Conversely, PAL offers an exten-
sive toolkit for tackling various data pre-processing challenges, with its reference 
guide detailing the available tools. The methods discussed so far require direct 
interaction with the SAP HANA database and the necessary expertise to utilize 
them. Recognizing the widespread use of R and Python in data science, SAP 
HANA provides native machine learning client libraries for these languages. The 
R and Python client packages allow data scientists to work in their preferred envi-
ronment, similar to using any popular open-source library, while delegating all 
operations to a remote SAP HANA instance without data movement or the need for 
powerful data science workstations. This has two implications for data preparation. 
Firstly, all SAP HANA AI library functions are accessible via the Python and R 
clients. Secondly, the libraries offer common data manipulation capabilities akin to 
the DataFrame features of the respective languages. Although it may seem like 
working with a native DataFrame in R or Python, all operations are translated into 
SQL statements executed on the database, without necessarily transferring data to 
the client. Depending on the intended operationalization scenario, the relevant gen-
erated SQL statements can be captured and integrated into database SQL Script or 
data model artifacts.

In summary, using SAP HANA for artificial intelligence projects provides access 
to a powerful, enterprise-grade in-memory database with a wide array of tools and 
options for data preparation and manipulation. The specialized machine learning 
libraries offer additional features for artificial intelligence-specific planning tasks. 
For structured, tabular projects that require live data access and involve large data 
sets, consider incorporating embedded machine learning in SAP HANA.
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5.2.2  SAP Data Intelligence

SAP Data Intelligence, the company’s cloud data management solution, addresses 
data cataloging, data quality, and various intricate orchestration scenarios. Artificial 
intelligence teams often face several challenges during the data preparation stage, 
such as:

• Identifying available information for use
• Assessing the reliability of the data
• Organizing and formatting data for model creation
• Adjusting data for feature creation or extraction during training

If all data is structured (tabular) and already exists within an SAP solution like 
SAP HANA or SAP Data Warehouse Cloud, the built-in features of SAP HANA 
(mentioned earlier) may suffice. However, teams often need information scattered 
across the organization in different locations. These situations may involve a mix of 
unstructured data (e.g., images, documents), streaming data (e.g., IoT data, 
weblogs), cloud application data, and traditional relational data, which could be 
stored in SAP HANA. SAP Data Intelligence proves useful in these cases, as it can 
integrate various data types and allow end users to model pipelines that channel this 
data to the desired endpoint for training data. While processing, SAP Data 
Intelligence can transform and clean up the data. Each pipeline is reusable, scalable, 
and features a graphical modeling interface with numerous operators for low-code 
pipelining. Additional capabilities that aid data preparation include defining data 
quality rules applicable to data sets, generating a historical profile of quality in each 
data set over time, and indexing all connected data sources for end users to search 
across data using a free-form search.

In summary, SAP Data Intelligence is recommended for moving, cleaning, and 
transforming data when the application data for a use case is not centrally located in 
SAP HANA or is unstructured in nature.

5.2.3  SAP AI Core

Argo Workflows, an open-source container-native workflow engine designed for 
orchestrating parallel tasks directly on Kubernetes, provides a comprehensive set of 
features through SAP AI Core. Argo can be likened to a machine that manages and 
nourishes a Kubernetes cluster. With SAP AI Core, it becomes effortless to define, 
schedule, and coordinate intricate workflows and applications on Kubernetes. SAP 
AI Core boasts numerous capabilities, including:

• Handling complex tasks with a combination of parallel and sequential steps and 
dependencies

• Managing Kubernetes cluster deployments for sophisticated, distributed 
applications
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• Establishing policies for time-based workflow execution

In SAP AI Core, each task is executed in a pod, simplifying the process of 
 performing multiple tasks simultaneously. The generic workflow engine offers a 
high degree of flexibility for implementing most data preparation and integration 
pipelines. Various Argo Software Development Kits (SDKs) are available, enabling 
the programmatic definition of SAP AI Core compliant workflows, such as those in 
Python. SAP AI Core is specifically tailored for the AI Engineer persona, who pos-
sesses extensive coding skills and requires the highest level of flexibility. This per-
sona also necessitates enterprise-grade security and governance for SAP AI Core. 
We have full control over the hyperscaler on which SAP AI Core will be installed, 
and we can connect to any hyperscaler object storage (AWS, Alibaba Cloud, Azure, 
GCP) as well as SAP HANA Data Lake files. It is ensured that raw and processed 
data does not leave specific geographic regions or even particular hyperscalers, 
especially when adhering to stringent security standards. Utilizing SAP HANA and 
SAP Data Intelligence in an enterprise setting and transferring application data to an 
object store accessible by SAP AI Core is a logical choice, as these solutions offer 
a wide array of data preparation and management options with a user interface. 
However, SAP AI Core is the optimal choice if the artificial intelligence solution 
must be deployed in a scalable, programmatic, and flexible manner, operating 
autonomously without relying on centrally managed or governed data.

In summary, use SAP HANA or SAP Data Intelligence for central data manage-
ment solutions. These tools can load data into a persistent store for SAP AI Core to 
access. If the objective is a stand-alone artificial intelligence solution with intricate 
tasks, dependencies, and GPU support, the data preparation features of SAP AI 
Core present an advantageous alternative.

5.2.4  SAP Analytics Cloud

In SAP Analytics Cloud, predictive scenarios are supported by two types of data 
models: datasets and planning-enabled models. Datasets can contain information 
from various sources and can be obtained from different source systems. In this 
case, the source data is replicated in SAP Analytics Cloud. SAP HANA on-premises 
systems can facilitate the creation of live datasets, which are equivalent to SQL 
views and SAP HANA table data. Here, the source data is not replicated in SAP 
Analytics Cloud but remains entirely in SAP HANA. Classification, regression, and 
time series forecasting models can utilize datasets as their data sources, whether 
they are replicated or real-time data. The end-to-end data flow when using datasets 
involves gathering data from source systems, building predictive scenarios with 
datasets, and providing predictions as datasets for use in stories. SAP Analytics 
Cloud features two categories of models: planning models for planning purposes 
and analytic models primarily used for reporting purposes. Both account-based and 
measure-based structures can be employed to create models. Time series forecast-
ing models can be derived from planning-enabled models, which can receive data 
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from various sources. The end-to-end data flow when using planning models 
includes integrating source system data, delivering predictive forecasts, building 
predictive scenarios, consuming predictive forecasts in stories, and exporting pre-
dictive forecasts to source systems if needed. In the context of different data models 
(datasets and planning models) and stories, SAP Analytics Cloud provides light-
weight data preparation and blending. These capabilities can support simple time 
series forecasting models but may not be advanced enough to handle the data prepa-
ration requirements for classification and regression models. In such cases, SAP 
Analytics Cloud may need to be used alongside another platform, like SAP Data 
Intelligence, to manage complex tasks related to feature generation and selecting 
appropriate observations for input and target variables. SAP Analytics Cloud’s 
focus on citizen data scientists and business users ensures that algorithm hyper- 
parameterization and data prerequisites are automatically managed in predictive 
scenarios, making it inaccessible to end users. This approach allows end users to 
focus on gathering data and conducting data experiments to enhance predic-
tive models.

In summary, SAP Analytics Cloud’s data preparation capabilities are specifically 
designed to generate datasets and planning-enabled models for use in predictive 
scenarios. The measure-based planning model serves as the reference data model 
for SAP Analytics Cloud.

5.3  Modeling

5.3.1  SAP HANA

The APL and PAL libraries within SAP HANA are designed to work with training 
inputs in a relational format, as they are database-embedded AI engines. These 
libraries can handle various data structures, such as Calculation Views, SQL Views, 
Table Functions, persisted tables, federated remote data sources from other SAP 
HANA databases, or even third-party data sources. SQLScript serves as the native 
scripting interface for preprocessing, and to facilitate usage by data scientists, all 
methods have been wrapped in Python and R libraries. Consequently, these methods 
can be called from any Python or R environment and executed remotely in the SAP 
HANA dataset instance without requiring data transfer. Both PAL and APL support 
a wide range of common artificial intelligence scenarios, offering assistance for link 
prediction, recommender systems, cluster analysis, regression, time series forecast-
ing, and association analysis. Additionally, PAL provides specific algorithms for 
outlier detection use cases. As the more advanced library, PAL includes a unified 
interface for classification and regression scenarios, enabling easy implementation 
of various algorithms using the same procedure interface without needing modifica-
tions at the application integration level. The algorithms also support automated 
hyperparameter search and model evaluation during training, as well as a dedicated 
comparison feature to automatically compare different algorithms for an expanding 
range of algorithms. Recently, PAL in SAP HANA Cloud introduced algorithm 
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pipelining and an AutoML engine for classification, regression, and time series 
forecasting scenarios, aiding data scientists in developing the best possible machine 
learning models. APL, on the other hand, focuses on automating workflows. When 
artificial intelligence models need to be segmented by specific sub- groups in the 
data (e.g., regions, locations, or times), PAL leverages SAP HANA’s parallelization 
capabilities to enable automatic parallel training of the required models, delivering 
optimal performance while creating thousands of models simultaneously. SAP 
Integrated Business Planning is an example of an SAP application that utilizes this 
feature. Moreover, the Python machine learning client supports the creation of func-
tion pipelines, allowing for the stacking of multiple artificial intelligence method 
calls into complex scenarios. SAP HANA provides workload management capabili-
ties to regulate system resources allocated to artificial intelligence training work-
loads, while algorithm libraries offer multi-threading options to accelerate training 
processes. SAP HANA Cloud also presents new scalability and elasticity options to 
efficiently scale system resources for artificial intelligence workloads in both pure 
cloud and hybrid on-premises/cloud scenarios.

In summary, any artificial intelligence initiative based on structured, tabular data 
can take advantage of the comprehensive toolkit offered by SAP HANA’s embed-
ded machine learning. The two specialized libraries, APL and PAL, provide a sim-
ple yet effective entry point into the artificial intelligence domain for various target 
audiences. Python or R interfaces are the preferred means of interacting with these 
libraries to facilitate adoption and integration.

5.3.2  SAP Data Intelligence

The SAP HANA APL and PAL engines, as mentioned earlier, are supported by SAP 
Data Intelligence as part of its modeling engine, which also offers the ability to 
script in R and Python. To provide Python users with a user-friendly Integrated 
Development Environment (IDE) for model development and training, the solution 
incorporates a JupyterLab notebook. The ML Scenario Manager offers a single 
location within the solution to monitor all artifacts related to a specific use case, 
including pipelines, data sets, notebooks, and training runs. Furthermore, the pipe-
line modeling user interface contains native operators for SAP HANA ML, R, and 
Python. SAP HANA ML users can access a low-code interface that enables them to 
utilize any of the APL and PAL engines’ functions without needing to write SQL 
scripts. It is also possible to integrate open-source R, Python, ABAP, Node.js, and 
C# programming languages with SAP HANA ML in a single pipeline. This allows 
for more comprehensive training, which can now include creating end-to-end pipe-
lines necessary for taking data from its original source, training a model (or using 
an existing model as part of a pipeline), and connecting the results to the locations 
where the scored data needs to be sent. It is essential to note that model training 
occurs on the standard SAP Data Intelligence node, which does not utilize GPUs. 
For situations requiring GPU support, such as deep learning scenarios that need to 
be completed quickly, SAP AI Core is recommended. If the GPU train/serve 
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environment has the necessary API endpoints, SAP Data Intelligence can still be 
utilized to pipeline the data to an external training or serving environment, like SAP 
AI Core, and to direct the scored data to its final destination.

In summary, if SAP HANA ML will be used alongside other data from outside 
SAP HANA that may also involve the use of R/Python or if a graphical interface is 
desired for SAP HANA ML, then SAP Data Intelligence is recommended. It func-
tions as a single, easy-to-use graphical design interface for data ingestion and trans-
formation that integrates with R, Python, APL, and PAL libraries.

5.3.3  SAP AI Core

In the preceding section, it was noted that Argo Workflows serve as the workflow 
execution engine for SAP AI Core. Utilizing SAP AI Core for training offers several 
benefits, including:

• Running any workload that can be executed in containers
• Using Kubernetes for efficient orchestration of parallel tasks
• Flexible resource allocation plans, encompassing GPU resources

SAP AI Core conducts model training and pre-/post-processing workflows in 
batch mode. GitOps mechanisms can be employed to deliver training workflows, 
facilitating declarative content distribution. To develop an Argo Workflow template, 
any code editor (e.g., Visual Studio Code) or Argo SDKs can be used. Frameworks 
like Netflix’s Metaflow or Kubeflow expedite artificial intelligence scenario delivery 
from experimentation to production, providing enhanced support for specific artifi-
cial intelligence processes. The aim is to broaden the content package approach for 
more prevalent use cases, allowing a focus on transitioning experiments into produc-
tion. SAP AI Core supplies content packages for common use cases, such as com-
puter vision, and offers comprehensive GPU support for training single or multiple 
models. Typically, the experimentation phase occurs in the data scientist’s local envi-
ronment, like JupyterLab, since SAP AI Core’s training capabilities emphasize arti-
ficial intelligence scenario productization. After determining the necessary 
hyperparameters, a model can be trained on SAP AI Core using a training workflow. 
Alternatively, a pre-trained model can be brought in and advanced to the next stage. 
A distinguishing feature is multi-tenancy, which enables serving a global artificial 
intelligence model while granting each tenant access to unique trainable artificial 
intelligence models by segregating stakeholders into tenants. This allows stakehold-
ers to train with their own data, catering to their specific requirements. Partners can 
separate clients for security and regulatory compliance, while customers can divide 
board components to ensure governance. SAP AI Core’s integration with hyperscaler 
object stores, such as AWS S3, allows for incorporating customer- managed data sets 
in the relevant support landscapes. Another option is storing data in SAP HANA 
Data Lake files. SAP AI Core’s life cycle management capabilities enable the collec-
tion and storage of self-defined metrics, parameters, and training job statistics, which 
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can be exposed via AI API to SAP AI Launchpad for monitoring. Several SAP AI 
Business Services utilize SAP AI Core as the AI runtime to deliver frequently needed 
capabilities.

In summary, SAP AI Core is the optimal solution for managing and operating 
training workflows in a scalable AI runtime when sophisticated hardware resources 
like GPUs or complex workflow step orchestration are necessary.

5.3.4  SAP Analytics Cloud

Leveraging automated machine learning methods and an intuitive user interface, 
SAP Analytics Cloud enables end users to create time series forecasting models, 
classification models, and regression models. The predictive engine employed by 
SAP Analytics Cloud offers features similar to those found in SAP HANA’s 
Automated Predictive Library (APL). In SAP Analytics Cloud, users cannot explic-
itly select and parameterize the underlying algorithms, ensuring that the capabilities 
are accessible and comprehensible to end users. Classification and regression mod-
els can be applied to new observations, generating new datasets with predictions 
that can be integrated into SAP Analytics Cloud stories. Time series forecasting 
models have various applications and can be based on a single time series or up to a 
thousand combinations using entities (dimension combinations). These models can 
be constructed on top of datasets from SAP Analytics Cloud or models with plan-
ning capabilities. Predictive forecasts can be written back directly into planning 
model versions or datasets (predictive planning).

In summary, SAP Analytics Cloud’s predictive scenarios offer ready-to-use fore-
casting capabilities through automated machine learning and user-friendly work-
flows designed for analytical end users. The strategic investment focus is on 
automated time series forecasting workflows to address planning forecasting needs.

5.4  Evaluation

Due to the fact that SAP HANA’s integrated artificial intelligence is based on indus-
try norms, the applied algorithms deliver all the conventional metrics needed to 
assess the performance of the artificial intelligence model, as one would expect 
from any library. These metrics are typically generated by default during training, 
cross-validation, or score function runs and are included in the standard output. 
They can be directly displayed or saved for later use or comparison. As mentioned 
earlier, most algorithms have built-in features for automatically evaluating models 
and searching for parameters, along with a unique function for comparing different 
regression algorithm models. The APL library also includes two exclusive metrics 
for model performance, Predictive Power and Prediction Confidence, which are 
intended to provide business users with a more intuitive understanding of model 
performance. Of course, all generated metrics can be natively accessed through the 
machine learning clients for Python and R. Model performance evaluation can be 
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done using SAP Data Intelligence based on the metrics specified in the R or Python 
model during scripting/development. A wide range of metrics can be set up and col-
lected since SAP AI Core places a significant emphasis on artificial intelligence 
lifecycle management. The AI Engineer has full autonomy to choose the most suit-
able metrics for each use case, including error rate, confusion matrix, and others. 
Metrics tracking is part of the AI API, allowing us to store and retrieve metrics using 
GET/PATCH/DELETE requests. These metrics and parameters can then be evalu-
ated using either a third-party user interface or SAP AI Launchpad. SAP AI Core 
focuses on the productization of artificial intelligence use cases, so the standard 
evaluation phase of an experiment is not the main concern. Metrics are collected 
with the goal of operating and productizing artificial intelligence processes and 
evaluating them later. SAP Analytics Cloud provides simple evaluation metrics in 
predictive scenarios to assess the effectiveness of predictive models (e.g., Predictive 
Power, Prediction Confidence, RMSE, Expected MAPE), specifically designed for 
business users. Additionally, stories make it easy to evaluate models on the fly. SAP 
Analytics Cloud’s analytical and visualization capabilities simplify the comparison 
of predictions and results.

In summary, while SAP HANA provides a standard toolkit for model evaluation 
and some automated features for assistance, building complex models still necessi-
tates proper data science expertise. SAP AI Core, with its strong focus on life cycle 
management, can collect various metrics, especially when integrated with the AI 
API. APIs enable programmatic interaction to retrieve metrics tracked by SAP AI 
Core. For those who prefer a user interface for tracking metrics, SAP AI Launchpad 
is available. SAP Analytics Cloud offers both business user-centric model evalua-
tion and ad hoc model evaluation using stories.

5.5  Deployment

5.5.1  SAP HANA

The implementation of SAP HANA artificial intelligence scenarios primarily 
focuses on objects capable of holding SQL code, as SQL and SQLScript function as 
native interfaces to the embedded artificial intelligence in SAP HANA. This can be 
as straightforward as SQLScript files prepared for manual execution. Ideally, the 
script should be stored in central objects that can be automated for productive use, 
such as SAP HANA stored procedures that run automatically or on-demand. 
Database Table Functions may also include calls to artificial intelligence libraries 
and can be incorporated into Calculation Views to create virtual data models like 
real-time predictions each time a Calculation View is queried. SAP Business 
Technology Platform Fiori and Cloud Application Programming (CAP) applica-
tions support embedding their respective SQLScript objects within SAP HANA 
native artifacts. Consequently, any process or workflow based on these applications 
can leverage all deployment techniques of these tools and incorporate artificial 
intelligence capabilities. Numerous options are available when using machine 
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learning clients for Python and R, with scripts created in this way being converted 
into the appropriate SQL statement and executed each time a Python or R script 
runs, allowing integration into any Python or R code deployment. The Python cli-
ent’s support for this feature enables easy integration of training and prediction 
design-time artifacts into application projects. Integration with SAP applications 
that utilize the artificial intelligence model, such as SAP S/4HANA, is a critical 
aspect of deployment. This is crucial for two main reasons: firstly, data-driven 
insights are most valuable when closely integrated with relevant business processes 
and applications and, secondly, artificial intelligence initiatives should maximize 
the use of existing tools and knowledge. Making intelligent solutions accessible 
through existing tools is an essential first step in their democratization. ABAP 
Managed Database Procedures (AMDPs) serve as the primary component for this, 
as they are ABAP classes that encapsulate SQLScript code in ABAP standard 
objects and syntax, making it available to all ABAP-based applications and creating 
a connection between ABAP-based applications and SAP HANA. All other options, 
aside from raw SQL files, support multi-landscape scenarios. Standard development 
objects can be used for transporting and deploying both SAP HANA and SAP appli-
cations in this context. It is essential to deploy the corresponding artificial intelli-
gence models along with the SQL-based runtime objects, which are always common 
tables for embedded artificial intelligence in SAP HANA. These model tables can 
be extracted, transferred, and stored using any data management tool and can also 
be queried from remote systems using SAP HANA’s remote access capabilities. The 
APL library provides a unique deployment option by supporting the export of 
trained models as JavaScript code snippets, enabling support for more clustered 
landscapes and architectures that can be deployed wherever a JavaScript engine is 
present. SAP HANA embedded artificial intelligence can utilize all standard opera-
tional tools, such as monitoring, auditing, integration with Git repositories, or the 
internal SAP HANA repository. To accommodate requirements where applications 
share the same database resources, these resources can be allocated and limited. For 
optimal performance, SAP HANA can be configured to store specific artificial intel-
ligence models in the main memory, ensuring constant availability. A dedicated 
model storage and management system introduced by the Python API supports 
model versioning and specific usage of model versions.

In summary, SAP HANA provides deployment flexibility, accommodating vari-
ous use cases and architectures. It is recommended to leverage existing IT opera-
tions knowledge in the relevant environment, such as Python or ABAP application 
skills, over SAP HANA native development methods. SAP HANA does not place a 
strong emphasis on operationalizing models, necessitating more custom implemen-
tations. Using other applications with more predefined tools is advised.

5.5.2  SAP Data Intelligence

Creating a custom operator simplifies and promotes reusability in model deploy-
ment by encapsulating R or Python code into a versatile building block that can be 
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integrated into any pipeline. Users with appropriate permissions can duplicate and 
modify any operators or pipelines, as they are all designed for reusability. In SAP 
Data Intelligence, each operator operates within its own Docker container, allowing 
for resource scaling as needed. Moreover, pipelines can automatically scale based 
on resource load. To manage the complete data delivery process to the model for 
scoring and the distribution of scored results, models are deployed as pipelines, with 
SAP Data Intelligence capable of connecting to multiple data sources and targets. 
Monitoring and pipeline metrics are provided, and any pipeline can be scheduled 
for continuous operation. Integration with Jenkins and Git for CI/CD is also sup-
ported. However, Data Intelligence lacks dedicated operational life cycle manage-
ment tools focusing on model divergence and retraining.

In summary, SAP Data Intelligence is recommended for scenarios where opera-
tionalizing artificial intelligence use cases requires consolidating and orchestrating 
various data sources with SAP HANA, an R Server, or directly in a Python environ-
ment, or orchestrating data to external artificial intelligence.

5.5.3  SAP AI Core

SAP AI Core excels in key areas such as cloud-native architecture and Continuous 
Integration/Continuous Delivery (CI/CD) deployments for artificial intelligence- 
related use cases. It is generally advised to keep source code in a centrally managed 
Git repository for efficiently operating use cases. This repository enables automatic 
syncing, access to the latest code, and automation of the entire deployment process. 
SAP AI Core offers configuration and content management options based on GitOps 
principles, allowing for system configurations and artificial intelligence use case 
workflows to be solely based on the Git repository’s information. This provides 
benefits such as content management, tracking configuration changes, reviewing 
and approving changes, and having an auditable change log through Git history. By 
integrating with a Docker registry, we can demonstrate successfully operating arti-
ficial intelligence use cases using only the docker images we trust. The multi- 
tenancy option prevents data, models, and deployments from interfering with each 
other and offers enhanced enterprise-level security. Features like auto-scaling, 
scale-to-zero, multi-model serving, and GPU support ensure use case scalability 
and better cost control. SAP AI Core is reliable for deployments with applications, 
enabling artificial intelligence capabilities integration into any business processes 
based on these applications. SAP AI Core offers a secure environment that operates 
effectively and at scale, with a centrally defined AI API that is easy for developers 
to work with. Developers can rely on AI Engineers to provide the latest updates via 
the controlled AI API without needing to know any specifics, streamlining and 
accelerating the entire delivery process with less maintenance required. Use cases 
can be managed and operated through SAP AI Launchpad, allowing for workflow 
and artifact adaptation, version tracking, and other monitoring aspects. There are 
multiple ways to run use cases, such as programmatically training runs, deploying 
models, or retrieving logs. However, if a user interface is preferred, it is 
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recommended to perform operational and administrative tasks in SAP AI Launchpad. 
One essential aspect of operations is keeping models running while updating the 
artificial intelligence use case to ensure accurate results over time with minimal 
downtime. This is achieved by maintaining the deployment URL while updating a 
running deployment with a new configuration, ensuring that business applications 
can access use cases without constantly exchanging URLs. The calling business 
application remains operational at all times, and the last known running configura-
tion is recorded for quick restoration in case of deployment failure due to incorrect 
configuration. SAP AI Core provides advanced options for configuring and manag-
ing development and productive environment parameters in the central Git reposi-
tory. This allows for selecting appropriate behavior for different environments, such 
as development and test spaces, which may have smaller, more specific parameters 
across all data centers and hyper scalers. As a result, configuration life cycle man-
agement requires less time and effort from operations personnel.

In summary, SAP AI Core offers a scalable, enterprise-stable, and security- 
enabled runtime environment for productizing and deploying artificial intelligence 
use cases. AI Engineers can focus more on delivering use cases and less on running 
a Kubernetes cluster that meets all necessary industry security standards. SAP AI 
Core emphasizes the operation phase of the artificial intelligence life cycle, high-
lighting possibilities such as running new training runs, deploying models, or updat-
ing deployed models while maintaining the inference URL. It is recommended to 
use SAP AI Core for managing various artificial intelligence use cases and monitor-
ing them using a user interface like SAP AI Launchpad.

5.5.4  SAP Analytics Cloud

In SAP Analytics Cloud, predictive models and scenarios are developed and stored. 
These predictions are usually accessed by end users through stories after being cre-
ated in datasets or planning model versions. Additionally, SAP Analytics Cloud’s 
table export features allow for the distribution of predictive forecasts and predic-
tions as flat files. The data exporting capabilities of SAP Analytics Cloud enable the 
writing back of predictive forecasts, created using time series forecasting models in 
planning models, to their source systems. All predictive models are designed and 
implemented within SAP Analytics Cloud, which also handles the complete model 
life cycle management. For models based on datasets for classification, regression, 
and time series forecasting, predictions must be manually updated after the predic-
tive models are retrained with the latest data. However, scheduling the retraining of 
time series forecasting models built on planning models is supported, and the deliv-
ery of predictive forecasts can be automated. In summary, predictions generated by 
SAP Analytics Cloud’s predictive features are primarily consumed through SAP 
Analytics Cloud stories, and predictive forecasts can be returned to source systems 
using data exporting functions. While the updating of time series forecasting mod-
els can be automated in SAP Analytics Cloud, models for regression and classifica-
tion require manual updates.
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5.6  Conclusion

In this chapter, we discussed the artificial intelligence technologies commonly 
found in ERP systems, using SAP S/4HANA as a specific example. We examined 
the artificial intelligence solutions SAP HANA, SAP Data Intelligence, SAP AI 
Core, and SAP Analytics Cloud across the five stages of the data science process: 
Data Preparation, Modeling, Evaluation, and Deployment. We conclude now with 
details regarding SAP AI Business Services and SAP AI Launchpad, which were 
briefly mentioned above.

By utilizing algorithms for recommendation, matching, classification, and docu-
ment processing, a broad spectrum of artificial intelligence scenarios can be 
addressed. SAP AI Business Services provide reusable artificial intelligence capa-
bilities that enhance customer experiences by automating and optimizing business 
processes. These services ensure that artificial intelligence can be easily consumed 
across the entire organization by offering reusable and generic services and applica-
tions aimed at the artificial intelligence scenarios mentioned earlier. By delivering 
generic machine learning and artificial intelligence capabilities that can be readily 
applied to various business processes using simple REST-APIs or the AI API, cus-
tomers can utilize machine learning services without needing data science exper-
tise. The modular and API-based architecture allows for easy integration across 
different processes and solutions. Reliable APIs, such as the AI API, are available 
for training and inference, and SAP provides deployment, monitoring, ongoing 
operations, and support. Some services also allow for the creation of custom models 
using proprietary data, in addition to pre-trained models optimized for specific use 
cases (e.g., extracting structured data from invoices). The SAP Business Technology 
Platform features the multi-tenant SaaS application SAP AI Launchpad, which 
enables the management and execution of artificial intelligence scenarios across 
various AI runtime instances. This application serves as the single point of access to 
all artificial intelligence content throughout the SAP landscape. SAP AI Launchpad 
not only offers transparency but also the ability to reuse content across different 
landscapes and AI runtimes. It organizes, explores, and discovers artificial intelli-
gence content by storing all relevant information in a centralized location. In terms 
of operations, SAP AI Launchpad allows users to view and examine metadata gen-
erated by supported AI runtimes. The standardized AI API facilitates integration 
between SAP AI Launchpad and supported AI runtimes. The application provides a 
comprehensive view of all metrics and artifacts available through the integrated AI 
runtimes, focusing on supporting the life cycle management and operations of arti-
ficial intelligence processes. This feature enables the analysis and evaluation of 
critical production KPIs. Customers can also directly deploy models using SAP AI 
Launchpad by productizing existing training models of supported AI runtimes or 
triggering jobs. Re-deployments of the current production landscape are another 
crucial aspect. A system administrator can manage administrative tasks for their 
SAP AI Core runtime, such as the necessary authentications in their artificial intel-
ligence workflows.

5.6 Conclusion



In this part, we deal with the solution concept for embedding artificial intelligence 
into ERP software. We begin with a discussion of the technical and business chal-
lenges involved with implementing artificial intelligence in context of ERP systems. 
Those challenges constitute the problem statement and, conversely, the business 
requirements to be resolved. We outline that those challenges cannot be taken as 
granted but required lasting investigations as artificial intelligence in context of ERP 
is a new research field. When implementing artificial intelligence for ERP software, 
enterprise-readiness must be ensured. This includes qualities like compliance, life-
cycle management, data and process integration, extensibility, and performance. 
For those aspects, we specify the business requirements and propose corresponding 
solution concepts. For the success of artificial intelligence in terms of consumption 
by business users, from our perspective, it is important that the artificial intelligence 
capabilities are deeply integrated into business processes and user interfaces of ERP 
software. Thus, artificial intelligence functionality can be provided to the right per-
son, at the right place, and at the right time. The solution architecture that we pro-
pose encounters this aspect. We provide an overview of this solution architecture 
before we take a closer look at the technical dimensions for so-called embedded and 
side-by-side approach. There is no one solution fits all as the requirements of the 
artificial intelligence use cases vary. Therefore, we suggest a scalable architecture 
that resolves simple scenarios with embedded artificial intelligence method and 
complex use cases with side-by- side approach. The already explained ERP refer-
ence processes, ERP reference architecture, and the identified ERP application pat-
terns in the next chapter build the foundation for the proposed solution architecture 
for embedding artificial intelligence into ERP software. This part is based on our 
investigations in Sarferaz (2021) and our patents (https://patents.justia.com/inven-
tor/siar- sarferaz). There are a moderate number of publications regarding applied 
artificial intelligence. However, they do not provide any approaches for systemati-
cally embedding artificial intelligence into ERP software. As exemplary listed, typi-
cally, the publications focus on data science for specific use cases, suggest enterprise 
AI strategies for management, or outline the value of artificial intelligence for busi-
nesses: Kleppmann (2017), Huyen (2022), Lakshmanan (2020), Hilpisch (2020), 

Part II

Concepts for Embedding Artificial Intelligence

https://patents.justia.com/inventor/siar-sarferaz
https://patents.justia.com/inventor/siar-sarferaz


110

Katsov (2022), Jarvinen (2020), Krishnan (2020), Natarajan (2021), Gordon (2021), 
Reid (2023), Haq (2020), Earley (2020), Dhamija (2020), Charlier (2017), Bersin 
(2018), Growth (2017), Casati (2019), Davenport (2018), Moll (2019), Woollacott 
(2019), Bourrasset (2018), Insights (2018), Mahmood (2019), Juma (2020), Kerzel 
(2020), Zadeh (2020), Hechler (2020), Carmona (2019), Al-Ghourabi (2023), 
Chaubard (2023), Nelson (2020), Maione (2021), Zdravkovic (2021), Schuler 
(2021), Kaddoumi (2022), Yathiraju (2022), Goundar (2021), Parthasarathy (2023), 
Biolcheva (2022), Aktürk (2021), Anguelov (2021), and Manoilov (2023).
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6Business Requirements and Application 
Patterns

In this chapter, we determine the challenges of applying artificial intelligence in the 
context of ERP systems. Identifying and solving those challenges is the added value 
resulting from this elaboration. Artificial intelligence must be deeply integrated into 
business processes and user interfaces of the underlying ERP systems in order to 
gain benefit for users. Typical ERP users are business experts with nearly no knowl-
edge about data science or statistical techniques. ERP software must be enterprise- 
ready, for example, legally compliant, extensible, or configurable. However, this 
requirement has not yet been resolved for artificial intelligence and is worked out in 
this composition. In the course of our investigations regarding implementation proj-
ects, we determined various artificial intelligence patterns in the context of ERP 
software. Identifying the relevant ERP application patterns for artificial intelligence 
is also a new finding and vital for driving the appropriate solution architecture.

6.1  AI Business Requirements of ERP

Enhanced computational capabilities, advanced algorithms, and the accessibility of 
vast data sets are driving the adoption of machine learning to incorporate intelli-
gence into back-office operations and deliver intelligent ERP systems. ERP systems 
underlying in-memory databases accelerate processing, combine analytical and 
transactional data, and foster innovation through the integration of artificial intelli-
gence features. As a result, artificial intelligence can be seamlessly incorporated 
into ERP systems, allowing organizations to streamline business operations, 
enhance employee satisfaction, and improve customer service. Conversational AI 
offers a natural language interface for ERP solutions, transforming user interactions 
with the system by enabling hands-free applications based on speech. However, 
embedding artificial intelligence capabilities into ERP solutions is a complex 
endeavor due to the intricate nature of these systems. For example, SAP S/4HANA 
consists of 143,000 tables and over 250 million lines of code, supporting thousands 
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of business processes across 25 industry sectors and 64 localizations. When we 
began our research, we believed that identifying the optimal artificial intelligence 
algorithm was the primary challenge. Over time, we realized that in the context of 
ERP software, this is not the only issue. Two main problem areas must be resolved:

 1. How can we systematically incorporate artificial intelligence into business pro-
cesses for easy consumption?

 2. How can we ensure artificial intelligence is enterprise-ready?

To be successfully utilized by customers, ERP systems must guarantee numerous 
product qualities. Facilitating those product qualities is referred as enterprise-ready. 
These product qualities must also be ensured for artificial intelligence functionality. 
Figure 6.1 outlines the key product qualities that impact the solution architecture for 
embedding artificial intelligence into ERP systems. While conventional artificial 
intelligence applications primarily focus on identifying the best algorithm and 
model, in the context of business applications, additionally, also those product qual-
ities must be enabled. Our experience with numerous artificial intelligence ERP 
applications revealed that approximately 20% of the effort was dedicated to data 
science, while 80% of the work involved implementing the ERP product qualities. 
Identifying this significant difference, deriving the resulting requirements, resolving 
them conceptionally, and proposing technical implementation are the added value 
provisioned with this elaboration.

6.1.1  Safety

Legal compliance, such as adherence to governance legislation, security standards, 
breach prevention, data security, and privacy, is essential for ERP software. Clients 
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should have access to audited reports, certifications, and attestations. Global 
 standards from organizations like ISO or the Cloud Security Alliance apply to 
nearly all ERP customers. Additionally, there are region or nation-specific regula-
tions and standards, as well as industry-specific rules. The cost benefits for cloud 
service providers stem from their ability to scale multiple clients across shared 
resources. However, compliance can be challenging, as regulations often necessitate 
encryption, auditing, and data separation, which increase hardware requirements 
and restrict resource sharing. Cloud compliance demands a collaborative partner-
ship between the customer, who owns the data and bears the legal responsibilities 
for data handling, and the cloud vendor, who processes the data and must also com-
ply with regulations. An example for implication of legal compliance on artificial 
intelligence implementation is that training and inference processes must consider 
the General Data Protection Regulation (GDPR) and must exclude application data 
without available consent. Another example is that reasoning behind inference 
results must be explained to end users and recorded for legal auditing.

Web servers inherently create a connection between the network and the outside 
world. The level of Web security depends on server maintenance, Web application 
updates, and Web site coding. Therefore, cutting-edge Web security standards must 
be implemented for ERP applications, such as protection against XSS, CSRF, SQL 
injection, URL manipulation, fake requests and forms, cookie visibility and theft, 
session hijacking, remote system execution, file-upload abuse, denial of service, 
phishing, and malware. Regular security patching is also necessary. In the context 
of artificial intelligence, uploaded files containing training data must be scanned for 
vulnerabilities before processing.

Every component must guarantee the ability to perform online backups for all 
business application data, meaning that backups can be done without shutting down 
the component. To reduce the likelihood of data loss, it is essential for customers to 
regularly back up their business data. In the context of artificial intelligence, for 
example, trained models stored in the ERP database should be backed up frequently. 
Disaster recovery refers to the capacity to retrieve data following a loss. Recovery 
from backups should be feasible across distributed landscapes and data centers, 
which entails special handling of replicated data on the application side, such as 
maintaining data consistency. The backup and restore process should not result in 
unavailability during data recovery. If a component within a scenario crashes, it 
should be possible to restore the entire scenario to a consistent state. This necessi-
tates that the scenario backup concept includes information about data dependen-
cies between components and the steps required to achieve a consistent state for the 
entire scenario. For instance, during recovery procedures, trained models must be 
reloaded in real time into the serving runtime. Both the consumer and provider 
should identify and transparently manage security and data protection risks for all 
services, ensuring a secure service life cycle that safeguards customers and avoids 
liability risks. They should also agree on and implement a joint organizational inter-
face, including service level agreements (SLAs), to discuss and resolve potential or 
actual information security incidents.

Provider liability remains a critical aspect in the continued integration of artifi-
cial intelligence into all business areas. When a company considers moving its data 
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and processing to the cloud for artificial intelligence purposes, two factors are 
 crucial: the associated risks and the benefits to be gained. It is necessary to strike the 
right balance between assigning rights and liabilities among the parties and diversi-
fying risks through insurance. Furthermore, new strategies for protecting intellec-
tual property rights in the digital realm are being developed, along with the 
corresponding obligations of providers.

6.1.2  Data Isolation

Data ownership refers to customer data that is solely possessed by the customer. 
This data must be distinct from other customers’ data, a concept known as data 
isolation. Techniques should be implemented to ensure data and network isolation 
for each tenant’s service. To lower the total cost of ownership (TCO), particularly in 
cloud computing, network resources and shared data should be minimized in terms 
of system deployments and databases. However, this consolidation of data and 
resources introduces new risks, such as sharing infrastructure with potentially 
untrustworthy tenants. To address these risks, cloud infrastructure providers or 
Software-as-a-Service (SaaS) solutions must offer robust data isolation guarantees. 
Regardless of the chosen solution, customers should retain exclusive ownership of 
their data. These requirements also apply to artificial intelligence, where the train-
ing data of different customers must be clearly separated.

Data residency pertains to the physical or geographical location of an organiza-
tion’s data or information. It is closely related to data sovereignty, which involves 
the legal or regulatory requirements imposed on data stored within a specific coun-
try or region. For instance, the Energy Technology Development and Demonstration 
Program (EUDP) mandates that cloud systems and services for European customers 
be managed by a team based in the EU. Additionally, full transparency regarding 
data center and storage locations must be provided upon request. Cloud computing, 
which allows businesses to offer artificial intelligence services over the Internet, can 
raise concerns about data residency. Cloud users often lack knowledge of their 
data’s physical location, as providers store data across multiple global data centers. 
Consequently, artificial intelligence service users must be aware of their cloud pro-
vider’s data center locations and the various data residency policies that apply to 
each site.

Tenant flexibility refers to reorganizations that result in the consolidation or divi-
sion of IT systems, leading to the relocation, splitting, or merging of artificial intel-
ligence service application data. Support for moving a tenant from one data center 
to another is also necessary. Subsidiaries or sub-companies are often the first to 
adopt cloud computing in a two-tier model. As a company expands, changes such as 
reorganizations, acquisitions, or mergers become inevitable. Moving legal business 
entities to different geographical areas requires flexibility in transferring data and 
artificial intelligence services, including deployed models for inference, between 
data centers.
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Segregation of duties is an internal control that ensures at least two individuals 
are responsible for separate parts of a task to prevent errors and fraud. Sensitive data 
must be managed according to user roles and responsibilities, necessitating distinct 
authorizations. Applications with excessive privileges may be exploited by attackers 
to gain unauthorized access to data and system resources. Adhering to minimal 
privilege rules not only provides defense in depth but also aids in data classification 
and access definition. No single individual should have the authority to execute two 
conflicting duties. This requirement becomes even more critical when certain 
administrative tasks are delegated to third parties, either through outsourcing or 
employing third-party resources. In the context of artificial intelligence applica-
tions, tasks such as adjusting model hyperparameters and consuming inference 
results must be performed by separate users with different privileges.

Decommissioning refers to the automated formal process of removing or retiring 
something from active service. A data return concept and a self-service scenario 
should be available. After a contract ends or a tenant moves, there must be an option 
to return and destroy the data, which is typically a legal requirement. Customers 
may request the export of their data in an appropriate format, such as .csv or another 
standard format. Application data for model training and batch inference are subject 
to this obligation and must be addressed for artificial intelligence applications.

6.1.3  Flexibility

Scoping involves the careful selection of necessary scenarios, business processes, 
and functionalities by customers within a controlled environment. ERP systems are 
very rich in functionality, which presents new challenges in terms of discovery and 
implementation. To tackle these challenges, sophisticated techniques are employed 
to help customers choose the right services. In a consumption-based business model, 
it is crucial to enable only the services that have been requested.

Customization encompasses configuration options, branding tools, and theme 
designers. Many organizations require support for similar processes, but despite 
these commonalities, there is a need to accommodate local variations and adapt to 
customer requirements. Solutions must be provided that allow for the individual 
configuration of intelligent applications while maintaining shared features. For 
instance, a financial business application that leverages artificial intelligence for 
automated reconciliations should support the training of multiple models based on 
different regional configurations.

Personalization pertains to the ability to manage local settings and user prefer-
ences. As users are exposed to a wide array of applications, their expectations may 
increase. Personalization is just as important in business applications as it is in Web 
or mobile applications. The degree of explainability for artificial intelligence-based 
supplier rankings, for example, could be personalized by the user, with their pre-
ferred settings used as the default value the next time they access the intelligent 
business application.
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UI adoption and branding involve adapting user interfaces or other assets 
 provided by the ERP vendor as a standard offering. Branding connects applica-
tions with specific colors or layouts to facilitate user interaction. UI adoption and 
branding capabilities must also be available for intelligent business applications, 
with additional requirements such as specific coloring for prediction accuracy 
thresholds.

Best practice features should be accessible and meet customer needs from begin-
ning to end. Pre-delivered content, business processes, and standard code lists 
should be provided, along with industry and country-specific best practices and 
legal compliance supported out-of-the-box. Intelligent business applications should 
adhere to standards and legal requirements by default. Best practices are valuable 
because customers want to minimize effort on standard Lines of Business (LoB) 
processes and concentrate on core competencies and differentiating tasks. Generic 
artificial intelligence services, like invoice extraction from PDF documents, exem-
plify best practice content. Configuration data must be kept separate from applica-
tion and system data, but coding and content should utilize similar processes and 
infrastructures. Transitioning from initial activation support to a comprehensive 
product life cycle, including introduction, maintenance, extension, upgrade, and 
potential retirement, necessitates a reevaluation of fundamental configuration deliv-
ery principles. Ensuring a seamless and smooth business configuration experience 
for development, partner development, cloud operations, and customers is essential. 
Rapid and straightforward customer system setup is only achievable through high- 
quality content and extensive automation.

6.1.4  Extensibility

End-to-end extensibility emphasizes the capacity to expand standard services and 
processes across all layers, from table extensions to UI field extensions, as well as 
the extensibility of related APIs. This enables vertical extensions of processes or 
services. Partners who extend core services may require an additional extension 
layer for their clients. Each extension should be autonomous and protected from 
upgrades and updates. For instance, in a provided artificial intelligence scenario, 
customers anticipate enhancing the data source for training and the corresponding 
data transformations.

Industry verticalization involves augmenting core functionality with industry- 
specific solutions, addressing the unique needs of various sectors, from healthcare 
to retail. The demand for more customized solutions tailored to specific industries 
has grown, replacing one-size-fits-all software with more modular, verticalized 
approaches. Companies are now investing in multiple industry businesses, necessi-
tating support for industry verticalization in artificial intelligence. A layered exten-
sibility concept is needed, allowing an artificial intelligence application to be 
enhanced first by industry solutions, then by partners, and finally by customers, all 
without mutual interference.
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The quality of integration encompasses anchor points, integration platforms, 
out-of-the-box integration, and communication structures. Historically, data and 
process integration has been the sole responsibility of IT experts who connect vari-
ous systems. The tools employed in crafting integration solutions are typically intri-
cate and necessitate a background in programming. Moreover, these tools have a 
steep learning curve and can be expensive to maintain. However, contemporary 
business users, also known as citizen integrators, demand out-of-the-box integration 
or seek to achieve similar tasks effortlessly using integration tools. Additionally, 
public APIs must exhibit robustness in terms of non-incompatible modifications. 
Since applications that utilize APIs are susceptible to alterations, APIs inherently 
involve a contract. This contract offers a degree of confidence that the API will 
evolve compatibly over time, ensuring that the application relying on it will not 
malfunction. Such requirements apply to APIs related to artificial intelligence, such 
as inference APIs or data replication APIs.

Openness to standards involves offering public APIs, API management, open 
cloud development environments and extension platforms, and support for standard 
programming languages like Java and JavaScript. Customers and partners desire an 
extension infrastructure that enables integration, portability, interoperability, and 
innovation, as well as the ability to combine artificial intelligence services from 
various providers. To facilitate integration with other solutions, intelligent applica-
tions should expose public APIs through standard Web interfaces, such as REST, 
and provide comprehensive documentation. A separate platform is necessary to 
extend artificial intelligence services and business processes while maintaining core 
stability, enabling solution flexibility and innovation.

An extensibility platform is essential for implementing large new modules, while 
in-app extensibility can be used to enhance the core. In-app extensibility involves 
implementing extensions within the core application using predefined extension 
points, with both the kernel and the extension running on the same server and using 
the same database instance. For artificial intelligence scenarios, an extensibility 
platform is crucial due to the scalability of training and inference loads from the 
core ERP to the extension platform.

6.1.5  Innovation

Continuous innovation involves the regular introduction of new artificial intelli-
gence features, condensed release cycles, rapid adoption of advancements, and 
reduced lead times. As technology advances daily, traditional IT processes struggle 
to keep up with the pace. The success of Software-as-a-Service (SaaS) models dem-
onstrates users’ appetite for swift innovation. Modern computing is driven by busi-
ness needs that can be met through frequent software adjustments, sometimes even 
within a day. However, today’s business environment demands more than just speed; 
innovation—the ability to create new artificial intelligence offerings, assess their 
potential market adoption, and deploy successful ones—is equally crucial. Cloud 
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computing is better suited than traditional on-premise approaches, as cloud services 
are instantly available and make it easy to test new offerings. ERP providers can 
quickly gather user feedback on artificial intelligence applications instead of wait-
ing months for market testing.

Process reinvention emphasizes enhancing business processes by applying new 
technologies or reimagining the entire process flow. Artificial intelligence has enor-
mous potential to redesign business processes, as cognitive tasks can be transferred 
from humans to machines, increasing automation and optimization. Artificial intel-
ligence models have been developed by data scientists for years, but they often 
remained in specialized tools and were only used by experts, adding little value. To 
bridge this gap, artificial intelligence capabilities must be systematically integrated 
into business processes, ensuring intelligence is delivered to the right person, in the 
right place, and at the right time.

Customer involvement prioritizes early engagement, customer and stakeholder 
interaction, online feedback, embedded participation in the ideation process, design 
thinking, agile development, and innovation platforms. The goal is to create mean-
ingful and usable artificial intelligence applications that meet end users’ needs. Cloud 
computing offers greater opportunities to influence software development decisions 
and adopt innovations early. Hosting artificial intelligence applications, monitoring 
activities, and sharing resources enable immediate feedback. Cloud services are used 
by many, so any system inconsistency or misbehavior impacts all users.

The IT sector is compelled to embrace simplicity as a core principle. IT depart-
ments aim to transition from managing technology’s daily requirements to fostering 
the innovation it enables. Companies seek to streamline their existing network and 
data center infrastructure while anticipating the adaptability and effectiveness of 
artificial intelligence applications. For ERP providers, simplification is essential for 
maintaining an efficient cloud environment. This includes minimizing data model 
complexity, adhering to the principle of one, utilizing standard tools, promoting 
harmonization, offering an intuitive user experience, and maintaining a low data 
footprint. These attributes must also be present in artificial intelligence applica-
tions to support a consistent programming model. Historically, organizations have 
developed extensive custom code to supplement, modify, or even replace ERP soft-
ware, resulting in a fragmented IT landscape and an ERP system that is challenging 
to upgrade. These extensive modifications to standard software have trapped com-
panies, hindering their progress toward digital transformation. In the digital age, 
standardization is crucial, and while businesses strive to minimize customization, 
they still require significant flexibility. This involves reducing complexity through 
standardization and simplifying business processes based on artificial intelligence. 
Customers anticipate that artificial intelligence applications will provide harmoni-
zation in user experience, business processes, data integration, and domain model 
alignment across all services, without needing to understand the technical underpin-
nings. Consequently, approaches like the principle of one are expected, avoiding 
multiple frameworks for addressing the same issue. As a result, the implementation, 
usage, and management of artificial intelligence applications must be standardized.
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Ecosystem support entails systematic collaboration with partners to offer  artificial 
intelligence products that an ERP provider alone could not provide. While the ERP 
core must be highly standardized and stable, there is a need to fill gaps and acceler-
ate innovation by collaborating with partners. Today, there are product and technol-
ogy players in a highly collaborative and intricately orchestrated community. This 
results in a win-win situation for all parties and a one-stop shop for customers, 
backed by a single service-level agreement (SLA) and a single point of support. The 
trend of partner ecosystems in the artificial intelligence field has made the long-
standing concept of complete vertical integration from one organization obsolete. It 
is now necessary to allow partners to extend and operate artificial intelligence ser-
vices and solutions. To achieve this, life cycle management dependencies, partner 
programming models, organizational setups, partner access, and authorization con-
cepts must be established. For instance, hyperscalers like Google, Microsoft, or 
Amazon offer powerful artificial intelligence services on their platforms, which are 
reused by ERP providers in context of partner programs for building new intelligent 
applications.

6.1.6  Performance

In the realm of artificial intelligence transactions, which are often characterized by 
backend calls, it is crucial to maintain satisfactory response times even when the 
system is under significant load. To pinpoint performance bottlenecks, a suitable 
performance testing mechanism should be implemented, and response times in pro-
duction should be documented. This is beneficial because it is impossible to predict 
and test every scenario in a simulated environment. Rapid response times are par-
ticularly vital for interactive user experiences, such as when artificial intelligence 
generated results are displayed on a user interface.

Moreover, artificial intelligence services necessitate optimized end-to-end pro-
cessing times, which encompass the duration from login to the completion of a task 
or job, including network latency. The primary performance indicators are response 
time and throughput. Expedient response times are especially important for user 
interactions with intelligent business applications. For instance, procurement por-
tals may lose business if users perceive them as sluggish. Network latency is often 
the most significant factor contributing to poor response times when using Wide 
Area Networks (WAN), as it substantially increases end-to-end response times.

Perceived performance refers to the apparent speed at which a software feature 
executes its task, taking into account the system’s reaction time and the quality of 
the outcome. Humans are generally impatient, so it is essential to consider both the 
active and passive modes of a person using an artificial intelligence service or appli-
cation. In active mode, users are unaware of any waiting time, while in passive 
mode, their brain activity decreases, and they become bored. When actual perfor-
mance cannot be improved due to physical limitations, techniques must be utilized 
to enhance the end user’s experience and boost perceived performance, which is 
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essentially how quickly a user believes the artificial intelligence application 
operates.

Artificial intelligence applications must be able to scale horizontally by adding 
more service instances (scale out) or vertically by augmenting virtual CPUs or 
memory to existing instances (scale up). Traditional businesses were limited by 
physical constraints, such as hard drive space and memory, which hindered scal-
ability. Classic IT systems were optimized for specific situations and customer 
needs. However, cloud computing replaces these constraints with an infrastructure 
that can scale up or down (usually up) and adapt in accordance with a business’s 
requirements. A scalable system is one where the workload it can handle grows 
proportionally to the resources provided; in other words, its capacity scales with 
available resources. Additional aspects of this quality include auto-scaling, econ-
omy of scale, and capacity on-demand without significant service degradation. For 
example, artificial intelligence model training often necessitates scalability, such as 
using CPUs for regression algorithms and GPUs for deep learning.

Elasticity pertains to the ability to deliver consistent service levels regardless of 
the current load. To achieve this, the system must dynamically adapt to workload 
changes, taking into account high frequency, peaks, low activity, and inactivity. The 
artificial intelligence platform itself must support an on-demand and elastic 
approach, expanding with actual demand, thereby increasing overall utilization and 
reducing costs. Elasticity is also crucial in artificial intelligence environments where 
resources are billed per usage. Typically, an elastic system requires scalability; oth-
erwise, additional resources have minimal impact. Elasticity involves dynamically 
adjusting resources to handle loads, expanding resources as the load increases and 
contracting as demand decreases and resources become superfluous. Consequently, 
if the load increases, more resources must be added to minimize unused capacity, 
and if demand decreases, resources must be constrained to reduce wasted capacity. 
To mitigate the effects of unexpected peaks, scaling should closely match actual 
demand while keeping wasted capacity to a minimum. For example, training neural 
networks to process natural language in the context of ERP service management can 
be resource-intensive. However, since this training job is performed only once a 
month for a day, the system resources must be elastically increased and decreased 
accordingly.

6.1.7  Operations

Zero downtime refers to a quality where end users experience no noticeable service 
interruptions. In particular, updates or patches are applied seamlessly without 
requiring the application to enter maintenance mode, allowing users to access the 
application at any time. Unplanned outages can lead to user frustration, and for 
business-critical applications, they may result in financial losses or lost sales. For 
instance, artificial intelligence applications must continue working after updates 
and patches, ensuring that model training jobs do not disrupt inference processing.

In the traditional on-premises environment, customers have control over the life 
cycle management, allowing them to apply updates according to their own schedule. 
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Cloud computing, on the other hand, enables more rapid innovation cycles by 
 frequently releasing patches or new features, sometimes even multiple times per 
day. This is possible because the provider manages the software and can update it at 
any time. To achieve this, a high level of automation is necessary for the update 
process, particularly in ensuring that the new code meets the required quality stan-
dards before deployment. This level of frequency can only be maintained through 
extensive automation. For artificial intelligence applications, life cycle management 
processes must be seamless and cost-effective. Continuous delivery of artificial 
intelligence services must be executed without manual intervention. A life cycle 
automation system is essential to guarantee a high level of automation across the 
board, such as a build pipeline that supports upgrades, patches, and migrations, 
regardless of the underlying products involved.

Resource sharing leads to significant economic efficiencies, allowing develop-
ment teams to write code once, implement features in a single codebase without 
duplication, and serve multiple customers. By sharing a single codebase, artificial 
intelligence applications and data can be updated and patched more quickly. ERP 
providers can choose from various levels of resource sharing, from sharing hard-
ware using virtual machines to sharing processes through intelligent programming. 
A computing architecture that enables providers to share resources in a public or 
private cloud is necessary. Training artificial intelligence models based on neural 
networks typically requires GPUs and large amounts of RAM, which are expensive 
and must be shared among tenants for economic reasons, especially since training 
jobs are performed intermittently.

Artificial intelligence services must be always available and accessible on any 
device. If one service fails, the remaining services should continue running, and if 
one availability zone fails, traffic should be redirected to another. Customer service 
centers should be available at all times with immediate responses. High availability 
of computing infrastructure is crucial for business continuity, including response 
times to user requests. Customers expect 24/7 access to business data and artificial 
intelligence applications, regardless of their device or location. The increasing use 
of mobile devices for business applications highlights this requirement. Artificial 
intelligence applications should be designed to handle latency, poor response times, 
and service unavailability of downstream systems gracefully. They should be error- 
tolerant and resilient to temporary issues such as latency, peaks, outages, and asyn-
chronous interface call interruptions. Unavailability of artificial intelligence 
applications can lead to dissatisfied users and potential financial losses or lost sales 
for business-critical applications. Implementing artificial intelligence applications 
in a distributed manner can introduce multiple risks, such as network communica-
tion problems, lost messages, long-running requests, or outages of dependent sys-
tems. Resilience is essential for mitigating these critical situations and achieving a 
reliable system composed of unreliable components.

Service monitoring involves observability to gain an overview of active artificial 
intelligence services and to respond quickly to failures or inconsistencies. Debugging 
multi-tenant solutions in production is challenging, and the application’s real state 
is constantly changing. Therefore, applications must generate comprehensive log 
information to facilitate post-failure analysis and meet product standards, such as 
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audit logs. Traceability between artificial intelligence services and end users, for 
example, using correlation IDs, is crucial for monitoring at the business process 
level. Artificial intelligence applications should also be easily monitorable at run-
time to detect non-application failures, such as slow networks or unresponsive 
downstream systems. Each artificial intelligence service should be monitored to 
assess its performance and enable corrective actions in case of failure, including 
monitoring model degradation in terms of reduced predictive power. Service-level 
agreements (SLAs) are typically used as contracts between two parties to define 
requirements, service quality, responsibilities, and obligations. SLAs may encom-
pass a range of service performance metrics, each paired with corresponding 
service- level objectives (SLOs). As such, it is crucial to measure the values of these 
associated metrics, as defined in the SLA, during the usage stage to determine if the 
specified service level objectives have been met. Additionally, service and resource 
utilization must be tracked and monitored as needed to facilitate dynamic scaling 
capabilities. ERP providers must ascertain whether the innovations they deliver 
have a tangible impact on the customer side and if their investment efforts are war-
ranted. Analyzing and evaluating this usage data allows product and portfolio 
decision- makers to more effectively establish their market presence and continually 
enhance product features. By concentrating on the most relevant use cases and prod-
ucts, development capacity can be directed toward areas that offer greater value and 
benefits for customers. It is essential to augment product scorecards with high-level 
usage metrics. Feature flags are employed to test and verify functionality with select 
customers before rolling out features more broadly.

6.1.8  Commercialization

Under a subscription model, users pay a fee on a per-user basis, either monthly or 
annually, granting them access to the software for the duration of the subscription. 
Rather than owning the software, customers lease it. The subscription fee covers 
software licenses, support services, and access to new software versions as they 
become available. This pricing model is relevant for all service models, including 
Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Software-as- 
a-Service (SaaS). Traditional pricing models, such as perpetual licenses and appli-
cation bundles, are not suitable for cloud-based software products. Instead, 
customers consume artificial intelligence services without owning the software. A 
transparent and systematic pricing framework is necessary for customers or organi-
zations to purchase or subscribe to an ERP vendor’s artificial intelligence services 
for a specific period at a set price. Subscriptions typically involve a monthly or 
annual commitment.

The pay-per-service model starts with a zero balance, provisions cloud resources 
on demand, and charges customers based on actual consumption (pay-as-you-go). 
To facilitate digital transformation and provide more flexibility and quick access to 
new artificial intelligence functionality, ERP providers offer a usage-based com-
mercial model (pay-per-use) for artificial intelligence services.
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The no IT costs model involves paying only for services rather than hardware, 
software, power, and support to keep these items secure, stable, and functioning 
properly. There are no additional costs for setting up, maintaining, or upgrad-
ing standard stacks (SaaS), underlying platforms (PaaS), or infrastructure (IaaS). 
Upgrades are included in the monthly fees, eliminating the need for administra-
tive work and IT expertise. Cloud computing removes the need for on-premises 
servers, allowing customers to avoid large upfront investments in hardware and 
software required to run their networks. In artificial intelligence-enabled ERP envi-
ronments, these costs, along with network maintenance expenses, are included in 
a flat monthly fee. When servers, network backbones, and artificial intelligence 
services need upgrading, the ERP provider is responsible for doing so at no extra 
cost to the customer.

In many organizations, lines of business (LoB) lead discussions about fast time 
to value from artificial intelligence services in the cloud. Traditional IT departments 
can be quickly outpaced by buy-and-go cloud artificial intelligence services, as 
maintenance, patching, and upgrading are all managed by the ERP provider. 
Companies want to quickly establish their artificial intelligence computing arrange-
ments with out-of-the-box services. This necessitates rapid availability, timely pro-
visioning of productive systems, quick go-live, pre-delivered content, best practice 
processes, guided configuration, seamless data integration, user-friendly interfaces, 
minimal training effort, legacy system conversion/migration, and online tutorials.

Partner models necessitate new original equipment manufacturer (OEM) or 
value-added reseller (VAR) license agreements for artificial intelligence services, 
including partner usage rights, compliance obligations, and service level agree-
ments (SLAs). Typically, OEMs assemble components from other vendors to create 
a new product sold under their own brand. VARs purchase products from manufac-
turers, add value in some way (e.g., by adding a new service), and resell the product 
under their own brand. A VAR agreement outlines the legal contract for this process. 
ERP providers gain firsthand information about customer purchases, active applica-
tion usage, user types, and usage duration. Access to customer data helps maximize 
up-sells and cross-sells through loyalty programs. These programs enable ERP pro-
viders to discover desired artificial intelligence capabilities and encourage customer 
retention (renewal). In addition to customer retention programs, internal user 
engagement programs should also be offered.

6.2  AI Patterns of ERP

Let’s start with the problem statement: In order to establish a solution architecture, 
it is essential to comprehend the technical capabilities needed for executing various 
artificial intelligence scenarios. Importantly, we aim to avoid separate architectural 
approaches for each artificial intelligence use case, as this would significantly 
increase development and operational efforts within the context of ERP systems. To 
overcome this issue, we first examined a multitude of artificial intelligence use cases 
and grouped them based on their similarities. As a result, we identified several 
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artificial intelligence application patterns, which are detailed in this section. Our 
strategic objective is to offer a consistent concept and framework for each pattern’s 
implementation. Consequently, these artificial intelligence application patterns can 
serve as reusable components for development teams, expediting the execution of 
artificial intelligence use cases while also standardizing and streamlining opera-
tional aspects. The later proposed solution architecture will facilitate all those appli-
cation patterns. Abstracting from numerous analyzed use cases to artificial 
intelligence application patterns of ERP systems is an added value of this 
elaboration.

6.2.1  Matching

Matching involves establishing relationships and identifying similarities and dis-
crepancies within a dataset. For instance, as a master data expert, our goal might be 
to minimize duplicate entries during consolidation. Manual matching can be quite 
labor-intensive, but intelligent systems applying artificial intelligence techniques 
can greatly expedite the process. These systems can offer one or more strategies, 
along with their quality, for linking similar items. Users only need to accept or reject 
the recommendations or modify them as needed. Matching is necessary when at 
least two artifacts share a certain level of similarity. The matching process adheres 
to a set of rules that can be dynamically adapted, or learnt, by the system. These 
learned rules may evolve over time due to user input or other factors. Matching can 
be applied to various content types, such as:

• Text (e.g., search and replace) or images (e.g., identifying all dogs in a collection 
of photos)

• Audio (e.g., natural language processing, where an audio stream corresponds to 
a query)

• Video (e.g., determining which company logos appear and their frequency dur-
ing a soccer match)

• Complex business objects (e.g., matching invoices to goods receipts or identify-
ing a customer’s duplicate)

The content being matched greatly influences the output type and its presenta-
tion. One aspect of matching is the quality of a match, which means that objects can 
either fully or partially match. A full match occurs when all specified parameters are 
satisfied, while a partial match only meets some of the required parameters. The 
more parameters that match, the higher the match quality. The following matching 
types have been recognized so far:

• Relationship matching
 Establishes logical connections between objects of different types, such as asso-

ciating multiple invoices with a single payment
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• Compatibility matching
 Pairs objects of different types with shared properties to create a cohesive  system, 

like assembling a high-/medium-/low-end computer (A computer is composed of 
various components like a motherboard, CPU, memory, and display, which must 
be compatible, and the CPU, for example, only fits into motherboards with a 
specific socket.)

• Similarity matching
 Combines similar objects of the same type into one, like merging multiple simi-

lar business partners because they are the same type of object.

To develop matching patterns, frequently used algorithms include multiclass 
classification algorithms like XGBoost/multilayer perceptron, clustering algorithms 
like K-means, and nonparametric methods like the k-nearest neighbors’ algorithm.

6.2.2  Recommendation

Recommendation suggests datasets or actions based on the current situation. For 
instance, when working as a material requirements planner, we may need to find 
potential solutions for addressing a material shortage problem. Intelligent systems 
can aid users by recommending relevant content or by proposing an action or input 
that the user might prefer. In this context, we refer to a recommendation pattern and 
its influence on the user interface. We can distinguish between three kinds of 
recommendations:

 1. Content recommendation
The system narrows down content that might be of interest to the user, based on 
their behavior or the content’s attributes. Common content recommender sys-
tems include Amazon and Netflix.

 2. Input assistance
The system helps the user by inputting data or filtering it. Typical examples 
include search phrase suggestions, suitable form templates, or a collection of 
suggested default values for specific fields, based on the user’s input and interac-
tion history.

 3. Solution proposal
The system assists users in tackling complex problems by recommending par-
ticular actions or proposed solutions. In some cases, this may be combined with 
a simulation of the potential outcome. Solution proposals usually involve vari-
ous decision-support systems. Example use cases encompass payment and 
invoice matching, as well as material shortage situations.

To implement recommendation patterns, we must possess historical data about 
actions taken and inputs given during business processes. For the solution proposal 
recommendation type, logging business processes is essential; for content 
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recommendation, the required historical data might be obtained from application 
data. For the input assistance recommendation type, additional texts or descriptions 
may be necessary. Commonly used algorithms for recommendation patterns include 
social analysis, multiclass classification algorithms like XGBoost or multilayer per-
ceptron, text analysis or mining, and recurrent neural networks (RNNs).

6.2.3  Ranking

Ranking serves to differentiate between more relevant and less relevant datasets of 
the same kind, depending on the current context. For instance, when purchasing, we 
want to identify the top suppliers for a specific product within the context of a par-
ticular purchasing request. By presenting the best choices first, ranking simplifies 
intricate decisions for business users. Items within a group are ranked by comparing 
criteria pertinent to the user’s business context, such as quantity, priority, or score. 
In a ranked table or list, the results are always sorted to display the highest-ranked 
items at the top. We distinguish between two types of ranking:

 1. Ranking by inherent value
This type of ranking relies on a value already present in the existing dataset, like 
the price. Users typically know and understand this value, so no further explana-
tion is needed.

 2. Ranking by score
This ranking method is based on a computed grade, mark, or score. Users may 
need to comprehend the calculation behind the score, particularly if artificial 
intelligence techniques are employed.

While we can rank a list of items according to their rating, it is important to note 
that ranking and rating are distinct concepts. A rating positions a single item on a 
pre-established scale, such as rating a service provider on a scale of 1 (very bad) to 
5 (very good). Ranking, on the other hand, always involves comparing a common 
value across a group of items. In the user interface, rankings are typically displayed 
for a list or group. To develop relevance and ranking patterns, popular algorithms 
include classification algorithms like XGBoost, clustering algorithms like K-means 
or the Gaussian mixture model, and nonparametric methods like the k-nearest 
neighbors’ algorithm.

6.2.4  Prediction

Predictive models utilize historical data to anticipate future trends and outcomes by 
identifying patterns and considering all relevant information. For instance, as a mas-
ter data manager, we may want to determine the number of change requests a team 
will need to handle in the upcoming quarter to optimize workload distribution. 
Intelligent systems employing predictive models substantially lower the expenses 
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associated with forecasting business results, environmental influences, competitive 
insights, and market conditions.There are two primary categories of predictive mod-
els: parametric and nonparametric. A third class, semiparametric models, can be 
formed by merging features from both categories. Generally, parametric models 
involve specific assumptions regarding one or more population parameters that 
define the underlying distribution. In contrast, nonparametric models usually have 
fewer assumptions about structure and distribution but often include strong assump-
tions about independencies. Various algorithms for predictive models encompass 
ordinary least squares, generalized linear models (GLM), logistic regression, ran-
dom forests, decision trees, neural networks, and multivariate adaptive regression 
splines (MARS). Each algorithm serves a specific purpose, addresses a particular 
question, or is suited for a certain type of dataset.

6.2.5  Categorization

Categorization involves allocating datasets to pre-established groups or classes. For 
instance, as a customer service representative, we might want to sort incoming 
requests by priority (high, medium, or low) based on their content to enhance cus-
tomer support. Additionally, categorization can identify new groupings (clusters) 
within datasets, such as organizing customers into segments for tailored product 
offerings, targeted advertising, or fraud detection. Categorization is a complicated 
task where intelligent systems can boost automation levels by applying artificial 
intelligence techniques for classification and clustering. These methods are utilized 
to categorize objects into one or more classes and clusters according to their char-
acteristics. Classification and clustering share similarities, but there is a subtle dis-
tinction. In classification, predefined labels are assigned to each input instance 
based on its attributes, while clustering lacks these labels. Since classification uti-
lizes labels, it necessitates training and testing datasets for model validation, which 
is not required for clustering. Typically, classification is more intricate than cluster-
ing due to its multiple levels, while clustering only involves grouping. To create 
categorization patterns, frequently used algorithms encompass classification tech-
niques like XGBoost, neural networks such as CNN/RNN/GAN, dimensionality 
reduction algorithms like principal component analysis, and clustering algorithms 
like K-means and the Gaussian mixture model.

6.2.6  Conversational AI

Conversational AI facilitates interaction with systems through natural language dia-
logue, promoting a hands-free approach. For instance, imagine generating a pur-
chase order by conversing with a digital assistant. This ability to engage in 
discussions with a virtual aide to carry out business operations is a crucial aspect of 
the user experience in intelligent applications. Conversational AI can comprehend 
common natural language patterns, allowing it to search for business entities using 
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different parameters, locate specific entities by name or ID, obtain an attribute’s 
value for a particular entity, and establish basic new entities, including line items. 
This technology provides a more human-like user experience for applications, 
enabling tasks to be completed within the context of business data. As a result, natu-
ral language interactions with applications are supported, and the creation of busi-
ness objects with information derived from conversational contexts is guaranteed. 
Conversational AI also allows for the sharing of notes, screenshots, and business 
objects with other users during a conversation. This technology enables the synthe-
sis of business transactions from multiple SAP applications at a single interaction 
point. Additionally, custom skills for utilizing a digital assistant can be developed 
and implemented across various applications and channels.

6.3  Conclusion

In this chapter, we discussed the complexities of embedding artificial intelligence 
into ERP systems. Identifying the ideal algorithm and model is often the primary 
objective in artificial intelligence projects. However, when dealing with ERP sys-
tems, it is crucial to ensure various product qualities for artificial intelligence appli-
cations. We outlined the ERP product qualities, such as safety, data isolation, 
flexibility, extensibility, innovation, performance, operations, and commercializa-
tion, and illustrated their impact on artificial intelligence applications. Typically, 
20% of the development effort in artificial intelligence-based ERP projects is allo-
cated to data science, while the remaining 80% focuses on implementing the afore-
mentioned qualities. The value derived from this elaboration includes identifying 
the significant differences between traditional and ERP-based artificial intelligence 
applications, determining the associated requirements, resolving them conceptually, 
and proposing technical implementations. In the context of ERP, it is essential to 
establish a consistent solution architecture and programming model for artificial 
intelligence applications. Thus, the development and operations of all artificial 
intelligence applications are harmonized, resulting in reduced Total Cost of 
Development (TCD) and Total Cost of Ownership (TCO). To accomplish this objec-
tive and prevent heterogeneous solutions for each use case, we derived application 
patterns for artificial intelligence by abstracting from numerous existing scenarios. 
These application patterns for artificial intelligence serve as the basis for the solu-
tion architecture, which will be discussed in the following chapter. Identifying those 
application patterns for ERP systems and deduce corresponding requirements is 
also an added value of this written composition.

6 Business Requirements and Application Patterns
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7Solution Architecture

In this chapter, we define the solution architecture for embedding artificial 
 intelligence into ERP software. The previously discussed ERP product qualities, 
ERP reference processes, ERP reference architecture, and ERP application pat-
terns for artificial intelligence build the foundation for the solution architecture that 
we propose in this chapter. There are simple use cases like trending and predictions, 
which can be served with classic algorithms as regression and clustering. Usually, 
those algorithms also not require a lot of data, memory, or computing power. 
Therefore, we propose to implement this type of use cases within the ERP platform 
and call them embedded artificial intelligence. However, there are more complex 
user cases like image recognition or processing of natural language that need neu-
ronal networks and deep learning. These algorithms demand high volume of data 
and system resources. To avoid that the critical business processes in ERP systems 
are negatively affected from excessive hardware consumption, we suggest scaling 
out this category of use cases to corresponding AI technology platform and called 
side-by- side artificial intelligence. While we focus in this chapter on the overall 
architecture, we will discuss additional aspects (e.g., data protection, extensibility) 
in the next chapters.

7.1  Guiding Principles

We define the solution architecture for artificial intelligence based on key guiding 
principles of modern ERP solutions, which we’ll describe in this section, as depicted 
in Fig. 7.1. Let’s walk through these principles:

In conventional ERP systems, the fundamental data model for business entities, 
such as customers, products, and sales orders, is often repeatedly modeled for vari-
ous objectives due to the need to accommodate minor domain-specific metadata. As 
a result, technology solutions for integration, user interfaces, analytics, and transac-
tions each require their own distinct business object models, leading to an increased 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_7&domain=pdf
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Fig. 7.1 Guiding principles for solution architecture

total cost of development (TCD) since the same information must be repeatedly 
provided. Furthermore, the presence of incompatible metamodels means that cross- 
functional issues like UI integration, extensibility, and authorization must be 
addressed multiple times, resulting in a high total cost of ownership (TCO) and 
hindering the adoption of solutions by customers. In contrast, modern ERP systems 
are built upon a single core data model that is repurposed for various contexts 
through domain-specific enhancements. For the suggested artificial intelligence 
architecture, we presume the existence of a modern ERP system with a unified core 
data model, which we will expand to accommodate the domain of artificial 
intelligence.

The data model of modern ERPs is built upon views that are established on top 
of database tables containing business data. Generally, ERP data models consist of 
thousands of cryptical database tables with intricate relationships. To make this data 
model accessible for business applications, views are created on top of these tables. 
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These views transform the underlying structures and relationships into a core data 
model that is easier for humans to understand. For instance, sales orders are stored 
in multiple related tables, which are then encapsulated by a single view representing 
the sales order business object. As is common in the database domain, these views 
are defined using SQL statements that combine (e.g., JOIN, UNION) different 
tables and rename columns as needed. In the context of modern ERPs, this view 
technology is enhanced to include business semantics in the form of annotations. 
This allows domain-specific semantics to be added to the entire view or individual 
fields within the view. For example, the sales order field revenue could be enriched 
with a currency annotation, enabling ERP engines to automatically apply currency 
conversions. Similarly, the estimated revenue field could be enhanced with a predic-
tion annotation, allowing the underlying artificial intelligence engine to forecast the 
value. This approach avoids redundant data modeling, reducing development costs 
and increasing comprehensibility. Additionally, cross-topics for artificial intelli-
gence, such as extensibility and security, are addressed uniformly since they are all 
based on the same core data model.

Modern ERP products cater to market demands for hybrid deployment models 
by offering consistent data models and compatible business processes. Typically, 
multiple deployment options are supported, including on-premise, public cloud, and 
private managed cloud. Private managed cloud refers to a cloud environment hosted 
entirely for one an organization, containing all relevant cloud components which are 
managed by the ERP vendor. From the customer’s perspective, private cloud is a 
deployment model where the cloud infrastructure is exclusively used by a single 
organization with multiple consumers (i.e., single tenant) and accessed via a virtual 
private network (VPN). It is owned, managed, and operated by the customer. In 
contrast, public cloud is a deployment model where the cloud infrastructure is 
shared among multiple customers and accessed via the Internet. The ERP vendor 
typically owns and manages the infrastructure and business software for public 
cloud. On-premise ERP software is installed and runs on computers at the custom-
er’s location, rather than at a remote facility like a server farm or cloud on the 
Internet. The proposed artificial intelligence solution architecture is invariant across 
different deployment options and works in on-premise, privately managed, and pub-
lic cloud environments.

In the context of artificial intelligence, a crucial principle is to bring algorithms 
to the ERP data rather than the other way around. Algorithms are typically com-
posed of a few lines of code, are self-contained, and can be deployed flexibly. In 
contrast, application data is voluminous and contains numerous dependencies. As a 
result, replicating or extracting application data is often a complex and TCO- 
intensive task (e.g., handling deltas, meeting performance requirements, interpret-
ing data semantically) and should be avoided. This consideration is taken into 
account in the suggested artificial intelligence solution architecture, which mini-
mizes data transfer as much as possible. Specifically, the architecture pattern embed-
ded artificial intelligence is defined, which adheres to the aforementioned golden 
rule as its key paradigm.
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7.2  Solution Architecture

In this chapter, we focus on the solution architecture and conceptual foundations 
regarding embedding artificial intelligence into ERP software. The proposed 
approach basically resolves the required ERP qualities for artificial intelligence 
and the deducted artificial intelligence application patterns, which both were 
explained in Chap. 6. To have a general valid solution, the architecture is founded 
on the ERP reference processes from Chap. 3, ERP reference architecture from 
Chap. 4, and the ERP reference artificial intelligence technology from Chap. 5. A 
lot of the ERP qualities (e.g., commercialization, backup, recovery) are resolved 
by the existing concepts and infrastructure of ERP systems. This elaboration 
focuses only on the concepts and techniques that we newly invented for artificial 
intelligence. Thus, the focus is on those challenges that are artificial intelligence 
specific and require new concepts and implementation framework. Challenges that 
can be resolved with existing concepts and technology we take as granted and 
won’t explain them further.

Enhanced computational capabilities, more advanced algorithms, and the acces-
sibility of vast amounts of data are enabling the incorporation of artificial intelli-
gence features in ERP software. Moreover, the in-memory database systems that 
underpin modern ERP products accelerate processing, combine analytical and 
transactional data, and foster innovation through integrated artificial intelligence 
libraries. AI technology platforms allow for the addition of new capabilities to ERP 
solutions, spanning the entire range from simply utilizing intelligent services to 
training and deploying custom artificial intelligence models.

Basic tasks such as ranking, categorization, and forecasting can be addressed 
using traditional algorithms like classification, clustering, regression, or time series 
analysis. These algorithms typically consume minimal memory and CPU resources, 
allowing them to be implemented directly within the ERP platform where both the 
application data for model training and the artificial intelligence-driven business 
processes reside. This architectural approach we call as embedded artificial intelli-
gence, which offers low total cost of ownership (TCO) and low total cost of devel-
opment (TCD) since it eliminates the need for data transfers and additional software. 
As depicted in Fig. 7.2, the embedded artificial intelligence architecture relies on 
artificial intelligence libraries supplied by the database system. Consequently, data 
scientists identify the appropriate algorithms and required application data for 
model training to address a specific artificial intelligence problem during the explo-
ration phase. Developers then create the necessary pipelines to train the algorithms 
using the relevant application data and integrate the resulting inferences into busi-
ness processes or user interfaces.

More complex tasks, such as image recognition, sentiment analysis, and natu-
ral language processing, necessitate deep learning algorithms based on neural net-
works. These algorithms typically require large volumes of data and extensive GPU 
processing for model training. To minimize the impact on the transactional ERP 
system and prevent performance degradation for business processes, we recommend 
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offloading such scenarios to AI technology platforms. This architectural pattern we 
refer to is side-by-side artificial intelligence. In most cases, the data needed for 
these scenarios—such as images, audio, text documents, historical data, and appli-
cation logs—are stored not in ERP systems but in business data lakes. Generally, 
the utilization of a trained model relies on remote interfaces integrated into business 
processes and user interfaces. However, for large-scale processing, these interfaces 
must either support bulk operations or offer local deployment of inference models.

Our objective is to deliver inference results to the right person, in the right place, 
and at the right time (built-in artificial intelligence). Ideally, users should not even 
have to be aware of whether a feature relies on artificial intelligence. ERP users are 
usually business professionals with limited understanding of data science and statis-
tical techniques. As a result, concealing these mathematical elements and convert-
ing the inference findings into the business vernacular of the ERP user is crucial for 
the effective utilization and adoption of artificial intelligence-based business appli-
cations. In the past, customers have implemented artificial intelligence scenarios, 
such as in the insurance sector. However, these models were controlled by obscure 
infrastructure that could only be accessed by a select few data science specialists. As 
a result, the outcomes were seldom used, adoption rates were low, and the potential 
of artificial intelligence remained untapped. Consequently, designing intelligent 
systems with ease of consumption in mind is essential. Specifically, artificial intel-
ligence requires additional visualization features on the user interface, like illustrat-
ing confidence intervals or forecasting graphs. Therefore, incorporating artificial 
intelligence capabilities into user interfaces necessitates the inclusion of additional 
UI components.

In the subsequent sections, we will delve deeper into embedded and side-by-side 
artificial intelligence architecture. The emphasis here is on the development archi-
tecture, as the data science tasks have already been discussed in earlier sections.
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7.3  Embedded Artificial Intelligence

We propose utilizing embedded artificial intelligence for applications such as 
 ranking, categorization, and prediction, where traditional techniques like classifica-
tion, clustering, or regression are adequate for execution. Generally, ERP systems 
include artificial intelligence libraries and runtimes that enable the creation of 
embedded artificial intelligence scenarios without transferring application data. To 
address a specific problem using artificial intelligence, data scientists conduct 
experiments and investigations to identify the necessary algorithms and data attri-
butes for model training. This information serves as the foundation for developing 
the artificial intelligence use case, which is the central focus of this section. As 
depicted in Fig. 7.3, the solution relies on two primary architectural choices:

 1. Leveraging the artificial intelligence runtime and libraries offered by the data-
base system

 2. Using views as a component of the core data model to access training data and 
consume inference outcomes.
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Fig. 7.3 Embedded artificial intelligence architecture
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In the past, database management systems were developed to optimize 
 performance on hardware with limited main memory, focusing on enhancing disk 
access, such as minimizing the number of disk pages read into main memory during 
query processing. However, today’s computer architectures have evolved, featuring 
multi- core processors that enable parallel processing and faster communication 
between processor cores. Additionally, large main memory configurations have 
become more accessible and affordable, with server setups boasting hundreds of 
cores and multiple terabytes of main memory. These modern computer architectures 
present new opportunities and challenges. Since all relevant data can now be stored 
in memory, disk access is no longer a performance bottleneck. As the number of 
cores increases, CPUs can process significantly more data within a given time 
frame, shifting the performance bottleneck to the I/O between the CPU cache and 
main memory. Modern ERP products typically utilize database management sys-
tems based on in-memory technology, which takes advantage of the main memory 
and processing engines offered by contemporary hardware. In-memory database 
systems store all relevant data in main memory, allowing all operations to run there. 
They are also designed to leverage multi-core CPUs through parallel execution. 
These systems include a relational database management system where individual 
tables can be stored in memory either column based or row based and column based 
on disk. Conceptually, a database table is a two-dimensional data structure com-
posed of cells organized in rows and columns, but memory is structured linearly. To 
store a table in linear memory, there are two options: a row store, which stores a 
sequence of data records containing the fields of one row, and a column store, where 
the data of a column is saved in consecutive memory locations. To enable fast 
searching, ad hoc reporting, and on-the-fly aggregations and to benefit from com-
pression, transaction data in modern ERP systems is typically stored in column 
tables, as is master data. Master data is frequently searched and often has columns 
with few distinct values. It is commonly joined with transactional data for analytical 
queries and aggregations, which is most efficiently done using the analytical pro-
cessing capabilities of the column store provided by in-memory database systems. 
The row store is used for metadata, application server system tables, and configura-
tion data. Application developers may also choose to store business data in the row 
store if it meets certain criteria. The goal of keeping all relevant data in main mem-
ory can be achieved through data compression. Columnar storage allows for high 
compression rates without the need for complex algorithms, as each column con-
tains records with identical data types, making it easy to apply standard compres-
sion procedures like length encoding or cluster encoding. This is particularly 
efficient for ERP systems, as most columns have few distinct entries compared to 
the number of rows. In contrast, row-based storage contains data from different 
columns, resulting in lower data fragmentation and corresponding compression 
rates. Column-oriented storage typically achieves a compression factor of 5–10 
compared to traditional row storage database systems, although this may vary 
depending on the data’s characteristics. Column-based storage is particularly effi-
cient for storing columns with only one distinct value, which can be stored using 
minimal metadata and the single value. Since column-oriented data is stored in 
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consecutive blocks, there is no need for complex algorithms to locate, identify, and 
compress the data, resulting in significant data size reduction. Moreover, column 
storage enables parallel execution across multiple processor cores, as data in a col-
umn store is inherently vertically partitioned, allowing operations on different col-
umns to be processed in parallel. In-memory database systems offer high 
performance for both read and write operations, supporting transactional and ana-
lytical use cases. These capabilities are further enhanced with features such as text 
analysis and search, geospatial processing, time series analysis, streaming, and spa-
tial processing. In-memory database management systems also provide artificial 
intelligence libraries and runtime, which are utilized in the context of embedded 
artificial intelligence architecture as shown in Fig. 7.3.

As previously discussed, the fundamental data model is realized through the use 
of views, which assist developers in constructing semantically rich data models. By 
extending SQL, views enable the definition and consumption of these data models 
in applications, resulting in enhanced productivity, usability, performance, and 
interoperability. Views are built on a collection of domain-specific languages and 
services designed to define and consume semantically enriched data models:

• Data Definition Language (DDL) is used to define semantically rich domain data 
models and retrieve them, extending native SQL for increased productivity

• Query Language (QL) is used for consuming view entities through platform- 
embedded SQL and reading data

• Data Control Language (DCL) establishes authorizations for views and manages 
data access, integrating with authorization concepts

• Data Manipulation Language (DML) is utilized for writing data

Core data models are defined and consumed at the database level rather than the 
application level, providing capabilities that surpass conventional data modeling 
tools. This approach supports SQL-compliant view definitions, allowing developers 
to use SQL features like JOIN, UNION, and WHERE clauses. Associations can be 
used to model relationships between views, while aliases can rename tables with 
more understandable names. Views also support annotations for defining metadata, 
such as specifying that a DateTime field contains the creation or last update time. 
Other core data model capabilities include parameters, view extensions, easy expo-
sure as OData services, and anchors for behavior definitions. Annotations allow for 
the classification of entities based on their permissible reuse options and provided 
content.

The top-down approach utilizes the Code Pushdown technique, which means 
calculations are executed on the database system rather than the application server. 
This technique only pushes down calculations when it makes sense. For instance, to 
calculate the total amount of all invoice positions, an aggregation function [e.g., 
SUM()] could be used on the database instead of computing the sum in a loop on the 
ERP application server. This results in faster data retrieval and improved application 
performance and response time. Traditional ERP systems supported various data-
base systems, necessitating a corresponding data access abstraction. Consequently, 
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more data was exchanged between the database and application server than 
 necessary. Additionally, data-intensive operations were performed on the applica-
tion server rather than the database for better performance. However, modern ERP 
products supporting in-memory database systems have enabled significant optimi-
zation. As depicted in Fig. 7.3, an SQL view on the database system is generated for 
each view defined at the application server level. All SQL statements applied to the 
views are pushed down to the SQL view and executed at the database level for opti-
mal performance. For example, authorization checks, which were previously per-
formed on the ERP application server, are now pushed down to the database system 
by automatically enhancing SQL statements with a WHERE clause. Core data mod-
els consist of thousands of views, as all business processes use them to access appli-
cation data. As a result, the performance of all these business processes can be 
systematically improved, as all data access is pushed down to the database system. 
Views can be defined with SQL statements or coded with SQLScript, typically 
using the classes of the underlying programming language of the application server. 
During runtime, the SQLScript code is pushed down to the database for optimal 
performance. When the view logic is too complex to be expressed by SQL state-
ments, the scripted approach is facilitated. From a consumption standpoint, there is 
no difference between views based on SQL declarations or SQLScript coding.

Embedded artificial intelligence algorithms can be performance-intensive, as 
they must process high volumes of application data. For performance optimization, 
we recommend that these algorithms be processed close to the application data. As 
previously mentioned, in-memory databases provide libraries for statistical and data 
mining algorithms, which can be further enhanced with additional methods if 
needed. As shown in Fig. 7.3, these algorithms are invoked and orchestrated by the 
AI life cycle management framework, which we explain below. The algorithms 
require application data as input for model training, and the core data model views, 
with their database SQL views and application tables, can be reused for this pur-
pose. In accordance with the data scientist’s specifications, a core data model view 
is defined, or an existing one is reused by the developer. This view comprises all the 
necessary application data for training the algorithm of the specified artificial intel-
ligence application. The corresponding SQL view generated from the core data 
model view operates at the database level, serving as data input for algorithm train-
ing. Once the algorithm is trained, the resulting model is saved in the database and 
presented as a core data model view for consumption. Typically, this generated view 
relies on SQLScript coding and includes columns calculated using the underlying 
artificial intelligence algorithm. This view is then integrated into business processes 
and user interfaces, referred to as the artificial intelligence application in Fig. 7.3. In 
this manner, trained models are made accessible to business processes through view 
wrapping. These artificial intelligence views can be combined with other core data 
model views and subsequently exposed to consumers. By utilizing artificial intelli-
gence models through core data model views, existing content (such as views for 
business processes) and concepts (like authorization, extensibility, and user inter-
face integration) can be reused. This leads to a straightforward and powerful solu-
tion architecture. The AI life cycle management framework, as depicted in Fig. 7.4, 
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supervises the entire orchestration of the described steps. This framework aims to 
offer a unified interface for the implementation, operation, and consumption of arti-
ficial intelligence models, regardless of the underlying technology engines. The 
goal is to standardize the handling of artificial intelligence models and provide a 
simple, common interface that enables applications to interact with various sup-
ported artificial intelligence libraries without necessitating engine-specific code 
development. Consumer applications only interact with APIs and avoid direct 
engagement with low-level artificial intelligence libraries, which facilitates also 
changing the underlying technology. The proposed framework supplies a repository 
for artificial intelligence models, containing information about model types (e.g., 
regression, classification, time series, and deep learning), model data sources, model 
training data, and model quality metrics to facilitate validation and model compari-
son. Additionally, the framework supports the life cycle management of associated 
artifacts in terms of transport within the system landscape, delivery, and upgrade 
mechanisms. It also shall offer configuration capabilities for model training based 
on customer data in their development landscape.
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The proposed solution architecture offers numerous beneficial qualities. It is 
smoothly incorporated into the ERP programming model, which minimizes the 
need for developer training. This also promotes the utilization of existing ERP con-
cepts (e.g., authorization, user interface integration), core data model components, 
and tools. Moreover, the architecture addresses the intricate demand for extensibil-
ity from the beginning by leveraging enhancement points from the ERP program-
ming model. Breakouts, such as the orchestration of multiple algorithms or data 
transformations, are inherently supported. Life cycle management and operations 
are facilitated by the foundational ERP tools and concepts. Legal compliance is 
inherently achieved since no application data is transferred outside the ERP system, 
and the already compliant data access mechanisms of the underlying ERP are used. 
The rich set of algorithms in the in-memory database system can be used right away. 
As the proposed solution is deployment-agnostic, it is compatible with public cloud, 
on-premise, and privately managed installations.

7.4  Side-by-Side Artificial Intelligence

While embedded artificial intelligence focuses on situations where the business and 
artificial intelligence logic reside within the ERP platform, we propose utilizing 
side-by-side artificial intelligence for the following types of artificial intelligence 
applications:

• Artificial intelligence applications based on AI technology platforms: These 
applications, along with their corresponding business logic and data, are built on 
AI technology platforms deployed as sidecars to the ERP platform, as illustrated 
in Fig. 7.2. Typically, these are extension applications that expand the core ERP’s 
functionality on the sidecar. They are loosely connected to the core ERP and 
have their own life cycle. Such artificial intelligence applications directly access 
the necessary artificial intelligence services from the AI technology platform, 
adhering to the principle of bringing algorithms to the data.

• Artificial intelligence applications based on ERP platforms: These applications 
and their associated business logic and data are built on the ERP platform, as 
depicted in Fig. 7.2. However, the required artificial intelligence algorithms are 
not supplied by the ERP platform. Additionally, the artificial intelligence logic 
demands advanced hardware (e.g., GPU) and data management capabilities not 
provided by the ERP platform. As a result, only the artificial intelligence logic is 
implemented on the AI technology platform and accessed remotely from the 
ERP platform.

Side-by-side artificial intelligence is suitable for use cases such as image recog-
nition, sentiment analysis, and natural language processing, which require deep 
learning algorithms based on neural networks. These algorithms are resource-inten-
sive, often requiring vast amounts of data and GPU time for model training. To 
minimize the load on the transactional ERP system and maintain acceptable 
response times for business processes, side-by-side artificial intelligence scenarios 

7.4 Side-by-Side Artificial Intelligence



140

are scaled out to the AI technology platform, as shown in Fig. 7.2. AI technology 
platforms are provided by companies like Amazon, Google, Microsoft, SAP, and 
start-ups. This infrastructure also supplements the overall solution when specific 
algorithms are not available on the ERP platform, traditional methods (e.g., regres-
sion, classification) consume too many resources of the transactional system, or 
large volumes of external data (e.g., Facebook, Twitter) are needed for model train-
ing. In particular, ERP extension applications should leverage the AI technology 
platform’s capabilities because the application data and business processes are typi-
cally based on the AI technology platform. This approach adheres to the golden rule 
of bringing algorithms to the data. As side-by-side artificial intelligence scenarios 
rely on AI technology platforms, the question arises: How do we integrate this tech-
nology into ERP for model training and inference? We will address this question in 
the subsequent sections.

The AI technology platform serves as a crucial element in the side-by-side arti-
ficial intelligence architecture. Typically designed for cloud environments, it can be 
deployed in any cloud, hybrid, or on-premise setting, addressing the complete end- to- 
end life cycle for deriving value from data. By combining artificial intelligence with 
information management, the platforms empower businesses to effectively imple-
ment artificial intelligence and data science in complex and real-world enterprise 
scenarios. The AI technology platform manages the process of helping customers 
discover, refine, govern, orchestrate, and scale their development efforts in extracting 
valuable insights from their data assets. This encompasses all data management use 
cases dealing with various types of data (structured, unstructured, streaming), inte-
gration approaches (batch, real time, near real time), and processing patterns (offline, 
online, lambda). The AI technology platform’s key capabilities include typically:

• Data connectivity and orchestration: Utilize central connection management to 
connect to data wherever it is located on-premise or in the cloud and regardless 
of the data type, structured, unstructured, streaming, and integrate it with flexible 
data pipelines. Orchestrate data processing across highly distributed and hetero-
geneous landscapes, executing any ERP or non-ERP processing engines close to 
the data sources to minimize the amount of data to be moved or replicated.

• Data governance and cataloging: Access an advanced metadata management sys-
tem/catalog, enabling data lineage, data quality, profiling, data discovery, and 
searching of datasets to ensure auditability and governance. This provides IT 
team members with the flexibility and control they need to ensure trusted and 
accurate data is easily discoverable by the teams that need it, all integrated within 
a single solution.

• End-to-end life cycle management of artificial intelligence models: Streamline 
data science and artificial intelligence projects, from modeling and development 
to operations, across all enterprise data assets to manage the end-to-end life 
cycle; support data discovery, access and preparation, and experimentation in 
Jupyter Notebook; leverage a library of pretrained models for the most common 
functional services; and support deployment, (re)training, serving, and monitor-
ing of all models; and access ready-to-use, adaptable business content in terms of 
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operators and templates. Central repository enables versioning and a tailored life 
cycle management process for artificial intelligence projects. Finally, the AI 
technology platform provides an environment for model deployment and opera-
tion, a means to integrate results back into an application or used delayed con-
sumption, and continuous testing and maintenance of all models in production.

• One integrated solution: The AI technology platform includes data pipelining, 
orchestration, artificial intelligence, and metadata cataloging in a single solution. 
This is very valuable: all hyperscalers have different services for these function-
alities, which have to be integrated, while the main pure players and niche play-
ers focus only on a subset of these areas.

• Hybrid and multicloud deployment: The AI technology platform is available 
both as a service in the cloud and as a bring-your-own-license product. It is usu-
ally built on Kubernetes, allowing it to deploy the very same solution in any 
private cloud or on-premise data center.

• Native integration capabilities: Besides reusing all relevant open-source tech-
nologies and open standards, the AI technology platform is also capable of inte-
grating and reusing ERP data sources and engines. The AI technology platform 
pipelines can natively integrate into ERP applications, orchestrate process chains 
and jobs, and execute streaming analytics scenarios.

Many of these capabilities may exist today in a customer’s information manage-
ment landscape, but they are typically offered in a myriad of different ways across 
several disparate toolsets that require different skills and different frameworks, 
whereas the AI technology platform provides a single, comprehensive way to man-
age all data types cohesively and intelligently. The AI technology platform is usu-
ally designed to be used by different user profiles throughout the enterprise. From a 
business user with technical affinity to developers and data scientists, there are mod-
ules, services, and tools for all levels. The typical life cycle the AI technology plat-
form supports comprises the following phases:

 1. Data management: A comprehensive suite of intelligent information manage-
ment capabilities enables the handling of data that implies the entire artificial 
intelligence process. This allows IT enterprise architects, data engineers, and 
data management experts to eliminate data silos and guarantee that data science 
teams have access to the necessary data in a governed manner. By utilizing tools 
for profiling, preparing, and merging data, data science teams can quickly obtain 
the datasets they need to advance to the next stage.

 2. Experimentation: The AI technology platform equips data scientists with famil-
iar tools, such as Jupyter Notebook, and essential frameworks like R, Python, or 
TensorFlow. Once set up, data science teams can use a Jupyter Notebook envi-
ronment to develop models employing open-source frameworks, pretrained 
 services, and visual pipelines for orchestrating data ingestion, training steps, or 
multiple models. Experiments addressing specific business problems are version- 
controlled, enabling teams to explore various potential solutions and models, 
and effortlessly test and iterate until they settle on a model suitable for production.

7.4 Side-by-Side Artificial Intelligence
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 3. Productization: Models can be rapidly deployed into production by bundling the 
necessary assets, such as pipelines and model assets, into an artificial intelli-
gence scenario. In production, an artificial intelligence operations team can eas-
ily take over, connecting production data to the new scenario, (re)training, 
deploying models to model servers, integrating with business applications, and 
generating insights. Once in production, models can be centrally managed from 
a single cockpit, where ongoing testing, retraining, and quality monitoring can 
be conducted.

Models and pipelines can be reused, recombined, and traced throughout the 
entire process and applied to new scenarios, including dataset reuse. Data scientists 
directly use the artificial intelligence functionality through a set of tools run as Web 
applications, either within the AI technology platform or indirectly via applications 
that call REST APIs. Both tools and backends providing REST APIs are based on 
the system application server, which assists in delegating aspects like user authenti-
cation and authorization to the platform. As depicted in Fig. 7.5, the AI technology 
platform offers a data lake for business data, allowing application data to be extracted 
from the ERP system for training artificial intelligence models.

The pipeline engine facilitates pre- and post-processing of application data by 
providing a graphical programming model for constructing pipelines. These pipe-
lines manage data ingestion, training, and inference tasks and are composed of 
operators and data flows that connect them. Operators can be pre-built connectors 
for integration with data sources using ERP platforms, customizable options like 
Python operators, or serving operators that expose a REST endpoint. Specialized 
artificial intelligence operators are available for calling functional services, such as 
image classification, or core services for model training and serving. The operator 
concept is compatible with third-party frameworks that data scientists prefer to use. 
Built on a scalable Kubernetes infrastructure, the pipeline engine orchestrates intri-
cate data flow pipelines, supports diverse execution runtimes (e.g., R, Python, Spark 
AI), and enables connectivity to ERP systems. Data scientists perform exploration 
and feature engineering on application data to define artificial intelligence models, 
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using common data science tools like Jupyter Notebook and Python. Typically, a 
framework is provided for deep learning scenarios that allows training on GPU 
infrastructure. To implement artificial intelligence use cases, application teams must 
establish artificial intelligence scenarios and model pipelines. The AI technology 
platform organizes each artificial intelligence use case through the artificial intelli-
gence scenario artifact, which bundles all design-time entities needed to address an 
artificial intelligence business question. This artifact also keeps track of consumed 
and produced artifacts, such as datasets and artificial intelligence models, as well as 
the metrics reported by them, serving as the foundation for artificial intelligence 
scenario life cycle management.

Inference and training processes are developed as pipelines consisting of sequen-
tial and parallel tasks. For each artificial intelligence scenario, a training pipeline is 
provided that processes training data from the ERP system to train algorithms for 
specific use cases. Structured data is managed by a tabular operator and stored in a 
data lake, while unstructured data is handled by an object store and big data storage. 
Application data is often deleted after a training run, but in cases with frequent 
retraining, deltas must be periodically received and stored for subsequent training 
runs. Application data can be persisted or streamed based on continuous data trans-
fer without persistency. Training and inference pipelines are exposed through REST 
services, which are invoked remotely by artificial intelligence applications and inte-
grated into business processes and user interfaces. This ensures that artificial intel-
ligence capabilities are delivered as built-in functionality to the appropriate person, 
location, and time. The operation and monitoring of artificial intelligence models 
are managed through various administration applications:

• An artificial intelligence operations cockpit displays deployed models, their run-
time KPIs, and produced artifacts. It enables manual activation of artificial intel-
ligence scenarios and pipeline calls, as well as landscape management, model 
configuration, and artificial intelligence scenario provisioning to other tenants.

• Scenario scheduling enables automated calls to the pipeline API.
• A debrief cockpit provides data scientists with KPIs for the created inference 

pipelines/models during exploration and retraining phases.

As depicted in Fig. 7.5, within the ERP framework, an intelligent scenario cor-
responds to the artificial intelligence scenario on the AI technology platform. An 
intelligent scenario is a design-time artifact representing an artificial intelligence 
use case, containing metadata such as the use case’s name and description. It 
includes the coded class responsible for implementing the artificial intelligence 
model’s consumption logic. In the AI technology platform, a model training and 
inference pipeline are provided for each artificial intelligence use case. The training 
pipeline accesses the necessary application data based on the data extractor, typi-
cally a core data model view offered by the ERP application. These pipelines are 
accessible through REST services and can be invoked from the ERP system. The AI 
life cycle management framework generically calls the training REST service, 
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which has a standardized signature. This component manages the artificial 
 intelligence models’ life cycle and offers capabilities like scheduling training jobs 
and monitoring. The REST services’ signature for model consumption is scenario- 
specific (e.g., forecasting sales order revenue or predicting debt default risk) and is 
managed by the consumption logic coding class, as illustrated in Fig. 7.5. This class 
essentially encapsulates the REST service into an ERP API, allowing artificial intel-
ligence applications to integrate inference results into business processes and user 
interfaces. Optionally, inference results can be cached for scenarios requiring per-
formance optimization. The consumption logic coding class is registered to an intel-
ligent scenario within the ERP framework. To maintain a consistent programming 
model across all artificial intelligence use cases, the class is standardized by imple-
menting interfaces. Side-by-side artificial intelligence scenarios must register the 
consumption logic class in the AI life cycle management framework through an 
intelligent scenario. During development, changes to the intelligent scenario are 
anticipated, so the artifact is initially saved as a draft. The draft status governs the 
transportation of the scenario registration content within the AI life cycle manage-
ment framework. ERP customers often struggle to comprehend the technical and 
business prerequisites needed to train and consume artificial intelligence scenarios. 
For instance, an adequate data volume is necessary for training artificial intelligence 
algorithms, and underlying business processes must be activated and configured to 
provide a meaningful foundation for the training process. As the number of artificial 
intelligence scenarios grows, manual evaluation by ERP customers becomes unfea-
sible due to high total cost of ownership (TCO) and significant complexity. 
Consequently, an automatic prerequisite check capability is needed to validate 
whether the necessary prerequisites for training and consumption are met for each 
artificial intelligence scenario. Intelligent scenarios facilitate these prerequisite 
checks by implementing a consistent interface. This allows for the assessment of the 
artificial intelligence use case’s readiness and consistency, such as determining if 
sufficient data is available for model training. The AI life cycle management frame-
work performs these checks to evaluate whether the prerequisites for model training 
are met. To enable customer extension of the coded classes, enhancement spots 
should be incorporated, allowing customers to augment the consumption logic or 
add specific transformations, for example.

As previously mentioned, on the AI technology platform side, the artificial intel-
ligence scenario and pipeline artifacts must be defined. The training and inference 
pipelines encompass the necessary artificial intelligence logic and are modeled 
graphically based on operators for transformation, validation, or algorithm integra-
tion. The artificial intelligence scenario serves as a link among all development 
artifacts in the AI technology platform to address life cycle management. The train-
ing and inference pipelines are exposed to the ERP platform via REST services. The 
consumption logic class is needed to wrap these REST services and make them 
accessible through ERP methods. Figure 7.6 illustrates the basic steps for the train-
ing and inference pipelines, which can vary per use case.
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7.5  Conclusion

In this chapter, we explained the solution architecture for embedding artificial 
 intelligence into ERP software and the underlying guiding principles. We identified 
two different technical patterns with which all artificial intelligence use cases in 
ERP systems can be implemented. The embedded artificial intelligence pattern 
makes use of the available capabilities of the ERP platform. Thus, artificial intelli-
gence applications can be developed with low costs and high efficiency, as applica-
tion data must not be replicated outside of the ERP database system for model 
training. However, advanced scenario with sophisticated algorithms and huge hard-
ware requirements are scaled out to a sidecar AI technology platform referred to as 
side- by- side artificial intelligence. The main reason for this is to avoid the response 
time of transactional business processes to suffer from performance intensive train-
ing and inference jobs. AI technology platforms provide a scalable infrastructure 
supporting the state-of-the-art artificial intelligence libraries and hardware. Thus, 
the proposed solution architecture scales with the requirements of the use cases. 
Simple scenarios are implemented with embedded, while complex ones are devel-
oped with side-by-side artificial intelligence approach. The anticipated solution 
architecture is seamless integrated into the ERP programming model. Conversely, it 
reuses existing ERP concepts (e.g., authorization, user interface integration), core 
data model content (e.g., views for sales order or supplier), and tools (e.g., develop-
ment environment or customizing frameworks). Furthermore, it works for public 
cloud, on- premise, and private managed deployment. Consequently, the solution 
architecture is simple but powerful.
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8Life Cycle Management

In this chapter, we specify the business requirements and propose the solution 
 concept for life cycle management. In the context of artificial intelligence, new arti-
facts and processes are introduced that must be considered from the life cycle man-
agement perspective. For example, artificial intelligence models must be trained, 
deployed, activated, and monitored. Those aspects are not covered by classic life 
cycle management tools and concepts. ERP systems have a very complex life cycle 
as they are long-lasting, rich in functionality, and available in different deployments 
(e.g., on-premise and in the cloud). Artificial intelligence artifacts must be seam-
lessly integrated in the overall ERP life cycle management.

8.1  Problem Statement

In the realm of artificial intelligence, novel elements must be taken into account in 
life cycle management to deliver the operational qualities that customers anticipate 
from an intelligent ERP system. This section concentrates on the stage where a 
customer investigates an artificial intelligence scenario within the ERP system to 
comprehend its value, prerequisites, and the necessary infrastructure for its utiliza-
tion. We outline the requirements in relation to the steps customers need to under-
take to use and manage artificial intelligence scenarios: check, setup, train, deploy, 
and monitor. The emphasis lies on the artificial intelligence specific aspects, while 
existing solution approaches for life cycle management, such as delivery or support 
processes, are assumed. Let’s examine these steps and the role of artificial intelli-
gence in each of them:

• Check
 Customers often find it challenging to determine the technical and business pre-

requisites needed to train and utilize artificial intelligence scenarios. For instance, 
an adequate data volume is essential for training artificial intelligence algorithms, 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_8&domain=pdf
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and underlying business processes must be activated and configured to establish 
a meaningful basis for the training process. As the number of artificial intelli-
gence scenarios grows, manual evaluations become impractical due to high total 
cost of ownership (TCO) and immense complexity. Consequently, an automatic 
prerequisite check capability is necessary to validate whether the required pre-
requisites for training and consumption are met for each artificial intelligence 
scenario.

• Setup
 Before customers can begin using side-by-side artificial intelligence scenarios, 

connectivity to the AI technology platform must be established. During this 
onboarding process, a customer account with service entitlement and a service 
key is generated. The service key’s content provides the information for the ini-
tial communication configuration on the ERP platform side to access the artifi-
cial intelligence services in the AI technology platform. This operation model is 
manual, labor-intensive, and challenging for customers to manage. As a result, 
the setup process should be automated using a wizard that guides customers 
through the steps of provisioning and connecting the AI technology platform.

• Train
 Customers need to train artificial intelligence models for consumption. However, 

the training process is typically manual, time-consuming, and less transparent to 
customers. Moreover, the calculated model accuracy KPIs are not adequate for 
usage decisions. Thus, the training process should be offered as a self-service 
option for the customer for all artificial intelligence scenarios. Customers must 
be empowered to adjust parameters to enable successful training. Errors and 
warnings should be communicated in a language that non-AI experts can com-
prehend. Fully automated training runs based on scheduled jobs should be sup-
ported, and event-driven triggering of training jobs should be possible.

• Deploy
 Customers need control over the timing of deployment and activation of trained 

models. However, models are usually deployed in the DevOps mode, which is 
costly and time-consuming due to manual steps. Automating this process is ben-
eficial, allowing customers to deploy the model as a self-service option. 
Simultaneous deployment of multiple models should be supported for purposes 
such as A/B testing before model activation. Deactivation of models should also 
be possible, like un-deploying models with insufficient accuracy. The history of 
model activation/deactivation should be documented for monitoring and auditing 
purposes.

• Monitor
 Customers want to assess the quality of productively used models at runtime. 

However, artificial intelligence infrastructure often only provides technical mon-
itoring, lacking business process aspects. Monitoring should offer customers a 
comprehensive view of the artificial intelligence models in use, based on a cen-
tral cockpit for all artificial intelligence scenarios. This should include, for exam-
ple, model status, accuracy KPIs, the state of inference calls, and the volume of 
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processed data. In case of issues, alerts should be raised to inform administrators 
to take action. Solution proposals should be recommended to administrators for 
resolving problems. Statistics should be provided, such as the number of errors, 
the amount of resource consumption, or the costs incurred.

In this context, it is essential to differentiate between various roles:

• Business Users
 These users concentrate on managing business operations and utilize artificial 

intelligence features within this context, such as on user interfaces. For instance, 
they may modify chart layouts, date formats, or conceal table columns. These 
alterations are local and do not impact others. Such modifications are not exclu-
sive to artificial intelligence and can be considered as granted.

• Business Experts
 These specialized key users possess extensive business and technical expertise. 

They handle the majority of configuration and extensibility tasks, including 
enhancing data sources for model training, replacing algorithms, and expanding 
pipelines. However, they typically require assistance from data scientists who 
conduct artificial intelligence explorations as a preliminary step. The changes 
they make affect individuals in specific business areas and the entire 
organization.

• Business Administrators
 These technical users oversee the administration of artificial intelligence applica-

tions, including training, deployment, and monitoring of artificial intelligence 
models. They specifically configure models and schedule training jobs for artifi-
cial intelligence scenarios. They collaborate with data scientists and implement 
their recommendations. The changes they make affect individuals in specific 
business areas and the entire organization.

• Developers
 These technical specialists execute complex changes by writing code. They man-

age breakout scenarios where artificial intelligence logic (e.g., transformations, 
preprocessing) cannot be graphically modeled and must be coded due to high 
complexity. Developers are responsible for extending coded artificial intelli-
gence logic, with data scientists providing recommendations based on their arti-
ficial intelligence explorations. They also integrate artificial intelligence features 
into user interfaces and business processes. The changes they make affect indi-
viduals in specific business areas and the entire organization.

8.2  Solution Proposal

In this section, we delve into the technical execution of the business requirements 
outlined in the previous section. To provide the necessary background, we will first 
address the subsequent inquiries:
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• Which artifacts, unique to artificial intelligence, demand particular attention in 
terms of life cycle management?

• What are the processes associated with managing the life cycle of these artifacts?
• Who initiates these processes, and in what manner are they activated?

8.2.1  Artifacts, Processes, and Roles

We have pinpointed the artificial intelligence components depicted in Fig. 8.1. The 
central design-time element is an intelligent scenario, encompassing all the neces-
sary artifacts for implementing an artificial intelligence based solution. In essence, 
it addresses the primary problems to be tackled using artificial intelligence. Data 
scientists determine the required algorithms and data features for this purpose. To 
train the algorithm, suitable application data is needed. As a result, a core data 
model view is offered, which can encompass multiple application tables and carry 
out initial data transformations. The intelligent scenario also includes the definition 
of the inference API’s signature during design time, enabling the integration of the 
inference API into consuming applications and business processes. However, the 
inference API only yields significant results after the underlying artificial intelli-
gence model has been trained. Before training artificial intelligence models, prereq-
uisite checks are conducted, which are specific to the artificial intelligence scenario 
and ensure that all necessary conditions for training are met, such as the availability 
of adequate application data or the completion of required process configurations.

Once the prerequisite checks are successfully completed, the training process is 
initiated. This involves utilizing the training infrastructure, which extracts the essen-
tial metadata from the relevant intelligent scenario, executes the training, and saves 
the trained model. The inference infrastructure supplies the consumption API tai-
lored to the particular scenario and model, allowing the artificial intelligence func-
tionality to be incorporated into applications and business processes.
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In Fig. 8.2, we outline the various processes, triggers, and roles associated with 
the mentioned artifacts, which necessitate life cycle management considerations. 
Business users typically utilize artificial intelligence features to carry out their daily 
tasks and meet their business requirements. Business administrators conduct the 
prerequisite assessments. These findings serve as the foundation for determining if 
the artificial intelligence scenario can be executed. If the decision is affirmative, 
technical administrators carry out the setup, while the business administrator over-
sees the training and deployment phases. Artificial intelligence scenarios are con-
stantly monitored. However, business administrators generally only take into 
account the monitoring data when there are alerts related to business or technical 
problems, such as incorrect results from the inference API or excessive system 
resource allocation by the training job.

In managing the life cycle of an artificial intelligence application, we suggest 
utilizing the Al life cycle management framework. This framework aims to facilitate 
and standardize the execution and operation of intelligent scenarios within ERP 
software, with a primary emphasis on operational aspects. The framework stream-
lines life cycle management tasks such as prerequisite assessments, training, deploy-
ment, activation, deactivation, monitoring, and inference consumption across a 
variety of business domain-specific intelligent scenarios. The AI life cycle manage-
ment framework offers more straightforward functionality and features, enabling 
individuals without expertise in artificial intelligence to carry out life cycle manage-
ment operations for an intelligent scenario. The intricacies of managing intelligent 
scenarios across different layers, such as the ERP platform and the AI technology 
platform, are made more accessible through this framework. It allows business 
administrators to conduct life cycle management operations for intelligent scenarios 
as a self-service operation from a centralized control center. The framework’s archi-
tecture is illustrated in Fig. 8.3.

Furthermore, the framework provides a cohesive operational experience for both 
embedded artificial intelligence and the side-by-side artificial intelligence approach, 
based on intelligent scenarios.

In side-by-side scenarios, the framework incorporates a consumption client 
REST API for the AI technology platform. This contains the logic necessary to call 
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the platform-specific REST APIs in a native manner. The AI technology platform 
offers a range of REST APIs for various aspects, such as artificial intelligence sce-
narios, training, deployment, and metrics. The AI life cycle management framework 
consumes and orchestrates these APIs to present a more straightforward view for 
non- experts in artificial intelligence when operating side-by-side intelligent sce-
narios. The framework presumes that the connection between the AI technology 
platform and the ERP system is set up beforehand, complete with the necessary 
authorizations and valid authentications, for instance, exchanging data for model 
training or batch inference. The framework includes the following applications, as 
depicted in Fig. 8.3:

• Intelligent Scenarios
 With this application, developers can establish intelligent scenarios in the AI life 

cycle management framework, including basic details and a class that refers to 
the code for artificial intelligence logic (e.g., data transformations or consump-
tion behavior). Customers and partners can access this application to develop 
their own intelligent scenarios.
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• Intelligent Scenario Management
 Utilizing this application, business administrators and domain experts can carry 

out operations such as prerequisite checks, training, deployment, activation, and 
monitoring of the intelligent scenario for a specific business domain. This appli-
cation is designed with a focus on non-experts in artificial intelligence, enabling 
them to manage intelligent scenarios.

The AI life cycle management framework encompasses the business administra-
tor’s perspective on operating an intelligent scenario. To provide a simplified opera-
tional approach, the framework necessitates the development-related artifacts and 
processes. Figure 8.4 demonstrates the phases to be executed by the developer dur-
ing design time and the phases to be performed by the business administrator on the 
customer side. The technical specifics of these phases vary based on the artificial 
intelligence approach (embedded or side by side).

The development of an intelligent scenario is an activity that takes place dur-
ing the design phase, carried out by developers as they work on the project. These 
intelligent scenarios, which come from various application domains within ERP 
system, adhere to an interface that has been pre-established by the framework. 
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This creation process enables the framework to thoroughly comprehend the 
properties and behavior of an intelligent scenario while it is running. To create an 
intelligent scenario, developers must implement a coding class that follows the 
predefined interface from the applications that provide the scenario. This class 
serves as the representation of the intelligent scenario within the ERP system. 
The framework uses the predefined interface as a marker to recognize the repre-
sentations of intelligent scenarios and to associate them with the content found 
in the artificial intelligence technology platform during runtime, using a globally 
unique identifier (GUID). The predefined interface requires the implementation 
of the GET_SCENARIO_GUID method, which returns the scenario GUID to 
align with the content present in the connected AI technology platform instance. 
This scenario GUID is a globally unique identifier generated by the AI technol-
ogy platform.

The framework does not carry out the AI technology platform’s content provi-
sioning. Figure 8.5 demonstrates the interdependencies between the framework, an 
intelligent scenario from the application domains, and the content GUID of the 
artificial intelligence technology platform. By default, the registered scenarios are 
in a draft state and are published once the development of the scenario and its inte-
gration with the framework’s operational aspects are finalized. The intelligent 
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scenarios are registered within the framework, transported, and made accessible for 
customers to utilize in different releases.

8.2.2  Prerequisite Check

The AI life cycle management framework assists in conducting necessary checks for 
intelligent scenarios before integrating them into the system. These scenarios demand 
high-quality training data with a sufficient volume to achieve optimal results. In cer-
tain instances, configuring a business process in the system may be required in addi-
tion to meeting data prerequisites. The framework offers a distinctive approach to 
perform qualification checks for an intelligent scenario beforehand and appraise the 
outcomes to determine the implementation strategy. Business administrators can 
choose an intelligent scenario from the framework and initiate the prerequisite evalu-
ations using the necessary parameters. The resulting information provides crucial 
insights into data quality, data volume, and configuration checks, enabling business 
administrators to either utilize the intelligent scenario or make any additional adjust-
ments needed in the system. The framework also records historical evaluations of 
prerequisite conditional checks for an intelligent scenario, ensuring traceability and 
supportability. Typically, business data found within the ERP application area is used 
for these evaluations. Prerequisite checks are specific to a business domain, so they 
must be implemented by the intelligent scenario developer and linked to the scenario 
in the framework with the artificial intelligence logic class. For instance, a finance-
related table needs over 10,000 records for accurate results in the intelligent scenario 
inference calculation related to a finance use case. Developers of these checks should 
adhere to the framework’s design guidelines. A scenario may examine various condi-
tions at the individual breakdown level in the system and generate a composite out-
come to inform the business administrator about the feasibility of using that scenario. 
The framework defines the respective data structures, table types, exceptions, and 
interfaces for the prerequisite checks. Developers should utilize these objects when 
implementing the prerequisite evaluations. Business administrators have the author-
ity to execute these checks from the business data authorization profile and maintain 
access control. Prerequisite checks for intelligent scenarios can be enhanced or cor-
rected over time due to ongoing learnings and findings from customer implementa-
tion experiences. In such cases, improvements to the check logic from the intelligent 
scenarios can be delivered through regular updates.

8.2.3  Training

For an efficient computation of inferences related to a business problem, the intel-
ligent scenario is consistently trained using the corresponding historical data. The 
business administrator initiates the training of an intelligent scenario within the AI 
life cycle management framework. The sequence shown in Fig. 8.6 illustrates the 
process for training using the side-by-side artificial intelligence approach.
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Upon completion of a training operation within the AI technology platform, the 
relevant metrics, key influencers, and overall quality of the training process are sup-
plied to the business administrator for examination and decision-making purposes. 
The business administrator has the ability to input various parameters for the train-
ing activity, as outlined in the intelligent scenario, and assess the outcomes of the 
trained models. The framework should offer a comparative perspective for the busi-
ness administrator, enabling them to evaluate different training executions and 
determine which trained model should be utilized in the deployment process. The 
framework records the parameters used during a training activity to create templates 
for the training process. Furthermore, the framework should support regular sched-
uling of training jobs, notifications, and asynchronous training executions.

8.2.4  Deployment

Business applications ought to have the capability to consume trained models for 
inferring from a given dataset without any disruptions. It is essential that business 
users are not burdened with the intricacies of the process, yet they require a method 
to manage the consumption of trained models by their applications. The responsibil-
ity of choosing a trained model does not lie with the business user, but rather with 
the business administrator. The AI life cycle management framework assists in 
streamlining the deployment and activation process from the viewpoint of the busi-
ness administrator, as demonstrated in Fig. 8.7. Deployment refers to the creation of 
an operational server instance using the trained models obtained from a training 
activity, intended for productive inference consumption. The business administrator 
has the flexibility to create a deployment of a trained model at any moment within 
the framework, without affecting the business applications. In this scenario, the 
application benefits from the ability to modify deployments during runtime, based 
on the analysis conducted by the business administrator.

In an intelligent scenario, numerous trained models and multiple deployments 
can coexist, but by default, only one active deployment is supported. The business 
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administrator selects a trained model for deployment based on metrics, key 
 influencers, and the quality of the training models. The framework offers the ability 
to test a deployment from the standpoint of the business application and determine 
whether to activate it for productive use. The activation of a deployment is a feature 
within the framework that enables business administrators to successfully test 
deployment and the corresponding inference consumption within the business con-
text. If the results are accurate, the business administrator can activate the deploy-
ment for consumption by all business users. This functionality within the framework 
allows for the integration of intelligence into the ERP business application while 
giving business administrators more control. The active model of an intelligent sce-
nario is utilized by ERP business applications to consume the inference, as the 
framework conceals the complexity of active deployment from the applications. 
Business administrators also have the option to roll back an active deployment 
under specific circumstances and conditions. Furthermore, the framework recom-
mends un-deploying a trained model in instances where a trained model is nonac-
tive and has been running for an extended period.

8.2.5  Inferencing

The application of artificial intelligence takes advantage of inference values by 
inherently incorporating them into business procedures and user interfaces. In the 
case of side-by-side artificial intelligence, the applications make use of the infer-
ence outcomes by calling upon the inference REST API, which is connected to the 
active deployment.

Every new implementation of a trained model creates a new REST API within 
the artificial intelligence technology platform, which can cause issues for the stable 
consumption of an inference REST API by artificial intelligence applications. To 
address this, the framework provides a utility class that enables the stable consump-
tion of the inference REST API. However, business applications still need to directly 
call the inference REST API. As a result, the AI life cycle management framework 
offers a generic utility, as illustrated in Fig. 8.3, to obtain the dynamic inference 
REST API of a specific active deployment. The framework returns an HTTP object 
that contains the dynamic REST API and other properties inherited from the frame-
work. With this returned object, applications can execute the inference and interpret 
the response data. To identify the corresponding active deployment in the AI tech-
nology platform, the scenario GUID must be passed to the framework utility class. 
The framework may also introduce additional parameters, such as username, during 
runtime invocation. In the case of embedded artificial intelligence, the framework 
generates a class for artificial intelligence logic during registration. This class is 
used directly, rather than the inference provider generic utility class. The inference 
sequence is shown in Fig. 8.8.
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8.2.6  Monitoring

The AI life cycle management framework allows business administrators to 
 constantly oversee the implementation of trained models and the progress of asyn-
chronous training processes. This framework includes a functionality that persis-
tently verifies the presence of a deployed trained model and alerts the business 
administrator if any issues arise. As discussed in the training segment, the process 
of data ingestion and running an artificial intelligence algorithm can be time-con-
suming and may be carried out asynchronously. Consequently, the framework con-
sistently considers the training execution and informs the business administrator at 
consistent intervals. Additionally, the framework offers sophisticated monitoring of 
the decline in performance of deployed trained models and the usage of inference.

8.3  Conclusion

New artifacts and processes related to artificial intelligence are being introduced in 
this chapter. These must be taken into account from the perspective of life cycle man-
agement. For instance, it is necessary to train, deploy, activate, and monitor artificial 
intelligence models. Traditional life cycle management concepts and tools do not 
address those aspects. As a result, we deducted the business requirements and pro-
posed implementation concepts for managing the life cycle of artificial intelligence. 
Particularly, we suggested a framework handling the entire life cycle and covering 
the aspects prerequisite checks, training, deployment, inferencing, and monitoring.

8.3 Conclusion
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9Data Integration

In this chapter, we specify the business requirements and propose the solution 
 concept for data integration. For the side-by-side artificial intelligence approach, 
data integration is required because application data must be extracted from the 
ERP system into the AI technology platform for model training but also batch infer-
ence. While the data integration for model training is unidirectional, for batch infer-
ence, the results must be transferred back to the ERP system. Initial load but also 
delta handling and packing must be resolved for the data replication as ERP sys-
tems always process mass data.

9.1  Problem Statement

Data integration entails combining information from various distinct sources, which 
utilize different technologies, in order to present a cohesive view of the data. Within 
the realm of artificial intelligence, data integration becomes essential during the 
training phase. While data integration is not pertinent to online inference when 
using artificial intelligence models through APIs, it is relevant for batch inference, 
where predictions are generated for multiple requests simultaneously. As previously 
mentioned, the training process is crucial for both embedded and side-by-side arti-
ficial intelligence. However, in the case of embedded artificial intelligence, the 
training data is accessed locally, eliminating the need for data integration. As illus-
trated in Fig. 9.1, data integration is typically necessary for side-by-side artificial 
intelligence, where application data must be transferred from the ERP system to AI 
technology platform for the purpose of model training and batch inference.

Application data may be organized in a well-defined relational schema, known as 
structured data, or it may be unstructured, such as files or emails. Both types of data 
will be considered for data integration, with the primary emphasis on extracting 
structured data, which is the main case for ERP data.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_9&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_9
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Fig. 9.1 Data integration requirement

The data integration solution should facilitate an initial load, which is the first 
step in transferring all records from the ERP system to the target system. Delta loads 
must also be supported. If a data source’s overall size (the number of rows multi-
plied by the width of a row) is small, the data consumer can monitor changes to the 
data source through a full reload of the source. However, this is only recommended 
for customizing-like data sources (e.g., code lists) that seldom change. For other 
sources that change frequently (e.g., transactional data), this approach is generally 
not viable. To replicate such data sources, delta handling is necessary, which accom-
plishes the initial load by replicating changes that occurred since the last data repli-
cation. Long-running data extraction tends to become unsynchronized, meaning 
that the data source contains different data than the replicated version, but the syn-
chronization process does not show an error. Possible reasons for this include:

• Lost updates during the synchronization process
• Deletion on the receiver side
• Source objects falling out of scope if source object filters are used

As a result, a resynchronization of the replicated data must be supported, either 
through a complete reload of the data or by comparing and resolving the differences 
between the source and receiver. The second approach is more complex, but a com-
plete reload may not be feasible for large data volumes. Data replication typically 
increases the total cost of ownership (TCO) due to factors such as additional disk 
space requirements. For artificial intelligence scenarios where data replication can 
be avoided, a live connectivity/data streaming capability should be offered.

ERP systems deliver data for extraction in a provider-driven manner, meaning 
that data sources are designed to ensure comprehensive coverage of ERP data with 
minimal redundancy. Specific consumer scenarios may necessitate data in a particu-
lar structure or with transformations (e.g., aggregations) already executed. Some of 
these transformations could be achieved by creating customer- or consumer-specific 
data sources. Tools should be available for key users to create their own data sources 
or enhance existing ones, including the ability to add simple transformations. Some 
of these transformations may also require access to additional data in the source 
system that is not replicated, in which case custom data sources are the only option.

9 Data Integration
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Certain transformations may necessitate access to external data or be so 
consumer- specific that they will not be implemented in the source system. In these 
cases, the data integration technology must provide the option to add transforma-
tions before delivering the data to the consumer. ERP software stores data in an 
internal format (e.g., internal code lists or currency-related amounts with two deci-
mals). Some consumers may be able to consume data in the internal format (assum-
ing that all relevant customizing settings are synchronized between the provider and 
consumer systems). However, most consumers are either unaware of the internal 
format or unable to perform the necessary conversions because they do not support 
the same conversion routines. Consequently, a consumer must be able to receive 
data in an externally understandable format. Additionally, it must be possible to map 
the key of the object instance during the extraction process so that sender and 
receiver instances with different key values/structures can be mapped to one another.

Modern ERP systems offer a comprehensive framework for data integration sce-
narios. They rely on core data model views as the internal layer for accessing data, 
and the data integration model should be built upon them. Various tools can utilize 
this model, offering diverse integration capabilities and qualities. For artificial intel-
ligence applications, a data extraction solution must possess the following features:

• Consistency
 Data integration consistency is essential at the view level. Typically, a core data 

model view is composed of multiple database tables. To ensure consistency, data 
extraction must be aware of the view’s associations with the underlying database 
tables and accurately replicate all changes from a single database transaction 
involving these tables (delta load). Additionally, a consistent method for the ini-
tial load of core data model views should be available.

• Read access
 In certain contexts and for specific data sources, read-access logging may be 

necessary to guarantee auditing of each data access in the provider system. As a 
result, the data extraction solution must allow read-access logging for particular 
data sources.

• Data protection and privacy
 Data in the source ERP system must comply with legal and product standards 

for data protection and privacy (data blocking, end-of-purpose deletions, reten-
tion period handling). Even when extracted to another storage source, data must 
meet these requirements. The provider system must enable the consumer to be 
informed about data life cycle events through an information lifecycle manage-
ment solution, and the consumer must consider these events and manage the data 
accordingly. ERP software offers interfaces to obtain information about informa-
tion lifecycle management events. The data extraction technology must provide 
this information to relevant consumers. If an ERP system delivers a consumer, 
it must ensure proper data handling, or the customer can add the handling as 
desired.

• Implicit selection
 Since the smallest selectable entity for extraction by a consumer is a core data 

model view, this feature requires an option to define a set of views (1..N) for 
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extraction. To simplify this selection, an option for implicitly selecting all core 
data model views related to a single business object should be available.

• Consumer-defined views
 ERP data sources are generally not designed for specific consumer applications. 

They are defined as provider-driven core data model views and may not be tai-
lored for a particular customer use case. Consequently, customers must be able 
to create their own data sources for replication (consumer-defined views). These 
data sources should have the same features and functions as defined ERP data 
sources. A customer may use all available whitelisted artifacts to build their data 
source, preferably based on stable core data model views. Customer- or 
consumer- specific data sources may be required to replicate customer-specific 
data (custom business objects or fields) or to transform data to meet a specific 
consumer’s needs.

• Monitoring and analysis tools
 The data integration solution must offer local tools for monitoring and error anal-

ysis to identify and resolve data integration problems. Additionally, it must sup-
port integration into ERP’s central tools for monitoring and error analysis, such 
as cross-system monitoring and error correction.

• Stability contracts and independent upgrades
 Communication partners in a data integration scenario must be capable of inde-

pendent upgrades without requiring downtime on one side during the other’s 
upgrade. Therefore, data integration interfaces must adhere to specific stability 
contracts. Moreover, the integration technology must ensure that partners can be 
upgraded independently, including irregular field length extensions on the ERP 
system. The technology must provide a means to resume data integration at the 
point of disruption (e.g., network failure, consumer upgrades) without needing a 
complete data reload, ensuring that occasional disruptions do not affect overall 
data integration quality.

• High data volume/data change support
 The data integration technology should not impact the ERP system in a way that 

hinders normal, operational tasks. In particular, data integration should not 
necessitate planned downtime for the initial load to achieve consistency. The 
technology and protocols employed must support high data volumes and/or fre-
quent data changes. The consumer should be able to receive data in defined pack-
age sizes to avoid overload. The technology and protocols must also support 
scenarios with low bandwidth between communication partners. In accordance 
with the specific requirements of a given situation, it is essential to have the abil-
ity to adjust the settings so that modifications in the data source can be reflected 
in the target system either almost instantaneously or within a designated 
time frame.

• On-premise and cloud support
 The data integration solution should be capable of facilitating data integration 

between on-premise and cloud-based ERP systems, encompassing all possible 
combinations and interactions with external systems.
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9.2  Solution Proposal

Data Integration refers to the process of transferring ERP data through a universal 
mechanism for a variety of objectives, such as analytics, artificial intelligence, or 
the development of transactional applications. It is important to note that Data 
Integration does not initiate any business process steps. This section delves into the 
various orchestration patterns and technologies available for data integration in the 
context of ERP solutions. In a consumer-driven data replication approach, the data 
consumer chooses the data sources from a data provider that are required for their 
needs. The underlying technology then replicates the data from these sources to the 
data consumer, adhering to the selected quality standards. From a business stand-
point, the data provider remains unaware of who is requesting the data and for what 
purpose. In contrast, provider-driven data replication involves the data provider 
being aware of the purpose of the data replication, defining the quality standards, 
and ensuring they are met. A common example of this type of replication is the 
transfer of master data from ERP systems to other applications. Data integration can 
be technically implemented using various patterns, with the primary data integra-
tion patterns in the context of ERP illustrated in Fig. 9.2. There are two primary 
methods for replicating data from the source to the target system. The Push Data 
method involves the source system transmitting all relevant data or changes to the 
target system via APIs. As a data provider, the source system monitors the data and 
sends any detected changes to the target system, which acts as a passive data 
receiver, waiting for new values.

In contrast, Pull Data operates at consistent intervals, extracting pertinent infor-
mation from the source system. A particular logic detects alterations in the source 
system, extracts the data, and transfers it to the target system. The pull model is typi-
cally executed using a specific protocol, such as one for initial handshaking and 
package-wise data transmission. Consequently, the target system must also imple-
ment this protocol, leading to tighter coupling and increased development efforts. 
Additionally, the source system must open a port to allow the target system to peri-
odically retrieve data. This presents a security risk for ERP system setup, necessitat-
ing extra protective measures. Moreover, the performance of transactional processes 
in ERP may be impacted if numerous target systems and a high volume of data 
sources are involved. The push model effectively decouples the source and target 
systems, but it primarily shifts the data transfer responsibility to the source system. 
The push and pull methods can also be combined, as seen in the Feed and Query 
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model. In this approach, initial changes (such as employee ID, name, and email 
address) are pushed from the source to the destination application as notifications. 
If needed, an optional change feed may also be present, offering a full object repre-
sentation. These minimal attributes are referred to as the feed in the diagram above. 
The destination acquires additional data to update its local replica of the application 
data based on the notification. If necessary, a query can also be used, for instance, to 
continue business operations or display information to the end user in user inter-
faces. Although the preferred method is to obtain extra data from the application 
layer using APIs, data integration tools can also be utilized to implement the trans-
fer of application data from an API to a local schema. When data replication occurs, 
the initial data load can be accomplished by pulling data from the source system. To 
reduce data transfer following the initial load, only modified data should be trans-
mitted. A suitable protocol mechanism (such as an OData delta token) enables this. 
The Brokered Pattern is facilitated for applications that necessitate advanced data 
transformation options not available as built-in functions within ERP data provi-
sioning. Data consolidation, governance, and quality are also primary reasons for 
implementing the brokered pattern based on a central hub. The central hub typically 
supports both push and pull capabilities.

Data integration technologies in context of ERP systems can be categorized by 
organizational level and persistence handling. The organizational level takes into 
account whether technologies are data-centric or application-centric. The more 
application logic and code can or must be integrated into a given technology to cre-
ate a solution, the more application-centric it becomes. Conversely, if data struc-
tures and data storage aspects dominate the data integration setup, the technology is 
considered data-centric. The following levels of data integration exist:

• Manual integration/common user interface: Users interact with all relevant infor-
mation by accessing source systems or Web page interfaces directly. There is no 
unified view of the data.

• Application-centric/orchestrated integration: Integration logic shifts from appli-
cations to a middleware or central hub layer. While the integration logic is not 
developed within the applications, they still need to contribute to data integration 
partially.

• Data-centric integration: This level of integration is achieved using data-oriented 
technologies, including message brokers like KAFKA, RabbitMQ, Solace, and 
others, as well as replication solutions.

• Virtual integration/uniform data access: This method does not necessitate data 
replication from source systems. Instead, it establishes a set of views for provid-
ing and remotely accessing a unified view for the customer. Data is accessed 
remotely or virtually during runtime without being moved.

• Physical data integration/common data storage: A separate system stores a copy 
of the data from source systems, managing it independently from the original 
system. Technologies that follow the Extract-Transform-Load (ETL) paradigm 
are part of this level.

9 Data Integration
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Data integration persistence can be divided into copying (movement, replication) 
and non-copying (federation) paradigms, with the following cases:

• Non-copying: No data copy is created. Queries are evaluated against live data, 
and only the query evaluation result is sent back to the originator.

• Transitory copy: Message brokers typically store data temporarily in the payload 
part of a message to ensure the desired quality of service. Replication technolo-
gies maintain changed data in shadow copies or stable devices.

• Copying: Data is duplicated and stored in another logical structure, such as 
within the same database in data marts.

• Moving: Unlike copying, moving involves deleting the original data in the source 
system after successfully completing the copy operation.

Consequently, the following data integration technology groups are identified: 
Application to Application, Orchestration, Stream Processing, Message Broker, 
Replication, Offline and Occasionally Connected, Virtualization, Extract- 
Transform- Load, Migrations, and Conversions.

The comprehensive solution architecture for data integration, proposed in the 
context of side-by-side artificial intelligence, is illustrated in Fig.  9.3. Core data 
model views are defined on top of application tables, representing the semantic data 
model of the ERP system. These views conceal the complex database models and 
transform them into human-understandable entities. In addition to the SQL view 
definition, core data model views contain domain-specific metadata, known as 
annotations, used for analytics, data extraction, or search. Business logic consumes 
the core data model views to access structured data. A view-based data extraction 
framework should be used extracting structured data from ERP systems for artificial 
intelligence training. Output management and attachment services are utilized to 
extract unstructured data from the ERP system. Key user tools are provided for 
customers to define structured and unstructured sources for data extraction.
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Let’s explore the technical procedures associated with integrating data using 
 artificial intelligence methodologies.

9.2.1  Data Extraction with Views

Within the AI technology platform, each use case involving artificial intelligence is 
structured according to the artificial intelligence scenario artifact, as illustrated in 
Fig. 9.3. This artifact encompasses all the necessary development components for 
implementing a specific artificial intelligence use case. Both inference and training 
procedures are designed as pipelines consisting of sequential and parallel tasks. 
Notably, a training pipeline is established that obtains training data from the ERP 
system and processes it to train algorithms tailored to the specific scenario. 
Structured data is managed by a view operator and stored in a relational database, 
while unstructured data is overseen by the object operator and saved in an object 
store. In many cases, the stored application data is removed after the training is 
completed, although there are instances with high retraining frequency where, fol-
lowing an initial upload, the differences must be periodically received and stored for 
subsequent training runs. Data persistence is one option; alternatively, streaming the 
data and training the algorithm with live connectivity is a crucial capability for vari-
ous artificial intelligence use cases.

For data extraction, core data model views are used within the ERP system. This 
method offers the benefit of extracting data based on the same semantic layer as 
analytical and transactional applications, ensuring high quality and consistency. 
Additionally, the total cost of development (TCD) is lowered since existing core 
data model views can be repurposed. The initial data extraction steps using core 
data model views are as follows:

 1. During the design phase, views are enabled as outbound data interfaces through 
the extraction annotation for full delta extraction.

 2. The metadata of these views is exposed and utilized as structures for data persis-
tency in the target system.

 3. As shown in Fig. 9.4, an operational data provider is enabled for views from a 
technical standpoint. This provider supports extraction and replication scenarios 
for target applications and enables delta mechanisms in these situations.

 4. In the case of a delta procedure, data from a source as an operational data pro-
vider is automatically written to a delta queue using an update process or trans-
ferred to the delta queue via an extractor interface.

 5. The target applications, known as operational data queue consumers, obtain the 
data from the delta queue and proceed with data processing.

 6. Based on the required capabilities, the view operator is utilized for data pull 
scenarios, while the data integration operator is applied for data push scenarios.
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There are two methods for managing delta changes: one that relies on  timestamps 
and another that utilizes change data capture (CDC). When dealing with core data 
model views that include time-related attributes, the timestamp-based technique can 
be used, allowing the engine to compute deltas using this information. However, for 
core data model views that lack timestamp attributes, change data capture is the 
most suitable option. This method hinges on triggers associated with the database 
tables involved in a view. By analyzing the modifications made to the table, the 
subsequent alterations in the relevant data extraction views can be determined and 
saved in the operational data queue for any extraction consumer. While this approach 
does not require a specific field like a timestamp to calculate the delta, there are 
certain restrictions concerning the view structure. To determine the altered view 
rows from the modified table entries, the view must include the key fields of the 
underlying tables. Furthermore, any component that needs functionality based on 
database triggers can consume the change data capture.

9.2.2  Pipelines and Operators

The AI technology platform uses pipelines for algorithm training, as illustrated in 
Fig. 9.3. These pipelines embody process logic rooted in a graphical programming par-
adigm, facilitating data flow with transformations and persistence. A corresponding 
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runtime component enables pipeline execution within a containerized environment, 
typically running on Kubernetes. Pipelines are composed of process steps known as 
operators, which serve as vertices in a graph. Operators function as reactive compo-
nents, responding solely to environmental events in the form of messages received 
through their input ports. They can also interact with the environment via their out-
put ports. Importantly, operators remain oblivious to the graph they are part of and 
the origins and destinations of their connections. To function, operators necessitate 
specific runtime environments. For instance, an operator executing JavaScript code 
would require an environment equipped with a JavaScript engine. The AI technol-
ogy platform supplies predefined environments for operators, which are accessible 
to users through a library. When executing a graph, the tool converts each operator 
into processes and searches the library for a suitable environment to instantiate for 
the operator’s execution. Frequently, there are pre-established operators available for 
connecting ERP systems and converting structured or unstructured application data 
within the AI technology platform.

9.2.3  Output Management

Ordinarily, the primary access point for functions like printing, sending emails, or 
managing form templates in an ERP system is output control, as depicted in Fig. 9.5. 
This crucial component forms the backbone of ERP’s output management, which 
encompasses all functions and processes related to document output. By structuring 
output management functionality, output control enables its reusability across all 
business functions that have implemented it. Output management generates docu-
ments using templates and application data, with templates stored in a template 
repository and authored by both ERP developers and key users. Print forms, which 
are specifically designed for precise print output, represent a unique document cat-
egory and are produced using forms technology. The document output component 
is responsible for managing document output through the user interface (frontend 
output), backend printing, and backend email. The attachment service, a reusable UI 
component, can be utilized by ERP applications to attach documents, which are 
then stored on content management servers.

This reusable element relies on user interface control and allows attachments to 
be connected to business objects through document management or generic object 
services. The attachment service offers fundamental capabilities such as uploading, 
downloading, renaming, and removing an attachment within the primary applica-
tion. It also embraces the notion of drafts for adding a new attachment, modifying 
the attachment’s name, and eliminating an attachment, with changes being saved 
only when the user executes a deliberate save action. The creation of attachments 
necessitates a consuming application object. In the realm of artificial intelligence, 
this versatile component facilitates the training pipeline’s access to unstructured 
data generated by output management and attachment services.
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9.3  Conclusion

For side-by-side artificial intelligence, data integration is required because 
 application data must be extracted from ERP system into AI technology platform 
for model training and batch inference. In this section, we deducted the business 
requirements and proposed implementation concepts for data integration regarding 
artificial intelligence. The solution architecture for data integration that we suggest 
is based on core data model views that represent the semantic data model of the ERP 
system and is defined on top of the application tables. The core data model views 
also include domain-specific metadata, which are used for data extraction. This 
method has the advantage of providing high-quality and consistent data because the 
extracted data is based on the same semantic layer as analytical and transactional 
applications. We proposed two solutions for handling deltas, namely, timestamp and 
change data capture based. To extract unstructured data from the ERP system, we 
suggested to use output management and attachment services. Customers can define 
structured and unstructured sources for data extraction using key user tools.

9.3 Conclusion
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10Data Protection and Data Privacy

In this chapter, we specify the business requirements and propose the solution 
 concept for data protection and data privacy. ERP systems must fulfill legal require-
ments. Thus, processing of artificial intelligence must be compliant with data pro-
tection and data privacy legislations. For example, the training job must only 
consider personal data for which consent is given. Compliance must be ensured for 
all aspects of General Data Protection Regulation (GDPR). Authorization concept 
must ensure that only permitted user apply inference calls and consume the results.

10.1  Problem Statement

Over the years, the subjects of data-sharing standards and personal data protection 
have evolved, driven by the growth of information technology. The first legislation 
addressing these issues have been introduced in 1970 in the German federal state of 
Hessen. This law aimed to regulate data sharing within Germany but did not cover 
international data transfers. Consequently, data was processed and stored in other 
locations and jurisdictions with less stringent regulations. Regulators had to address 
this problem and implement restrictions on international data transfers. The ulti-
mate goal was to harmonize effective data protection across jurisdictions, allowing 
for the removal of transfer restrictions across national borders. The initial two data 
protection frameworks were the Organization for Economic Co-operation and 
Development Privacy Guidelines (OECD) in 1980 and the Council of Europe 
Convention for the protection of individuals concerning the automatic processing of 
personal data in 1981, also known as Convention 108. These regulations permitted 
data transfers to other participating states and even prohibited some transfer restric-
tions for privacy reasons between participating states. A more recent approach to 
regulating data sharing and data protection was introduced by the European Union’s 
Data Protection Directive in 1995, which led to the introduction of its successor in 
2016: The General Data Protection Regulation took effect on May 25, 2018. Data 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_10&domain=pdf
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protection and privacy have been significant concerns for decades and have grown 
in importance in recent years. Regulations like the General Data Protection 
Regulation (GDPR) and Organization for Economic Co-operation and Development 
Privacy Guidelines (OECD) significantly impact how personal data is managed and 
stored. ERP vendors must help their customers comply with all requirements using 
their products. Two aspects must be considered when working with personal data: 
data protection and data privacy. Data protection involves safeguarding information 
against unauthorized access through computing environments. For instance, it is 
crucial to ensure that unauthorized users cannot read or edit data. In the worst-case 
scenario, data could be lost, deleted, or misused, leading to further consequences. 
The information security officer is responsible for ensuring that all requirements in 
this area are met. Data privacy focuses on protecting individuals concerning the 
processing of personal data. Ignoring this issue could result in the violation of per-
sonal rights, leading to substantial monetary penalties. The data privacy officer is 
responsible for ensuring that all requirements in this area are met. To meet data 
protection and privacy requirements, technical and organizational measures (TOMs) 
must be implemented. These measures ensure a level of security appropriate to the 
risks described.

10.1.1  General Data Protection Regulation

As previously noted, the European Union introduced the General Data Protection 
Regulation (GDPR 2023) in 2016 as a follow-up to the initial attempt made by the 
European Union’s Data Protection Directive in 1995. The GDPR became effective 
on May 25, 2018. While there were no significant technical alterations compared to 
the 1995 approach, the GDPR raised penalties to as much as 4% of a company’s 
annual revenue, prompting many businesses to pay closer attention to compliance 
with the regulations. As of April 2020, the largest fine imposed was nearly 205 mil-
lion euros. The GDPR mandates that any transfer to a country outside the European 
Union must be carried out in accordance with a transfer justification, which must be 
approved beforehand by the European Commission.

The GDPR establishes various definitions and principles. Personal data is defined 
as information related to an identified or identifiable natural person (the data sub-
ject) who can be identified either directly or indirectly, particularly by reference to 
an identifier or one or more factors specific to the individual’s physical, physiologi-
cal, genetic, mental, economic, cultural, or social identity. Consequently, personal 
data encompasses all information that directly identifies a person or can lead to their 
indirect identification. Direct identifiers include names, postal addresses, phone 
numbers, and email addresses, while indirect identifiers include bank account num-
bers, IP addresses, MAC addresses, membership numbers, and license plate num-
bers. To enhance data privacy standards, the GDPR outlines several principles for 
processing data in accordance with its requirements, such as lawfulness, fairness, 
transparency, purpose limitation, data minimization, accuracy, storage limitation, 
integrity, and confidentiality. As a result, processing personal data is prohibited 
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unless there is a valid and justifiable reason. The purpose of data processing must be 
documented at every stage, applying to entire sets of personal data and business 
partner records as well as individual data pieces. Justifiable reasons for processing 
personal data include:

• The data subject’s consent
• The necessity for contract processing
• The need to fulfill legal obligations
• The requirement in the public interest
• The need to protect a vital interest
• The basis on a legitimate interest

Consent is characterized as a freely given, specific, informed, and unambiguous 
indication of the data subject’s desires, signifying their agreement to the processing 
of their personal data through a statement or clear affirmative action. Data process-
ing is necessary for contract performance when it is essential or intended for enter-
ing into a contract. Examples of legal obligations include tax reporting, income tax 
reporting, or social insurance reporting in ERP software. Public interest exists when 
processing is necessary for performing a task in the public interest or exercising 
official authority, and it should be based on Union or Member State law. Vital inter-
est refers to situations where data processing is crucial for the life of the data subject 
or another natural person. Legitimate interests pertain to the fundamental rights and 
freedoms of the data subject.

10.1.2  California Consumer Privacy Act

The California Consumer Privacy Act (CCPA 2023) is a legislation akin to the 
European Union’s General Data Protection Regulation (GDPR), enacted by the 
California Department of Justice in 2018. This law empowers individuals with 
greater authority over their personal data collected by companies. It establishes pri-
vacy protections for consumers in California, encompassing rights such as:

• Understanding the nature of personal data collected by businesses, as well as its 
usage and distribution

• Requesting the deletion of collected personal information, subject to certain 
limitations

• Choosing to prohibit the sale of their personal data
• Ensuring fair treatment (non-discrimination) when exercising their CCPA rights

10.1.3  Requirements for Artificial Intelligence

The General Data Protection Regulation (GDPR) and the California Consumer 
Privacy Act (CCPA) encompass a multitude of legal obligations and privacy 
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considerations. Beyond adhering to general data protection laws, compliance with 
industry-specific regulations in various countries is also crucial. But how do these 
legislations impact artificial intelligence? Naturally, artificial intelligence within the 
context of ERP must abide by these legal and data protection guidelines. However, 
what specific aspects should be taken into account for artificial intelligence? In this 
section, we will extract the key technical requirements for incorporating artificial 
intelligence into ERP software from the aforementioned laws. The concept of per-
sonal data is outlined in numerous regulations, standards, and guidelines, with most 
definitions being as comprehensive as possible to ensure maximum protection for 
individuals. The common thread among these definitions is that personal data refers 
to any information connected to an identified or identifiable natural person. One pri-
mary legal requirement is that processing personal data is prohibited unless a valid 
reason is provided, such as a contract, other legal grounds permitting the process-
ing, or explicit consent from the data subject. Basic data protection requirements are 
often categorized as technical and organizational measures, including authentication, 
authorization, communication security, secure system landscape and operation, read 
access logging, information retrieval, encryption and decryption of sensitive data, 
input control change logging, separation by purpose, and masking or anonymization. 
The implementation of these requirements is well established and not specific to 
artificial intelligence, so they will not be discussed further in this section.

In the context of artificial intelligence, the following legal requirements must be 
taken into account:

• Deletion
 In some countries, personal data must be erased once the specified, explicit, and 

legitimate purpose of the processing has concluded, provided that no other reten-
tion periods are outlined in legislation, such as those for financial documents. In 
certain cases, personal data may also encompass referenced data. Consequently, 
the challenge for deletion lies in managing referenced data first, followed by data 
like business partner information. Artificial intelligence training and inference 
must be capable of handling the deletion of personal data.

• Blocking
 Legal requirements in specific scenarios or countries may also necessitate block-

ing data, limiting further processing or usage when the specified, explicit, and 
legitimate purposes of the processing have concluded but the data remains in the 
database due to other legally defined retention periods. Artificial intelligence 
training and inference must not process blocked data.

• Consent
 A legal basis is needed to process personal data. GDPR identifies six legal 

options for processing personal data, one of which is consent. Other legal grounds 
include contracts, legal obligation, protection of vital interest, public interest, 
and legitimate interest. If none of the other legal grounds apply, the individual’s 
consent for the intended processing of personal data is necessary. Artificial 
 intelligence training must not process data without the required consent. This is 
only relevant for artificial intelligence scenarios that necessitate consent.

10 Data Protection and Data Privacy



177

• Automated decision-making
 The controller must inform the data subject about the existence of automated 

decision-making and provide meaningful information about the logic involved, 
as well as the significance and the anticipated consequences of such processing 
for the data subject. An explanation of artificial intelligence for automated 
decision- making and its consequences is required.

Moreover, it is essential to avoid bias and discrimination against individuals in 
artificial intelligence applications. The performance of these models should be con-
sistent for all users, regardless of their group affiliation, based on as many factors as 
possible. Artificial intelligence developers must guarantee fairness at the individual 
level, ensuring that similar people receive similar results. To prevent biased out-
comes, it is crucial to assess any discrepancies in accuracy across different groups. 
The use of sensitive personal information should be carefully considered and used 
only when absolutely necessary for the intended purpose. This processing must not 
lead to direct or indirect discrimination against any specific group of people. For the 
bias and discrimination, various frameworks are available in the market and there-
fore not further considered.

10.2  Solution Proposal

In this section, we propose how to resolve the previous explained legal require-
ments. Addressing these requirements, which include deletion, blocking, and con-
sent, relies on both embedded and side-by-side artificial intelligence variants. 
However, automated decision-making can be contemplated for both variants col-
lectively and is discussed in a shared segment. We will explore the diverse solutions 
that aid in meeting legal requirements, as well as the implementation of these 
requirements in embedded and artificial intelligence systems.

10.2.1  Blocking, Deleting, and Consent

Simplified blocking and deletion refer to the systematic and integrated methods for 
blocking and deleting personal data. These techniques enhance the functions for 
erasing data across distinct archiving processes and blocking data through 
authorization- based grouping by modeling and applying blocking and deletion rules 
in ERP systems. These methods are grounded in Information Lifecycle Management 
within ERP systems. The technical aspects of Information Lifecycle Management 
are depicted in Fig. 10.1 and will be explored in the subsequent sections.

To utilize blocking effectively, residence and retention periods for specific objec-
tives are established in Information Lifecycle Management. Various purposes neces-
sitate different residence and retention periods. For instance, trading peppermint oil 
serves different purposes than trading cough syrup. The system identifies the data 
processing purposes by examining the following technical attributes:

10.2 Solution Proposal
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Fig. 10.1 Information Lifecycle Management architecture

• Line organizational attributes signify the data controller, such as the 
 company code.

• Process organizational attributes aid in distinguishing between business pro-
cesses. For example, by allocating specific order types, processes like the pep-
permint oil trade and the cough syrup trade can be differentiated.

When a document has fulfilled its intended purpose, the Information Lifecycle 
Management framework is used to archive and block the document within the sys-
tem. To block central master data, such as business partners, customers, or vendors, 
an end-of-purpose check first ascertains if any applications, like sales and distribu-
tion or financials, continue to utilize the pertinent master data in accordance with its 
original purpose. If not, the system designates the data as blocked, thereby prevent-
ing any further legally compliant processing. Consequently, transactional data is 
blocked through Information Lifecycle Management, while master data is blocked 
using a central blocking indicator. An authorization framework governs both 
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blocking methods, ensuring that only authorized individuals, such as auditors, can 
access the blocked data. Following the conclusion of the retention period, both 
transactional and central master data must be erased.

If no other legal grounds exist for the lawful processing of personal data, consent 
from the data subject is required to utilize their personal information. Consent man-
agement framework allows for the storage, search, and display of consent data, as 
depicted in Fig. 10.2. The importation of consent records as duplicates from a file or 
through the consent repository service is also supported. Consent management aids 
in demonstrating the legality of personal data processing and guarantees the accurate 
processing of personal data in line with the purpose for which consent was granted.

Consent management harmonizes consent operations and data structures 
throughout various applications and products. This serves as the foundation for con-
sent scenarios that extend beyond the upkeep of consent information within a single 
application or system. A local API, functioning as a consent facade or proxy, enables 
access to consent data. Generic user interfaces are available for searching and dis-
playing this data. Moreover, this application lays the groundwork for centralizing 
consent data on an AI technology platform, where front-office applications gather 
consent documents and back-office applications utilize them for further processing. 
This establishes the framework for engaging with third parties to exchange not only 
personal data but also associated consent details. Furthermore, it offers transparency 
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and evidence of the specific personal data and processes or purposes for which 
 consent was granted.

10.2.2  Embedded Artificial intelligence

Illustrated in Fig. 10.3, the resolution of deletion, blocking, and consent require-
ments for embedded artificial intelligence is demonstrated. The application data, 
which is stored in database tables, is encapsulated through core data model views 
and subsequently processed by artificial intelligence algorithms to facilitate model 
training. These trained models are then made accessible through APIs, allowing 
seamless integration with artificial intelligence applications and various business 
operations.

As depicted in section  of Fig. 10.3, training data is read via core data model 
views. In the training phase, data is typically accessed without any authorization 
checks. As previously mentioned, deletion and blocking are carried out according to 
Information Lifecycle Management principles. As a result, personal information 
that needs to be deleted or blocked is transferred from the online database to archive 
storage by Information Lifecycle Management, making it inaccessible through core 
data model views. This ensures that such records are not included in the artificial 
intelligence training process, which inherently complies with GDPR deletion and 
blocking requirements. However, there are certain exceptions, such as business part-
ners or vendors, where blocking can be achieved by setting a blocking flag. In these 
instances, the core data model view for artificial intelligence training must take into 
account the blocking flag as a filtering condition in the SQL where clause. As shown 
in section  of Fig. 10.3, the trained models are stored in the database. Ordinarily, 
these models are preserved in a secure, encrypted form, making them inaccessible 
directly and only available through regulated APIs that include authorization checks. 
As a result, it is generally believed that trained models do not necessitate special 
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handling concerning GDPR compliance. However, if the model retains personal 
information, periodic retraining is essential to remove blocked or erased records 
from the model. This retraining process can also be initiated automatically in 
response to blocking and deletion events generated by Information Lifecycle 
Management.

As outlined in section  of Fig. 10.3, the trained models are exposed via APIs for 
consumption by artificial intelligence applications. There is no aspect of artificial 
intelligence that is specific to the utilization of APIs, which means that established 
techniques for ensuring GDPR compliance can be effectively used. Artificial intel-
ligence applications that must ensure the legal consent requirement must restrict the 
access to application data as shown in section  of Fig. 10.3. Processing data for 
artificial intelligence model training is only permissible when there is existing con-
sent. To accomplish this, it is necessary to merge core data model views for access-
ing application data with consent data, thereby implementing the necessary 
restrictions. A connection between consent records and application data must be 
established, which requires defining the following attributes:

• An attribute that holds the data subject and type of consent. For instance, if I_
SALESORDER.SoldToParty represents a customer, then DataSubjectId = 
SoldToParty and DataSubjectIdType = 3 signify the data subject and type.

• An attribute that contains the data controller and type of consent. For example, if 
I_SALESORDER.SalesOrganization is a sales organization code, then 
ControllerName = SalesOrganization and ControllerType = 2 indicate the con-
troller and type.

To align with the intended consent purpose, the following characteristics must be 
ensured:

• Application-specific functional attributes should represent the purpose. For 
instance, “I agree that the ERP vendor can use order data from the past four years 
to create a profile of my product preferences.” In this case, the term order data 
corresponds only to orders, so purpose X is defined by I_SALESORDER.
SalesOrderType = 'OR' (OR = ORDER).

• Consent-specific functional attributes should represent the purpose. For exam-
ple, “I agree that the ERP vendor can use payment data from the past quarter to 
calculate a risk profile of my payment behavior.” The terms profile/profiling and 
product preferences must be represented by attributes of the purpose: Purpose.
Action = 'Profiling' and Purpose.Aspect = 'Payment'.

Consent management data is stored in database tables. Figure 10.4 illustrates the 
static SQL statement used to join application and consent data, ensuring that only 
records with given consent are considered for artificial intelligence model training.

Nonetheless, due to the necessity for consent management data to be adaptable and 
customizable, a static SQL statement is inadequate. A more dynamic method is 
required, as demonstrated in Fig. 10.5. The primary distinction is that this technique 
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is universal and can be used in various use cases. However, this dynamic functionality 
also necessitates the use of generic database tables to store consent information. The 
organization of these database tables is depicted as boxes in Fig. 10.5. Using these 
table definitions, the SQL statement for merging application data with consent details 
can be dynamically established, as shown in the code in Fig. 10.5. As a result, the 
central data model view for model training only takes into account records with con-
sent. It is important to note that there is usually no framework in place for integrating 
application and consent data. Consequently, the SQL statements must be supplied by 
the developer responsible for the artificial intelligence scenario.

10.2.3  Side-by-Side Artificial intelligence

Illustration 10.6 demonstrates the resolution of deletion, blocking, and consent 
prerequisites for side-by-side artificial intelligence systems. Data from the ERP 
system is obtained using core data model views and subsequently stored on the AI 
technology platform. The artificial intelligence algorithms are then trained using 
this extracted data, and the resulting models are preserved as needed. To facilitate 
the utilization of these trained models, a REST API is made available. This allows 
for seamless integration of artificial intelligence capabilities into ERP applications. 
As shown in section  of Fig. 10.6, training data is extracted from ERP into AI 
 technology platform based on view operators covering the initial upload and delta 
handling. In order to maintain legal compliance for duplicated data, it is essential 
to guarantee proper deletion and blocking procedures. The removal and restriction 
of application data are contingent upon the business operations taking place within 
the ERP system. As previously outlined, Information Lifecycle Management is 
responsible for managing these deletion and blocking processes within the ERP 
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system. Consequently, Information Lifecycle Management possesses all pertinent 
information about deleted or blocked records and makes this information available 
through an extraction API to the AI technology platform. A GDPR workbench that 
aligns with these requirements is necessary, which obtains deletion and blocking 
data from the extraction API and subsequently deletes or blocks the impacted 
records on the AI technology platform.

This article discusses how legal requirements for deletion and blocking can be 
addressed in the context of parallel artificial intelligence systems. Figure 10.7 pro-
vides a detailed illustration of the process. A notification API is made available for 
applications to invoke their deletion programs, which in turn inform users about the 
removal of their personal data. This API call is incorporated into the Archive 
Development Kit framework of Information Lifecycle Management, ensuring auto-
matic activation during each archiving session. Notifications are dispatched to 
recipients who previously obtained the personal data, using either the same or dis-
tinct channels as configured in the standard integration channels. A filtering mecha-
nism is set up to ensure that the information reaches the appropriate recipients. The 
notifications include business objects, so a mapping from Information Lifecycle 
Management objects is provided. It is essential to verify if a recipient may need 
additional context information. Key mapping is necessary and can only be per-
formed while the relevant data remains in the database. Proper user permissions are 
needed for the data controller to view and send notifications based on purpose and 
other attributes. Moreover, deletion notifications and their statuses are recorded. In 
the AI technology platform, a GDPR workbench is necessary to periodically extract 
Information Lifecycle Management data protection and privacy information from 
the ERP system and subsequently delete or block the affected records as needed.

As shown previously in section  of Fig. 10.6, trained models are stored in an 
encrypted format without identifiable information and can be accessed not directly, 
but only based on controlled APIs with authorization checks. As a result, there is no 
need for distinct actions to address GDPR concerns. However, if the model includes 
personal information, it is essential to conduct ongoing retraining to remove any 
restricted or erased data. This procedure can be entirely automated through event- 
driven retraining, as Information Lifecycle Management can generate the necessary 
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blocking and deletion events. As illustrated previously in section  of Fig. 10.6, the 
trained models are exposed via APIs for consumption by artificial intelligence 
applications. There is no specific aspect related to artificial intelligence when it 
comes to utilizing APIs for consumption, thus traditional approaches for ensuring 
legal compliance can be used. The necessity for obtaining consent in the legal con-
text does not pertain to every artificial intelligence application; for instance, in cases 
where the training data does not include any personal details, this requirement 
becomes inapplicable. However, if consent handling is requested, section  in 
Fig. 10.6 shows that the training dataset must be restricted only to the records for 
which consent is given. In this context, several inquiries emerge: What methods can 
we use to create a linkage between consent records and the data used in applica-
tions? How can we accurately align the intended purpose of consent? To address 
these issues, we repurpose the concept previously demonstrated for embedded arti-
ficial intelligence in Figs. 10.4 and 10.5.

10.2.4  Additional Frameworks

The GDPR outlines a series of rights that can be exercised by the individual (data 
subject). These rights include the following:

Before processing begins, the data subject must be informed about the type of 
data being processed and stored, the purpose of the processing, and the duration of 
storage. Data protection has long been a crucial aspect of ERP product design, and 
as mentioned earlier, there are various features in ERP systems that help customers 
comply with legislation. These features provide a centralized solution to data pri-
vacy challenges, reducing the effort required for all ERP applications. The right to 
prior information is addressed by the Information Retrieval Framework in ERP sys-
tems. Additionally, the GDPR mandates that data subjects have the right to request 
information about the data being processed, which is also covered by the Information 
Retrieval Framework. Furthermore, data subjects have the right to request the dele-
tion of personal data. Data must be deleted once all retention periods have passed or 
blocked when the primary purpose has expired, and the residence time has elapsed. 
The life cycle of personal data in ERP systems must address this issue. Personal 
data must also be accurate, up to date, and corrected (at the latest upon request). 
This must be ensured within the applications. Data subjects have the right to restrict 
processing in certain cases, and automated decisions may be subject to manual 
intervention, which must also be ensured within the applications. Finally, data sub-
jects have the right to request their stored personal data in a structured, commonly 
used, and machine-readable format. This process is supported by the Information 
Retrieval Framework.

Read Access Logging is a framework that logs all read operations when personal 
data is accessed. It helps clarify situations in case of abuse and ensures that actors 
who may have access to data in the system but were not supposed to access it can be 
held accountable for potential consequences. Read Access Logging is often neces-
sary to comply with legal regulations or public standards, such as data protection 
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and privacy, in industries like banking or healthcare. Data protection and privacy 
involve safeguarding and limiting access to personal information. Some countries’ 
data protection and privacy laws even require reporting access to specific personal 
data. Companies and government agencies may also want to monitor access to clas-
sified or sensitive data for their own reasons. Without a trace or log of data access, 
it is challenging to identify the person responsible for any data leaks. Read Access 
Logging provides this information. The framework is based on a logging purpose 
that is defined according to an organization’s needs (e.g., data protection and pri-
vacy) and assigned as an attribute to each log entry, allowing log data to be classified 
and organized based on the logging purpose. Archiving rules or reporting can be 
created based on logging purposes. Thus, the Read Access Logging framework can 
be used to comply with legal or other regulations, detect fraud or data theft, conduct 
audits, or for any other internal purpose.

Change documents are used to track all attribute changes to objects with this 
feature enabled. Parameters such as date, time, old value, new value, initiator, and 
more are logged. The framework offers various applications that can be used to view 
changes made to different objects. Many business objects are frequently changed, 
and it is often useful or necessary to trace these changes. If changes are logged, 
customers can always determine what was changed, when it was changed, and how 
it was changed, which can help in error analysis. Change documents are used to 
support auditing in financial accounting, for example. A change document records 
modifications to a business object, created independently of any changes to the 
database.

10.3  Conclusion

Processing of artificial intelligence must be compliant with data protection and pri-
vacy legislations. For example, the training job should only consider personal data 
for which consent is given. In this section, we determined the business requirements 
and the necessary technical implementation for general data protection regulation in 
the context of artificial intelligence. We transferred the legal regulations into techni-
cal requirements of blocking, deletion, consent, and automated decision-making. 
Thus, we built the foundation to implement those legal requirements in ERP soft-
ware for embedding artificial intelligence. We proposed specific solutions for 
embedded and side-by-side artificial intelligence. In this chapter, we concluded 
with additional frameworks that are typically available in ERP systems to resolve 
legal requirements and are also reused in the context of artificial intelligence.

10.3 Conclusion
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11Configuration

In this chapter, we specify the business requirements and propose the solution 
 concept for configuration. ERP software contains predefined artificial intelligence 
scenarios. This means that for a business question solved by artificial intelligence, 
all the needed development is provisioned. This includes integration to business 
processes and user interfaces, defining the data source for training, implementing 
transformations, and delivering predefined models. However, ERP customers or 
partners require adapting this artificial content to their specific needs based on 
configuration. The focus is on artificial intelligence-specific configuration while 
general concepts are taken as granted, such as configuration of user interfaces, 
forms, or analytics.

11.1  Problem Statement

Configuration is the process of setting up or adjusting systems at a customer’s loca-
tion to adopt the provided functions with the customer’s business needs. This pro-
cess, also known as customization, is carried out by using the predefined variability 
of the underlying models. ERP products have always excelled in offering a high 
degree of flexibility and a broad array of customization options. This allows the 
standard definition of business software to be adjusted and expanded to address the 
requirements of each individual user. Presently, ERP systems provide thousands of 
unique settings for tailoring an installation to suit specific company’s needs. 
However, it is crucial to determine which configuration combinations are semanti-
cally correct, which ones result in a reliable business process, and which ones strike 
the ideal balance between diversification and efficiency. For over a decade, ERP 
products have supplied reference content, enabling customers to equip their solu-
tions with a consistent and reliable pre-configuration of all relevant business pro-
cesses and supporting features. This pre-configuration fulfills three key criteria:

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_11&domain=pdf
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• Quick implementation: Pre-configuration allows for the initiation of ERP system 
implementation with a basic, consistent set of configurations. In many business 
domains, customers can start by accepting standard settings as the default and 
then defining custom settings in focus areas. This approach enables customers to 
quickly launch a fully functional solution and further customize the application 
later, reducing the initial total cost of implementation (TCI) and leading to faster 
deployment and go live.

• Best practices-based approach: ERP vendors draw on their extensive experience 
to offer a best-of-breed solution for an enterprise’s core business processes. Best- 
practice content achieves a balance between high performance, robust flexibility, 
and country-specific nuances. This reference content is not inflexible; it can be 
adjusted and extended at various points. On the other hand, the reference content 
serves as a de facto standard that allows for a reliable and quick implementation.

• Life cycle compatibility: The business world and the reference content are con-
stantly evolving. The speed at which innovations are adopted in ERP software is 
a crucial differentiator. New innovations must be easily accessible, simple to use, 
and highly reliable in terms of quality and performance. Consequently, ERP ven-
dors integrate these changes into the reference content and regularly update the 
affected installations. However, these updates must not compromise the stability 
of customers’ operational environments. Therefore, the reference content is 
enriched with life cycle-relevant metadata to manage how changes in existing 
implementations should be addressed during the upgrade. This enables a secure, 
automated upgrade process, which is an essential quality. Incompatible changes 
with the software and its content’s life cycle are avoided.

A significant portion of a company’s required business functionality is deter-
mined by the function of its organizational unit. The unit’s purpose must be consid-
ered, such as whether it is a sales office, a legal entity, or merely a division of the 
company. Configuration must accommodate multiple organizational units within a 
single tenant and separate them using dedicated company codes. Consequently, the 
configuration and related content must incorporate the appropriate company code 
for the customizing settings to distinguish between the units. Additionally, the scope 
varies depending on the purpose of the organizational unit. An organizational unit is 
usually linked to a physical installation and, therefore, assigned to a legal space. The 
legal space also influences the selection of correct configuration settings, as country- 
specific settings that either support legal compliance or represent regional best prac-
tices must be chosen over global or general ones.

In the context of artificial intelligence, it is crucial to take into account the fol-
lowing use cases for configuration:

• Support for multiple models: For the same scenario, it is essential to have 
active artificial intelligence models for each data segment. This approach, as 
opposed to using a single model, can enhance prediction accuracy. For instance, 
a sales revenue prediction model for all countries may not be as accurate as 
 individual models for each country that take into account specific country char-

11 Configuration



191

acteristics. The artificial intelligence application consuming these models should 
not manage them individually but rather through a single, stable API. The artifi-
cial intelligence infrastructure should automatically determine the appropriate 
model for a given inference request.

• Model hyperparameters: When an artificial intelligence algorithm is tailored 
for a specific data environment, the model’s hyperparameters are configured. 
These hyperparameters are determined without using actual observed data. 
Examples include the number of clusters in K-means clustering, the number 
of leaves in a tree, or the number of hidden layers in a deep neural network. 
There is a need for mechanisms and tools to maintain, deliver, and apply these 
hyperparameters.

• Configuration life cycle management: User interfaces are necessary for cus-
tomers to maintain configuration data. It should be possible to manage this data 
in a test system and securely transfer it to a production system. Configuration 
data must be stored separately from system and application data. Mechanisms 
and tools are needed to deliver and apply configurations. Only configuration 
actions that align with customers’ activated ERP business scopes should be sug-
gested. All configurations provided to customers must continue to work after 
patches and upgrades without manual intervention. Changes to core ERP soft-
ware must not compromise customer configurations, and extension mechanisms 
must not jeopardize the ERP system’s integrity. Additionally, time-consuming 
activities before and after upgrades should be minimized.

• Model training and validation: For artificial intelligence model training, jobs 
must be scheduled, either as regular jobs or events. Customers must explicitly 
activate and deploy trained models for use. Before doing so, they should be able 
to validate the models. When model accuracy declines, automated retraining 
should be facilitated to address model degradation. Suitable mechanisms and 
tools are needed for these activities.

While configuration life cycle management and model training and validation 
are specific to artificial intelligence, they do not require further investigation here, 
as they are covered by artificial intelligence life cycle management and tools dis-
cussed in the previous life cycle management chapter. However, solutions are 
needed for multiple model support and model hyperparameters, which are consid-
ered in this section.

11.2  Solution Proposal

In this section, we present our proposed solution for configuring and extensibility 
the use cases of artificial intelligence. Figure 11.1 demonstrates the unique aspects 
of artificial intelligence that need special attention for configuration and extensibil-
ity, which we will explore further in the following chapter. The central design-time 
component that encompasses all necessary elements for implementing an artificial 
intelligence scenario is called an intelligent scenario. In essence, it represents the 
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primary problem being addressed using artificial intelligence. To achieve this, data 
scientists determine the necessary algorithm and data features.

Application data is required for training the algorithm. As a result, a view is 
offered that can encompass multiple application tables and carry out initial data 
transformations. From an extensibility perspective, both the training data view and 
the underlying persistence can be expanded. Additionally, the algorithm can be 
replaced, and the hyperparameters can be reconfigured. The artificial intelligence 
logic, in terms of data transformations and feature engineering, can be adapted to 
suit a specific customer situation. The inference API’s signature is also established 
during design time as part of the intelligent scenario. As a result, consuming appli-
cations and business processes can integrate the inference API during design time. 
However, the inference API only provides meaningful results once the underlying 
artificial intelligence model has been trained. The consumption API’s signature can 
be extended with optional fields. Before training any artificial intelligence models, 
certain readiness checks must be carried out. These evaluations are tailored to the 
specific artificial intelligence scenario and ensure that all necessary conditions for 
training have been met, such as the availability of adequate application data or the 
completion of required process configurations. Once these readiness checks have 
been successfully completed, the training process can begin. To initiate training, the 
training infrastructure is employed. This system retrieves the essential metadata 
from the relevant intelligent scenario, conducts the training, and saves the resulting 
trained model. The configuration encompasses both the scheduling of training tasks 
and the activation of artificial intelligence models. The inference infrastructure sup-
plies the consumption API for the particular scenario and model, allowing the arti-
ficial intelligence capabilities to be incorporated into applications and business 
processes. The configuration and adaptability of user interfaces and business pro-
cesses within the artificial intelligence application are addressed using already- 
established concepts and frameworks. Since these aspects are not specific to artificial 
intelligence, they are not discussed in this context.

As previously noted, the primary focus of the configuration implementation lies 
in supporting multiple models and managing model hyperparameters. Additional 
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requirements are handled by artificial intelligence life cycle management and do not 
necessitate further exploration in this section.

11.2.1  Multiple Model Support Configuration

Figure 11.2 illustrates the solution framework for supporting multiple models. In 
some cases, relying on a single, coarse-grained model for an artificial intelligence 
scenario can lead to suboptimal accuracy and lengthy training processes. To enhance 
the predictive power of these models, it is essential to run several models concur-
rently for the same scenario, each based on distinct data segments. To achieve this, 
both the training infrastructure and runtime need to be adapted for configuration 
purposes. The design-time artifact for the intelligent scenario contains metadata 
about the view used to access training data and the consumption application pro-
gramming interface (API). The collection of intelligent scenarios serves as a start-
ing point for business administrators to schedule training tasks. In this setting, filters 
are established to divide the training data into segments. During runtime, the train-
ing process uses these filter criteria and develops models for each segment. A cru-
cial limitation is that the filter criteria must rely solely on the attributes of the API 
inference request structure. Once the fine-grained models have been trained, the 
next hurdle is identifying the relevant model for consumption. This is where the 
model dispatcher component becomes crucial. When the artificial intelligence 
application invokes the inference API for consumption, the underlying request is 
directed to the model dispatcher. By matching the request to the specified filter cri-
teria, the dispatcher forwards the request to the appropriate segment model. This is 
feasible because both the request and the filter are based on the same set of attri-
butes. For instance, if a sales organization is included in the API inference request 
signature, it can be used to segment the training data and generate artificial intelli-
gence models tailored to different sales organizations.
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Fig. 11.3 Multiple-model processing

The interaction of these components can be seen in Fig.  11.3. As previously 
mentioned, the training tasks are organized by the business administrator. For each 
section, the business administrator must establish the filtering parameters and exe-
cute the appropriate training task, leading to highly detailed models. These precise 
models allow for better coordination of system resource usage, such as memory and 
CPU time, compared to using a single model for all sections. When it comes to 
utilizing the models, the right one must be identified. This responsibility falls on the 
model dispatcher, which directs the inference requests from the artificial intelli-
gence application to the pertinent model. The required association occurs based on 
the request structure’s attributes, which are also used for model segmentation.

11.2.2  Model Hyperparameter Configuration

Now, let’s discuss the solution to the model hyperparameter configuration needs, as 
illustrated in Fig. 11.4. Typically, there are several parameters for configuration to 
take into account, such as country codes, sales order types, limits for CPU time, or 
connectivity variables. However, since most of these parameters are universally 
technical and process related, they will not be discussed in this context. Instead, our 
attention is on configuration parameters specific to artificial intelligence. Within this 
scope, we particularly consider the hyperparameters of artificial intelligence algo-
rithms during the training phase. Nevertheless, the concept is more broadly defined 
to encompass any artificial intelligence-specific configuration parameters. This 
especially includes configuration parameters necessary for the inference process.
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The logic behind artificial intelligence involves transforming data, engineering 
features, initiating algorithms, and executing postprocessing steps. To ensure adapt-
ability, parameters are incorporated into the artificial intelligence logic rather than 
using fixed values. As a result, various values can be assigned to these parameters 
during the configuration process. This is particularly true for hyperparameters 
within the artificial intelligence algorithms, which are adjusted to suit specific cus-
tomer scenarios, thereby enhancing model precision. Depending on the needs of the 
particular use case, the artificial intelligence logic can be either programmed or 
visually represented. While coding offers greater expressiveness, graphical models 
provide a more comprehensive view. In instances where the artificial intelligence 
logic requires adaptable configurations, relevant parameters are implemented. 
Specific values for these parameters can be managed through a universal configura-
tion user interface composed of key-value pairs.

11.3  Conclusion

ERP systems deliver predefined artificial intelligence scenarios. This means that for 
a business question solved by artificial intelligence, all the needed development is 
provisioned: integration to business processes and user interfaces, defining the data 
source for training, and delivering predefined models. However, customers or part-
ners might require adapting this artificial intelligence content to their specific needs 
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based on configuration and extensibility. We focused in this section on artificial 
intelligence-specific configuration, which is the process by which customers and 
partners adopt ERP functionality based on predefined variability. ERP products’ 
ability to provide a high degree of flexibility and thus a wide range of customizing 
options has always been a core strength. This enables standard business software 
definitions to be adjusted and extended to meet the needs of each individual con-
sumer. We identified the configuration requirements of multiple model support, 
model hyper-parameterization and the life cycle management of configuration data. 
For those, we proposed a corresponding solution so that, for example, concurrent 
models can be run for the same scenario considering specifics of different data seg-
ments and resulting into improved accuracy (e.g., different model for each country 
instead of a global model for all countries).
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12Extensibility

In this chapter, we specify the business requirements and propose the solution 
 concept for extensibility. ERP software includes predefined artificial intelligence 
scenarios. However, customers or partners might require adopting this artificial 
intelligence-related content to their specific needs based on extensibility. This might 
be also necessary for use cases ERP customers or partners develop by themselves. 
Thus, technical solution is required, which allows enhancements of existing use 
cases while those extensions are protected from upgrades to avoid been overwritten.

12.1  Problem Statement

The following definition of extensibility serves as a foundation for all extensibility 
use cases: Extensibility refers to the adaptation of standard software by partners, 
customers, or ERP vendors, as well as the associated integration into system land-
scapes. The objective is to provide additional functionality for individual or industry- 
specific requirements that cannot or should not be addressed by the standard 
software. Its primary responsibility is to empower business experts to develop sim-
ple enhancements independently. Each customer has additional use cases for 
enhancing the functionality of their ERP implementation. With extensibility for 
every specific use case, an expert or even individuals without technical expertise can 
create their own enhancements. These must be suitable for both cloud and on- 
premise ERP solutions. ERP systems undergo regular patching and upgrading to 
eliminate security vulnerabilities, fix bugs, and enhance the user experience by 
introducing valuable new features. As a result, innovations are also delivered 
through patches and upgrades. However, providing upgrades can take a long time 
and may not meet specific customer needs, necessitating the constant availability of 
extensibility mechanisms. Customers typically expand artificial intelligence use 
cases to increase the accuracy of their artificial intelligence models. Several meth-
ods can be used to achieve better models, as detailed in the list of requirements:

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_12&domain=pdf
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• Training data source extension: The accuracy of artificial intelligence models 
can be enhanced by incorporating more attributes. Customers should be able to 
extend the ERP-delivered core data model view for model training with addi-
tional fields. Various options must be supported, such as adding fields from 
extended applications, lower-level core data model views, new core data model 
views, and external datasets.

• Algorithm exchange: The predictive power of artificial intelligence models can 
be improved by altering the algorithm. Customers should be able to replace the 
predefined algorithm with a new one of the same type, such as switching from 
linear regression to exponential regression. To accomplish this, a customer’s data 
scientists must conduct explorations and experiments to identify the best algo-
rithm for their specific situation and data environment.

• Artificial intelligence logic extension: Artificial intelligence logic encompasses 
aspects like data preparation, feature engineering, and transformations. By 
extending the predefined pipelines of artificial intelligence logic, model accuracy 
can be improved. Customers must be able to extend the predefined artificial intel-
ligence logic, with data scientists conducting explorations and experiments to 
determine the best approach for their specific situation and data environment.

• Consumption API extension: The consumption API encapsulates the artificial 
intelligence model and makes it available for integration into applications and 
business processes. This API includes the necessary request-and-response signa-
ture for interacting with the trained model. To prevent disruptions to consuming 
applications and business processes, the API must remain stable and be extended 
compatibly. Customers should be able to extend the consumption API with 
optional fields, such as statistical KPIs to explain prediction results.

• New artificial intelligence application: Customers and partners should have the 
ability to create a new artificial intelligence application from the ground up. This 
involves modeling core data model views for training, creating intelligent sce-
narios, defining consumption APIs, and integrating them into business logic. 
Subsequent development activities are not specific to artificial intelligence, so 
ERP concepts and tools can be reused.

• Extensibility life cycle management: All extensibility capabilities provided to 
customers must continue to function after patches and upgrades without manual 
intervention. Extensibility should adhere to the whitelisting approach and only 
offer measures or objects for extensibility that are designed for those purposes. 
Changes to the core ERP software must not compromise customer extensions. 
There should be a clear distinction between standard functionality and exten-
sions, such as through a namespace concept. Extension mechanisms must not 
compromise the system’s integrity, and time-consuming activities before and 
after upgrades should be avoided. All extensions are created and transported 
across the system landscape using standard ERP mechanisms, ensuring that a 
transport contains a complete extension without the need for additional activities 
and tools.
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12.2  Solution Proposal

In this chapter, we resolve the extensibility requirements identified in the previous 
section.

12.2.1  Training Data Source Extension

The need to expand the training data source involves incorporating more fields to 
enhance the predictive capabilities of the artificial intelligence model. The choice of 
additional data fields determines the suitable extensibility method, which may also 
be combined if needed:

• Custom field extensions involve adding fields from extended applications.
• Data source extensions incorporate fields from fundamental core data 

model views.
• Custom core data model views that join other ERP views or include fields from 

new customer core data model views.
• Custom core data model views that connect custom business objects and incor-

porate fields from external datasets.

Custom field extensions enable the addition of customer-specific fields to an 
application’s business context in a one-to-one relationship or the inclusion of ERP 
fields found in the application’s tables and structures. This method relies on exten-
sion includes, which are nearly empty includes with a placeholder field in the ERP 
system’s data dictionary. These extension includes serve as anchor points for 
enhancements and are part of all necessary structures, such as databases, API struc-
tures, or service implementations. Enhancement fields are part of data dictionary 
appends, a modification-free extensibility approach. Custom field extensions are 
based on extension includes, which must be explicitly prepared by the application. 
In this scenario, database tables and data dictionary structures must be integrated as 
extension includes to establish a stable anchor point for data dictionary appends. 
Custom fields are then added via data dictionary appends, and the application’s cod-
ing must generically transfer extension fields between structures/internal tables 
using move-corresponding techniques. For training data, extensible core data model 
views must offer an extension include association to an extension include view. This 
extension include view is based on the database table containing only key fields and, 
later, custom fields from the extension include. The extension include view serves 
as a stable anchor point for view extensions and makes extension fields accessible 
on extensible views through the extension include association. Custom fields are 
added to the extension include view as soon as they are incorporated into the persis-
tency. Extensible views are extended when selected in the custom field UI dialog 
because not all consumers can traverse the extension include association to access 
custom fields (refer to Fig. 12.1).

12.2 Solution Proposal



200

Custom Field Backend

View
(Training Data)

EXT

EXT

EXT

Intelligent
Scenario EXT

Artificial Intelligence 
Application

(User Interface)

R

Runtime Generator

Extensibility Registry

API
(Local/Remote)

R

EXT Authoring
Custom
Field UI

R

Application
Table

Customer Field
Metadata

Extensibility
Registry

Fig. 12.1 Core data model view: customer field extension

The structural definition of local and remote application programming  interfaces 
must include the extension as well. Based on the specific implementation, manu-
ally written sections in the application programming interface’s implementation 
need to be deliberately designed for expandability by invoking extensibility func-
tion modules, such as those that improve metadata or transfer extension data 
between internal and external structures. At a client location, a key user initiates 
the custom field user interface, which enables the user to define the technical 
aspects of a custom field (e.g., label, type, length) and offers a list of where the 
field is used. This tool can be used independently or, ideally, incorporated into the 
user interface’s runtime authoring. The list of where the field is used relies on the 
extensibility registry, which recognizes all application programming interfaces and 
core data model views and reveals the extended persistence. When choosing an 
entry in the list of where the field is used, the underlying application programming 
interface and core data model view are expanded. As a result, the relevant consum-
ers have access to the extension field in their field catalog, and they can use it like 
any standard field provided by the enterprise resource planning solution. Following 
that, the data source extension enables customers to incorporate new enterprise 
resource planning standard fields from the underlying core data model views. The 
core data model view for model training is typically constructed on top of basic 
core data model views. These basic views may contain fields that could be inte-
grated into the training process to enhance the predictive capabilities of the artifi-
cial intelligence model.

Figure 12.2 demonstrates the fundamental concept of extending data sources. 
The core data model, referred to as View 1, which is to be improved, must be made 
available in the extensibility registry. Additional fields can be chosen from the View 
2.1 (Field1) subview or from the View 2.2 (Field2)/View 2.3 (Field3) views, which 
can be accessed through 0..1 associations. From the perspective of a key user, the 
data source for the extension must be selected and enhanced within the custom field 
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application. Including extra standard fields may allow end users to access restricted 
data in the expanded data source without the necessary authorization. Moreover, 
depending on the field path and the nature of the chosen fields, data retrieval might 
become slower after a data source extension has been implemented. If the previ-
ously mentioned methods of customer field and data source extension are insuffi-
cient or inapplicable, new core data model view modeling is necessary. Situations 
where this may occur include needing fields from core data model views of other 
view hierarchies or when the training core data model view is not registered for data 
source extension. A new training core data model view can be established to com-
bine fields from other core data model view hierarchies, access different data tables, 
or reduce the fields of existing training core data model views using SQL projection. 
We suggest introducing a Custom Core Data Model View app, which allows key 
users to model customer-specific data access on top of public core data model views. 
Additionally, previously created custom core data model views should serve as a 
foundation for new custom core data model views. The Custom Core Data Model 
View application should offer the following features:

• Display a list of all ERP-delivered data sources and existing custom data sources, 
including personal custom core data model views

• Show details of available data sources and custom core data model views
• Search for a specific data source or custom core data model view
• Filter by data source name, label, type, and the user who last published the view
• Create a core data model view

12.2 Solution Proposal



202

In the context of creating core data model views, the application should support 
these steps:

 1. Define the name and description of the new custom view.
 2. Choose a data source to be used as the primary data source.
 3. Add one or more associated data sources.
 4. Assign the mapping fields of the associated data sources to the fields of the pri-

mary data source.
 5. Select the fields and associations to be used in the new custom core data 

model view.
 6. Expose the custom core data model view through a REST service for external use.
 7. Make changes to the semantics of the selected data sources for use within the 

new custom core data model view.
 8. Display the parameters of the selected data sources if they contain a filter for the 

result set.

To enhance the precision of artificial intelligence models, it may also be essential 
to broaden the training data source by incorporating customer-specific tables. This 
concept of table extensibility refers to the ability to add fields unique to a customer 
within the business context of an application, either in a one-to-one or one-to-many 
relationship. New tables tailored to the customer are generated in the database and 
paired with core data model views. These core data model views can be merged 
with the provided core data model view for model training, resulting in a new data 
source. In the context of customer-specific tables, there are two types of enhance-
ments that can be identified:

• New independent custom tables that are not sub-tables of ERP tables are popu-
lated through a user interface or data import from other customer systems. These 
independent tables may serve as code lists, process control tools, or facts or 
dimensions for transactional and analytical purposes. An additional enhance-
ment could involve grouping several independent custom tables into a hierarchy, 
forming a new application with basic business logic. This feature is accessible as 
a custom business object.

• Custom tables are used to introduce fields to ERP business contexts in a one-to- 
many relationship (e.g., a customer’s hobbies) or to address the technical limita-
tions of field extensibility in the case of one-to-one relationship extensions. In 
this scenario, the custom data behaves similarly to standard ERP data (for 
instance, inheriting authorization from the ERP parent), and custom data is 
removed when the parent is deleted. This use case necessitates that ERP applica-
tions be designed for this type of extensibility, which is typically not the case.

We propose developing a Custom Business Object application that allows cus-
tomers to create and manage business objects. A custom business object is a hierar-
chical collection of database tables with an API for creating, retrieving, updating, 
and deleting data. Business logic can be supplied in a Web editor using code. The 
Custom Business Object application should support the following features:
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• Create business objects and their corresponding database tables
• Add fields to business objects
• Remove fields and business objects that have not yet been transferred to the pro-

duction system
• Create core data model views, REST services, and a user interface for data entry 

or importing data from other customer systems
• Establish multiple sub-nodes for a single business object
• Define fields of association type to other custom business objects and standard 

ERP business objects
• Implement custom logic at the node level
• Write to custom business objects from custom logic
• Publish business objects
• Modify published business objects
• Revert business objects to their most recent published version
• Copy or delete an existing custom business object
• Conduct a trace

The intelligent scenario automatically reflects the data source extension, depend-
ing on how it is expanded, as it only maintains a reference to the core data model 
view. Specifically, the data source extension must not result in an incompatible 
change to the consumption API.

12.2.2  Algorithm Exchange and Artificial intelligence 
Logic Extension

Now, let us discuss the exchange of algorithms and the expansion of artificial intel-
ligence logic. The term artificial intelligence logic pertains to the implementation of 
necessary steps for the processing of training and inference. These steps encompass 
data validation, statistical calculations, transformations, feature reduction, and the 
computation of model accuracy metrics. The artificial intelligence logic for train-
ing and inference is tailored to specific scenarios. Expanding artificial intelligence 
logic involves adapting the ERP standard-delivered content with customer enhance-
ments that can withstand upgrades. In the context of training logic, algorithms can 
be primarily exchanged to enhance the predictive power of the model. However, 
it is typically meaningful to replace an algorithm with another of the same type, 
such as substituting linear regression with robust linear regression. To augment arti-
ficial intelligence logic, different approaches are needed based on the underlying 
technology:

• Automated Library
• The artificial intelligence logic for training and inference is integrated into the 

library implementation itself. Consequently, the required artificial intelligence 
logic is supplied automatically by the library. Enhancements are driven by meta-
data and are also provided without explicit development activities. Various 
AutoML libraries in the community operate in this manner.
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• Service Library
• This library is used for breakout scenarios, which are generally more complex 

compared to automated-based ones. The artificial intelligence logic for training 
and inference is implemented as a coded class with interfaces, as illustrated in 
Fig. 12.3. The extensibility of the coded class relies on extension point defini-
tions, which serve as the foundation for object plug-ins that enhance functions in 
coding without necessitating modifications. Extension point definitions facilitate 
the creation of enhancement options in the form of interfaces that can be suitably 
implemented later in the same system or an external system by customers. 
Upgrades of the original business function can be applied without losing 
customer- specific enhancements and without merging changes. The two code 
lines (the original and customer-specific coding) are strictly separated yet 
integrated.

• Extension points should differentiate between the definition and individual 
implementations. The ERP vendor typically creates the definition of an exten-
sion point, and along with its calling points in coding, it constitutes an explicit 
enhancement option in such programs. The definition of an enhancement point 
includes an interface, a set of selection filters, and some settings that influence 
runtime behavior later. An extension point interface constitutes the entire inter-
face or part of the interface of an object plug-in. The term extension point imple-
mentation refers to an enhancement implementation element, consisting of an 
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extension point implementation class that implements the extension point 
 interface and a condition imposed on the filters specified in the extension point 
definition. These can be utilized to select the extension point implementation. 
The calling points of an extension are determined through corresponding meth-
ods, which form the enhancement calls.

• AI Technology Platform
  For advanced scenarios, such as image recognition or natural language process-

ing, which necessitate the use of neural networks, graphics processing units 
(GPUs), and external data, AI technology platforms come into play. In this con-
text typically, the logic for training and inference in artificial intelligence is visu-
ally modeled through pipelines. Furthermore, core data model extraction views 
can be integrated into these pipelines to access training data. As shown in 
Fig. 12.4, enhancement points must be  incorporated into the pipelines by ERP 
development to allow for customer-specific customization. Naturally, the 
enhancements should be positioned where they are semantically meaningful, 
such as after the provided data validation steps, so that additional validations can 
be included. Customers implement these extensions as sub-pipelines, which 
should remain stable after upgrading the ERP-provided portions of the pipelines. 
The pipelines are made available to the ERP system for consumption through 
REST APIs. As a result, it is crucial that the pipeline extensibility leads to stable 
and compatible REST APIs.

12.2.3  Consumption API Extensibility

Moving forward, we delve into the topic of extensibility in consumption application 
programming interfaces. When it comes to applying artificial intelligence, a variety 
of APIs are set up and utilized, as depicted in Fig. 12.5. The choice between remote 
or local APIs depends on how the artificial intelligence scenario is executed. Local 
APIs are invoked within the ERP system, whereas remote APIs venture beyond the 
system’s boundaries and toward the AI technology platform.

The artificial intelligence application utilizes a consumption API for integration 
into business operations and user interfaces. The consumption can be either local or 
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remote, depending on whether the use case is implemented in an embedded or 
 side- by- side mode. To train the models for artificial intelligence, a training API is 
available, which can also be local or remote based on the implementation approach. 
The Intelligent Scenario Lifecycle Management framework oversees the orchestra-
tion of these training APIs and is responsible for managing the life cycle of the 
artificial intelligence models (refer to the life cycle management chapter). For 
embedded artificial intelligence, training data can be accessed locally via the ERP 
platform. However, this is not feasible for side-by-side artificial intelligence. As a 
result, an API for transferring application data from the ERP to the artificial intelli-
gence technology platform must be supplied. Various tools are available for imple-
menting these APIs, depending on the underlying technology. It is crucial from an 
extensibility standpoint that all mentioned APIs are enhanced for compatibility, 
ensuring that the API consumer does not break after extensibility. This is particu-
larly important for consumption APIs integrated into artificial intelligence applica-
tions and business processes. Consequently, both local and remote consumption 
APIs should only be extended with optional fields, and existing fields in the signa-
ture should remain unchanged, not deleted, or renamed or have their data types 
replaced. To guarantee stability and compatibility, governance measures and auto-
matic checks are necessary. Since the Intelligent Scenario Lifecycle Management 
framework orchestrates the training APIs, there is more flexibility regarding 
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extensibility. However, to enable generic handling, the signatures of training APIs 
are uniform and do not include any business process-related parameters. As a result, 
there is no use case for extensibility concerning the training APIs. The situation dif-
fers for data extraction APIs, which can be extended as additional fields will be 
taken into account for model training. Data extraction APIs are built on core data 
model views for data extraction. To extend such an API, the underlying core data 
model view must be extended first. As the core data model view extraction is based 
on generic data integration technology (refer to the data integration chapter), extend-
ing the core data model view automatically adapts the API and the consuming arti-
ficial intelligence technology platform functionality. This allows the consumer to 
access the extended fields while the data integration processes continue to function, 
ensuring the extensibility of the data extraction API.

12.2.4  New Artificial Intelligence App

The latest requirement for extending artificial intelligence applications aims to 
empower customers and partners to develop an artificial intelligence application 
from beginning to end. As depicted in Fig. 12.6, this necessitates that the customer 
can generate all essential design-time components. The assumption is that data sci-
entists have already completed the exploration phase, allowing the focus to be 
placed on the development objects.

The initial step involves working with application data. In most cases, the stan-
dard ERP tables are adequate and can be repurposed. If there is a need for custom 
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tables, the Customer Business Object application, as previously mentioned, can be 
used. New core data model views can be built on top of the application tables using 
the recommended Custom Core Data Model Views app. In this context, existing 
core data model views can be reused. Intelligent scenarios serve as the central ele-
ment for managing the life cycle of all development objects. The Intelligent Scenario 
Lifecycle Management framework can be used to create this artifact. Since an intel-
ligent scenario always represents a single use case for artificial intelligence, existing 
intelligent scenarios cannot be reused. The way the artificial intelligence logic (e.g., 
data transformations, feature reduction) and inference API are provided varies based 
on the underlying library:

• Automated Library
• In the context of the intelligent scenario, the inference API is defined and gener-

ated during the activation step. The Intelligent Scenario Lifecycle Management 
framework provisions the core data model view and a corresponding coding 
class as a result of the generation. Therefore, no custom coding is necessary. This 
also applies to the artificial intelligence logic related to transformation or feature 
reduction, as automated libraries (e.g., AutoML) integrate these data science 
activities into the library implementation itself.

• Service Library
• This library is used for more complex breakout scenarios than those based on 

automated libraries. The artificial intelligence logic and inference API are imple-
mented as a coding class with a specified interface. As a result, developers can 
extend or replace data transformations or post-processing according to the data 
scientists’ specifications. The predefined interfaces ensure that the implementa-
tion is standardized and can be systematically managed by the Intelligent 
Scenario Lifecycle Management framework.

• AI Technology Platform
• For advanced scenarios, such as image recognition or language processing, 

which require neural networks, GPUs, and external data, the artificial intelli-
gence technology platform is utilized. The artificial intelligence logic and infer-
ence APIs are modeled graphically based on pipelines. Core data model views 
for extraction can also be integrated into these pipelines to access training data. 
The same principle applies if the pipelines are coded rather than graphically 
modeled.

Before initiating training jobs, readiness checks are conducted to confirm that all 
necessary prerequisites are met, such as having sufficient application data for model 
training. These readiness checks are developed as coded classes. The previously 
mentioned extension point approach should be used for the readiness check imple-
mentation class. If the existing applications offer the required extension points, the 
inference API can be directly integrated into the business processes. As a result, all 
design-time artifacts can be implemented to support a new artificial intelligence 
application by customers and partners.
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12.2.5  Extensibility Life Cycle Management

Extensibility life cycle management falls under the umbrella of solutions and tools 
designed for general life cycle management. There are no specific concerns related 
to artificial intelligence that need to be addressed. As such, we will only provide a 
few general observations in this context. All essential user extensibility components 
should adhere to the principles of decoupled extensions:

• Customers must be able to use all extensibility features without manual interven-
tion after an ERP software update; this means that ERP software updates are not 
dependent on customer adaptations.

• Extensibility objects should never block an update of the core ERP software.

To uphold these fundamental principles, custom artifacts must conform to the 
following guidelines:

• Custom artifacts should be technically free of modifications; they are created as 
own objects that reference the base object.

• Custom artifacts should be technically conflict-free. Additionally, extensions 
should not conflict with parts of the core ERP objects added later, nor should 
they conflict with extensions from different extending parties. This requirement 
is met by using a unique namespace that is taken into account at every level of 
the architecture.

• Custom artifacts should only utilize released, stable ERP extension points and 
APIs. This can be ensured through object/code checks. On the ERP side, checks 
prevent incompatible changes to objects marked as released/extensible and pre-
viously delivered. A deprecation mechanism is necessary since, over time, 
incompatible changes may be needed for the API, such as due to changes in 
underlying business processes or database tables. Since such incompatible 
changes disrupt existing applications, they must be notified in advance that the 
current API will be deprecated and replaced with a new one. This allows con-
sumers ample time to react to the incompatible changes.

For business-critical applications, extensions are usually developed and tested 
before being activated for all users in the production environment. In cloud deploy-
ment, the key user transports extensibility objects from the test to the production 
system without interacting with the service provider and outside the service pro-
vider’s maintenance window. In an on-premise environment, customers have much 
more flexibility in development and system landscape setup, as well as quality 
assurance processes. As a result, customers can manage ERP updates and customer 
transports for key user extensibility using traditional transport tools. Extensions cre-
ated with key user tools can be combined with transports featuring custom develop-
ment done with classic development tools.
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12.3  Conclusion

Extensibility plays an important role in the context of business applications. The 
software is supposed to be dynamically adjustable to the present businesses needs 
and the future ones too. Another benefit of extensibility is that software can be even 
more function rich, because add-ons could target a very specific or unique problem 
without bloating the core software. It is important to distinguish at least two roles 
within the extensibility process: the line-of-business (LOB) expert and the devel-
oper (or sufficiently skilled IT expert). Extension projects are triggered and driven 
by business experts. Therefore, it is essential to incorporate them by providing suit-
able, non-technical extensibility tools. Still, certain tasks require the involvement of 
the IT expert/developer. Key requirements concerning extensibility are:

• Ensure stability after upgrades: Customers and partners extension must continue 
to work after patches and upgrades, without any manual or automated after- 
import activities.

• Enable multilayer extensibility: Multilayer extensions shall be supported in 
terms of allowing customer extensions on top of industry extensions.

• Avoid changing ERP delivered artifacts: Modification of ERP standard objects 
can be overwritten after updates and upgrades. Modifications of the ERP func-
tionality discontinuous the customers from new innovations provided with 
updates and upgrades.

ERP software includes predefined artificial intelligence scenarios. However, cus-
tomers or partners might require adopting this artificial intelligence content to their 
specific needs based on extensibility. This might be also necessary for use cases that 
customers and partners develop by themselves. Therefore, in this section, we identi-
fied the business requirements and the proposed necessary technical implementa-
tion for extensibility in the context of artificial intelligence.
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13Model Degradation

In this chapter, we specify the business requirements and propose the solution 
 concept for model degradation. Over the course of time, the prediction power of 
artificial intelligence models decreases due to changes in the data environment. 
Determining this time point and triggering retraining is the objective of model deg-
radation. However, this is a challenging task as in addition to statistical techniques, 
feedback of the users is required and also the ability to parallelly run models in ERP 
systems. Our focus is less on the data science methods for model degradation but on 
the integration aspects regarding ERP software.

13.1  Problem Statement

In the process of creating an intelligent ERP system that utilizes algorithms derived 
from artificial intelligence, the life cycle is usually not static. The model, after its 
initial training with a specific dataset, requires continuous retraining as it encoun-
ters new data during its operation, as depicted in Fig.  13.1. This new data also 
encompasses feedback and inputs from the system’s end users.

The act of retraining is a distinguishing feature that separates artificial intelli-
gence systems from traditional ones. This ongoing process imposes specific require-
ments on the user experience and, based on the feedback loop’s structure, necessitates 
the inclusion of new roles like data scientists and specialized user interfaces for 
tracking and data examination. Notably, as the surrounding environment changes 
over time, the predictive accuracy of artificial intelligence models tends to diminish, 
necessitating periodic retraining or even complete remodeling. This phenomenon is 
referred to as model degradation. Model degradation is the gradual decline in a 
model’s performance over time. This decline can be attributed to several factors, 
including data drift, overfitting, and suboptimal hyperparameter tuning. Data drift is 
a situation where the data distribution changes over time, which in turn reduces the 
model’s accuracy. Overfitting happens when the model is overly complex and learns 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_13&domain=pdf
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the training data too well, which reduces its accuracy when applied to new data. 
Suboptimal hyperparameter tuning happens when the model is not fully optimized, 
leading to a drop in performance. The crucial issue that needs to be addressed is: 
What are the ways to identify and rectify model degradation?

13.2  Solution Proposal

In order to effectively address the issue of model degradation, it’s crucial to consis-
tently monitor the precision of the artificial intelligence model. It’s necessary to 
include feedback mechanisms, and the artificial intelligence models should be vali-
dated using data sets that mirror environmental changes. If there’s a decline in the 
model’s performance, specifically in its predictive accuracy, then it becomes neces-
sary to initiate retraining or even a complete overhaul of the model. The following 
sections will outline chosen strategies to identify model degradation. Notably, there 
are a variety of statistical techniques that can be used to mathematically tackle 
model degradation. However, this viewpoint from data science is assumed as a 
given and is not the focus of this discussion. Our deliberations are centered on the 
integration aspects of model degradation that are related to ERP.

13.2.1  Accuracy KPIs

Determining the precision of an artificial intelligence model is crucial in assessing 
the model’s deterioration. An artificial intelligence model is essentially a function 
that correlates a specific set of values for the input variables to the appropriate cor-
responding values for the output variable. The process of identifying such a function 
for a specific dataset is referred to as model training. Effective models not only 
minimize errors for known input values but also generate predictions for scenarios 
that are only somewhat analogous to the situations already recorded in the existing 
data table. For all artificial intelligence techniques, it’s critical to understand the 
performance of the artificial intelligence model, whether it’s a decision tree or a 
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deep learning model. So, how do we determine the precision of an artificial 
 intelligence model? The fundamental concept is to train an artificial intelligence 
model on a specific dataset and then apply that underlying function to data points 
for which the output value is already known. This leads to two output values: the 
actual one and the prediction from the artificial intelligence model. It’s then rela-
tively straightforward to calculate how often the predictions are incorrect by com-
paring the predictions with the actual values. This forms the basis of various static 
methods to calculate accuracy key performance indicators (KPIs). For instance, for 
classification, regression, or clustering models, the predictive power and prediction 
confidence can be evaluated. The predictive power assesses the artificial intelli-
gence model’s ability to predict the target variable’s values using input variables 
present in the input dataset. The predictive power indicator ranges from 0% to 
100%. Ideally, this value should be as close to 100% as possible, without being 
exactly 100%. A predictive power of 1 represents a theoretically perfect model, 
where the input variables can account for 100% of the information in the target vari-
able. However, in practice, this usually suggests that an input variable that is 100% 
correlated with the target variable was not removed from the dataset analyzed. A 
predictive power of 0 represents a completely random model with no predictive 
strength. To enhance a model’s predictive power, consider adding new variables to 
the training dataset and combining input variables. For instance, a model with a 
predictive power of 79% can account for 79% of the variation in the target variable 
using the input variables in the analyzed dataset. There is no precise threshold to 
distinguish a good model from a poor predictive model in terms of predictive power, 
as this depends on the business case. The prediction confidence reflects the model’s 
robustness to achieve the same performance when applied to a new dataset that 
shares the same characteristics as the training dataset. The prediction confidence 
indicator also ranges from 0% to 100%. A model with a prediction confidence of 
95% or higher is considered robust and has a strong generalization capacity. A pre-
diction confidence below 95% should be treated with caution, as there is a risk of 
producing unreliable results if the model is applied to a new dataset. To enhance the 
prediction confidence, typically, more observation rows are added to the training 
dataset. The accuracy KPIs need to be constantly monitored. If, for instance, the 
predictive power and/or the prediction confidence of the model on the control data-
set are significantly low, it implies that the relationship between the input variables 
and the target variable has changed. When this occurs, it is advisable to retrain the 
artificial intelligence model using new data.

13.2.2  Drift and Skew Detection

The strategy of accuracy key performance indicators (KPIs) that was previously 
discussed is designed to keep track of the relationship between the input variables 
and the predicted target variable. However, the detection of drift and skew is more 
concerned with managing the distribution of the input and prediction variables. The 
detection of drift and skew is a method that identifies shifts in a dataset’s data 
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distribution over time. This method is used when a dataset appears to have deviated 
from its initial distribution or when the data seems to have become disproportion-
ately skewed in a particular direction. This method can be used to identify anoma-
lies in the data, such as outliers or changes in the data distribution. It can also be 
used to detect changes in the underlying data generating process, such as changes in 
the underlying parameters or assumptions. In the case of live data, the predictions 
made by the artificial intelligence model are monitored. If the distribution of these 
predictions begins to change, it could indicate that the model is degrading, or at the 
very least, it could be worth investigating. For example, if the model is being used 
to classify images as either urban or nature, and for the first month, it was predicting 
urban for 50% of the images and nature for the rest and then, in the following 
month, the distribution suddenly shifted to 90% urban, this could be a sign of model 
degradation. Similarly, the distribution of the input can also be monitored. For 
instance, if we have a model that classifies texts and we suddenly start receiving text 
documents with new words or the frequency of certain words begins to increase, 
then it suggests that the data distribution has shifted and the model has likely 
deteriorated.

13.2.3  Feedback Loops

The input from a final user is a crucial element in strengthening the foundational 
data model. If the feedback is negative, it suggests that the performance of the 
model is declining, which may necessitate a retraining or even a complete remodel-
ing. As depicted in Fig.  13.2, there are various forms of feedback that can be 
identified.

Implicit feedback  is obtained by monitoring the actions of the user. This 
includes tracking the user’s navigation routes and search inquiries, as well as inter-
actions related to business processes, such as overruling predictions, as demon-
strated in Fig. 13.2. The user has the ability to change the classification outcome by 
moving the SUBJECT into different categories using implicit feedback. The collec-
tion of implicit feedback generates a wealth of data, which is typically consolidated 
for user groups. Implicit feedback is more indicative of user behavior than explicit 

Fig. 13.2 Types of feedback
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feedback because it reflects the actions users actually take. This type of feedback 
can be collected unobtrusively, without interrupting the user’s experience. However, 
this also implies that the user is not aware of the process. One of the drawbacks of 
implicit feedback is its weak correlation with the user’s long-term behavior. We sug-
gest using methods of implicit feedback under the following conditions:

• If the collection of appropriate feedback is essential for regularly retraining the 
model and explicit feedback methods are not sufficient

• If users are not likely to accurately record their feedback using explicit feed-
back methods

• If the user’s primary task involves making the decisions that are being monitored

Explicit feedback  comes from direct engagement with the user, such as through 
ranking systems, voting, flagging, polling, or commenting. However, this type of 
feedback can be more prone to bias, particularly if it’s not limited to users with 
expertise. The nature of explicit feedback is subjective, as it depends on the user’s 
personal views, which may not always align with their actual behavior. While 
explicit feedback is clear to the user, it can also be disruptive and negatively affect 
the user experience, posing a significant design challenge. Despite this, it is a crucial 
source of information for refining long-term strategies. In certain situations, explicit 
feedback can also lessen the work needed to retrain models. We suggest using meth-
ods of explicit feedback when:

• The user has the option to provide feedback but it’s not a requirement
• The process of giving feedback doesn’t require a significant amount of men-

tal effort
• The act of providing feedback doesn’t distract users from their main tasks

Delayed feedback is a method of collecting explicit feedback from users without 
interrupting their workflow. If the system requires feedback from the user, for 
instance, to understand why an approved amount surpasses the system’s recommen-
dation, it doesn’t disrupt the user with a feedback form. Instead, the user is simply 
informed that feedback is needed and can decide whether to respond immediately 
or continue working and provide feedback later. The user can access a list of all 
pending feedback questions that need responses and address them at their conve-
nience. The primary design challenge with the delayed feedback system is recreat-
ing the context of the user’s decision when the user provides feedback to the system 
at a later time. To tackle common feedback problems, feedback data might need 
extra processing before it can be used for model degradation. For instance, implicit 
feedback could be influenced by event-related bias, or explicit feedback might only 
represent the views of a specific user group. In these situations, the feedback might 
first need to be evaluated by a user in a different role, such as a data scientist, using 
a separate user interface.

Choosing the right input control requires considering various ways of asking for 
feedback and how effectively we can use the insights gained. The method and 
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format of feedback collection determine the quality of the feedback. We distinguish 
between structured user input and unstructured user input. Structured user input 
allows us to gather very specific feedback by asking a closed question with a set of 
given options. The user can only respond in the predefined format and cannot freely 
provide feedback. Structured feedback typically involves focused questions that can 
be answered with a simple yes or no, and the feedback usually pertains to the quality 
of recommendations. Unstructured user input, on the other hand, allows us to col-
lect unrestricted feedback by asking open-ended questions. This enables the user to 
provide complex responses and offer feedback on aspects we may not have consid-
ered. This method allows for the collection of insights on external real-world factors 
that are not part of the ERP system. Unstructured feedback typically involves open- 
ended questions that invite unlimited responses. The feedback is collected to gain 
information on the quality and performance of intelligence services. Additional 
characteristics include collecting feedback to understand user behavior on the user 
interface while performing a task and that processing feedback requires time and 
detailed investigation for accurate interpretation.

13.2.4  Solution Architecture

The strategies for managing the degradation of model accuracy, such as key perfor-
mance indicators, detection of drift and skew, and feedback loops, can be effectively 
put into practice with the solution we suggest in Fig. 13.3.

The artifact of an artificial intelligence scenario represents an application of arti-
ficial intelligence. The idea of artificial intelligence scenarios ensures a consistent 

Training View

Trained Model

Read

API for
Consumption

User Interface

Metrics

Degradation

Application Data

Monitoring Explicit Feedback

Implicit feedback

Log: Feedback and
Inference

Intelligent Scenario
Machine learning

application

Artificial Intelligence 
Algorithm

Fig. 13.3 Model degradation solution
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management throughout the life cycle and facilitates monitoring at the level of 
 business processes. Above the application tables, we define views of the core data 
model, which embody the semantic data model of the ERP system. These core data 
model views conceal the encrypted database models and encapsulate them into enti-
ties that are understandable to humans. In addition to the SQL view definition, these 
core data model views include domain-specific metadata, referred to as annotations. 
For applications of artificial intelligence, a specific view of the core data model is 
provided for model training. During the training process, artificial intelligence algo-
rithms access the application data. The artificial intelligence model, once trained, is 
stored in the database system.

To make it accessible for use, the fully trained model of artificial intelligence is 
encapsulated within an application programming interface (API). This allows the 
capabilities of artificial intelligence to be seamlessly incorporated into business 
operations and their corresponding user interfaces. The component responsible for 
metrics calculates key performance indicators (KPIs) of accuracy during the train-
ing phase by partitioning the data from the application into training and validation 
sets. The validation sets serve as a basis to measure the performance of the trained 
model. The component that handles degradation interprets the accuracy KPIs and 
offers suggestions to the monitoring module, such as the need for retraining with a 
larger dataset or adjusting the model’s definition. The metrics component can also 
provide drift and skew detection as it can continuously analyze the stream of infer-
ence calls in terms of input and prediction. Depending on the method used for drift 
and skew detection, the data from the inference could either be temporarily stored 
or processed in real time, eliminating the need for data persistence. Implicit feed-
back is typically stored as part of the application data and is reflected in the training 
process as per the metrics component, as depicted in Fig. 13.3. The management of 
explicit feedback is generally more intricate and is not automatically included in the 
design of the application table. Hence, we recommend having a universal persis-
tency for the explicit feedback to minimize the total cost of development (TCD) for 
application development. With the explicit feedback and the associated inference 
data in terms of input and predictions, the degradation component can easily gener-
ate evidence for the performance of the artificial intelligence model. Since the pro-
vision of explicit feedback occurs after the execution of the related inference call, 
establishing a correlation between the two is usually a challenging task.

In the diagram labeled as Fig. 13.4, we propose a method to identify the deterio-
ration of a model based on implicit feedback, eliminating the need for additional 
exploration of the impacted artificial intelligence application. This is achievable 
because such implicit feedback is preserved within the application’s data and is 
made accessible through core data model views for model training.

The ticketing scenario previously depicted in diagram 13.2 exemplifies this: the 
user has the ability to overrule the ticket priority suggested by the artificial intelli-
gence model. This priority adjustment is recorded and can be interpreted as implicit 
feedback. If the artificial intelligence’s recommendation is frequently overridden, it 
could signal a decline in the model’s precision. The ticket priority embodies the 
target variable and is thus included in the core data model view for model training. 

13.2 Solution Proposal
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These core data model views are typically time-dependent, containing fields for 
selecting data records for a specific time frame. To evaluate the performance of the 
artificial intelligence model, the degradation component utilizes the view for model 
training to access new data that has become available since the last training session. 
Since implicit feedback is incorporated into the application data, this control dataset 
includes the actual values for the target variables and the value of the input param-
eters. The current version of the trained model is used to compute the predictions 
based on the input values. This is the responsibility of the metrics component, which 
also compares the actual and predicted values to compute static key performance 
indicators (KPIs). The degradation component interprets these KPIs and suggests 
corresponding actions (for instance, retraining or remodeling), which are presented 
in the monitoring view.

13.3  Conclusion

In the course of time, the prediction power of artificial intelligence models decreases 
due to changes in the data environment. Determining this time point and triggering 
retraining is the objective of model degradation. It is essential to anticipate how data 
will evolve over time in all artificial intelligence projects. In fact, before we use a 
model, its accuracy is at its highest. Model degradation is a phenomenon that has 
been extensively researched in academics for the past 20 years, although industry 
best practices still frequently overlook it. Thus, it is important to regularly assess 
model performance on new data sets. To know when to take action, these perfor-
mance traces should be periodically compared and shown. There are many KPIs 
available to evaluate model performance. Without a strategy for routinely evaluating 
performance measurements and initiating model retraining or rebuilding, we are 
able to detect performance loss but lack a system for addressing it. Explicit and 
implicit feedback must be also taken into account, which are, in the context of ERP 
systems, complex to resolve. In this section, we deducted the business requirements 
and the necessary technical implementation for model degradation regarding ERP 
software. We proposed, for example, feedback loops as an important technique for 
resolving model degradation. Implicit, explicit, and delayed feedback loops were 
depicted.

13.3 Conclusion
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14Explanation of Results

In this chapter, we specify the business requirements and propose the solution 
 concept for explainability. To build trust between human and machine, it’s impor-
tant to explain the results provided by artificial intelligence models. Transparency 
and traceability of artificial intelligence models are also needed for statutory rea-
sons. However, depending on the underlying artificial intelligence techniques, this 
can be very challenging, for example, neuronal networks are hard to explain. In the 
context of ERP systems, additionally, the explanation must be transferred into a 
business language. Thus, user interface designers must investigate long time, for 
each use case translates the statistical numbers into the end user’s business domain.

14.1  Problem Statement

When an algorithm’s underlying model is adequately explained, and the rationale 
behind its results is made clear, a foundation of trust is established between humans 
and machines. Assessing trust is a crucial factor for humans to act based on a predic-
tion. This element becomes even more significant in the context of ERP business 
applications, where users are legally responsible for every decision they make. The 
concept of explainable artificial intelligence implies that the logic behind the sug-
gestions of an intelligent system can be elucidated in a timely and contextual man-
ner. This approach facilitates the building of trust and allows for the anticipation of 
legal requirements related to automated decision-making. The need for explanations 
from artificial intelligence should be considered under one or more of the following 
circumstances:

• Criticality
 When there is a substantial risk linked to making an incorrect decision and the 

actions taken are difficult to undo, an explanation for the system’s suggestion 
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shall be necessary. Conversely, if the risk is minimal and actions can be easily 
reversed, users may not require an explanation.

• Complexity
 When users find it challenging to immediately evaluate the impact and quality of 

their decisions, they may need additional input. On the other hand, if users can 
readily determine whether a suggestion is suitable without any training, they 
may not need further information.

• Transparency
 When a business process is subject to rigorous auditing requirements, auditors 

must be able to trace transactions back and understand the reasoning behind each 
step of execution. However, if there are no auditing requirements, explanations 
may not be necessary, assuming they are also not required by end users.

• Volatility
 When the artificial intelligence application needs to adjust to shifting conditions 

or requirements, it relies on continuous feedback. Conversely, if the feedback has 
little or no impact on the algorithm’s output or the user experience, providing an 
additional explanation may be more of a distraction than a help.

14.2  Solution Proposal

When considering ERP software, we are faced with two primary inquiries related to 
explainable artificial intelligence:

• What design principles should we use to incorporate explainable artificial intel-
ligence into the user interfaces?

• What elements need to be incorporated into the ERP backend to facilitate 
explainable artificial intelligence?

This chapter will not delve into the techniques used to generate explanations for 
specific artificial intelligence algorithms. These methods are well-known in the data 
science community and taken as granted. Therefore, this discussion will focus 
solely on aspects specific to ERP, as guided by the aforementioned questions.

14.2.1  User Interface

The level of information that individuals require to comprehend a system proposal 
can fluctuate. This variation is influenced by the specific technique of artificial intel-
ligence being used, the context in which it is used, the task the user is performing, 
and the role of the user. We can distinguish between three levels of explanation:

 1. Indicator (What?)
This represents the most basic level of explanation. An indicator becomes neces-
sary whenever there is an output from the artificial intelligence system. This 
indicator also serves as the entry point to the subsequent level of explanation.

14 Explanation of Results
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 2. Abstract (Why?)
This offers a summarized perspective of the pertinent characteristics, quantities, 
and contextual data. An abstract helps users in gaining a better understanding of 
the suggestions made by the artificial intelligence system. It may also include 
links to the final and most comprehensive level of explanation.

 3. Detail (How?)
This is a comprehensive report designed specifically for users with advanced 
knowledge. It encompasses all aspects processed by the intelligent system, the 
performance of the artificial intelligence, and any additional context and condi-
tions that aid users in overseeing the operations of the artificial intelligence.

Different user interface techniques can be used to provide these explanations, 
ranging from simple text-based information to engaging with users in natural lan-
guage through a digital assistant. Figure 14.1 provides an example of how an appli-
cation can explain the ranking of suppliers for a specific material, based on artificial 
intelligence. At the individual item level, the user has the ability to understand how 
the system determined the score for a specific object. The explanations can encom-
pass several components:

• A brief explanation in natural language as a trigger for navigation to explana-
tion details

• The ability to interact with the digital assistant in the context of this explanation
• Potentially, a compilation of the most significant parameters that influenced the 

explained results
• Potentially, a comparison of the results with the average outcomes for other objects

Fig. 14.1 Example for explanation

14.2 Solution Proposal
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We suggest using the method of progressive disclosure to prevent overwhelming 
the user with an excess of information all at once. The most frequently accessed 
information is presented in a succinct format on the primary screen, as depicted in 
Fig. 14.2, with the choice to drill down into more comprehensive information on 
secondary screens. The advantage of this strategy is that it provides users with a 
more streamlined and condensed user interface, and they only need to delve into the 
specifics if they are actually required.

Let’s break down the different layers of the user interface as depicted in Fig. 14.2:

• The first level provides a concise explanation without the possibility of obtaining 
more comprehensive details. This is applicable in straightforward scenarios 
where a brief explanation is sufficient to clarify the matter. The user doesn’t need 
to have an in-depth understanding. They are directed by the quality indicator on 
how to process the given information, what is significant, and at what level.

• The second level offers more comprehensive information, including tables, 
graphs, and other user interface components that provide a deeper understanding 
of the issue. At this level, the current situation is contextualized and put into 
perspective. The user can see the criteria that the prediction is based on and the 
influence these criteria have had on the prediction. To interpret this information 
correctly, the user needs a solid understanding of the domain and business, but no 
additional skills beyond that.

• The third level isn’t exactly part of the explanation, but it allows the user to inter-
act with a digital assistant for more information (through speech or chat field). 
This level demands a robust knowledge and a profound understanding of the 
technology to handle the provided information. The user must be trained to make 
informed decisions and take action.

Figure 14.3 demonstrates, using a linear regression model as an example, how an 
explanation for results produced by artificial intelligence can be computed.

The forecast is essentially a blend of the values of the features, each one adjusted 
by the coefficients of the model. In reality, these coefficients signify the extent of 
their contribution to the forecast and offer an understanding of how the prediction is 

Level 1 –
Explanation Indicator

Level 2 –
Explanation Popover

Level 3 –
Explanation Page

Text Text

Fig. 14.2 Explanation User Interface Illustration
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Claim complexity = 0.47 + 10-6 Capital + 0.03 Loan Seniority ‒ 0.01 Interest Rate ‒ …

+0.1 +0.21 -0.03

Capital = 100,000€
Loan Seniority = 7 years
Interest Rate = 3%

Fig. 14.3 Example of explanation for regression algorithm
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Fig. 14.4 Degree of explanation of artificial intelligence algorithms

made. However, as depicted in Fig. 14.4, the most precise results are frequently 
obtained from intricate models based on artificial intelligence. These models are so 
complex that even specialists find it challenging to interpret them.

We should only display explanatory components when the service powered by 
artificial intelligence can offer predictions with a satisfactory level of confidence 
and precision. The acceptable quality level for predictions should be determined 
individually, depending on the specific use case and the capabilities of the artificial 
intelligence. However, we advise against revealing any predictions that are only of 
low reliability. Untrustworthy results can erode user trust and obstruct the adoption 
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of the artificial intelligence feature. The credibility of an explanation is contingent 
on its life cycle. We distinguish between two scenarios based on the lifespan of the 
explanation:

• Static explanations are appropriate for offline learning where the system does not 
change the approximation of the target function once the initial training phase is 
finished. We presume that the requirement for a repeated explanation of the 
model may reduce or even vanish over time as the user becomes more familiar 
with the system. Once the user comprehends the main principle of the underlying 
service (algorithm), it should be considered to omit explanations at the model 
level. Moreover, the explanation should always be presented again if the artificial 
intelligence model is changed or updated. This is applicable to explanations that 
are hard-coded or manually maintained.

• Dynamic explanations are necessary for online learning services powered by 
artificial intelligence where data is sequentially made available and is used to 
update the model at each step. This kind of explanation is produced every time 
the artificial intelligence model has learned and adjusted its model. In most 
instances, it’s not required to completely change the appearance and content of 
the explanations. However, if a service powered by artificial intelligence discov-
ers new rules for processing items in the system, this newly gained knowledge 
must be reflected in its explanations. We should adapt the primary artificial intel-
ligence explanation to mirror newly implemented processing principles and alter 
the list of decision criteria whenever objectives are modified.

Before we commence with the design of the artificial intelligence application, we 
should conduct research to determine the answers to the following questions:

• Is the user anticipating an explanation? When the potential risks linked to a task 
are relatively minor and the outcomes can be effortlessly rolled back, users typi-
cally don’t seek an explanation for the system’s suggestion.

• What degree of automation are we striving for? The level of automation can 
significantly alter the use case, the roles of the target users, and the application’s 
capabilities.

• Besides the intended business user, what other roles participate in the experi-
ence? The interaction with artificial intelligence systems also includes technical 
roles that are not business-related. We should also take into account roles that 
contribute to development, support, or maintenance.

• How transparent or trackable does the artificial intelligence service needs to be? 
Some use cases are more sensitive than others. Enterprise applications, for 
instance, often face stricter auditing requirements due to legal and regulatory 
mandates, compared to consumer software.

• Can users generally comprehend the displayed information and data, and can 
they deduce the subsequent actions and their effects? While artificial intelligence 
can aid in enhancing even the simplest tasks, it may be overengineered to offer 
artificial intelligence explanations when the user already comprehends the out-
comes and their implications.

14 Explanation of Results



227

• What is the potential damage to the customer’s business if data is processed 
incorrectly? Some tasks in processes are inherently critical and can lead to severe 
consequences. Artificial intelligence explanations must protect against such sce-
narios and assist in preventing any harm or disruption.

• How simple or complex is it to undo changes made to the system or process? In 
situations where the user is up against deadlines, end-of-period closing, or other 
tasks that must be successful on the first attempt, providing supportive informa-
tion to the user is vital. However, explanations may not be necessary if it’s fea-
sible to instantly reverse everything in the event of a failure.

Does the business case necessitate constant adaptation? We presume that as the 
user becomes more experienced, the need for a repeated (static) explanation of the 
model may decrease or even vanish. However, if the algorithm powered by artificial 
intelligence learns dynamically, users must always be kept informed of changing 
conditions (dynamic explanations).

14.2.2  Backend Processes

The concept of explainability can be realized by either limiting the intricacy of the 
artificial intelligence model, which is an intrinsic approach, or by implementing 
techniques that scrutinize the model after its training phase, known as the post hoc 
method. Intrinsic interpretability is associated with artificial intelligence models 
that are deemed explainable due to their uncomplicated structure, such as concise 
decision trees or sparse linear models. It’s worth noting that there are established 
explanation methods for artificial intelligence algorithms that are widely recognized 
within the data scientist community, but these are not the primary focus of this 
discussion. In the context of business applications, it’s crucial to select methods that 
elucidate both the individual prediction and the overall behavior of the model.

The proposed comprehensive artificial intelligence solution is depicted in 
Fig. 14.5. During the training phase of the artificial intelligence, basic explanation 
data is computed and preserved alongside the trained model. This data includes 
statistical values for the overall precision of the artificial intelligence model, which 
are termed as the global explanation. For incoming inference requests, individual 
explanation figures are calculated, which are termed as local explanation. The 
explanation component supplies the global/local explanations and enhances the 
inference outcomes with these values, which are then made available to the business 
logic that utilizes them. To display explanation data, user interface controls are nec-
essary, as previously specified.

The explanations that are both global and local in nature often take the form of 
statistical metrics. These metrics need to be converted into the specific language of 
the end user’s domain. The explanation component aids in this process technically 
through its ability to map these metrics accordingly. This presents a significant chal-
lenge for those designing the user interface.

14.2 Solution Proposal



228

Training View

Read
API for

Consumption

Business
Logic

User Interface

Explanation UI Control for
Explanation

Trained
Model

Artificial Intelligence 
Algorithm

Fig. 14.5 Explanation solution

Delving one level deeper into the solution, as illustrated in Fig. 14.6, for a  specific 
use case, the appropriate artificial intelligence algorithm and the necessary data for 
training are identified by data scientists once the exploration phase is completed. 
The training job then uses this application data to train the chosen artificial intelli-
gence algorithm and to save the trained model for future use. During the training 
job, global explanations are also generated by providing accuracy measures based 
on a specific method of explanation. The process of determining the accuracy of an 
artificial intelligence model assists in explaining the model.

What is the method for determining the precision of a model developed through 
artificial intelligence? To recap, the fundamental concept involves training an arti-
ficial intelligence model using a specific dataset, and then applying the derived 
function to data points where the y-value is already established. This process 
results into two y-values: the actual one and the prediction made by the artificial 
intelligence model. It then becomes relatively straightforward to determine the fre-
quency of incorrect predictions by comparing these predictions to the actual val-
ues. This comparison forms the basis for several static methods used to compute 
accuracy key performance indicators (KPIs) for global explanations. The model, 
once trained, is made accessible to artificial intelligence applications through con-
sumption application programming interfaces (APIs). The consumption request is 
utilized to generate a local explanation based on a chosen explanation method. For 
legal audit purposes, it is necessary to store the local explanation in the database, 
just as it is for the global explanation. The consumption view forms the basis for 
the consumption API. It identifies the inference results and supplements them with 
local and global explanations. These explanations are included in the response 
structure provided to the artificial intelligence application and can be shown in the 
user interface as recommended in the preceding section. This interaction is depicted 
in Fig. 14.7.

14 Explanation of Results
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Fig. 14.6 Explanation solution detailed

The explanation of artificial intelligence models is typically tailored to the 
 specific use case, making it challenging to establish a generic framework. 
Nevertheless, the suggested method aids those who are developing applications 
based on artificial intelligence in overcoming this hurdle. The implementation of 
this solution is illustrated through an example that involves predicting the delivery 
time for products. In this case, regression is used as the foundational model for arti-
ficial intelligence. As shown in Fig. 14.8, the global explanation involves computing 
the predictive power and prediction confidence, while the local explanation calcu-
lates the variable contributions of the inference calls. In the local explanation, a 
method for determining variable contributions is utilized, which reveals the relative 
significance of each variable incorporated in the model or the influence of a cate-
gory. The influence of a category is an examination of how different categories of a 
variable impact the target, derived from fundamental information. The larger the 
absolute value of the influence, the more potent the influence of the category. 
Categories with values equal to or near zero have no impact on the target. The influ-
ence of a category can be either positive or negative:

14.2 Solution Proposal
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Fig. 14.8 Example implementation for local and global explanations
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Fig. 14.7 Explanation process
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• Categories with positive values are those where observations are more likely to 
fall into the positive category of the target. The proportion of positive targets 
within such a category exceeds the proportion of positive targets in the entire 
dataset.

14.3  Conclusion

To build trust between human and machine, it’s important to explain the results 
provided by artificial intelligence models: transparency and traceability of artificial 
intelligence models When artificial intelligence is introduced into business applica-
tions, systems originally designed to react can become active players that propose, 
change, or create elements in the interface. Objects, actions, or attributes are manip-
ulated not only by humans but also by artificial intelligence algorithms. To avoid 
confusion and loss of control, users need to be aware of the working principles, 
actions, and consequences of artificial intelligence at any point in time. When 
designing artificial intelligence, services are also needed for statutory reasons. 
Therefore, in this section, we deducted the business requirements and proposed the 
necessary technical implementation for explanation of results computed by artificial 
intelligence. We suggested techniques for user interface design for considering 
explainability. Furthermore, we proposed a solution architecture regarding imple-
mentation and preparing of explainability in the ERP backend.

14.3 Conclusion
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15Workload Management 
and Performance

In this chapter, we specify the business requirements and propose the solution 
 concept for workload management and performance. Depending on the underlying 
algorithms, training of artificial intelligence models can have high requirements for 
hardware. Inference calls must have very short response times. Thus, measures must 
be put in place to resolve those challenges. Especially, consumption of computing 
resources for artificial intelligence must not slow down the transactional processes 
in ERP systems as they are critical of running the enterprise. Consequently, in addi-
tional to the already proposed solution architecture, which scales from embedded to 
side-by-side artificial intelligence approach, we suggest further performance opti-
mization techniques.

15.1  Problem Statement

The reliability of processes infused with artificial intelligence outlined in a compa-
ny’s ERP system is of utmost importance. As we move further into the digital age, 
an increasing number of processes are being digitized or semi-digitized and incor-
porated into ERP systems from a variety of vendors. To maintain consistent service 
quality, companies must depend on the availability and performance of artificial 
intelligence based processes. This need extends to the IT systems that execute and 
manage these processes. The primary goal of ERP systems, in addition to offering 
necessary functionalities, should be to ensure that systems of any size can complete 
tasks within a reasonable timeframe. Whether a company is transitioning from an 
older ERP system or constructing their first ERP system from scratch, it’s crucial to 
plan the hardware optimally. This planning encompasses everything from storage 
and computing power to other considerations like hosting and tariff options. The 
term “sizing” is used to encapsulate the answers to these questions. Insufficient 
resources typically result in poor system performance. Conversely, an overly large 
system can be a financial drain and contribute to environmental pollution through 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_15&domain=pdf
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increased power usage, without providing any additional value to the company or 
society. The term clean-up refers to various activities associated with the life cycle 
of data and storage media. This includes routine tasks like defragmenting file sys-
tems and deleting temporary data, which are designed to maintain IT system perfor-
mance. It also includes archiving unnecessary data. Another significant consideration 
is the network. The use of cloud systems or other distributed systems not operated 
within an intranet increases the amount of data that must be transported through 
public local area network (LAN) or wide area network (WAN) lines from the server 
to the user. As public Internet lines are not under the control of individual software 
service providers, no optimizations can be made in this area. However, there are 
methods to reduce a system’s network traffic, such as avoiding the transmission of 
unnecessary data or separating historical and current data, which is typically needed 
more frequently. Finally, the hardware used is also a significant factor. It’s reason-
able to expect that a system’s performance requirements will change over time. 
Given the high cost of computing power, it’s in a company’s best interest to keep 
hardware costs as low as possible and minimize resource waste. Therefore, it’s cru-
cial to design an ERP system that can dynamically manage changing loads and 
allow for scaling measures, including the addition and removal of hardware compo-
nents like CPUs or RAM.

Within the context of artificial intelligence, the process of training a model 
necessitates supplying the algorithm with training data from which it can glean 
knowledge. This training data must include the correct response, often referred to as 
a target or target attribute. The learning algorithm identifies patterns within the 
training data that link the input data attributes to the target and subsequently pro-
duces an artificial intelligence model that encapsulates these patterns. The training 
of artificial intelligence is an asynchronous process typically carried out on a yearly, 
monthly, or weekly basis. As such, performance isn’t the primary concern, but the 
allocation of memory, CPU time, and disk space is. Here, performance is defined as 
the overall efficiency of a system, encompassing throughput, individual response 
time, and availability.

Inference, on the other hand, is the procedure of using the artificial intelligence 
model to generate predictions on fresh data where the target is unknown. For 
instance, consider an artificial intelligence model that has been trained to determine 
whether an email is spam or not. In this scenario, the AI technology platform would 
be supplied with training data comprising emails for which the target is known (i.e., 
a label indicating whether an email is spam or not). The AI technology platform 
would then train an artificial intelligence model using this data, resulting in a model 
that strives to predict whether incoming emails will be spam or not. For inference 
calls on top of the trained model, typically, fast response time, respectively, high 
performance is required. Usually, inference is based on synchronous calls by end 
user who are expecting prompt results.

Thus, the training and inference of artificial intelligence can potentially have 
negative impacts on the transactional processes of the ERP system. This is because 
inferences typically prioritize performance, while aspects like memory, CPU time, 
and disk space are often neglected. It’s crucial to prevent such negative 
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Fig. 15.1 Workload required for training and performance for inference

implications. However, as depicted in Figure 15.1, these implications are contingent 
on the artificial intelligence infrastructure used, the necessary artificial intelligence 
algorithms, and the underlying programming model.

As previously discussed, scenarios that require algorithms with minimal mem-
ory and CPU time are implemented directly into the ERP platform, while more 
demanding algorithms such as deep learning are delegated to the AI technology 
platform. However, it’s important to note that even embedded artificial intelligence 
can potentially cause a slowdown in ERP business processes. Therefore, the follow-
ing considerations must be taken into account:

• The total response time for utilizing an artificial intelligence model should not 
exceed 1 second. This is because artificial intelligence functionalities are incor-
porated into large-scale transactional processes and user interfaces.

• The process of training artificial intelligence should not negatively affect the 
performance of transactional operations due to improper allocation of memory, 
CPU time, and disk space.

When it comes to side-by-side artificial intelligence, the training of the model 
takes place on the AI technology platform. This platform is both scalable and dis-
tributed, so it’s not expected to have any adverse effects. However, when it comes to 
using the model, the associated key performance indicator (KPI) must be taken into 
account, especially since large-scale transactional processes on the ERP side are 
involved.

15.1 Problem Statement
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15.2  Solution Proposal

The performance of a system can be evaluated from two angles: the technical aspect 
and the user’s viewpoint. The term response time is defined as the duration from the 
moment a user initiates an interaction to when the application is prepared for the 
subsequent interaction. In the realm of information technology, it is common to 
have response times that are less than a second, which aligns with the findings of 
performance perception studies carried out by, e.g., SAP’s usability teams. An inter-
esting observation is that the anticipated response time fluctuates based on the per-
ceived difficulty of a task. Similarly, user behavior changes if the expected response 
times are not achieved. This concept is easier to understand than it appears, and it’s 
worth delving into further. To begin with, users form expectations about the com-
plexity of each of their requests. Depending on these expectations, users allocate a 
certain amount of time for the computer system to process their request. The time 
users allot for the ERP system is heavily influenced by their perception of the task’s 
complexity. So, how can we define the complexity of tasks? The tasks that ERP 
systems most commonly deal with can be broadly classified into three categories: 
acknowledging user input, displaying the results of a simple task, and displaying the 
results of a complex task. An acknowledgment of user input provides the user with 
visual or auditory confirmation that their input has been received. For instance, 
consider a numeric input field: when the user shifts focus or hits the enter key after 
entering a value, the system verifies the syntax of the input value, and either pro-
duces an error or reformats the input value to the standard number format. So, what 
constitutes a simple task? A simple task could be adding a new line item to a sales 
order or progressing to the next step in a business process wizard. On the other 
hand, complex tasks involve navigating to another work center or initially logging 
into the system. To improve the performance of an artificial intelligence application, 
these factors must be considered.

As discussed in the previous section, for training artificial intelligence, it’s cru-
cial to manage and optimize the use of memory, CPU time, and disk space. To meet 
this requirement, it’s necessary to implement workload and quota management.

Workload and quota management involve optimizing infrastructure resources 
(memory, CPU time, disk space) to maintain or improve performance or through-
put. These actions can include rescheduling, moving, technically virtualizing, or 
limiting a specific service or workload. For instance, an administrator can set limits 
for jobs regarding CPU time and memory usage. From our viewpoint, successful 
workload and quota management requires continuous, diligent monitoring. In the 
context of artificial intelligence, quota management is typically not relevant for the 
following reasons:

• During embedded artificial intelligence training, the application data is accessed 
in real time from the ERP database.

• For side-by-side artificial intelligence, the application data for training is repli-
cated from the ERP system to the AI technology platform but is usually deleted 
after the training run.

15 Workload Management and Performance
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However, we believe that the read access of training data should be optimized 
using packing and pipelining mechanisms. This means that the training data is not 
read all at once, which could lead to out-of-memory problems, but is processed in 
batches by the training process. As highlighted in the previous section, for artificial 
intelligence inference, the primary requirement is optimal performance in terms of 
response time. In addition to the well-known methods of improving API perfor-
mance, we suggest caching and bulking inference results to meet this requirement.

Let’s discuss how the implementation techniques for workload and performance 
management vary depending on artificial intelligence approach.

15.2.1  Embedded Artificial Intelligence

The manner in which we have structured the embedded artificial intelligence ensures 
that inference requests are handled locally in real time. Therefore, from a standpoint 
of performance, this is already the best possible solution, and there is no need for 
further exploration. Since training is an intermittent background process, there is no 
need to take into account any extraordinary performance KPIs. Specifically, our 
measurements of training for embedded artificial intelligence algorithms showed 
that the response time is less than 5 minutes, which exceeds by far the necessary 
performance KPIs. Let’s examine some representative results from measurements 
for SAP ERP. Table 15.1 displays performance measurements for logistic regres-
sion. For this, tables with varying numbers of columns and rows were used as input 
for training. The durations of the training runs, in seconds, are listed in the table, 
including a dataset with 700 columns and 300,000 rows that resulted in a training 
time of 25,740 seconds.

In another perspective, Table 15.2 shows an evaluation of the performance for 
K-means algorithms. This assessment takes into account a variety of datasets 
as well.

The circumstances vary when it comes to training procedures that are focused on 
the usage of system resources, as these could potentially have a detrimental effect 
on the business processes of the ERP system. To address this, we suggest imple-
menting strategies for managing the workload, as depicted in Fig. 15.2.

50 Columns 100Columns 200 Columns 500 Columns 700 Columns

10,000 rows 0.159 0.259 0.308 0.968 1.278

50,000 rows 0.367 0.840 1.673 4.085 5.475

150,000 rows 0.925 1.669 3.953 9.819 13.494

300,000 rows 1.155 3.380 7.317 17.868 25.740

Table 15.1 Logistic regression
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50 Columns 100Columns 200 Columns 500 Columns 700 Columns

10,000 rows 0.2476 0.327 0.4814 0.9158 1.2896

50,000 rows 0.407 0.6458 1.9714 3.1444 3.6752

150,000 rows 0.7828 1.9548 3.4436 9.8342 9.201

300,000 rows 1.453 4.083 7.0614 19.748 28.9356

Table 15.2 K-Means
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Automated Library

Intelligent 
Scenario LM –
Training App

Scheduling

ERP System – Embedded Artificial IntelligenceFig. 15.2 Workload 
management measures for 
embedded artificial 
intelligence

Scheduling is a process that enables the automatic execution of training at 
 predetermined times. To set up a schedule for training, one must provide patterns of 
recurrence, such as every Monday weekly or on the first day of each month. This 
allows for the precise control of when and how frequently the training should be 
executed. When a training schedule is set up, the system generates a scheduled 
instance that only includes object and schedule details, but no data. When the sys-
tem executes the training, it produces models of artificial intelligence as a result. 
Event-based scheduling offers an extra feature that allows for the initiation of train-
ing runs. For instance, if the accuracy of a model drops below 60%, a retraining 
process is triggered. To prevent excessive resource usage, we suggest processing 
scheduled training runs as background tasks and restricting the number of concur-
rent background tasks. For example, the total number of tasks should not exceed 
five. The scheduling process should be incorporated into the previously proposed 
Intelligent Scenario Lifecycle Management framework, which offers a training 
application.

From our viewpoint, the second method of preventing excessive resource usage 
is to restrict the memory and CPU time used by the algorithms of artificial intelli-
gence, as shown in Fig. 15.3. We propose implementing this using workload class 
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and mapping technology. The aim of workload class and mapping is to prevent the 
overuse of system resources like CPU time and memory by applying predefined 
mapping rules. This process generally involves the following steps:

 1. The administrator sets up a workload class, which outlines the quantity of sys-
tem resources that a group of applications can use, and a workload mapping, 
which details how to align an application workload with a workload class.

 2. When an application sends a request to the session layer of the ERP’s database 
system, the relevant workload class is identified based on the session context 
information, such as the application name, application username, and database 
username.

 3. Once the relevant workload class has been identified, the application request can 
have its resources managed according to the definition of the workload class.

The workload class should support at least three types of resource properties for 
regulation:

• Statement thread limit: This represents the highest number of parallel threads 
that can execute a statement.

• Statement memory limit: This represents the maximum memory allocation per 
statement.

• Statement priority: This represents the priority level for a statement to be exe-
cuted in the job execution framework.

15.2.2  Side-by-Side Artificial Intelligence

The workload management looks different for side-by-side artificial intelligence 
using AI technology platform as it offers enhanced scalability features. Scalability 

15.2 Solution Proposal



240

is the degree to which a business process, component, or system can increase or 
decrease in size, volume, or the number of users it serves while still functioning 
correctly and predictably. Essentially, scalability is about how a software applica-
tion’s resource usage changes predictably under varying system loads, such as an 
increase in multiuser or parallel load, while maintaining a reasonable response time. 
The AI technology platform typically offers a scalable infrastructure for inference 
and training, built on Kubernetes technology. We suggest utilizing this technology 
for workload management and performance of artificial intelligence scenarios. 
Kubernetes automates the processes of deploying, scaling, maintaining, scheduling, 
and operating multiple application containers across clusters of nodes. Containers 
operate on a shared operating system on host machines but are isolated from each 
other unless a user decides to connect them. Kubernetes can be used with container 
runtimes and the container runtime interface. It includes tools for orchestration, 
secrets management, service discovery, scaling, and load balancing. Kubernetes 
technology also includes automatic bin packing to optimally allocate resources for 
containers, and it applies configurations through configuration management fea-
tures. It safeguards container workloads by implementing or reversing changes and 
provides availability and quality checks for containers. In Kubernetes, containers 
operate in pods, which are the basic scheduling unit for Kubernetes and add an 
abstraction layer to containers. Pods consist of one or more containers located on a 
host machine, and they can share resources. Kubernetes identifies a machine with 
sufficient free compute capacity for a specific pod and launches the associated con-
tainers. To prevent conflicts, each pod is assigned a unique IP address, allowing 
applications to use ports. A node agent, known as a kubelet, manages the pods, their 
containers, and their images. A node, also referred to as a minion, is a worker 
machine in Kubernetes. It can be a physical machine or a virtual machine. Nodes 
contain the necessary services to run pods and receive management instructions 
from master components. Services found on nodes include Docker, kube-proxy, and 
kubelet. Tenant namespaces and content are respectively deployed and deleted as 
Helm releases. A release is an instance of a chart running in a Kubernetes cluster. 
One chart can often be installed many times in the same cluster. The Helm tool 
installs charts into Kubernetes, creating a new release for each installation. The ten-
ant ID and related configuration are also easily injected by Helm. With the correct 
template logic, such as feature flags or a cloud provider, differences are managed. 
Upgrading tenants with new releases is also supported. Templating is also provided 
for creating Kubernetes job specifications. Additionally, the mounting of tenant data 
and access to GPUs are enabled.

The performance of remote artificial intelligence consumption must be high as 
there are (mass) transactional processes involved on the ERP side. Therefore, steps 
must be taken depending on the specific requirements of a particular artificial intel-
ligence use case, as shown in Fig. 15.4. We suggest caching inference results on the 
server side to improve response time. However, this might be applicable for a small 
number of scenarios. Therefore, we recommend bulking of inference calls, which 
involves combining multiple requests into one inference call.

15 Workload Management and Performance
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In addition, we recommend that within the ERP system, the outcomes of  inferences 
are stored by utilizing batch processing, thereby making these results readily acces-
sible for local use. We also put forward the idea that specific types of side-by- side 
trained models should be imported into the ERP system and consumed locally. This 
approach would significantly enhance the speed of inference calls, given that local 
application programming interfaces (APIs) are typically 10 to 100 times faster than 
their remote counterparts. A technology that aids in the export and import of models 
is the Open Neural Network Exchange (ONNX). For both deep learning models and 
traditional models of machine-based intelligence, ONNX provides an open-source 
format. It also establishes built-in operators and common data types, along with a 
computation graph model that can be expanded. There are a multitude of hardware, 
software, and frameworks that support ONNX. The transition from research to pro-
duction can be made more efficient and compatible across different frameworks, 
thereby fostering innovation in the field of machine-based intelligence.

15.2.3  Performance-Optimized Programming

From our viewpoint, the primary factor in optimizing the performance of an ERP 
system lies in the programming. Various implementation methods can be discov-
ered under the term Performance-Optimized Programming. In relation to network 
and data, the following KPIs can be defined:

• Count of network roundtrips for each user interaction step: The duration of a 
roundtrip is contingent on the number of network hops, essentially the count of 
intermediary devices that data must traverse from source to destination, and 
latency, which is the time it takes for a packet to be sent from the source and 
received at the destination. When data is transmitted over wide area networks 
(WAN) or global area networks (GAN), latency makes up the majority of the 
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roundtrip time. Ultimately, our deduction is straightforward: The greater the 
number of roundtrips, the poorer the application response time.

• Amount of data transferred for each user interaction step: This essentially mea-
sures the data moved between the user interface frontend and the application 
server. We deduce that the less data transported over a network, the quicker the 
transfer is completed and the sooner the user can engage in the next interaction 
with the user interface.

As a result, the following design principles are established for the development 
of applications involving artificial intelligence:

• An application involving artificial intelligence initiates a minimal count of 
sequential round trips and only transfers necessary data to the frontend. The con-
clusion is clear: the more roundtrips, the greater the effect on network perfor-
mance and the poorer the application’s end-to-end response time.

• An application involving artificial intelligence transfers no more than 10 KB to 
20 KB of data for each user interaction step.

• Key strategies to enhance network performance include compression and front- 
end caching, both of which should be incorporated as part of applications involv-
ing artificial intelligence.

In our view, another critical aspect of performance-optimized programming is 
the database. Frequently, poor performance of applications involving artificial intel-
ligence is due to databases, which are the bottleneck that needs to be expanded. To 
address this issue, other factors must be taken into account in addition to the choice 
of database technology. An initial step, for instance, is the creation of replicas. A 
replica is a duplicate of a database or document that is updated regularly and thus 
kept synchronized. There is a database for all write operations, also known as pri-
mary. All these actions are then transferred to the replicas. This benefits availability 
because if a primary node fails, a replica simply becomes the new primary node. 
Additionally, it has the advantage that read queries, which constitute the majority in 
an ERP system, can be executed on all nodes, whether they are primary or replica. 
This distribution of the load results in significant performance improvements. 
Another step is multi-temperature storage. Here, different storage technologies are 
used based on the type of data. For instance, data that is frequently used is stored on 
especially fast cache memories so that it can be processed and sent within a very 
short time. Since this type of memory is very costly, not all information can be 
stored on it. For this reason, other types of storage are used, and decisions are made, 
for example, based on the criticality and access frequency of the data as to where it 
is stored.

Performance-optimized programming must take into account a crucial aspect: 
the system footprint, with a particular focus on the memory footprint. One way to 
minimize this is by transferring application data from the cache to less expensive, 
less powerful memory options. Distributing data efficiently across databases and 
tables can also help decrease the footprint of applications that utilize artificial intel-
ligence. The management of old data is of primary importance. In an ERP system, 
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data accumulates significantly over time. Ideally, a system should be able to scale 
massively without requiring additional intervention. However, this can lead to sub-
stantial costs, which may not be justified by the resulting value. It’s important to 
differentiate between various types and states of data. Data can vary in age and 
undergoes a life cycle. Each stage of this life cycle impacts the data’s relevance and 
availability differently. For instance, data in the Legal Hold section is typically 
accessed less frequently. Therefore, it doesn’t need to be stored in high-performance 
cache memory. Instead, it can be archived in a compressed format on durable, 
affordable, and slightly slower memory, as access speed isn’t a crucial performance 
indicator for this data. Other performance indicators and measures can be developed 
for other life cycle stages to enhance storage efficiency, indirectly reducing costs 
and improving performance, thereby minimizing a system’s footprint.

Lastly, we suggest the use of code-pushdown for performance-optimized pro-
gramming. Data processing requires transfer between the application server and the 
ERP system’s database via a network. This transfer is considerably slower than the 
internal server transfer between the main memory and various caches. The differ-
ence is even more extreme when hard disk accesses or other mechanical steps are 
involved. To mitigate the network connection’s bottleneck effect, the programming 
paradigm of code-pushdown can be used. Traditionally, the database is accessed for 
data needed for processing and calculations. This data is then sent to the application 
server for processing, a principle known as data to code. However, this requires the 
data request to be sent to the database first, and then the entire data set must be 
transferred from the database to the application server via a network. To conserve 
bandwidth and enhance performance, this principle has been inverted. Following 
the code to data motto, calculations are performed locally within the database man-
agement system. This shifts some of the workload to the database server. 
Consequently, performance-intensive logic, such as the training of artificial intelli-
gence algorithms, can be executed almost entirely on the database rather than on the 
application server.

15.3  Conclusion

Depending on the underlying algorithms, training of artificial intelligence models 
can have high requirements for hardware. Inference calls must have very short 
response times. Thus, measures must be put in place to resolve those challenges. In 
this section, we deducted the business requirements and proposed the necessary 
technical implementation for workload management and performance in the context 
of artificial intelligence. High performance is required for inference calls as typi-
cally end users consuming the results on the user interface and expect fast response 
time. Training jobs are usually asynchronous and can take long time without being 
an issue. However, workload management must be established for training jobs as 
they absorb too many hardware resources from which the ERP business processes 
otherwise would suffer. We proposed solutions for embedded and side-by-side arti-
ficial intelligence and suggested techniques for performance-optimized 
programming.

15.3 Conclusion
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16Legal Auditing

In this chapter, we specify the business requirements and propose the solution con-
cept for legal auditing. Artificial intelligence training and inference processes must 
be traceable. For this, proper logging is necessary. These logs are also the basis of 
auditing of artificial intelligence, which is a legal obligation. Thus, artificial intel-
ligence applications must be integrated into the auditing infrastructure of ERP sys-
tems and facilitate auditors performing all their tasks including generating audit 
reports. In particular, we determine the artifacts that should be in the scope of legal 
auditing. Furthermore, we also define the necessary tasks and processes regarding 
legal auditing in context of ERP software infusing artificial intelligence.

16.1  Problem Statement

Logging in the context of ERP systems refers to the process of recording activities, 
events, or operations that occur within the system. This can include user actions, 
system errors, data modifications, access times, and other significant events. Here 
are some key points about logging in ERP systems:

 1. Audit trail: Logging provides an audit trail that can be used to trace and review 
actions. This is particularly important in ERP systems, which often handle sensi-
tive business data. If something goes wrong, logs can help identify what hap-
pened and who was involved.

 2. Security: Logs can be used to detect unauthorized access or other security inci-
dents. For example, if an account is logging in at unusual times or performing 
unexpected actions, this could be a sign of a security breach.

 3. Performance monitoring: Logs can also be used to monitor the performance of 
the ERP system. For example, if certain operations are taking longer than 
expected, this could be a sign of a performance issue that needs to be addressed.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_16&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_16
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 4. Compliance: In many industries, companies are required to keep detailed logs to 
demonstrate compliance with various regulations. For example, regulations may 
require companies to show who has accessed certain data and when.

 5. Debugging and troubleshooting: Logs are crucial for debugging and trouble-
shooting. If a user reports an issue, logs can be used to understand what the user 
was doing when the issue occurred.

 6. System optimization: By analyzing logs, you can identify patterns and trends 
that can help optimize the system. For example, you might identify peak usage 
times and plan system maintenance during off-peak hours.

Thus, logging is a critical aspect of managing and maintaining ERP systems. It 
provides a way to monitor system activity, ensure security, demonstrate compliance, 
troubleshoot issues, and optimize system performance. Application logs are used to 
trace and recreate the steps of business operations. For instance, a sales order num-
bered 4711, placed by Mr. Smith on July 3 in an approved status, would be tracked 
in an application log.

Legal auditing in the context of ERP systems refers to the process of reviewing 
and verifying the legal compliance of the ERP system. This can include a wide 
range of legal requirements, such as data privacy laws, financial reporting regula-
tions, industry-specific regulations, and more. Here are some key aspects of legal 
auditing in ERP systems:

 1. Data privacy and security: ERP systems often handle sensitive data, including 
personal information of employees and customers, financial data, and proprie-
tary business information. Legal auditing ensures that the ERP system complies 
with relevant data privacy and security laws, such as GDPR in Europe or CCPA 
in California.

 2. Financial reporting: ERP systems are often used to manage financial data and 
generate financial reports. Legal auditing can ensure that these processes comply 
with financial reporting regulations, such as Sarbanes-Oxley Act in the USA.

 3. Industry-specific regulations: Depending on the industry, there may be specific 
regulations that apply to the data and processes managed by the ERP system. For 
example, in the healthcare industry, an ERP system would need to comply with 
HIPAA regulations.

 4. Contractual obligations: The ERP system must also comply with any contractual 
obligations the company has with its customers, suppliers, or other third parties. 
This can include service-level agreements, data handling agreements, and more.

 5. Audit trails: ERP systems should have robust audit trails that record who has 
accessed the system, what changes they made, and when. This is not only a good 
practice for security and accountability, but it’s often a legal requirement as well.

 6. Access controls: Legal auditing can also review the ERP system’s access con-
trols to ensure that only authorized individuals have access to sensitive data and 
critical system functions.
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The goal of a legal audit is to identify any areas where the ERP system may not 
be in compliance with legal requirements and to recommend changes or improve-
ments to ensure compliance. This can help mitigate legal risks and avoid potential 
fines or penalties. This process is typically conducted by a lawyer or a team of law-
yers using logs and auditing tools of ERP systems.

Artificial intelligence shifts how additional automatization and optimization is 
incorporated into business applications. This shift involves the creation of addi-
tional components, such as artificial intelligence models or accuracy metrics. When 
it comes to auditing and logging, several factors need to be considered: What needs 
to be logged? Who is the intended audience for these logs? Where should these logs 
be stored? How should the auditing process be conducted? These questions will be 
addressed in the following section. However, the emphasis will be on the specifics 
of artificial intelligence, assuming that existing solutions for auditing and logging 
are taken as granted.

16.2  Solution Proposal

The underlying ERP infrastructure typically handles system and security logs, so 
we won’t delve into those details in this discussion. Instead, we’ll focus on the 
aspects of logging and auditing that are specific to artificial intelligence. The first 
step in this process is to identify what needs to be logged. As shown in Fig. 16.1, we 
categorize these logging and auditing entities into two main groups: data and 
actions.

The process of making an inference call involves two parts: the request and the 
response. The request is where the inquiry for the artificial intelligence system is 
posed, such as asking for a sales forecast for a particular product in a specific month. 
The response, on the other hand, is the answer provided by the artificial intelligence 
system, like a prediction of 5 million euros in sales revenue for bicycle sales in June. 
It’s crucial for the sake of transparency that the end user understands how the 
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artificial intelligence system determined at its conclusion and how confident it is in 
its prediction. The user then decides whether to accept or disregard the prediction or 
suggestion and takes action accordingly. For instance, they might initiate a market-
ing campaign to boost bicycle sales in June.

Artificial intelligence models are created by training an algorithm using data and 
setting certain parameters. As part of the training process for the artificial intelli-
gence, basic explanations are computed and stored alongside the trained model. 
These explanations are statistical measures of the overall accuracy of the artificial 
intelligence model and are known as the global explanation. It’s also important to 
record why a particular action was taken. Feedback from end users is a valuable 
resource for improving the underlying data model. Negative feedback can signal a 
decline in the performance of the model, which might necessitate retraining or even 
a complete overhaul of the model. Once the content for logging artificial intelli-
gence scenarios has been defined, the next step is to discuss the parties involved 
who will be using the logs. Table 16.1 provides a summary of the relevant parties 
and the log information they require. The primary uses for the artificial intelligence 
logs are to ensure legal compliance by auditors, to maintain transparency for end 
users, and to troubleshoot any issues that arise.

Auditor Support End User Developer Key User

Request X X X X

Response X X X X

Local explana�on X X X X

Model algorithm X X X X

Model Parameter X X X X

Global explana�on X X X X X

Training data O O O

Concluded ac�on X X X X

Reason for ac�on X X X X

Final ac�on X X X X

Implicit feedback X X X

Explicit feedback X X X

X = Access restricted with authorization; O = Access depends on availability

Table 16.1 Information required by actors
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An auditor is an individual who carries out an audit. To serve as an external audi-
tor for a company, one typically needs a practice certificate from a regulatory 
authority. This auditor is granted access to all the logging entities that are specific to 
artificial intelligence, as mentioned earlier. However, this access is controlled 
through authorization checks; for instance, only data relevant to the audit period can 
be viewed in read mode. A snapshot of the data used for training could be saved 
with additional metadata, such as a timestamp or the artificial intelligence scenario, 
for logging purposes. Given that the data volume of these snapshots could rapidly 
increase, it’s important to strike a balance between disk space and the total cost of 
ownership (TCO), keeping logging requirements in mind. It is suggested that the 
logging of training data be made configurable, allowing customers to choose based 
on their needs whether no snapshot, only the most recent snapshot, or snapshots for 
a specified duration will be captured. Logging should be enabled by default for 
models that contain sensitive data. Sensitive personal data should be used wisely, 
only if it’s absolutely necessary to achieve the processing objective. Such process-
ing should not result in discrimination against a group of people, either directly or 
indirectly.

An end user is an individual who uses the artificial intelligence application to 
execute a business task, not for administrative or developer tasks; end users could be 
buyers, salespeople, or product planners. End users only need access to the logging 
data necessary for understanding, tracking, and reproducing the business processes. 
A developer is an individual who codes the artificial intelligence application to 
address business issues. Like support staff, developers are involved in situations of 
failure. These individuals need access to all logs as they are usually relevant for 
problem resolution. However, access to the log data should be safeguarded with 
authorizations. As key users schedule and carry out training jobs, access to the log-
ging data for this purpose should be granted. Once again, access must be limited 
based on authorizations.

In Fig. 16.2, we propose a method for the provision and utilization of logs related 
to artificial intelligence. Prior to the execution of inference calls by the artificial 
intelligence application, a training job must supply the underlying artificial intelli-
gence model. During the training process, as we see it, the training infrastructure 
can automatically capture the following log entities:

• The model’s algorithms and parameters
• A global explanation
• The training data

It’s important to note that the storage of training data snapshots is dependent on 
the configurations set by the customers. The infrastructure for inference can gener-
ally gather the following log information:

• The request
• The response
• A local explanation
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Fig. 16.2 Artificial intelligence logs provisioning and consumption

• The reason for the action

There’s no need to store the response as it can be recalculated using the artificial 
intelligence model and the request data, both of which are already logged. Logging 
by the artificial intelligence application is crucial for recording the business process. 
This is specific to each scenario and must be considered by all artificial intelligence 
applications. In this context, the final action should be logged, and at the very least, 
references to the inference logs (e.g., local explanation) and model logs (e.g., global 
explanation) should be provided. Both implicit and explicit feedbacks are addressed 
with a proficient management solution. For system, security, and artificial intelli-
gence logs, integration with the retention management of the ERP system is neces-
sary. This allows for the periodic deletion or archiving of logs from the system, 
reducing the memory footprint and ensuring compliance with legal regulations.

Typically, the ERP’s audit management consumes the artificial intelligence logs. 
This is a comprehensive audit management solution. The audit department can uti-
lize it to create audit plans, prepare for audits, analyze relevant information, docu-
ment results, form an audit opinion, communicate results, and track progress. From 
our viewpoint, key features of such an audit management should include:

• Complete coverage of the audit process
• A single source for audits
• Integration with third-party systems like fraud or risk management
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Fig. 16.3 Artificial intelligence logs solution details

• Document management integration
• Support for global monitoring
• Support for multiple devices
• Search functionality and an intuitive user interface

In Fig. 16.3, we depict the solution one level deeper. The diagram provides a 
detailed view of the provisioning of artificial intelligence-specific entities for 
logging.

The process of training involves utilizing application data to train the chosen 
artificial intelligence algorithm and to save the trained model for use. Throughout 
this training process, global explanations are calculated by offering accuracy met-
rics based on a specific method of explanation. This forms the groundwork for 
recording the model algorithm/parameter, global explanation, and training data 
entities. The trained model is made accessible to the artificial intelligence applica-
tions via an inference application programming interface (API). The inference 
request is used to compute a local explanation based on a chosen method of expla-
nation. Both local and global explanations are supplied to the artificial intelligence 
application as part of the response structure and can be shown in the user interface. 
This forms the basis for recording the request, response, local explanation, and rea-
son for action entities. Within the application log, the concluded and final action 
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entities must be taken into account, which necessitates application-specific develop-
ment and cannot be generically managed.

In Fig. 16.4, we demonstrate the interaction of the logging components within 
the context of the auditing process. While the audit management solution is opera-
tional, the logging specific to artificial intelligence must be supplied by the devel-
oper of the artificial intelligence use case based on the outlined approach. The 
auditor begins the process using the audit management system, which, in our view, 
should support the following steps:

 1. Planning
The planning phase of the audit is the first step in the auditing process. During 

this phase, the overall strategies and focus areas for the organization are estab-
lished, the audit plan for the upcoming audit period is created, and audit resources 
are organized for the planned audits. Auditable items, audits, and audit plans are 
generated in this phase.

 2. Preparation
During the preparation phase of the audit, the auditor creates and documents 

the audit work program that meets the audit engagement objectives. The auditor 
establishes the structure of the work program, outlines the detailed procedures 
for the audit, and gets approval from the audit manager before initiating the 
audit. The audit manager receives the work program, reviews it, and decides to 
approve or reject it. If an audit announcement letter is needed for the audit, the 
auditor can also prepare audit announcement letters in this phase. Once the 
announcement letter is approved and distributed, the auditor proceeds with the 
preparation of the work program.

 3. Execution
The implementation phase is the stage where the actual auditing activities 

occur. During this stage, auditors carry out interviews, collect data, document 
evidence, and formulate conclusions and recommendations. In the course of the 
execution phase, the inspector has the opportunity to examine the applications of 
artificial intelligence. To do this, the logs of the application are studied as they 
form the foundation for comprehending and recreating the business procedures 
into which the capabilities of artificial intelligence are incorporated. A generic 
transaction with a variety of filter criteria is offered to present the application 
logs. Moreover, the applications of artificial intelligence may also include user 
interface sections to show the application logs. To facilitate the drilldown analy-
sis from the application logs to the specifics, the logs of inference and model are 
connected to the application logs.

 4. Disclosure
Disclosure is the concluding stage of the auditing. In this stage, auditing 

reports are generated, reviewed, and shared with the interested parties. Auditors 
assess the adequacy, effectiveness, and timelines of actions undertaken by the 
management on reported conclusions and recommendations. In reviewing the 
evaluation outcomes, the auditor decides whether the management has put the 
recommendations into practice or acknowledged the risks of not putting them 
into action.
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16.3  Conclusion

Logging and auditing are processes used to track and monitor system activity. 
Logging involves recording system events, such as user logins, file access, and sys-
tem errors, while auditing involves analyzing the logs to identify security threats 
and suspicious activity. Logging and auditing help organizations detect and respond 
to security incidents, as well as ensure compliance with security policies. Artificial 
intelligence training and inference processes must be traceable. For this, proper log-
ging is necessary. These logs are also the basis of auditing of artificial intelligence, 
which is a legal obligation. In this section, we deduced the business requirements 
and proposed the necessary technical implementation for logging and legal auditing 
in the context of artificial intelligence. For this, we identified the logging entities, 
the triggering actions, and the involved roles. Furthermore, we proposed integration 
concept into the artificial intelligence training and inference processes but also into 
the ERP’s audit management. This shall be a software solution designed to allow 
organizations manage their internal and external audit processes. It should provide 
a comprehensive set of tools to help organizations streamline their audit processes, 
reduce costs, and improve compliance. It must include features such as audit plan-
ning, risk assessment, audit execution, audit reporting, and audit tracking. It should 
also provide a centralized repository for audit documents and evidence, as well as 
an integrated workflow to ensure that all audit tasks are completed in a timely manner.
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17Model Validation

In this chapter, we specify the business requirements and propose the solution 
 concept for model validation. Statistical methods exist to validate artificial intelli-
gence models regarding the accuracy of predictions. However, for ERP business 
applications, this mathematical approach alone is not enough. Additional valida-
tion from functional and business process points of view are necessary. Existing 
ERP techniques like A/B testing, feature toggle, business features, or switch frame-
work must be analyzed in this context. We suggest a validation process that is appro-
priated for ERP software and considers the state transitions of artificial intelligence 
models. Finally, we propose a model validation cockpit as central environment for 
administration.

17.1  Problem Statement

Artificial intelligence has the ability to uncover hidden patterns and relationships by 
learning from the data provided by applications, rather than relying on pre- 
programmed rules. By incorporating artificial intelligence capabilities into ERP 
business processes, it becomes possible to identify overlooked opportunities, reveal 
concealed risks, and automate monotonous tasks or work that requires knowledge. 
When creating intelligent applications that are based on artificial intelligence algo-
rithms, the artificial intelligence model usually undergoes evolution over time. After 
the model is trained with an initial data set, it needs to be retrained with new data 
that becomes available during its use. This new data reflects changes in the environ-
ment, such as deviations in customer behavior, which the artificial intelligence 
model captures due to its continuous retraining.

The process of retraining is one of the differences from classical systems, as we 
have previously discussed. It’s a recurring process that leads to the creation of new 
versions of the artificial intelligence model. These new versions need to be validated 
for their predictive power and robustness before they can be put into use. However, 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_18&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_17
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in the context of ERP systems, this is a formidable task. This is because the  traditional 
validation methods are not adequate for artificial intelligence. Typically, customers 
test business applications in quality systems and transport them to production sys-
tems after successful validation. Quality systems usually only contain test data, 
which is sufficient for testing functional correctness. But for validating artificial 
intelligence models, the synthetic data in quality systems is not sufficient. Therefore, 
training artificial intelligence models on this synthetic data would lead to inaccurate 
models. Hence, artificial intelligence models must always be trained in production 
systems where live data is available. This is the only way to ensure that the artificial 
intelligence algorithms learn from the correct data and identify the relevant patterns.

Live data usually cannot be copied from production to quality systems due to 
GDPR compliance, so developers and consultants working in the quality system 
would then have access to live data, which is legally prohibited. Therefore, in a 
quality system, only the functional correctness of artificial intelligence applications 
can be tested, and the quality of the artificial intelligence model cannot be validated. 
This validation must occur in the production system, which is a significant differ-
ence from traditional applications and brings specific requirements to the validation 
procedure, such as the need for new roles like the data scientist. However, testing in 
production ERP systems is problematic because each action impacts business pro-
cesses, change documents, and audit logs. This footprint cannot be reversed due to 
legal compliance reasons.

Therefore, the crucial question is how to validate artificial intelligence models 
from a business process perspective in production ERP systems. The solution we 
propose is the primary focus of this chapter. Traditional validation concepts and 
tools are taken as granted, such as testing the functional correctness of artificial 
intelligence applications in quality systems or using statistical techniques to deter-
mine the quality of artificial intelligence models.

17.2  Solution Proposal

In ERP systems, there exist certain technologies that might initially seem suitable 
for validating a newly trained model of artificial intelligence when another model is 
already in use. However, upon closer examination, these technologies prove to be 
insufficient.

• A/B testing
• A/B testing is a technique used to compare two versions of an application to 

determine which one performs better. Essentially, it’s an experiment where two 
or more variations of a Web page are randomly presented to users, and statistical 
analysis is employed to determine which version achieves better results for a 
specific conversion goal. In an A/B test, an application screen might be changed 
to create a second version of the same page. This alteration could be as minor as 
changing a single headline or button or as major as a complete page redesign. 
Half of the traffic shows the original version of the page (the control), while the 
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other half shows the modified version (the variation). As visitors interact with 
either the control or variation, their engagement is measured, collected in an 
analytics dashboard, and analyzed through a statistical engine. This allows for 
the determination of whether the changes had a positive, negative, or neutral 
effect on visitor behavior.

• However, A/B testing is primarily focused on validating user interfaces and 
therefore cannot be directly applied to artificial intelligence models. Artificial 
intelligence models are deeply integrated within business processes, influencing 
process flow and decision-making. These impacts cannot be easily reversed in 
ERP solutions due to legal compliance reasons. For instance, bank transfers exe-
cuted by an artificial intelligence model cannot simply be erased. Thus, in our 
view, having two applications with the same purpose but different behaviors due 
to differing artificial intelligence models is not acceptable for ERP solutions. 
Therefore, traditional A/B testing cannot be directly applied for the validation of 
artificial intelligence models.

• Feature toggle
• Feature toggle is a method used to selectively activate or deactivate a feature. A 

feature refers to a business functionality at the level of a user story. Feature tog-
gles are used to prevent the release of incomplete or substandard features to 
customers. These features are delivered in an inactive state, hidden from cus-
tomer access by a runtime switch (feature toggle). The default status of the fea-
ture is off. In development and test systems, it can be activated per user and per 
client. In customer systems, the feature cannot be switched on. The feature is a 
temporary switch used to separate the technical upgrade of the system from the 
functional update. Once the feature is released, the feature toggles are removed.

• However, the focus of feature toggles is on continuous delivery, beta shipment to 
selected customers, and phased rollout of functionality. Therefore, from our per-
spective, it doesn’t align with the validation of artificial intelligence models. 
Moreover, feature toggles are temporary. After the final release of a feature to all 
customers, the feature toggle is removed, and the corresponding source code is 
cleaned up.

• Business feature
• A business feature enhances an ERP core business functionality with an addi-

tional opt-in feature. When a customer selects their scope, which references 
one or more business features, the corresponding customizing entry is set in 
the central business feature customizing table. Business features are defined by 
the ERP vendor and are delivered to customers as table content. Having a cen-
tral customizing table for all business features instead of multiple, heteroge-
neous implementations increases transparency into the available business 
features. From a development perspective, business features provide a quick 
and easy way to check if a customer has a certain functionality in scope. 
Typically, a business feature corresponds one to one to a business configuration 
content object, which represents the corresponding backend enablement. As 
with all business configuration content, the principle of incremental content 
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design applies, and all  dependencies between business features are managed at 
the business configuration content level.

• However, the focus of business features is on checking whether a customer has 
specific customizing settings in place for the given functionality. Therefore, this 
ERP technology doesn’t help with the validation of artificial intelligence models, 
as it’s about proving the quality, not about checking for customizing settings.

 1. Switch framework
A switch framework is a tool that streamlines the landscape of an ERP system 

by incorporating one or more industry-specific solutions into a standard system. 
This framework provides the ability to manage the visibility of repository objects 
or their components from an external source using switches. When a switch 
framework is utilized, all industry-specific solutions and a limited set of reposi-
tory objects are delivered in a deactivated state within the system. Typically, 
there is no need to install an industry-specific solution, but it must be activated 
when necessary. The switch framework is usually incorporated into the develop-
ment environment and works in close collaboration with enhancement tools. The 
primary objective of these enhancement tools is to offer a technology that enables 
the creation of enhancements without modifications and to consolidate all poten-
tial methods of modifying or enhancing repository objects. The core of the 
switch framework is a straightforward structure that includes an enhancement 
option and an implementation element that can be attached to it. The switch 
framework governs which enhancement implementations should be executed.

The switch framework primarily concentrates on industry verticalization and 
design-time artifacts. Therefore, this technology does not meet the requirements 
for validating models of artificial intelligence, as these models are not merely 
design-time entities.

Given that none of these technologies can be repurposed to verify the models of 
artificial intelligence from the perspective of business processes, we will move on to 
discuss a novel strategy. The process of validating artificial intelligence systems can 
be broadly divided into two categories: offline and online. The offline validation 
process takes place during the initial development phase, where data scientists 
experiment with various features, models, and hyperparameters. This involves a 
repetitive cycle of validating against a predetermined baseline using selected evalu-
ation metrics. Once a model that shows satisfactory performance is developed, the 
next phase is to launch the model into a live environment and validate its perfor-
mance using real-time data. This is known as online validation, which involves 
methods that are implemented post-offline validation to continuously validate and 
enhance the performance of models as new data comes in.

In this discussion, we will focus solely on online validation as it is the more cru-
cial of the two. In Fig. 17.1, we depict the state transitions of artificial intelligence 
models, including the necessary validation steps. Let’s delve into these steps:
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Fig. 17.1 State transition of artificial intelligence models
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 1. In training
During the training phase, the initiation of the artificial intelligence model’s 

training is overseen by the business administrator using the already discussed 
Intelligent Scenario Lifecycle Management application. The duration of the 
training can vary greatly, from mere minutes to several days, depending on the 
artificial intelligence algorithm used and the nature of the application data. There 
are also instances where the training process may fail, such as when a particular 
configuration is absent or there is insufficient training data.

 2. Trained
Once the model is trained, statistical key performance indicators (KPIs) are 

computed to determine its predictive power. The fundamental concept here is to 
train an artificial intelligence system using a specific dataset and then apply the 
derived function to data points where the target variable’s value is already 
known. If the model’s KPIs fail to meet the set expectations, the model is deemed 
ineffective and is labeled as failed.

 3. In business validation
However, KPIs only provide a static measure of the model’s predictive power 

and are not adequate for the productive application of the artificial intelligence 
model. As a result, a business validation process is necessary. This process eval-
uates the artificial intelligence model in the context of the relevant business pro-
cesses and the associated business users. If the business validation process is 
unsuccessful, the artificial intelligence model is labeled as failed. Typically, 
failed artificial intelligence models are removed from the system.

 4. Business validated
If the business validation process is successful, the artificial intelligence 

model is designated as active for productive use. From this point forward, this 
model handles all inference requests. Before a new model can be activated, the 
existing model must be deactivated, as only one model can be active in the sys-
tem at a time. Deactivated models cannot be deleted due to legal compliance 
requirements. These models can either be stored in the online database or 
archived to external systems to save memory/storage space.

As previously mentioned, traditional concepts and technologies are not sufficient 
for the business validation of artificial intelligence models. Therefore, a specific 
solution is proposed, as depicted in Fig. 17.2. The fundamental idea is to run one or 
more validation models in the background, parallel to the productively activated 
artificial intelligence model. As shown in Fig. 17.2, the end user uses the artificial 
intelligence application to consume predictions. These requests are managed by the 
artificial intelligence logic class, which integrates the consumption APIs of the 
trained model into business processes. To run validation models concurrently with 
the active model, an inference dispatcher is required. This component directs the 
inference requests to both the validation and productively used artificial intelligence 
models and receives the inference responses. While the responses from the active 
model are provided to the artificial intelligence application, the responses from the 
validation models are stored locally alongside the active model’s results. Therefore, 
for each inference call, validation data is collected, which is then made available to 
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Fig. 17.2 Artificial intelligence model validation solution

the data scientist via the validation cockpit (Fig. 17.4). This allows data scientists to 
compare the prediction accuracy of the validation models with the productive model.

The data scientist may use additional statistical methods to determine which vali-
dation models will be put into productive use. The outcomes of these validation mod-
els could potentially be made visible to the end user through the artificial intelligence 
application. This would allow the end user to compare the results from the active and 
validation models and offer feedback. While this kind of explicit feedback is clear 
and understandable to the user, it could affect the user experience and present a chal-
lenge in terms of user interface design. However, it also provides valuable informa-
tion for validating the artificial intelligence model. If the artificial intelligence 
application incorporates a mechanism for explicit feedback for model validation, 
then the feedback data is also stored as validation data and shown in the validation 
cockpit. This means that the data scientist can use the explicit feedback as a basis for 
making decisions. The class that contains the logic for the artificial intelligence is 
registered to the intelligent scenario and is therefore linked with the Intelligent 
Scenario Lifecycle Management framework. As already explained in previous chap-
ters, this framework manages the life cycle of artificial intelligence applications from 
the perspective of the consumer. It offers the ability to check, set up, train, deploy, 
and monitor an artificial intelligence application. The Intelligent Scenario Lifecycle 
Management framework is the logical place to include the validation functionality. 
This implies that the validation of artificial intelligence models must be explicitly 
initiated by the end user of the Intelligent Scenario Lifecycle Management frame-
work. This active decision is important because the validation process uses system 
resources, including storage for the validation data and CPU time for the training 
process. The details of the validation steps are illustrated in Fig. 17.3.

In Fig. 17.4, we propose a design for the user interface of a cockpit meant for 
validating artificial intelligence systems, with the aim of outlining its functional 

17.2 Solution Proposal



262

Re
sp
on

se

V,

Di
sp
la
y

va
lid
at
io
n

(in
te
llg
en
t_
sc
en
ar
io
)

Op
tio

na
lAr
tif

ici
al

 In
te

lli
ge

nc
e

Ap
pl

ica
tio

n
In

fe
re

nc
e

Di
sp

at
ch

er
Da

ta
Sc

ie
nt

ist
Tr

ai
ni

ng
In

fra
st

ru
ct

ur
e

Va
lid

at
io

n
Co

ck
pi

t

De
cid

e
on

m
od

el
V

ac
tiv
at
io
n

Lis
to

f:
re
qu

es
t,

re
sp
on

se
A,

re
sp
on

se
[fe

ed
ba
ck
]

In
te
gr
at
e

va
lid
at
io
n

Re
sp
on

se
V

Sa
ve

(fe
ed
ba
ck
)

St
at
us

Sa
ve

(re
qu

es
t,

re
sp
on

se
A,

re
sp
on

se
V,

in
te
llig

en
t_
sc
en
ar
io
)

pr
ed

ict
(re

qu
es
t)

Pr
ed

ict
A
(re

qu
es
t)

Re
sp
on

se
A

Pr
ed

ict
V
(re

qu
es
t)

Re
sp
on

se
V

Re
ad

(in
te
llig

en
t_
sc
en
ar
io
)

Lis
to

f:
re
qu

es
t,

re
sp
on

se
A,

re
sp
on

se
V

[fe
ed
ba
ck
]

Fi
g.

 1
7.

3 
A

rt
ifi

ci
al

 in
te

lli
ge

nc
e 

va
lid

at
io

n 
pr

oc
es

s

17 Model Validation



263

Fi
g.

 1
7.

4 
A

rt
ifi

ci
al

 in
te

lli
ge

nc
e 

m
od

el
 v

al
id

at
io

n 
co

ck
pi

t

17.2 Solution Proposal



264

scope. This user interface is composed of four main sections: a search area, a list 
page, a detailed view, and an action section. Within the search area, users have the 
ability to establish filter criteria to aid in the discovery of available intelligent sce-
narios. Examples of these search criteria could be the name of the intelligent sce-
nario, the package it belongs to, or its current status. Intelligent scenarios that meet 
the established search criteria are displayed on the left-hand side of the cockpit. 
Users can then select the intelligent scenario that is relevant to them, and detailed 
information about it will be displayed on the right-hand side of the cockpit. The 
table in this section shows the response of the activated and validated model for 
each request. If available, direct feedback from the model’s user can also be shown. 
Users have the ability to navigate to the request and compare the responses of both 
the activated and validated models. This comparison is facilitated by precomputed 
KPIs and a time-dependent display of the responses. Users also have the option to 
define their own KPIs or apply additional data science methods to the request and 
response data. Based on the analysis of this data, users can initiate various actions. 
These actions could include keeping the current active model, shifting to the valida-
tion model if it proves to be more accurate, or postponing the decision until more 
data are gathered.

17.3  Conclusion

Validation of artificial intelligence models is the process of testing the accuracy and 
reliability of a model’s predictions. This is done by comparing the model’s output 
with known data and making sure that the model is able to generalize well to unseen 
data. Validation helps to ensure that the model is not overfitting or underfitting the 
data and that it is able to accurately predict outcomes. Statistical methods exist to 
validate artificial intelligence models regarding the accuracy of predictions. 
However, for business applications, this mathematical approach alone is not enough. 
Additional validation from functional and business process points of view is neces-
sary. Therefore, in this section, we deducted the business requirements and pro-
posed the necessary technical solution for validation of artificial intelligence models. 
Validating models by providing them to specific consumer groups is not sufficient 
in the context of ERP as based on these, models’ actions are processed, which can-
not be undone due to legal compliance. To overcome this restriction, we proposed a 
concept making use of background inference for collecting validation data, which 
are analyzed with a suggested model validation cockpit.
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18Interface Design

In this chapter, we specify the business requirements and propose the solution 
 concept for user interface design. Incorporating artificial intelligence capabilities 
into user interfaces needs a particular design and provisioning of new user inter-
face technologies. Only with proper integration into the user interfaces is the instant 
value of artificial intelligence exploited effectively. Therefore, we propose user 
interface patterns like matching, recommendation, or ranking to facilitate user 
interface design for intelligent applications. Thus, partially completely new user 
interface components are necessary to serve artificial intelligence scenarios.

18.1  Problem Statement

Many individuals perceive user experience as an emotional concept rather than a 
logical one, which can make it challenging to justify the business benefits of invest-
ing in good user experience. However, the reality is that good user experience car-
ries a tangible financial value, in addition to the obvious human value of enhancing 
people’s happiness. For instance, a well-designed user experience can boost produc-
tivity, as it enables individuals to accomplish more with an ERP system. This is not 
only because they become more efficient but also because they become more effec-
tive, as the intelligent ERP system directs them toward the tasks that require their 
attention the most. Another crucial factor is the quality of data: errors in data entry 
can lead to significant costs later in the process. Therefore, ensuring high-quality 
data from the outset through a good user experience can prevent the need for later 
data corrections. Software that is easy to use requires minimal training, leading to 
substantial savings in training and subsequent support desk costs. If end users are 
involved in the implementation process and the user experience is tailored to meet 
their needs from the beginning, the number of change requests for new or different 
features can be reduced. Changes to a deployed user interface are more costly than 
changes made in advance. Additionally, the number of user errors will decrease, 
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reducing costs associated with poor data quality and support desk services. Beyond 
these measurable advantages, a high-quality user experience offers clear human 
value benefits. These are especially significant in the current era, where businesses 
compete to attract top talent who prefer to work with contemporary tools rather than 
outdated ones. A good user experience leads to increased user satisfaction; pro-
motes the inclusion of all employees, including those with disabilities, by support-
ing accessibility; and encourages people within the company to actually use the 
software, instead of, for example, storing data separately on their desktops for as 
long as possible. If the applications are customer-facing, a good user experience can 
help foster and enhance customer loyalty. Lastly, from the perspective of an IT 
department, supplying business units with software that offers a superior user expe-
rience can strengthen the relationship with these units, as the IT department is pro-
viding software that their teams enjoy using.

An intelligently ERP system can enhance the cognitive abilities of a human user. 
Similar to previous generations of tools, our objective should be to equip users and 
enhance the results of human labor. To realize this objective, we suggest the follow-
ing principles for the creation of intelligent systems:

• Humans should be in control
• In a corporate setting, actions initiated in an ERP system can have a concrete 

effect in the real world, influencing the company’s objectives and earnings. Since 
the human user still holds the responsibility and accountability for these actions, 
they must always have control over the outcome.

• Enhance human abilities
• An intelligent system should strive to improve the skills of human experts to earn 

their trust and encourage successful implementation, rather than attempting to 
replace them. Measures such as offering improved transparency and effective 
tools for decision-making processes, incorporating user feedback, and present-
ing information in a more comprehensible manner can all enhance the individu-
al’s power and influence. On the other hand, concealing information, 
oversimplifying the truth, or limiting the options without adequate transparency 
can make the user a slave to the ERP system. The user should have the ability to 
comprehend and manage the intelligent system.

• Design aligned with ethics
• Machines perform the tasks they are programmed to do; there is no ethical judg-

ment in an algorithm. The designers and creators of sophisticated artificial intel-
ligence systems are involved in the ethical consequences of their use, misuse, 
and actions, and they have the responsibility and opportunity to influence these 
consequences. It is necessary to establish definite and enforceable ethical guide-
lines that intelligent systems must adhere to.

• Effective automation
• Intelligent ERP systems should minimize the effort required by a user to accom-

plish a task. This involves determining the appropriate level of automation for each 
use case. When complete automation is not possible, we should strive for increased 
efficiency. Intelligent systems can assist users in achieving the same outcomes with 
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fewer steps by integrating automation with improved use of existing information, 
transparency, and learning effects.

18.2  Solution Proposal

The objective of designing a user interface is to provide a consistent and high- 
quality user experience across all modules of an ERP system, setting the product 
apart from its competitors. This consistency can be achieved by creating a design 
system that is rooted in the company’s goals and code, as well as in best practices 
that guarantee the quality of the development processes. These practices include 
conducting user research, defining personas, and adhering to guidelines. The design 
of the user interface aims to simplify the software, and this is achieved through five 
design principles:

• Role-based: The design or system development is tailored to specific roles 
within the company, such as business employees or accountants. This principle 
is an extension of the human-centered quality, as the design is specifically cre-
ated for the workflows of a clearly defined target group, which is identified based 
on their role and responsibilities. Therefore, role-based design takes into account 
the roles that business users play, such as accounts receivables accountant or 
internal sales representative, and the applications are designed with these roles 
in mind.

• Adaptive: According to this principle, the ERP applications should be able to 
operate on various devices like notebooks, tablets, or smartphones, providing the 
same user experience across different scenarios and use cases. This necessitates 
that they are not only responsive but also allow teams to simplify the applications 
for mobile devices. Therefore, adaptive design means that applications can be 
used on different form factors such as desktop, tablet, or mobile phone. However, 
adaptive design goes beyond just technical responsiveness, i.e., ensuring that the 
same user interface will run on mobile as well as desktop, by also allowing teams 
to create dedicated versions of desktop apps for mobile use cases.

• Simple: This principle can be best understood through the 2/20/200 rule, which 
states that a user should be able to recognize the status (situation) within 2 sec-
onds, identify the causes for this result in about 20 seconds, and understand the 
exact reasons behind this in the form of detailed information in 200 seconds. The 
screen should always be minimalist and organized and contain only the most 
important information but also serve as a quick access point for detailed informa-
tion. Simplicity is easier said than done: it involves avoiding clutter on the screen, 
keeping only the important information in focus, and having progressive disclo-
sure to give users access to details as they need them.

• Coherent: Humans tend to quickly adapt to products and behaviors. Therefore, 
users should always feel familiar with the system when using it. This can be 
achieved by avoiding repetition (consistency) and eliminating gaps or illogical 
jumps (coherence) during the use of different apps. Therefore, coherence means 
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that users of many applications feel that they all belong to the same family, i.e., 
they behave consistently, and they feel coherent.

• Delightful: The software should be enjoyable for the user to use, enabling them 
to build a positive emotional relationship with it. Non-functional aspects such as 
nice animations can contribute to this, serving as an example of pure user inter-
face aspects that are unrelated to features and functions that support the business. 
Therefore, delightful means that users enjoy using the user interfaces and that 
they have a positive emotional connection to the software.

Depending on the use case and desired output, tasks involving artificial intelli-
gence can be classified into several broad categories (such as classification, regres-
sion, or clustering tasks). Moreover, the specific approach for implementation can 
influence the user interface in a very specific way. There are two important aspects 
to consider when designing intelligent systems that use artificial intelligence models:

 1. Explainable Artificial Intelligence
The design of intelligent systems should be guided by the principle of empow-

ering the end user. This can be accomplished by offering ample information 
about the underlying model and elucidating the logic behind the outcomes of an 
algorithm. Empowerment fosters a sense of trust between humans and machines. 
We delved into this topic in the chapter titled Explanation of Results.

 2. Feedback loop
Various algorithms might necessitate feedback from the end user to strengthen 

the underlying data model. The creation of an effective feedback loop is a com-
plex design task that may introduce new user roles, such as data scientists, and 
specialized user interfaces, for instance, for the monitoring and analysis of feed-
back. We discussed this topic in the chapter Model Degradation.
As we outlined in the second part, we discovered several application patterns for 

artificial intelligence within the context of ERP software. In this section, we exam-
ine the general user interface design for these artificial intelligence patterns, specifi-
cally for matching, recommendation, and ranking. We concentrate on the crucial 
aspects to elucidate the design proposals.

18.2.1  Intelligent Matching

The process of intelligent matching uses methods derived from the field of artificial 
intelligence to identity items that are related and subsequently create groups of 
matches. This system has the capability to propose one or several matching strate-
gies to link the items. The role of the users in this process is simply to give their 
approval or disapproval of these suggestions or modify them according to their spe-
cific requirements. We illustrate the varying degrees of automation involved in the 
matching process in Fig. 18.1.
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Fig. 18.1 Matching levels

 (1) Select, validate, and rate
This marks the initial stage of automation for an ERP system. The process of 

matching remains a manual task, driven by the user; however, the ERP system 
checks and evaluates the quality of the match when requested. Following this, 
the user has the option to either apply the match or make further refinements to it.

 (2) Explore and adjust
The ERP system presents potential matches according to various methodol-

ogies. In this scenario, the users select a single method, but frequently, they are 
required to make adjustments.

 (3) Review and decide
The ERP system creates the best possible matches and offers them as priori-

tized recommendations. The user consuming the system proposes and selects 
one option without needing any additional adjustment.

The process of matching involves connecting a group of items based on specific 
criteria, such as their similarities or the nature of their relationship. This group of 
items is referred to as a matching group. We’ve noticed some common characteris-
tics of matching groups in the scenarios we’ve observed:

• Group name
• This is a meaningful label for the matching group. It could be, for instance, the 

title of the master record in a merging scenario or the name of the matching 
criterion.

• Group summary
• This is an optional explanation of what the group contains. The summary can be 

expressed in text form or through key/value parameters.
• Group size
• This refers to the total count of items within the group.
• Quality indicator
• This is a measure of the confidence level in a proposed match in relation to the 

set objective. For instance, it could be the likeness of business partner records 
when merging duplicates or the percentage covered when matching invoices.

• Finalizing action
• This is an action that can be applied to the entire group, such as approving a 

proposed match.
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We can display the collection of matching groups to users in various formats – for 
instance, as a list, a grid, or even a graph. Users can then drill down into a specific 
group and analyze its content and match quality in detail. The way a matching group 
is displayed depends on the use case and can range from a simple list to a complex 
chart like a network graph. The level of interaction with the matched objects and 
groups varies depending on the matching level and the match quality. For instance, if 
the proposed match is not very precise, then editing the matching group becomes a 
crucial part of the interaction. Higher levels of automation already provide suffi-
ciently good match proposals and only differ in strategy. Here, the following main or 
finalizing actions are possible:

• Approve
• The proposal is accepted as it is.
• Reject
• The proposal is either fully or partially rejected. Partial rejection involves manu-

ally editing the matching group and then accepting it. Rejection can trigger a 
subsequent feedback mechanism (either implicit or explicit).

• Merge
• This involves combining two or more groups into a superior one.
• Split
• This involves forming two or more groups from a single one. This can be done 

by selecting individual items, which are then used to form new groups.

The concept itself does not impose any restrictions on responsiveness and adap-
tiveness. It typically utilizes standard user interface controls and floorplans and 
adopts their responsiveness characteristics and guidelines.

18.2.2  Recommendations

Intelligent ERP systems can assist users by recommending suitable content or sug-
gesting an action or input that the user might favor. In this context, we’re discussing 
recommendation and its impact on the user interface. As previously noted, there are 
various types of recommendation models, such as assistance with input or sugges-
tions for solutions. Input assistance offers recommendations for user input to fill out 
an entire form or just a single element of it. In both scenarios, we need to design the 
following micro-interactions:

• Detect
• From a user’s perspective, we need to identify the values that the system has 

proposed.
• Explain
• From a user’s perspective, we want to comprehend the reasoning behind the 

system’s recommendation.
• Compare
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• From a user’s perspective, we need the ability to compare the existing human 
input against the system’s recommendation.

• Act
• From a user’s perspective, we wish to either accept or reject the system’s 

recommendations.

The guiding principle is that human input should always win against machine 
input. As depicted in Figure 18.2, the ERP system can autofill blank fields with sug-
gestions. A user’s input should never be replaced by a system recommendation 
without the user’s consent. The user’s active acceptance of the ERP system’s sug-
gestion transforms it into user input. Now, let’s explore the various options for input 
assistance:

 (1) Without human input and without system recommendation
 (2) With human input but without system recommendation
 (3) Without human input but with system recommendation
 (4) With human input and with system recommendation

Fig. 18.2 Input assistance
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Fig. 18.3 Recommendation item

Users have the option to either implicitly agree with the system’s recommendation 
by submitting the entire form or they can explicitly choose an alternative if there’s a 
disagreement. If users want to outright reject a system’s recommendation, they can do 
so by beginning to adjust it in the input field.

In a majority of instances where solution recommendations are used, these solu-
tions are displayed as a collection of recommended items, all of which are organized 
within a recommendation block. At the very least, each recommended item should 
possess a significant title that is associated with an action. The way these items are 
displayed can be further customized based on the specific use case by using a vari-
ant of the list item control. Figure  18.3 provides an example that illustrates the 
structure of the most complex case, complete with all optional elements:

• Title and description
• The recommendation should be given a concise yet meaningful title that encap-

sulates the recommended action. Additional details can be provided in a supple-
mentary description. While longer texts may be cut off after the second line, it is 
advisable to avoid such truncation.

• Action
• In order to apply a recommendation, the user must perform a corresponding 

action. The action can be initiated by clicking on the entire list item or a specific 
button, depending on the design of the recommendation item.

• Selection
• In certain scenarios, users may need to preview the results before making a selec-

tion. In such instances, the triggers for the preview and the final action should be 
distinct.

• Preferred proposal
• Based on the specific use case, a recommendation item can be highlighted as a 

preferred proposal. For more information, refer to the section on ranked recom-
mendations that follows.

A group of recommendation items constitutes a recommendation block. 
Figure 18.4 provides an example of the structure of a horizontal recommendation 
block based on a grid list:
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Fig. 18.4 Recommendation block

• Recommendation block header
• The block toolbar contains a meaningful and short block title (1), which describes 

the set of proposed solutions (2). It can also offer additional functionality (3) that 
applies to the whole recommendation block, such as an additional explanation of 
the model behind the recommendations or an option to provide explicit user 
feedback to reinforce the underlying model.

• Recommendation block items
• Recommendation items (4) are the main content of the recommendation block. 

Depending on the use case and space constraints, they can be organized horizon-
tally, vertically, or as a grid.

• Ranked recommendations
• The initial suggestion within the recommendation block can be highlighted to 

indicate the most favored proposition. It is advisable to underscore just a single 
entry, the most favored one, in the enumeration and position it at the top. If the 
situation demands, we can apply the use of semantic colors to enhance the 
emphasis.

18.2.3  Ranking

Ranking is a method that simplifies complex decision-making processes for busi-
ness users by presenting the most optimal choices at the forefront. The process 
involves arranging items within a group based on certain criteria that align with the 
user’s business context. These criteria could be a specific amount, the level of prior-
ity, or a particular score. When items are ranked in a table or list, the arrangement is 
always such that the items with the highest rank are displayed at the top. The pro-
cess of ranking may involve the use of sophisticated algorithms, but this is not a 
necessity. Ranking can also be achieved through the application of basic rules, set 
thresholds, or heuristics. The concept for ranking in lists and tables consists of three 
fundamental elements that are grouped together in a commonly reusable compo-
nent. This concept is visually represented in Fig. 18.5:

 (1) Ranking value
The ranking is typically determined by a common value, which is usually 

a numerical figure that establishes the position of an object. This value 
could be an indirect one, such as cost or delivery duration, or it could be a 
score. Depending on the specific application, the score could be displayed 
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8.4 Alternative
213

Fig. 18.5 Ranking 
elements

as a percentage or without any measurement unit. Alternatively, a compact 
visual representation like a radial microchart could be used. While it’s 
unusual, rankings can also be based on non-numerical values, such as the 
letter-based grading systems used in academia (A+, A, A−; B+, B, B−; C+, 
C, C−; D+, D, D−). Interacting with the ranking value, either by clicking or 
tapping, will open a dialog box that provides detailed information about the 
ranking of the item in question. If there are items in a list that, for whatever 
reason, lack a ranking value, they should be placed at the end of the list. An 
instance of this could be a newly added supplier that hasn’t accumulated 
enough data to be ranked by the system.

 (2) Ranking description
The description associated with a ranking gives further explanation to the 

ranking’s value. Using words such as best or alternative can provide more pre-
cise direction without adding unnecessary complexity. It’s crucial to recognize 
that these ranking descriptions are greatly influenced by their context. The 
choice of language and its correlation to the ranking score is determined by the 
content it’s associated with, the specific application, and the overall process.

 (3) Change indicator
The modification marker simplifies the process of monitoring the ranking 

value for rapidly fluctuating data sets, like live feeds used in scenarios involving 
the interconnected network of physical devices, vehicles, and other items 
embedded with software, sensors, and network connectivity that enables these 
objects to collect and exchange data.

In order to enhance clarity and aid the user in making informed decisions, it is 
advisable to furnish more detailed information about the ranking system whenever 
it is feasible.

The value used for ranking is the smallest element necessary to display a ranking 
for a list or table. The description of the ranking and the change indicator enhance 
the fundamental value of the ranking, but they may not always be necessary. Besides 
these three primary elements of the ranking component, there are two more factors 
to think about:

• Semantic colors
• These can be used to emphasize the message of the ranking. Use semantic colors 

based on values when the aim is to highlight data points that are positive, neutral, 
or negative. Depending on the set threshold values, the color of each data point 
could be red, green, or orange.

• Presentation variations
• These variations allow the ranking concept to support different representations 

of the same data point. The appropriate representation depends on the role and 

18 Interface Design



275

Fig. 18.6 Ranking details

use case, as well as the relative significance of ranking in the application. For 
instance, if the ranking is part of the dataset but isn’t pertinent for the role or task, 
avoid using a semantic color and present the ranking like all other values in 
the table.

To gain additional insights into the ranking for a specific object, the user can 
view the ranking details as shown in Fig. 18.6. The detail dialog is triggered by 
clicking or tapping the Ranking indicator (1). In the ranking details, explain the 
position of the object in the overall ranking (2) and the individual ranking compo-
nents (3). Also include a comparison (4) between the current object and the average 
score for all other objects. Comparing individual values with an overall score helps 
users assess their importance.

18.3  Conclusion

User experience has become significantly more important in recent years because 
companies no longer see it as a pure design function but also as an economic benefit 
that promises long-term competitive advantages and high employee and customer 
satisfaction. For this reason, the continuous development and improvement of the 
user experience are indispensable. Incorporating artificial intelligence capabilities 
into user interfaces needs a particular design and provisioning of new user interface 
technologies. Only with proper integration into the user interfaces is the instant 
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value of artificial intelligence exploited effectively. In this section, we deducted the 
business requirements and proposed the necessary technical implementation for 
designing user interfaces for intelligent systems. The goal here was to optimally 
guide the user and focus the attention on the highest priority tasks by notifications. 
In addition, a wide range of other artificial intelligence design patterns facilitate the 
user’s workflow, for example, explanations, matching, rankings, and recommenda-
tions but also predictions and forecasts.
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19Embedding Generative AI

In this chapter, we specify the business requirements and propose the solution 
 concept for embedding Generative AI into ERP software. Generative AI has the 
potential to radically change the way we apply artificial intelligence in various 
industries and fields. By levering the strength of these sophisticated models, users 
without technical backgrounds can address their business challenges just by 
expressing them in everyday language. This creates a vast range of opportunities for 
both companies and individuals. In the context of ERP systems, the key questions 
are: What is the added value of Generative AI, what are the technical requirements, 
and how to embed this technology into business applications? Providing answers 
for those questions is the objective of this chapter.

19.1  Problem Statement

Foundation models, large language models, and generative AI are related concepts 
in the field of artificial intelligence, particularly in the subfield of natural language 
processing and machine learning. Here’s a brief explanation of each term and how 
they depend on each other:

 1. Foundation models: These are pre-trained machine learning models that serve 
as a starting point or base for more specialized models or applications. These 
models are usually trained on massive amounts of data and can capture general 
features and representations of the data. By fine-tuning these models on smaller, 
task-specific datasets, researchers can create models that perform well on a wide 
range of tasks. Examples of foundation models include OpenAI’s GPT-3, BERT, 
and CLIP.

 2. Large language models (LLMs): These are a type of foundation model specifi-
cally designed to handle natural language processing tasks. LLMs are trained on 
vast amounts of text data, enabling them to generate coherent and contextually 
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relevant responses, perform translation, answer questions, and more. The term 
large refers to the size of the model, typically measured by the number of param-
eters. Larger models have more capacity to learn complex patterns and represen-
tations, leading to better performance on a variety of tasks. GPT-3, with its 175 
billion parameters, is an example of an LLM.

 3. Generative AI: This term refers to the broader class of AI models that can gen-
erate new data samples based on the patterns and structures learned during train-
ing. These models can create text, images, music, or any other type of data by 
sampling from a learned probability distribution. LLMs are a type of generative 
AI, as they can generate text based on a given context or prompt.

Thus, foundation models are a general concept in machine learning, and large 
language models are a specific type of foundation model designed for natural lan-
guage processing tasks. Both foundation models and large language models can be 
considered part of the broader category of generative AI, as they can generate new 
data samples based on learned patterns. These concepts depend on each other in the 
sense that large language models are a subclass of foundation models, and both of 
these model types can be seen as instances of generative AI. The development of 
more advanced foundation models and LLMs contributes to the progress in genera-
tive AI and its potential applications. As already mentioned, Generative AI refers to 
a type of artificial intelligence that focuses on creating new content, data, or patterns 
based on existing examples. These AI models are designed to generate output that 
resembles human-created content, such as text, images, music, or even videos. They 
learn from existing data and are capable of producing novel content by understand-
ing and mimicking the underlying structure and patterns in the data. One of the most 
popular techniques used in generative AI is generative adversarial networks (GANs), 
which consist of two neural networks, a generator and a discriminator, competing 
against each other. The generator creates fake data, while the discriminator tries to 
distinguish between real and fake data. This process helps the generator improve its 
output, making it increasingly difficult for the discriminator to differentiate between 
the two. Another popular approach is variational autoencoders (VAEs), which are 
unsupervised learning models that learn to compress data and then reconstruct it. 
VAEs can generate new data by sampling from the learned compressed representa-
tion. Generative AI has numerous applications, such as creating realistic images, 
generating text, composing music, designing new molecules for drug discovery, 
and more.

Within the realm of ERP software, the primary inquiries revolve around the addi-
tional benefits brought by Generative AI, the necessary technical specifications, and 
the methods to incorporate this technology into business applications. Those aspects 
we discuss in this section. However, as the Generative AI is a brand-new research 
topic, those might be not final answers. Generative AI has the potential to radically 
change the way we apply artificial intelligence in various industries and fields. By 
leveraging the capabilities of these advanced models, non-technical users can now 
solve their business tasks simply by describing them in natural language. This opens 
up a wide possibility for businesses and individuals alike, empowering them to 
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harness the capabilities of AI without requiring extensive technical expertise. 
Foundation models, like OpenAI’s GPT series, are designed to be broadly applica-
ble to a multitude of tasks without the need for re-training. By employing these 
models, businesses can optimize their processes, enhance their decision-making, 
and automate repetitive tasks, ultimately driving growth and innovation. The adapt-
ability of general-purpose Generative AI models is another key advantage. These 
models can be fine-tuned to perform specific tasks in a relatively short amount of 
time, allowing organizations to quickly deploy artificial intelligence solutions tai-
lored to their needs. To provide orientation when to apply Generative AI, we list 
exemplary use case patterns, which can be resolved with this technology:

 1. Content Generation: Create articles, blog posts, social media content, mail 
drafts, product descriptions, or even poetry and stories based on a given theme 
or keywords.

 2. Question-Answering: Build systems that answer questions based on a given 
context or knowledge base and extract valuable insights and information from 
large datasets or collections of text documents.

 3. Conversation Agents: Develop chatbots or virtual assistants that can answer 
user questions, provide customer support, or engage in general conversation.

 4. Text Summarization: Generate concise summaries of long articles, news, or 
research papers to help users grasp the main ideas quickly.

 5. Translation: Translate text between different languages while maintaining the 
context and meaning of the original content.

 6. Sentiment Analysis: Analyze the tone and sentiment of a piece of text, such as 
reviews, tweets, or comments, and classify them as positive, negative, or neutral.

 7. Text Classification: Foundation models can be fine-tuned to categorize text 
into specific groups, such as spam detection, topic classification, or intent 
recognition.

 8. Code Generation: Given a natural language description, generate code snip-
pets in various programming languages or autocomplete code for developers.

 9. Data Augmentation: Artificial intelligence models can generate new data sam-
ples for training machine learning models, improving their performance and 
generalization and unit tests for code evaluation.

 10. Information Extraction: Extract structured information from unstructured 
text, such as names, dates, addresses, or other relevant data.

 11. Personalization: Generate personalized content, recommendations, or experi-
ences for users based on their preferences, interests, or past behavior.

 12. Creative Applications: Assist with brainstorming ideas, generating names for 
products or companies, creating advertising slogans, writing song lyrics, gener-
ating image/video/voice.

Potential benefits of Generative AI for ERP systems are numerous and can sig-
nificantly improve the user experience, streamline content creation, and enhance 
developer productivity. One of the key benefits is the improvement of the software 
and service experience for customers. By enabling interactions with the software 
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using natural language, users can more easily navigate the system and access the 
functionality they need. Automation in customer support can lead to quicker resolu-
tion of issues and improved satisfaction levels. Conversational retrieval of informa-
tion allows users to obtain the data they need more efficiently, making the entire 
user experience more enjoyable and productive. Another benefit is the assistance 
provided in content creation and knowledge management. Generative AI can pro-
duce or improve various types of content, such as marketing and sales copies, mak-
ing it easier for businesses to communicate their value proposition to their customers. 
Additionally, the models can help in summarizing ERP documents and data, 
enabling users to quickly understand the key points and make informed decisions. 
Lastly, Generative AI can increase the speed and effectiveness of developers work-
ing with ERP systems. With features such as code generation from natural language 
and code auto-completion, developers can work more efficiently and reduce the 
time it takes to bring new features or improvements to market. Automated genera-
tion of documentation also ensures that developers have access to accurate and up- 
to- date information, further streamlining the development process. For embedding 
Generative AI into ERP software, the following application requirements must be 
considered:

 1. Vendor diversity: It is required to be open for diverse Generative AI vendors 
so that ERP application development teams have the choice.

 2. Built-in Generative AI: It is expected that the Generative AI capabilities are 
systematically embedded into business processes so that the features are pro-
vided to the right person, in the right place, and at the right time.

 3. Standardized implementation: For developers, the programming model on 
ERP side shall be uniform, independent of the utilized Generative AI technology.

 4. Standardized operations: For customers, the configuration and operation on 
ERP side shall be uniform, independent of the utilized Generative AI technology.

 5. Model adoption: Mechanism and tooling for adopting Generative AI models 
are required like prompt creation, incorporating embeddings and retraining of 
models hosted by ERP vendor.

 6. Legal compliance: It is demanded that the ERP application facilitating 
Generative AI technology is compliant to General Data Protection Regulation 
(GDPR), California Consumer Privacy Act (CCPA), consent management, 
automated decision-making, read access logging, and legal auditing.

 7. Optimized lockup: To ensure fast lockups for Generative AI embeddings, cor-
responding vector search engine shall be supported.

 8. Validation: It is required to provide validation mechanism for inputs and out-
puts of Generative AI, like syntax check of generated code or avoiding vulner-
ability injection.

 9. Life cycle customer: Support life cycle management for customers aspects like 
setup of Generative AI technology, model fine-tuning, and monitoring.

 10. Life cycle provider: Support life cycle management for provider aspects like 
provisioning of Generative AI models, updating models, support handling, and 
facilitating zero downtime.
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 11. Error handling: Mechanism and tooling for error handing and resolution, 
business monitoring, and provisioning of fallback models are required.

 12. Performance: It is requested that predefined end-to-end response time for syn-
chronous Generative AI inference calls are ensured. In the context of ERP sys-
tems, typical expectations are 150ms for instant feedback, 1000ms for simple, 
and 3000ms for complex interactions.

 13. Mass processing: For mass processing, asynchronous inference calls (batch 
inference) must be supported, although the underlying Generative AI models 
typically support synchronous inferencing.

 14. Scalability: It is required that the Generative AI technology scales with the 
number of calls and number of customers.

 15. Data integration: Data extraction for Generative AI embeddings and fine- 
tuning shall support initial load and delta management and must be based on 
ERP standard technologies.

 16. Configuration: Mechanism and tooling for configuration of Generative AI 
technology is required like max token, temperature, vendor, or hardware limits. 
Customer configurations shall not be overwritten after updates and upgrades.

 17. Extensibility: Mechanism and tooling for extending Generative AI applica-
tions is required. Customer extensions shall not be overwritten after updates 
and upgrades.

 18. Localization: It is required to implement functional localizations for Generative 
AI like multiple language support.

 19. Metering: It is expected that usage metering for Generative AI consumption is 
supported.

 20. AI ethics: Generative AI applications must follow the AI Ethics principles (see 
epilogue).

The next chapter discusses solution proposal for the above listed requirements.

19.2  Solution Proposal

This section explains how to resolve the requirements from the previous chapter. 
The guiding principle is to facilitate ERP application developers focusing on the 
business logic only while a majority of the requirements are addressed by the under-
lying technology and frameworks, those technology and framework-related require-
ments we assume as granted, e.g., performance, scalability, and optimized lookup. 
Conversely, in this section, we concentrate on the aspects which are specific to 
Generative AI and relevant for ERP application development.

Learnings from the current use cases show that Generative AI models, such as 
large-scale language models, are powerful tools for a wide range of applications, but 
they may require adaptation to perform optimally on specific tasks or domains. To 
achieve this, we can employ several model adoption techniques, such as:
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 1. Prompt engineering: This technique involves crafting specific tasks or  questions 
in natural language, which can help guide the foundation model to generate 
more accurate and relevant responses. By carefully designing prompts, we can 
effectively instruct the model to focus on the desired aspects of the task, improv-
ing its overall performance.

 2. Embeddings: Incorporating external knowledge through embeddings can sig-
nificantly improve a foundation model’s ability to adapt to domain-specific 
knowledge. Embeddings represent information in a numerical format that the 
model can easily process and learn from. By including domain-specific embed-
dings (e.g., example for good code, product documentation) or pre-trained 
embeddings from various sources, we can enrich the model’s understanding of 
the domain and provide it with useful references to generate more accurate and 
context-aware outputs.

 3. Fine-tuning: Another way to adapt foundation models is by fine-tuning their 
parameters on a small set of labeled data specific to the target task. This process 
involves updating the model’s weights using gradient descent and backpropaga-
tion, enabling it to learn the nuances of the task and improve its performance. 
Fine-tuning can be particularly effective when dealing with few-shot learning 
scenarios, where we have limited labeled data available.

By combining these techniques, we can successfully adapt foundation models to 
a wide range of tasks and domains, unlocking their full potential and enhancing 
their performance to meet our specific needs. Those model adoption methods are a 
new aspect in the application development and are therefore reflected accordingly in 
the solution architecture depicted in Fig. 19.1. For the implementation of Generative 
AI applications, we could identify so far the following realization patterns:

 1. Digital assistant: For question-answer use cases, the digital assistant solutions 
(chat bots) should be used. Generative AI capabilities are currently incorporated 
into the underlying digital assistant technologies. Applications can follow the 
established programming model for digital assistant and make indirectly use of 
Generative AI.

 2. Basic prompting: Business applications with elementary requirements regard-
ing prompt engineering should utilize the prompt creation capabilities of the 
ERP platform. Predefined prompt templates where just parameters are replaced 
by concrete values are an example for this category. These basic prompts are 
executed on Generative AI models, which are hosted externally or deployed on 
AI technology platform.

 3. Advanced prompting: Business applications with sophisticated requirements 
concerning prompt engineering should facilitate the prompt creation capabilities 
of the AI technology platform. Prompts including embeddings and require there-
fore vector search engines are an example for this category. Prompt execution is 
also here based on Generative AI models, which are hosted externally or 
deployed on the AI technology platform.
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 4. Model retraining: For applications where the pretrained Generative AI models 
are not sufficient but fine-tuning is required, the deployment and retraining capa-
bilities of AI technology platform for Generative AI models should be used. The 
idea is to train the highest layers of the underlying foundation models with appli-
cation specific data. The previous three realization patterns can be then applied 
on these local Generative AI models.

The proposed solution architecture in Fig.  19.1 facilitates the previously 
explained realization patterns for embedding Generative AI into ERP. For question- 
answer use cases, the digital assistant technology is foreseen. Independent of the 
realization pattern, the Generative AI application integrates the Generative AI capa-
bility deeply into the business processes and user interfaces with consumption APIs. 
For harmonized implementation and operations of Generative AI, the already pro-
posed Intelligent Scenario Lifecycle Management (ISLM) framework is used. For 
model adoption, the Intelligent Scenario Lifecycle Management framework shall 
provide basic and the AI technology platform advanced promoting capabilities.

The prompt generator utilizes the creation of prompt templates for a specific use 
case during design time and filling the parameters with concrete values during run-
time. Let’s explain this with the following example:

Prompt template for the use case Internal Job Description

 – You are an assistant designed to generate appealing job descriptions for an inter-
national company named [company_name].

 – Users will input structured data for a job position. You should generate an html- 
formatted job description.

 – Avoid bias based on physical appearance, ethnicity, or race. Replace inappropri-
ate language with inclusive language or politely refuse results, if that is not 
possible.

 – Provide the response in [language].
 – Generate an internal job description for [job title]. The candidate shall have 

[Skill-01], [Skill-02] and [Skill-03].
 – Hiring Manager is [manager] and recruiter is [recruiter].
 – Location is [location] and start of work is [start-date].

The above prompt template contains parameters illustrated as square brackets. 
During design time, such templates are defined and stored, and the corresponding 
Generative AI application provides the values for the parameters during runtime 
when the according Generative AI functionality is consumed. The prompt generator 
just applies text functionality and replaces the parameters with the concrete values. 
Storing the prompt templates on the ERP platform for basic promoting dramatically 
simplifies corresponding life cycle management (e.g., version dependency of tem-
plates and the ERP system). Depending on the requirements of the use case, addi-
tional context must be appended to the prompt. This can be just examples (e.g., for 
good job descriptions), which are handled by the component domain context in case 
of basic promoting. More complex context could be needed for advanced prompting 
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(e.g., PDF documents containing job descriptions for different job categories), 
where embedding lookup and vector search engine help manage this requirement. A 
vector search engine is a type of search engine that uses vector representations, also 
known as embeddings, to search for relevant information. Unlike traditional 
keyword- based search engines, vector search engines use mathematical techniques 
to represent and process the meaning of words, phrases, sentences, or documents in 
a high-dimensional vector space. The key idea is that semantically similar items 
have similar vector representations. Vector search engines are particularly useful for 
information retrieval tasks, such as document retrieval, question-answer, and rec-
ommendation systems, where understanding the meaning and context of the query 
is essential for finding relevant results. Generated prompts can contain data privacy 
and protection related information (e.g., hiring manager and recruiter in the job 
description example above), which shall not be sent to external Generative AI mod-
els. To resolve this requirement, the effected data is anonymized before provisioned 
to the external Generative AI model. For this anonymization, functionality is 
depicted in the solution architecture, which can be implemented, for example, with 
the corresponding ERP database system. Further legal requirements like auditing, 
logging, consent management, and automated decision-making are ensured with 
existing and already introduced methods and tools (see chapter Data Protection and 
Data Privacy). The generated prompt is handed over to the access service as request, 
which then dispatches it to the external hosted or local deployed Generative AI 
model. The provided response is de-anonymized (anonymized parameter are 
replaced with original values) and sent to the Generative AI application, which vali-
dates and consumes it. Validation may be necessary, for example, to avoid security 
vulnerabilities like injections or just to check syntax correctness of generated coding.

For orchestrating prompts across multiple Generative AI models or to trigger 
actions out of Generative AI responses, corresponding chains and agents are fore-
seen. For extracting embeddings or application for model fine-tuning, the estab-
lished data integration mechanism of ERP systems can be used (see chapter Data 
Integration). In simple scenarios, localization could be resolved within the prompt 
(e.g., provide the response in [language]) but may require translation infrastructure 
for the whole prompt too. The above-explained runtime behavior is summarized in 
Fig. 19.2.

The practical feasibility of the concept is illustrated in Fig. 19.3 with the above 
job description example, which we now explain in more detail. In the fast-paced 
world of recruitment, HR professionals often grapple with the challenge of creating 
compelling job descriptions within a limited timeframe. The quality of these 
descriptions significantly impacts their relevance to potential applicants, making it 
a crucial aspect of the recruitment process. Moreover, maintaining consistency 
across job descriptions is essential for effective employer branding. However, the 
rush to prepare for candidate interviews often leads to a compromise on the quality 
of job descriptions. This not only affects the caliber of applicants attracted but also 
hampers the overall employer branding efforts. The solution to these challenges lies 
in leveraging Generative AI to draft job descriptions quickly that are well-structured 
and reduce bias. For the implementation, job description-specific prompt template 
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Fig. 19.2 Processing Generative AI prompts

must be defined during design time and stored in the ERP database using Intelligent 
Scenario Lifecycle Management. This framework also handles the connectivity the 
Generative AI model, which is hosted on the AI technology platform. During run-
time, the HR employee specifies the concrete parameter for the prompt template. 
The Intelligent Scenario Lifecycle Management framework composes based on 
those values the prompt, sends it to the Generative AI model, and provides the result 
back to the application. This approach ensures that the job descriptions are not only 
compelling but also consistent across the board, thereby enhancing the employer’s 
brand image. Moreover, recruiters can receive tailored interview questions based on 
the job description and the candidate’s resume. This feature allows for a more per-
sonalized and effective interview process, ensuring that the right questions are asked 
to assess the candidate’s suitability for the role. The outcomes of this solution are 
manifold. Firstly, it significantly reduces the time and cost involved in creating job 
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Fig. 19.3 Job Description with Generative AI

descriptions. This efficiency allows HR professionals to focus on other critical 
aspects of the recruitment process. Secondly, it improves the quality of interviews 
and preparation. With tailored interview questions, recruiters can better assess a 
candidate’s fit for the role, leading to more successful hires. Lastly, this streamlined 
approach to job descriptions and interview preparation increases the company’s 
attractiveness as an employer of choice. A well-structured and unbiased job descrip-
tion not only attracts the right talent but also sends a positive message about the 
company’s commitment to fairness and transparency in its recruitment process. In 
conclusion, the future of recruitment lies in harnessing the power of Generative AI 
to streamline job descriptions and interview preparation. This approach not only 
enhances efficiency but also improves the quality of hires, ultimately contributing to 
the company’s success.

19.3  Conclusion

Generative AI can greatly enhance ERP systems by improving user experience, 
automating content creation, and boosting developer productivity. It can facilitate 
natural language interactions, automate customer support, assist in content creation, 
summarize documents, and even generate code, all of which contribute to a more 
efficient, enjoyable, and productive user experience and development process. 
Generative AI models, such as large-scale language models, have shown immense 
potential across various applications, but they often need customization to perform 

19.3 Conclusion



288

optimally in specific tasks or domains. Techniques like prompt engineering, 
 incorporating domain-specific embeddings, and fine-tuning the model parameters 
on task-specific data can significantly enhance the model’s performance, making 
these adaptation methods a crucial aspect of application development and solution 
architecture. The proposed solution architecture integrates Generative AI into ERP 
systems, using Intelligent Scenario Lifecycle Management for implementation and 
operations, and a prompt generator for specific use cases. It also includes data pri-
vacy measures, such as anonymization, before data is sent to external Generative AI 
models, and de-anonymization of responses, with validation to avoid security vul-
nerabilities, and uses vector search engines for advanced prompting and context 
understanding.
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We deal in this part with applying the introduced concepts exemplary on SAP 
S/4HANA as the market leading ERP solution and illustrate how to implement 
intelligent business applications. Those are ERP applications with embedded artifi-
cial intelligence capabilities. We propose a framework that realizes the explained 
concepts and facilitates the development and operations of intelligent business 
applications. The concepts suggested in the previous part are built in the framework 
as far as possible so that developers can reuse the implementation for each artificial 
intelligence scenario. This increases development efficiency, reduces defect rates, 
harmonizes the programming model, and accelerates the introduction of new con-
cepts. The framework abstracts from the underlying artificial intelligence technolo-
gies by providing stable APIs to the business applications. Thus, developers must 
not take care about the volatile artificial intelligence technologies. Uniform configu-
ration and operations experience for artificial intelligence applications are expected. 
These aspects are also covered by the framework, which streamlines the entire life 
cycle management of artificial intelligence scenarios. Consequently, corresponding 
functionality is provided for the business administrator who operates the artificial 
intelligence applications. Having one central tool for life cycle management reduces 
the operations costs and simplifies the administration tasks. The mentioned frame-
work is a patented invention of the author and is used for the implementation of all 
artificial intelligence scenarios in SAP S/4HANA. This fact outlines the practicabil-
ity of the theoretical concepts, which were explained in the previous part. To dem-
onstrate the workability of the concepts and framework, real-world business 
applications of SAP S/4HANA are depicted, which embed artificial intelligence 
capability. We explain scenarios in the area of finance, sourcing and procurement, 
sales, inventory, and supply chain as case studies. Due to time-to- mark pressure, 
some use cases have implemented work-arounds, which are continuously converged 
to the target architecture. This part is based on our investigations in Sarferaz (2021) 
and our patents  (https://patents.justia.com/inventor/siar- sarferaz).

Part III

Implementation Framework and Case Studies

https://patents.justia.com/inventor/siar-sarferaz
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20Implementation Framework

In this chapter, we propose an implementation framework that realizes the  introduced 
concepts for embedding artificial intelligence into ERP software. The added value 
of the framework is to standardize the development of embedded and side-by- side 
artificial intelligence architecture to increase efficiency. Furthermore, the technical 
implementation of the previously introduced concepts is taken over by the frame-
work and hidden from the developer as far as possible. Life cycle management tasks 
like training models, analyzing model KPIs, and deploying models are handled by 
the framework. Actually, the framework consists of two applications, one for imple-
mentation of intelligent business applications by developers and one for operating 
them by administrators. The framework is used for the development of exemplary 
case studies of SAP’s ERP solution in the next chapters and is therefore based on 
SAP technology. We explain the framework step by step from the developer and 
administrator perspective.

20.1  Approach Comparison

This chapter is dedicated to discussing the steps involved in implementing both 
embedded and side-by-side artificial intelligence. To begin, we will provide a brief 
overview of the necessary development artifacts required for each of these methods. 
Additionally, we will offer decision criteria for when to use which technique. The 
already introduced Life Cycle Management chapter builds the key conceptual foun-
dation for the implementation of the Intelligent Scenario Lifecycle Management 
framework in this chapter. For the concrete realization of the framework, we utilized 
SAP technology. The framework covers the implementation and operations of arti-
ficial intelligence applications and will be facilitated also for developing the case 
studies in the next chapters.

Figure 20.1 provides a visual representation of objects embedded and side-by- 
side artificial intelligence have in common. It also highlights the specific artifacts 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_20&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_20
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that developers need to implement. Regardless of the type of artificial intelligence 
approach being used, there are certain elements – specifically, the artificial intelli-
gence application, intelligent scenario, and CDS view (core data model view) – that 
are essential and are depicted in the center of Fig. 20.1. The artificial intelligence 
application serves as the integration point for incorporating artificial intelligence 
capabilities into business processes and associated user interfaces. The intelligent 
scenario acts as a connector for all the development components required for the 
artificial intelligence application and is particularly useful for managing life cycle 
aspects. The CDS view is designed to access application data for model training. In 
the case of this ABAP component, a SQL view is created on top of the application 
tables during the activation phase. All SQL requests are then directed from ABAP 
to the SQL view, ensuring maximum performance.

For use cases of embedded artificial intelligence that rely on the Automated 
Predictive Library (APL), there’s no need for development. This is because the 
Intelligent Scenario Lifecycle Management framework automatically generates the 
necessary components. This is achievable due to the fact that the Automated 
Predictive Library includes the logic of artificial intelligence for both training and 
making predictions within its own implementation. Therefore, if the algorithms 
supported by the Automated Predictive Library are adequate for a particular use 
case, this method is the preferred choice from a development perspective, mainly 
because it keeps the total cost of development low.

For embedded artificial intelligence use cases that depend on the Predictive 
Analytics Library (PAL), a class for the ABAP Managed Database Procedure must 
be provided. This class includes methods for training and making predictions, which 
are implemented in SQLScript to include the necessary artificial intelligence logic. 
The Predictive Analytics Library is utilized for scenarios that require specific data 
validations, transformations, or feature reductions, which are not supported by 
Automated Predictive Library. The ABAP Managed Database Procedure (AMDP) 
class must implement a predefined interface and is under the control of the devel-
oper, allowing for the development of complex logic. For side-by-side artificial 
intelligence use cases that work alongside the SAP Business Technology Platform 
(SAP BTP), pipelines for training and making predictions must be provided to 
include the necessary artificial intelligence logic. These pipelines are either graphi-
cally modeled or coded based on operators for transformation, validation, or the 
inclusion of algorithms. The development object scenario serves as the connection 
between all development components to manage the life cycle. The training and 
prediction pipelines are made available by REST services to the SAP S/4HANA 
platform. An ABAP class is necessary to encapsulate these REST services and make 
them usable by ABAP methods.

20.1 Approach Comparison
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Table 20.1 provides a summary of the technical capabilities of the different 
methods and offers criteria for deciding which approach to use. In the following 
section, we will explain how to implement both embedded and side-by-side artifi-
cial intelligence based on the infrastructure and programming model of SAP 
S/4HANA.

Table 20.1 Decision criteria for different approaches

Embedded Artificial Intelligence Side-by-Side Artificial Intelligence

Capabilities

· The data is stored and maintained 

within the SAP HANA database.

· Inferences are made in real-time.

· There is an extensive collection of 

over 100 algorithms related to artificial 

intelligence.

· These features can be accessed 

through commonly used development 

tools.

· The complexity of these functions can 

be concealed within views and table 

functions.

· It is seamlessly integrated with the 

ABAP management and transport 

system.

· The system comes with built-in 

privacy and security features.

· It includes features for managing 

models.

· The system also provides monitoring 

of model performance and supports 

automatic retraining.

· SAP Data Intelligence offers services in the 

cloud that allow for scalable and distributed 

learning and application of models.

· It includes support for open-source 

frameworks and algorithms such as 

TensorFlow, Scikit-Learn, and R.

· There are pre-existing models available

that are designed for specific business 

scenarios.

· Interaction with the system is facilitated 

through a standard REST application 

programming interface.

· It provides algorithms and pre-trained 

models that can handle unstructured or 

fuzzy data, including images, audio, video, 

text, and more.

· The system incorporates deep learning 

algorithms.

· It also supports the use of Graphics 

Processing Units (GPUs).

(continued)

20 Implementation Framework



295

20.2  Implementing Embedded AI Applications

As depicted earlier in Fig.  20.1, there exist two distinct types of embedded 
approaches to artificial intelligence, each dependent on the specific artificial intel-
ligence library being used. The Automated Predictive Library (APL) comes with an 
inbuilt mechanism for executing data science procedures such as data preprocessing 
or transformations. This means that developers are not required to manually imple-
ment these aspects, as all the necessary artifacts are generated by the Intelligent 
Scenario Lifecycle Management (ISLM) framework. However, this automated pro-
cess restricts the number of algorithms available in APL and their range of applica-
tion. For this reason, the Predictive Analysis Library (PAL) is used for more complex 
scenarios where APL falls short – for instance, when the algorithms necessary for a 
particular use case are not supported by APL or when the predictive accuracy of the 
model produced is not up to par. PAL offers a wider selection of algorithms than 
APL and enables a more optimized implementation of an artificial intelligence use 
case, guided by the investigative work of data scientists. The downside, however, is 
that compared to APL, the development effort required is greater, as an AMDP class 
must be implemented.

Decision Criteria

· The logic of business and artificial 

intelligence is incorporated within SAP 

S/4HANA platform.

· Basic applications such as forecasting 

or identifying trends, where the 

algorithms don't require a lot of data, 

memory, or processing power.

· The data that is stored in SAP 

S/4HANA is adequate for training the 

model; there is no necessity for a large 

external data source for training 

purposes.

· The necessary algorithms for artificial 

intelligence are supplied by SAP 

HANA, including Predictive Analysis 

Library (PAL), Automated Predictive 

Library (APL), and text analysis.

· The logic of artificial intelligence is 

incorporated within SAP Data Intelligence, 

while the business logic may be grounded 

in SAP S/4HANA or SAP Business 

Technology Platform.

· Intricate applications such as image 

recognition or natural language processing, 

which among other requirements, 

necessitate neural networks with a high 

demand for data, RAM, and CPU/GPU 

time.

· A substantial amount of external data is 

needed for training the model, with the 

primary emphasis being on processing 

unstructured data.

· Libraries of artificial intelligence from third-

party sources are necessary.

Tab. 20.1 (continued)
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Fig. 20.2 ISLM Design-Time and Operation-Time SAP Fiori applications

In this section, we’ll explain the necessary implementation steps for both flavors 
of embedded artificial intelligence. The implementation is based on the Intelligent 
Scenario Lifecycle Management framework, which consists of the two SAP Fiori 
applications illustrated in Fig. 20.2: the Intelligent Scenarios app and the Intelligent 
Scenario Management app. We can find these applications in the SAP Fiori launch-
pad under Intelligent Scenarios by assigning the SAP_BR_ANALYTICS_
SPECIALIST role to the user.

The Intelligent Scenarios application is used during the design phase, allowing 
developers to define the intelligent scenario artifact. This artifact includes all devel-
opment objects for a specific use case, regardless of whether embedded or side-by- 
side artificial intelligence is applied. On the other hand, the Intelligent Scenario 
Management application is used during operational time, enabling customers to 
manage the entire life cycle of their artificial intelligence models, which includes 
tasks such as model training and activation.

Now, let’s discuss the steps involved in implementing embedded artificial intel-
ligence based on APL.

20.2.1  Generated Approach Based on APL

Because our objective is to illustrate the technical implementation steps, we’ll select 
a simple use case in which the tax amount will be predicted for sales orders. The 
implementation of all artificial intelligence use cases starts with the creation of the 
intelligent scenario design-time artifact. For this, we have to launch the Intelligent 
Scenarios SAP Fiori application (refer back to Fig. 20.2). In this application, the 
Create button offers the option to create an intelligent scenario for Embedded 
artificial intelligence or Side-by-Side artificial intelligence, as shown in Fig. 20.3.

For our use case, select the Embedded option from the dropdown, and create our 
embedded artificial intelligence intelligent scenario with the following entries as 
depicted in Fig. 20.4:
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Fig. 20.3 Create Intelligent Scenarios

Fig. 20.4 Maintain Intelligent Scenario and Select APL Model

 1. Intelligent Scenario Name
Unique name of the intelligent scenario for identification.

 2. Intelligent Scenario Description
Text to describe the artificial intelligence key question to be solved by the 

defined intelligent scenario. We’ve entered “Predict Tax Amount” based off of 
our example.

 3. Intelligent Scenario Type
Type of the intelligent scenario, which represents the type of the underlying 

algorithms, e.g., regression or classification.
 4. Package

Package to store the development artifacts.
 5. Extensible checkbox

Activation flag to allow extensibility of the intelligent scenario.
 6. Add Model dropdown
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SAP HANA artificial intelligence library to be used for the intelligent  scenario 
(APL, PAL).
Because our sample use case will be based on code generation, APL is used as 

the artificial intelligence library. Once APL is chosen from the Add Model drop-
down, the following additional information must be maintained, as shown in 
Fig. 20.5:

 1. General
Includes the Name, Description, and Package of the intelligent scenario.

 2. Training Dataset
CDS view to read and train the artificial intelligence model. Data scientists 

recommend which application fields are required so that the application devel-
oper can define the CDS view accordingly.

 3. Apply Dataset
CDS view to define the consumption signature for the artificial intelli-

gence model.
 4. Target

Field of the training CDS view to be predicted.
 5. Keys

Key fields of the CDS view, which are determined automatically.
 6. Apply Output Configuration

The checkboxes here control the prediction output fields to be generated as 
part of the inference API. Score is selected by default and represents the regres-
sion prediction. Confidence stands for the error base value on the prediction. 
Percentile indicates the value below which a given percentage of observations 
in a group falls.
By completing the entry dialog in Fig. 20.5 and clicking the Add button, the 

details of the intelligent scenario are displayed. In Fig. 20.6, we can see the Input 
tab with the following values:

 1. Input
Displays the input for the intelligent scenario, which is basically the CDS 

view for model training.
 2. Key role

Key fields of the CDS training view are displayed.
 3. Input role

Input fields of the CDS training view with which the underlying APL algo-
rithm is trained are displayed.

 4. Target role
The target field of the CDS training view is displayed, which will be predicted 

based on training using the input fields.
 5. Publish/Save Draft

When we click one of these buttons, the target field of the CDS training view 
is displayed, which will be predicted based on training using the input fields.
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Fig. 20.6 Display Input Section of Defined Intelligent Scenario

Fig. 20.5 Maintain additional information for APL-based intelligent scenario

We can also navigate to the Output tab, as depicted in Fig. 20.7, which contains 
the following values:

 1. Output
Displays the output for the intelligent scenario, which is basically the con-

sumption API of the trained model.
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 2. Key role
Key fields of the consumption API are displayed.

 3. Prediction role
Prediction fields of the consumption API with which the predicted results are 

exposed are displayed.
 4. abap.applyclass

When we click the API Details button, we can view the generated consump-
tion API as an ABAP method that can be integrated into business processes and 
user interfaces.

 5. abap.applyview
When we click the API Details button, we can also view the generated con-

sumption API as a CDS table function that can be integrated into business pro-
cesses and user interfaces.
As previously stated, scenarios based on APL are the most straightforward 

method for executing use cases implementing artificial intelligence. Therefore, once 
the intelligent scenario is created, the development work is essentially finished. All 
other required development artifacts are generated automatically. For instance, a 
method in ABAP and a Core Data Services (CDS) table function are created for the 
consumption of the trained model, as depicted in Fig. 20.7. These application pro-
gramming interfaces (APIs) can be used to incorporate the outcomes of artificial 
intelligence into business processes and user interfaces during the design phase. The 
consumption APIs deliver meaningful results when the model is trained using pro-
ductive data.

For this, we have to launch the Intelligent Scenario Management application 
(refer back to Fig. 20.2), select the defined intelligent scenario for the use case, and 
click the Train button, as depicted in Fig. 20.8.

To reduce the volume of the training data, filter criteria can be defined in the 
subsequent screen, as shown in Fig. 20.9 under the Training Filters section. In 
our example, the sales order number is restricted, and only the products HT-100 and 

Fig. 20.7 Display output section of defined intelligent scenario
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Fig. 20.8 Trigger training of defined intelligent scenario

Fig. 20.9 Define filters to reduce volume of training data

HT-800 are considered. The available filter conditions are derived from the structure 
of the underlying CDS view for model training and vary therefore for each use case.

Once we have set our filters, click the Train button. However, filtering is 
optional; we could also click the Train button without specifying filter conditions. 
As illustrated in Fig. 20.10, each training run results in a new version of the model. 
However, only one model can be active for productive use. The following values are 
important:

 1. Model Versions
Displays the different model versions that resulted from training runs.

 2. Activate, Deactivate, Retrain, and Delete
Models can be activated for productive usage, deactivated, retrained if the 

data environment changed, or deleted by clicking these buttons.
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Fig. 20.10 Train multiple model versions, activate one

Fig. 20.11 Display model accuracy KPIs

 3. Status
This attribute indicates whether the model is activated for productive usage 

(Active status).
To decide which model version will be activated for productive usage, we need 

to drill down to the model debriefing information by clicking on one of the listed 
model versions, thus arriving at the screen shown in Fig. 20.11. Here, the Prediction 
Power and Prediction Confidence KPIs are displayed. The closer those numbers 
are to 1, the better the model quality is. Key influencers are also provided to show 
which input parameters most contributed to the trained model.

Listing 20.1 shows the generated CDS table function from Fig. 20.7, which we 
access via the API Details button. We can use standard development tools, such as 
ABAP in Eclipse, to display the CDS view. With this CDS view, the trained model 
can be consumed and the inference results integrated into business processes or user 
interfaces. As already mentioned, an ABAP method for consumption is provided 
as well.
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Listing 20.1 Generated CDS View for Model Consumption

@EndUserText.label: 'ISLM AutoGenerated View   Z_PREDICT_TAX_
AMOUNT_CDS01 '
@AbapCatalog.sqlViewName: 'Z_D7A03819460EAE' --ISLM Random 
generated SQL name
@AbapCatalog.dataMaintenance: #DISPLAY_ONLY
@ClientHandling.type: #CLIENT_DEPENDENT
@ClientHandling.algorithm: #SESSION_VARIABLE
@VDM.private: false
@VDM.viewType: #COMPOSITE
define view Z_PREDICT_TAX_AMOUNT_CDS01
 as select from Z_PREDICT_TAX_AMOUNT_TF01
        (  p_clnt: $session.client  )
    as a
  association [1..1] to I_AIVS_SALESORDERITEM as _CKE_toBase on 
a.SalesOrder = 

_CKE_toBase.SalesOrder and
a.SalesOrderItem = _CKE_toBase.SalesOrderItem
{key a.SalesOrder as SalesOrder,
key a.SalesOrderItem as SalesOrderItem,
    a.TaxAmount as TaxAmount,
    a.Rr_TaxAmount as Rr_TaxAmount,
    a.Bar_Rr_TaxAmount as Bar_Rr_TaxAmount,
    a.Quantile_Rr_TaxAmount_100 as Quantile_Rr_TaxAmount_100,
 /* Associations */
    @ObjectModel.text.element: null
    @Consumption.hidden: true
    _CKE_toBase as _CKE_toBase
}

The CDS view can be, for example, executed in ABAP in Eclipse. There, the 
Data Preview tool can be used to show the results of the CDS view, as depicted in 
Fig.  20.12. The Rr_TaxAmount column contains the predicted tax amount for 
dedicated sales orders.

20.2.2  Coded Approach Based on PAL

PAL offers more than 100 algorithms related to artificial intelligence and is utilized 
when APL falls short in addressing the needs of embedded artificial intelligence 
application. This might occur, for instance, when the necessary algorithm is not 
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Fig. 20.12 Display inference results in ABAP in Eclipse

included in APL’s offerings or when APL’s automated data science processes do 
not yield sufficiently accurate predictions. PAL is the go-to solution for such excep-
tional scenarios. In the case of PAL, the logic of artificial intelligence is crafted by 
the developer, rather than being automatically generated by the framework, as is 
the case with APL. This approach has the benefit of giving the developer complete 
control, enabling them to fine-tune the implementation of the artificial intelligence 
logic to best suit the specific use case, following the guidance of data scientists. 
The developer’s task is to implement an AMDP class, which adheres to predefined 
interfaces and offers methods such as training and consumption. These methods 
essentially embody the artificial intelligence logic and encompass aspects like pre-
processing steps, data transformations, initiating the necessary PAL algorithms, and 
offering an API for the consumption of the trained model. In the following sec-
tion, to keep the focus on the technical implementation, we will revisit a simple 
use case. Imagine being a cash specialist who classifies cash flows into various 
liquidity items, such as operations and investments. By leveraging artificial intel-
ligence, we can obtain predictive insights into liquidity items by comparing actual 
and forecasted results. The actual liquidity items that are allocated can subsequently 
be replaced by the predicted liquidity items suggested by the artificial intelligence 
service.

The implementation of this use case is based on the PAL classification algorithm 
random decision tree and starts with launching the intelligent scenarios application 
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Fig. 20.13 Maintain intelligent scenario and select PAL

Fig. 20.14 Register AMDP class for implementing artificial intelligence logic

(refer back to Fig. 20.2). Next, we will create our intelligent scenario as depicted in 
Fig. 20.13. This time, we’ll select Classification as the Intelligent Scenario 
Type based off of our use case. Under Add Model, we must select PAL.

On the next screen, we must register the CL_FQM_ML_HEMI_RDT AMDP class 
by entering it in the PAL Class Name field, which implements the already- 
mentioned artificial intelligence logic (see Fig.  20.14). Click the Add button to 
move forward.

The ABAP class implements methods for providing metadata like the underlying 
CDS view as input for training or the API signature for consuming the trained 
model. These kinds of metadata are processed by the ISLM framework and are also 
illustrated in the user interface, as shown in Fig. 20.15.

Other elements shown in Fig. 20.15, like the Input tab, Output tab, Publish 
button, Save Draft button, and the semantics of the fields, remain the same as for 
APL in the previous section. Therefore, we can focus now on the implementation of 
the CL_FQM_ML_HEMI_RDT AMDP class in the ABAP Class Builder, as shown 
in Fig. 20.16.
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Fig. 20.15 Intelligent scenario for embedded artificial intelligence case based on PAL

Fig. 20.16 Methods of ABAP class for artificial intelligence logic

The ABAP class must implement different interfaces, so the structure and 
 behavior of those classes are standardized, which is a prerequisite for uniform han-
dling by the ISLM framework.

First, the method shown in Listing 20.2 provides metadata to the ISLM frame-
work, such as the CDS view for model training or the API signature for consuming 
the model.
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Listing 20.2 Coding for Handling ISLM Metadata

METHOD IF_HEMI_MODEL_MANAGEMENT~GET_META_DATA.
    DATA LR_BADI TYPE REF TO CL_FQM_ML_DETECT2_BADI.
    TRY.
      GET BADI LR_BADI.
      CATCH CX_BADI_CONTEXT_ERROR.
      CATCH CX_BADI_NOT_IMPLEMENTED.
    ENDTRY.
    CALL BADI LR_BADI->GET_META_DATA
      IMPORTING
        ES_META_DATA = ES_META_DATA.
    ES_META_DATA-TRAINING_DATA_SET = 'I_CashFlowTrainingData'.
    ES_META_DATA-APPLY_DATA_SET    = 'I_RecmddLiquidityItem'.
    ES_META_DATA- 
FIELD_DESCRIPTIONS = VALUE #( ( NAME = 'LiquidityItem' ROLE = 
CL_HEMI_CONSTANTS=>CS_FIELD_ROLE-TARGET )
    ( name = 'OriginSystem' role = CL_HEMI_CONSTANTS=>CS_FIELD_
ROLE- key )
    ( name = 'OriginApplication' role = CL_HEMI_CONSTANTS=>CS_
FIELD_ROLE- key )
    ( name = 'OriginDocument' role = CL_HEMI_CONSTANTS=>CS_FIELD_
ROLE- key )
    ( name = 'OriginTransaction' role = CL_HEMI_CONSTANTS=>CS_
FIELD_ROLE- key )
    ( name = 'OriginTransactionQualifier' role = CL_HEMI_
CONSTANTS=>CS_FIELD_ROLE-key )
    ( name = 'CashFlow' role = CL_HEMI_CONSTANTS=>CS_FIELD_
ROLE- key )
    ).
  ENDMETHOD.

Next, the method shown in Listing 20.3 is encapsulated as business add-in 
(BAdI) for extensibility. It implements the training logic in terms of reading the data 
based on the CDS view and calling the related PAL random decision tree algorithm.

Listing 20.3 Coding for Model Training

METHOD TRAINING
    BY DATABASE PROCEDURE FOR HDB LANGUAGE SQLSCRIPT OPTIONS 
SUPPRESS SYNTAX ERRORS READ-ONLY
    USING CL_FQM_ML_DETECT_BADI=>TRAINING.
    CALL "CL_FQM_ML_DETECT_BADI=>TRAINING"(
      it_data                => :it_data,
      it_param               => :it_param,
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      et_model               => :et_model,
      et_variable_importance => :et_variable_importance,
      et_error_rate          => :et_error_rate,
      et_confusion_matrix    => :et_confusion_matrix
    );
  ENDMETHOD.

METHOD IF_FQM_ML_DETECT_BADI_INTF~TRAINING
     BY DATABASE PROCEDURE FOR HDB LANGUAGE SQLSCRIPT OPTIONS 

SUPPRESS SYNTAX ERRORS.
    lt_data = select CompanyCode, CertaintyLevel, Currency, 
PlanningLevel, CashPlanningGroup, GLAccount, BusinessPartner, 
Customer, Supplier, PartnerCompany, CostCenter, ProfitCenter,
    Segment, BusinessArea, Material, WBSElement, PaymentMethod, 
FinancialAccountType, FinancialTransactionType,  
BankAccountInternalID, LiquidityItem
    from :it_data;
   /* Call PAL random decision trees algorithm */
        CALL _sys_afl.pal_random_decision_trees(:lt_data, :it_
param, :et_model, :et_variable_importance, :et_error_rate, 
:et_confusion_matrix);
  ENDMETHOD.

Finally, the method shown in Listing 20.4 is encapsulated as a BAdI for extensi-
bility. It implements the consumption logic in terms of applying requests to the 
trained model and providing inference results.

Listing 20.4 Coding for Model Inference

METHOD APPLY
    BY DATABASE PROCEDURE FOR HDB LANGUAGE SQLSCRIPT OPTIONS 
SUPPRESS SYNTAX ERRORS READ-ONLY
    USING CL_FQM_ML_DETECT_BADI=>PREDICT_WITH_MODEL_VERSION.
  CALL "CL_FQM_ML_DETECT_BADI=>PREDICT_WITH_MODEL_VERSION"(
    it_data   => :it_data,
    it_model  => :it_model,
    it_param  => :it_param,
    et_result => :et_result
  );
  ENDMETHOD.
METHOD IF_FQM_ML_DETECT_BADI_INTF~predict_with_model_version
     BY DATABASE PROCEDURE FOR HDB LANGUAGE SQLSCRIPT OPTIONS 

READ-ONLY.
    lt_data_uuid = select to_nchar(sysuuid) as id, OriginSystem, 
OriginApplication, OriginDocument, OriginTransaction, 
OriginTransactionQualifier, CashFlow,CompanyCode, CertaintyLevel, 
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Currency, PlanningLevel, CashPlanningGroup, GLAccount, 
BusinessPartner, Customer, Supplier, PartnerCompany, CostCenter, 
ProfitCenter,  
Segment, BusinessArea, Material, WBSElement, PaymentMethod, 
FinancialAccountType, FinancialTransactionType,  
BankAccountInternalID
    FROM :it_data;

lt_data_predict = select id,  
CompanyCode, CertaintyLevel, Currency, PlanningLevel, 
CashPlanningGroup, GLAccount, BusinessPartner, Customer, 
Supplier, PartnerCompany, CostCenter, ProfitCenter,Segment, 
BusinessArea, Material, WBSElement, PaymentMethod, 
FinancialAccountType, FinancialTransactionType, 
BankAccountInternalID
    FROM :lt_data_uuid;

    /* Execute  prediction */
    CALL _sys_afl.pal_random_decision_trees_predict(:lt_data_
predict, :it_model, :it_param, lt_result);

    /* Prediction results are mapped to the composite keys */
    et_result = select OriginSystem, OriginApplication, 
OriginDocument, OriginTransaction, OriginTransactionQualifier, 
CashFlow, r.score as LiquidityItem, confidence FROM :lt_data_uuid 
as u INNER JOIN :lt_result as r ON u.id = r.id;
    ENDMETHOD.

Model training, activation, and debriefing for PAL are handled in an analogous 
way as for APL, as illustrated previously in Figs. 20.8, 20.10, and 20.11. Inference 
results are exposed by the APPLY method shown in Listing 20.4 and integrated into 
business processes.

20.3  Implementing Side-by-Side AI Applications

The method of using side-by-side artificial intelligence is used when the embedded 
artificial intelligence fails to fulfill the needs of the specific use case. This situation 
may arise if the suitable algorithm is not offered by SAP HANA, if external data is 
needed for training the model, or if the algorithm has substantial hardware demands 
(for instance, neural networks require a GPU and consume a significant amount of 
memory). For the side-by-side application of artificial intelligence, it is necessary to 
develop an ABAP class, CDS view, and intelligent scenario on the SAP S/4HANA 
ABAP platform, while the training and inference pipelines are implemented in the 
SAP Business Technology Platform (SAP BTP). There are several development 
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environments available for implementing artificial intelligence on the SAP Business 
Technology Platform. Since the fundamental content and framework concepts are 
alike, we will illustrate one of them, namely, SAP Data Intelligence, as an example.

In the following section, we will use a scenario that involves predicting the delay 
in product delivery to demonstrate the technical implementation steps. We will first 
describe the required developments in SAP Data Intelligence and then proceed with 
the ABAP side.

20.3.1  Required Development in SAP BTP

As illustrated in Fig.  20.17, the launchpad for SAP Data Intelligence provides 
access to various SAP Fiori applications, of which the following three are key for 
artificial intelligence implementation:

 1. Connection Management
For the development of the introduced use case, Connection Management is 

required for setting up the connectivity to the SAP S/4HANA system in order to 
read the training data remotely.

 2. ML Scenario Manager
The ML Scenario Manager app is used to define all the required implementa-

tion artifacts.
 3. Modeler

The Modeler app is used to create the necessary pipelines.
We’ll begin with the ML Scenario Manager application. With this app, the artifi-

cial intelligence scenario central artifact is created in SAP Data Intelligence as 
shown in Fig. 20.18. For this, a unique Name must be provided (Delivery Delay 
Prediction in our example), and a description must be maintained in the Business 
Question field.

Fig. 20.17 SAP Data Intelligence launchpad
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Fig. 20.19 Artificial intelligence scenario details

Fig. 20.18 Create artificial intelligence scenario

Click the Create button. The details of the artificial intelligence scenario are 
depicted in Fig. 20.19. As already mentioned, the artifact encompasses all develop-
ment and operation artifacts for the use case, such as pipelines, Python coding, and 
deployments of the model, as follows:

 1. Datasets
Datasets that are stored in SAP Data Intelligence and are used for the imple-

mentation of the use case, such as during data science exploration.
 2. Notebooks

SAP Data Intelligence integrates Jupyter Notebook to provide an exploration 
environment for data scientists. Thus, exploration and development of the use 
case are combined to increase efficiency.
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Fig. 20.20 Jupyter Notebook for data science exploration

 3. Pipelines
A pipeline is a graphical way of programming training and inference logic for 

a use case.
 4. URL

Each artificial intelligence scenario has as a unique identifier, which in the 
current version of SAP Data Intelligence is part of the URL. We’ll use this iden-
tifier later to bind the artificial intelligence scenario with the ABAP content.
The integration of Jupyter Notebook is demonstrated in Fig. 20.20 which is used 

by data scientists to carry out exploratory activities for a specific use case. These 
activities encompass data analysis, testing algorithms, and executing transforma-
tions. As illustrated in Fig. 20.20, the Scikit-Learn library, which is designed for 
artificial intelligence, is used to realize our artificial intelligence use case through 
the application of the linear regression algorithm.

By clicking the + icon in the Pipelines section of the artificial intelligence sce-
nario (see Fig. 20.19), new pipelines can be created as depicted in Fig. 20.21. For 
our use case, a training and an inference pipeline are required.

Pipelines can be created based on templates that already contain the main steps. 
For our use case, select Python Producer from the Template dropdown for the 
training pipeline and the Python Consumer template for the inference pipeline. 
As of the time of writing, the ISLM framework expects only one training and one 
inference pipeline for a side-by-side artificial intelligence use case. To identity those 
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Fig. 20.21 Create training pipeline

pipelines, ISLM assumes the [ISLM_TRAINING_PIPELINE] string to be included 
as part of the description. This might be replaced in future versions with an 
explicit flag.

Figure 20.21 depicts the training pipeline modeled for our artificial intelligence 
use case (which we can navigate to via the previous screen, shown in Fig. 20.19). 
Basically, the pipeline accesses the application data online, transfers it in comma-
separated value (CSV) format, trains the algorithm, stores the trained model, and 
computes accuracy metrics, as follows:

 1. Workflow Trigger
The operator triggers the execution of the pipeline.

 2. Cloud Data Integration
The operator extracts application data from SAP S/4HANA based on the 

CDS extraction view for training data. The properties of this operator are detailed 
in Fig. 20.23.

 3. Flowagent CSV Prod…
The operator transforms the application into a CSV file.

 4. Algorithm
The operator trains the artificial intelligence algorithm based on the applica-

tion data. This operator is coded in Python.
 5. Artifact Producer

The operator stores the trained model.
 6. Submit Metrics

The operator processes metrics for model accuracy.
 7. Graph Terminator

The operator terminates the pipeline and releases the used system resources.
Listing 20.5 shows the coding for operator 4, Algorithm, shown in Fig. 20.22. 

The coding implemented in Jupyter Notebook (refer back to Fig.  20.20) is 

20.3 Implementing Side-by-Side AI Applications



314

Fi
g.

 2
0.

22
 

T
ra

in
in

g 
pi

pe
lin

e

20 Implementation Framework



315

transferred to the structure, which is required by the operator. The input port of the 
operator receives the application data with which the Scikit-Learn linear regression 
algorithm is trained. Model metrics and the blob ID of the trained model are exposed 
by output ports of the operator.

Listing 20.5 Coding for Operator Responsible for Model Training

# Python script to perform training on input data & generate 
Metrics & Model Blob
def on_input(data):

# Step 1: Import libraries
import pandas as pd
import io
import numpy as np
import logging

logging.basicConfig(level=logging.DEBUG, format='%(asctime)
s - %(levelname)s - %(message)s')
api.logger.info("Your message")

# Step 2: Read data and display it
dataset = pd.read_csv(io.StringIO(data), sep=",")
x = dataset['OrderQuantity'].values.reshape(-1,1)
y = dataset['TargetQuantity'].values.reshape(-1,1)

# Step 3: Apply linear regression for model training
from sklearn.linear_model import LinearRegression
lm = LinearRegression()
lm.fit(x, y)

# Step 4: Calculate metrics and predict
intercept = lm.intercept_
slope = lm.coef_
metrics_dict = {"Intercept: " , str(intercept[0]), "Slope: ", 
str(slope[0,0])}
api.send("metrics", api.Message(metrics_dict))

# Step 5: Store the model for future inference
import pickle
model_blob = pickle.dumps(lm)
api.send("modelBlob", model_blob)

api.set_port_callback("input", on_input)
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Fig. 20.23 Cloud data integration operator for reading CDS view data

By clicking on operator 2, Cloud Data Integration, in Fig.  20.22, its 
 properties can be maintained, as shown in Fig.  20.23. According to the SAP 
S/4HANA artificial intelligence programming model, training data is accessed via 
CDS extraction views. Thus, capabilities like initial load, delta handling, and exten-
sibility are enabled. Let’s walk through the operator parameters:

 1. Connection ID
ID to connect to SAP S/4HANA system

 2. Source
CDS view to extract data for model training

 3. Extraction Mode
Extraction mode to transmit all data (Full) or only changes (Delta)

 4. Columns
Columns of the CDS view extractor that will be considered (filtering of 

columns)
 5. Data Preview button

Previews the extracted data
Next, let’s review the inference pipeline for our artificial intelligence use case, 

which is illustrated in Fig. 20.24. In this pipeline, the trained model is loaded into 
RAM memory, and a listener for REST inference calls is instantiated. The details 
are as follows:

 1. Submit Artifact Name
This operator allows for maintaining the ID of the trained model.

 2. Artifact Consumer

20 Implementation Framework
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This operator loads the trained model based on its ID.
 3. OpenAPI Servlow

This operator listens for inference requests and sends inference responses 
back. The underlying communication protocol is REST.

 4. Properties
Displays the properties of the selected operator.

 5. Model Inference
This operator performs inference requests and returns the inference results.

The final step in creating content for SAP Data Intelligence involves marking the 
artificial intelligence scenario as released. It’s important to note that only those sce-
narios that have been marked as released are taken into account by the ISLM frame-
work in ABAP. To accomplish this, one needs to select the star icon on the scenario 
details page, as shown previously in Fig. 20.19.

20.3.2  Required Development in ABAP

The ABAP development of our artificial intelligence use case starts with the cre-
ation of the intelligent scenario. For this, the intelligent scenarios application must 
be launched (refer back to Fig. 20.2), and an intelligent scenario of the Side-By- 
Side type must be created (refer back to Fig. 20.3). Figure 20.25 shows the intelli-
gent scenario created for our artificial intelligence use case, and the fields we must 
fill out are as follows:

 1. Intelligent Scenario Name
Unique name of the intelligent scenario for identification.

 2. Intelligent Scenario Description

Fig. 20.25 Create intelligent scenario for side-by-side artificial intelligence
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Text to describe the artificial intelligence key question to be solved by the 
defined intelligent scenario.

 3. Intelligent Scenario Type
Type of the intelligent scenario, which for our side-by-side artificial intelli-

gence use case is SAP Data Intelligence.
 4. Package

Package in which to store the development artifacts.
 5. Prediction Class

The ABAP class that implements methods for metadata provisioning and 
inference calls. This class must be implemented specifically for the scenario 
using ABAP Class Builder by applying the defined interface as shown in 
Fig. 20.26.

 6. External ID
ID of the corresponding artificial intelligence scenario artifact that was cre-

ated for our artificial intelligence use case in SAP Data Intelligence (Refer to 
Fig.  20.19). Based on this ID, the ABAP content and SAP Data Intelligence 
content are bounded.
An intelligent scenario can be saved as draft if additional changes are expected; 

otherwise, it’s published for use.
The prediction class of ABAP, which is registered in the intelligent scenario as 

depicted in Fig. 20.25, carries out the functions of metadata methods and the utiliza-
tion interface of the trained model, as demonstrated in Fig. 20.26. To develop this, 
the ABAP Class Builder can be utilized, as shown in Fig. 20.26. To standardize the 
structure and behavior of the class, it must implement the IF_ISLM_
INTELLIGENT_SCENARIO interface.

The process of providing metadata is carried out through methods, rather than 
through specific input fields in the user interface. This approach ensures the simplic-
ity of the user interface while still allowing for the easy inclusion of additional 

Fig. 20.26 Methods and interfaces of registered ABAP class
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metadata. These metadata methods can take various forms, such as the name of the 
CDS view used for data extraction or the ID of the business feature used to activate 
a scope item. The ID of the scenario artifact related to artificial intelligence, which 
was developed in SAP Data Intelligence (as shown in Fig. 20.19), is stored as a 
characteristic of the class and is revealed through the method displayed in 
Listing 20.6.

Listing 20.6 Coding for GET_SCENARIO_GUID Method

METHOD IF_ISLM_INTELLIGENT_SCENARIO~GET_SCENARIO_GUID.
    "ISLM Specific: Retuen the ML scenario GUID via IF_ISLM_
INTELLIGENT_SCENARIO interface implementation
    rv_scenario_guid = me->mv_scenario_guid.
ENDMETHOD.

With the ID, the ABAP and SAP Data Intelligence content are correlated and 
processed accordingly by the ISLM framework. The method shown in Listing 20.7 
implements the API for consuming the inference results using the REST protocol.

Listing 20.7 Coding for CONSUME_INFERENCE Method

METHOD CONSUME_INFERENCE.
DATA:
  lv_json_request_data  TYPE string,
  lr_islm_inference_provider TYPE REF TO 
cl_islm_inference_provider,
  lr_islm_inference_client TYPE REF TO 
cl_islm_inference_http_client.

* Initialise inference provider from ISLM
  lr_islm_inference_provider = new cl_islm_inference_
provider( me ).
  lr_islm_inference_provider->get_inference_client(
                                      IMPORTING eo_http_client = 
lr_islm_inference_client
                        es_bapireturn  = DATA(ls_bapiret) ).

* Check inference client is avlaible    IF lr_islm_inference_
client IS NOT INITIAL.
    lv_json_request_data ='{ "quanity":12 , "product_code":125}'.
    lr_islm_inference_client->add_request_body(
    EXPORTING  iv_header_payload = lv_json_request_data).
    lr_islm_inference_client->send_and_receive(
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        IMPORTING
        ev_http_return_reason = DATA(lv_http_return_reason)
        ev_response_data      = DATA(lv_json_response_data)
        es_bapireturn         = DATA(ls_bapireturn)
        ev_http_return_code   = DATA(lv_http_return_code)
       ).

    lr_islm_inference_client->close( ).
  ENDIF.
ENDMETHOD.

With this, the implementation of our side-by-side artificial intelligence case is 
completed. The consumption API of the ABAP class provides the inference results, 
which can be integrated into business processes and user interfaces.

However, to provide meaningful values, first the intelligent scenario must be 
trained. For this, the Intelligent Scenario Management application can be 
used (refer back to Fig. 20.2). The necessary steps are already described in the con-
text of the embedded artificial intelligence implementation (refer back to Fig. 20.8 
and Fig. 20.10). The only difference is that there are Execute and Deploy buttons 
provided for side-by-side artificial intelligence. The execution step runs the training 
pipeline, whereas the deployment step performs the inference pipeline and provides 
an inference serving container.

To connect the ISLM framework to SAP Data Intelligence, the administrator 
must map the intelligent scenario to the HTTP destination of SAP Data Intelligence 
as shown in Fig. 20.27. The user interface and the menu path for accessing the trans-
action can vary depending on the SAP S/4HANA release, so be sure to consult the 

Fig. 20.27 Configure connectivity between ISLM and SAP Data Intelligence
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release-specific documentation for ISLM at the SAP Help Portal (https://help.sap.
com). Basically, the administrator has to access the Customizing transaction and 
maintain the HTTP destination for the intelligent scenario.

20.4  Conclusion

In the last chapter, we covered the technical architecture underpinning artificial 
intelligence in SAP S/4HANA for both embedded and side-by-side models so that 
in this chapter, we could dive into the technical implementation. We began with a 
comparison of the two models (embedded, side-by-side artificial intelligence) and 
then discussed how to develop and run each model. The embedded artificial intelli-
gence is used for simple scenario with low system load The artificial intelligence 
libraries provided by the SAP S/4HANA platform are usually sufficient for this type 
of use cases. More complex scenario where neuronal networks with high hardware 
are demanded are implemented based on SAP Business Technology platform and 
referred to as side-by-side artificial intelligence. This platform supports scalable 
infrastructure for model training and serving, including GPU hardware. Development 
and operations of embedded and side-by-side artificial intelligence are based on 
Intelligent Scenario Lifecycle Management framework, which was explained with 
corresponding step-by-step guidelines. This framework standardizes the develop-
ment process and harmonizes the life cycle management of the artificial intelligence 
applications.

20 Implementation Framework

https://help.sap.com
https://help.sap.com


323© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2024
S. Sarferaz, Embedding Artificial Intelligence into ERP Software, 
https://doi.org/10.1007/978-3-031-54249-7_21

21Sales and Research

In this chapter, we explain intelligent business applications in the sales and research 
line of business (LoB) and how customers can benefit from this functionality. We 
provide a brief overview of the use case requirements, the business processes 
involved, and how they’re addressed. The sales LoB is huge, with a lot of potential 
to automate and fine-tune the processes. The focus of the chapter is on conversion 
of sales quotations to sales orders, predicting sales forecasts, forecasting delivery 
delay, project cost forecasting, and digital content processing. For these use cases, 
the concepts and frameworks explained in this elaboration were applied, which 
proves the real-world feasibility of those new inventions.

21.1  Predict Conversion of Sales Quotations

In this section, our focus will be directed toward the artificial intelligence service 
designed to forecast the transformation of sales quotes into actual sales orders, a 
service that is highly beneficial for a sales manager or an internal sales representa-
tive. Figure 21.1 presents the artificial intelligence service specifically constructed 
for this business process, the details of which we will delve into in this section. To 
build the bridge to the previous chapters, we list the corresponding references points 
for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Lead to Cash/Order to Fulfill
• ERP Reference Architecture: Sales/Order and Contract Management
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

Sales representatives have the responsibility of monitoring the conversion rate of 
sales quotations into actual sales orders. They must also keep an eye on open 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_21&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_21
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Provide predictive insights into quotation conversion rates and accelerate sales actions leading to
higher sales volume

Predict sales quotation
conversion rate, predict

sales volume

Automatically
collect and analyze

sales data

Historic data on conversion
rate and sales volume

Sales quotations

Increase sales force
efficiency

Improve quotation to
order conversion rate

Increase achievable
sales volume

Reduce sales
administration costs

Fig. 21.1 Predict conversion of sales quotations

quotations that are available and follow up on them to boost sales volumes. One of 
the main challenges they face is pinpointing those quotations that aren’t being trans-
formed into sales orders as anticipated.

This process requires a significant amount of manual labor, as well as the appli-
cation of their skills and expertise, and is quite time-consuming. Sales managers, on 
the other hand, are looking for ways to enhance the efficiency of their sales teams, 
improve the conversion rate from quotation to order, increase potential sales vol-
umes, and cut down on sales administration costs, all in an effort to boost their 
companies’ top-line growth. Artificial intelligence algorithms can be of great help 
in this context. They can extract information from historical system data and pro-
vide precise predictions of sales quotation conversion rates and potential overall 
sales volumes. This solution can handle complexity and automate the collection and 
analysis of sales data, eliminating the need for sales representatives to make guess-
work. With this solution, sales representatives can identify which sales quotations 
may require additional support and action to boost sales volumes, and they can keep 
track of progress on an ongoing basis. The fundamental concept of the sales quota-
tion conversion rate is to enhance overall sales volumes. The sales quotation conver-
sion rate, also known as the sales order probability, is the likelihood that a sales 
quotation will be transformed into a sales order item. This probability, expressed as 
a percentage, along with the net value of the sales quotation, is used to calculate a 
total expected order value. At present, the sales order probability must be manually 
input either in the customer master or document category. This manually entered 
probability depends on manual calculations and estimates or external data that has 
been imported.

The feature of artificial intelligence in SAP S/4HANA that pertains to the con-
version rate of quotations is a valuable service for sales managers and internal sales 
representatives. It provides them with predictions about achievable sales volumes 
and the potential conversion rates of quotations. This information is crucial in mak-
ing decisions about which quotations are most likely to be transformed into sales 
orders, thereby boosting the current sales volume. As depicted in Fig.  21.2, the 
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current scenario uses regression algorithms from the Automated Predictive Library. 
These algorithms, which are part of the Intelligent Scenario Lifecycle Management 
framework, are integrated into the SAP S/4HANA sales quotation business pro-
cesses to enhance prediction accuracy. The business advantages of this feature are 
numerous. They include the ability to receive more precise sales forecasts, a reduc-
tion in manual work and analysis, and the optimization of the win/loss ratio. From 
the customer’s perspective, the value proposition lies in gaining predictive insights 
into the conversion rates of quotations. This not only accelerates sales actions but 
also leads to an increase in sales volumes.

21.2  Predict Sales Forecasts

Next, we will focus on the artificial intelligence service that has been developed 
specifically for predicting sales performance. This service is particularly relevant in 
the context of monitoring the fulfillment of sales orders and planning sales strate-
gies. The artificial intelligence service designed for this specific process is depicted 
in Fig. 21.3, which we will proceed to explain in detail in this section. To build the 
bridge to the previous chapters, we list the corresponding references points for the 
use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Lead to Cash/Opportunity to Quote
• ERP Reference Architecture: Sales/Sales Force Support
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

Predict sales forecasts to make faster decisions, increase sales volumes, and create more accurate
sales plans

Historic sales targets
and performance

Sales targets

Sales volume

Propose
counter
measures

Identify relevant
influencing
factors

Detect
deviations from
the planning

Higher revenue growth Reduce sales FTE effort
Reduce sales
training costs

Improve consecutive
processes

Identify more achievable
sales targets

On pipeline analysis and
reporting Better support sales stuff

with less work experience

Like finance and manu-
facturing/inventory with

more reliable planning data

Fig. 21.3 Predict sales forecasting
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Sales planning typically involves a thorough analysis that demands significant 
operational effort, such as gathering data from various system and external sources 
and formulating plans. This process also relies heavily on the expertise of a sales 
manager to make accurate forecasts. In order to boost sales, it’s crucial for sales 
managers to scrutinize sales performance, assess whether sales goals are achievable 
or can be surpassed, and suggest appropriate subsequent steps. At present, sales 
forecasting is a labor-intensive process that largely depends on human expertise to 
establish historical data and other information sources. Sales managers are tasked 
with managing the operational business by comparing actual sales with planned 
sales, with the aim of enhancing the current sales volume. They also have the 
responsibility to predict the company’s potential sales value, set sales goals, and 
devise strategies to reach these targets. Sales managers often face challenges such 
as the high manual effort needed to collect and analyze data from systems and exter-
nal sources, repetitive and time-consuming tasks to gather information, and more. 
The complexity of the underlying data and uncertainty about the accuracy of the 
analysis and forecasting can also be daunting. There’s also the constant worry of not 
meeting quotas, which necessitates solid knowledge and experience. Sales manag-
ers anticipate the following benefits and business value from the artificial intelli-
gence service:

• Increased revenue growth
• Identification of more realistic sales targets
• Decreased sales full-time equivalent (FTE) effort for pipeline analysis and 

reporting
• More time dedicated to selling
• Lowered sales training costs
• Improved support for less experienced sales staff
• More dependable planning data to enhance subsequent processes in finance, 

manufacturing, and inventory

The service of artificial intelligence for predicting sales performance aids in the 
automatic collection and analysis of historical sales data. The system handles com-
plexity and accuracy by identifying relevant factors that influence sales, such as 
customer dependencies and product categories. Sales managers can effortlessly 
compare the actual sales volume with the predicted and planned sales volumes by 
utilizing the artificial intelligence service. Predictions made through sales perfor-
mance analytics expedite and simplify the process of gaining insights and taking 
action. Early detection of deviations from the plan allows for the planning of coun-
termeasures, enabling informed, data-driven decisions. Furthermore, creating a 
decision pool for sales analysis and key performance indicators (KPIs) with an 
emphasis on analysis can produce tangible value for sales managers and sales staff.

The service for predicting sales performance using artificial intelligence allows 
us to juxtapose our actual sales volume with forecasted figures, enabling us to evalu-
ate how well we are meeting our sales objectives. This service provides the ability 
to foresee the present sales performance and streamline the sales planning 
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SAP S/4HANA
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Fig. 21.4 Predict sales 
forecasting: architecture

procedures. As depicted in Fig. 21.4, we are making use of time series algorithms 
from the Predictive Analytics Library, which are incorporated within the Intelligent 
Scenario Lifecycle Management framework. These are then integrated into the SAP 
S/4HANA business processes for predicting sales performance.

In conclusion, the depiction of sales performance predictions in Fig. 21.5 enables 
sales managers to accomplish several tasks:

• They can anticipate the volume of sales a business is likely to generate.
• They can juxtapose real, forecasted, and intended sales quantities across various 

parameters and visually represent this comparison.
• They can enhance the precision of their planning process by utilizing algorithms 

based on artificial intelligence. These algorithms provide predictions and sugges-
tions, thereby minimizing the manual labor involved in sales planning and simi-
lar tasks.

The advantages to the business are manifold. They include a rise in actual sales 
volume due to the provision of superior insights that allow for necessary action and 
the offering of predictions for feasible sales volumes. There is also a general reduc-
tion in manual labor required for sales forecasting and planning. The value proposi-
tion lies in assisting sales managers with sales performance predictions. This leads 
to quicker decision-making, an increase in sales volumes, and the creation of more 
precise sales plans.
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21.3  Predict Delivery Delay

In this part of the discussion, our attention will be directed toward the service of 
artificial intelligence that has been designed specifically to predict the delivery dates 
in relation to the performance of sales order deliveries. To build the bridge to the 
previous chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Lead to Cash/Order to Fulfill
• ERP Reference Architecture: Sales/Order and Contract Management
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

Figure 21.6 illustrates the artificial intelligence service built for this process, 
which we’ll unpack in this section. The effectiveness of delivery is a widely recog-
nized key performance indicator (KPI) in supply chain management, used to gauge 
the success of meeting a customer’s needs by the specified deadline. For those in 
sales roles, it’s crucial to identify which sales orders are experiencing delays, deter-
mine the underlying reasons for these delays, and rectify the situation. These users 
often face obstacles such as postponed delivery dates, a lack of clarity regarding 
which orders are likely to be delayed, an insufficient understanding of the reasons 
behind these delays, customer complaints arising from delayed deliveries, and the 
additional manual labor required for recurring tasks related to monitoring delivery 
performance. The benefits to the business and its customers are primarily focused 
on enhancing customer satisfaction by minimizing delivery delays, improving the 
efficiency of the sales team, retaining more customers, and boosting delivery perfor-
mance. The service provided by artificial intelligence plays a crucial role in oversee-
ing the probability of a sales order item being delayed. It utilizes historical sales 
order data to anticipate delayed sales orders and offer an analysis of the root cause. 
The system presents potential delivery problems for each sales order line item for 

Predict delivery delay of sales order and improve delivery performance to increase customer
satisfaction

Historic sales
order data

Sales orders

Provide
root cause
analysis

Predict
delayed sales

orders

Propose
measures to
ensure timely

delivery

Increase customer
satisfaction by reducing

the delivery delay

Increase sales force
efficiency

Increase customer
retention

Increase delivery
performance

Fig. 21.6 Predict delivery delay
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the sales representative’s attention and suggests actions to guarantee punctual 
delivery.

The Predicted Delivery Delay SAP Fiori application, equipped with an artificial 
intelligence service, empowers a sales manager to keep an eye on the current state 
of delivery performance. It allows them to immediately understand the impact of the 
ratio of delivered items to sales orders as requested, helping to avoid significant 
delays in the delivery of goods. This, in turn, enhances customer satisfaction and 
loyalty in the long run. At present, the process of determining the expected delivery 
date for an item in a sales order depends on the outcome of a planning or scheduling 
tool, such as the available to promise (ATP) solution. However, this method does not 
take into account potential future deviations. The application displays the expected 
date of delivery creation, the requested delivery date, the predicted production and 
processing delays, and the overall anticipated delay in delivery for sales document 
items. The predicted date of delivery creation is used to concentrate on the progres-
sion of deliveries as subsequent steps to open sales orders during the training of the 
predicted delay of delivery creation. The expected date of delivery creation (from 
the confirmed schedule line of sales order items that have previously been deliv-
ered) is contrasted with the actual date of delivery creation of the relevant delivery, 
using historical data for this comparison. The solution compares the planned goods 
issue date of all deliveries for which goods issue is completed with the actual goods 
movement date of the subsequent deliveries to train the predicted delivery process-
ing delay. This calculation applies to every delivery for the associated sales order 
item. The application then uses the maximum delivery processing delay of the 
aforementioned deliveries – that is, the delivery with the most significant delay – as 
the predicted delivery processing delay. One delivery item is considered for each of 
the two deliveries. The planned goods issuance date and the actual goods movement 
date differ for each delivery. The solution determines the predicted delivery process-
ing delay using the longest delay. As shown in Fig. 21.7, regression algorithms from 
the Automated Predictive Library that use the Intelligent Scenario Lifecycle 
Management framework are integrated into the SAP S/4HANA sales order delivery 
business processes. Thus, the ability to deliver on time allows internal sales repre-
sentatives to monitor the likelihood of a delay in a sales order item and take appro-
priate actions to prevent the delay. This increases customer satisfaction, considering 
the influencing criteria of the probable delay. The business benefits include reduced 
manual efforts to monitor and resolve issues, improved delivery performance, and 
hence increased customer satisfaction. The value proposition for the sales represen-
tative is to predict the delay in delivery of a sales order, improve delivery perfor-
mance, and enhance customer satisfaction.

21.4  Project Cost Forecasting

Our attention will be directed toward the artificial intelligence service designed to 
forecast the expenses associated with enterprise projects during the planning phase 
of the portfolio for the forthcoming months. Figure  21.8 presents the artificial 

21.3 Predict Delivery Delay



332

R

R

R

R

Fi
g.

 2
1.

7 
Pr

ed
ic

t d
el

iv
er

y 
de

la
y:

 a
rc

hi
te

ct
ur

e 
an

d 
ap

pl
ic

at
io

n

21 Sales and Research



333

Measure your project cost forecast against cost predictions and avoid budget overruns

Save costs with less
budget overruns

Predict
project costs
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Project planning
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Project execution
data
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satisfaction (as the

company is recognized
as reliable)

Improve project cost
forecast accuracy

Fig. 21.8 Project cost forecasting

intelligence service specifically constructed for this process, which we will delve 
into with more detail in this segment. To build the bridge to the previous chapters, 
we list the corresponding references points for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Idea to Market/Manage Products & Services
• ERP Reference Architecture: Research and Development/Core Portfolio and 

Project Management
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

For individuals managing projects, the primary objectives are to ensure that the 
projects stay within the allocated budget and prevent any budgetary excesses, pro-
vided that the given product scope, product quality, and delivery date are precisely 
upheld. To accomplish these goals, it’s crucial to forecast as precisely as possible 
the expenditure of budgets and time associated with the project. Project managers 
often face a variety of challenges, including:

• Data that is insufficient or influenced by personal bias
• Struggles in locating the appropriate information for calculating projected costs
• Tasks that require a significant amount of time to compile all necessary 

information
• A high degree of manual labor and strenuous efforts required
• Factors related to politics and psychology
• Forecasting techniques that are not flawless
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Project managers and financial controllers stand to gain from enhanced accuracy 
in project cost predictions and heightened customer satisfaction. This results in the 
company being perceived as dependable, cost savings due to fewer instances of 
exceeding the budget, and a reduction in the risk of budget overruns.

The service facilitated by artificial intelligence utilizes existing historical data to 
create more objective and reference data derived from the master data of the project, 
project planning data, and project execution data. It does this by proposing an opti-
mal work breakdown structure (WBS). This WBS is a hierarchical model that 
breaks down the enterprise project into smaller, more manageable segments, repre-
sented by parts of the WBS.  The solution uses reference class forecasting algo-
rithms to learn from previous projects and provide more dependable project 
forecasts. By implementing the artificial intelligence service, the solution can con-
sistently monitor and manage projects. It alerts users when there might be potential 
overruns, identifies available buffers, and suggests possible rescheduling and budget 
reallocation through a decision support mechanism. As depicted in Fig. 21.9, the 
scenario uses classification and k-nearest neighbors’ algorithms from the Predictive 
Analytics Library. These algorithms are integrated into the Intelligent Scenario 
Lifecycle Management framework and embedded into the business processes of 
SAP S/4HANA Enterprise Portfolio and Project Management (EPPM). With a tight 
integration with business processes in Research and Development (R&D)/
Engineering and other areas like Finance or Sourcing and Procurement, the solution 
allows to manage enterprise projects throughout their entire life cycle. This includes 
project initiation, planning, execution, tracking, and closure. It can handle a variety 
of cross-industry projects such as investment initiatives, administrative projects, 
R&D projects, engineer-to-order projects, and statistical initiatives. The solution 
offers the following features to manage enterprise projects and their work break-
down structures:

• It allows us to manage projects within our company’s organization and monitor 
business projects.

• It enables successful management of project progress and costs within a speci-
fied budget through project financial control.

• It enhances project efficiency and ensures the delivery of high-quality projects 
on time and within budget using project logistics control.

Project-based services use professional services projects to manage customer 
and internal projects, while Enterprise Portfolio and Project Management handles 
cross-industry projects with enterprise projects. There is significant potential value 
in using reference class forecasting to create a consistent project plan and cost struc-
ture. This allows for more accurate project cost forecasting and minimizes budget 
overruns.
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21.5  Digital Content Processing

In this section, we will focus on the service of artificial intelligence that is centered 
around the classification of documents and the processing of the digital content. 
Figure 21.10 presents the service of artificial intelligence that has been designed for 
this process, which we will delve into in this section. To build the bridge to the pre-
vious chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Categorization
• ERP Reference Process: Idea to Market/Design to Release
• ERP Reference Architecture: Research and Development/Product Lifecycle 

Management
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

A significant number of communications and processes that are based on paper 
and documents lead to a decrease in efficiency across various organizations. A large 
number of organizations continue to depend on these procedures; the process of 
digitization could significantly enhance their efficiency. In this scenario, digitization 
is primarily about discovering valuable data in unstructured sources such as text 
files and images. Customers usually need to establish various categories for classi-
fication, identify them, and sort documents based on these categories.

The challenges faced include a considerable amount of manual labor, which 
could be prone to errors, and a manual process of communication based on paper 
and documents that decreases efficiency. Clients gain from the increased business 
value related to cost savings and efficiency, which results in a higher rate of automa-
tion. The reduction in implementation efforts for scenarios specific to clients makes 
them agile and accelerates communications and procedures through digitization. 

Speed up communication and processes through digitization by automatically extracting
and classifying unstructured data

Classified
documents

Valuable information
extracted from

unstructured data

Unstructured content
(text file, image)

Classification
master data

Speed up
communication and

processes

Increase agility (reduce
implementation effort
for customer-specific

scenarios)

Save costs with
increased automation

rate

Fig. 21.10 Digital content processing
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Fig. 21.11 Digital content processing: architecture

We can achieve significant savings in terms of time, money, and effort by addressing 
customer issues through the following strategies:

• We can rectify underperforming solutions by introducing new features, improv-
ing performance, and enhancing quality.

• We can mitigate the negative social consequences customers face and eliminate 
their risks by simplifying processes or removing hurdles.

• We can prevent common errors that occur during manual document handling and 
classification by addressing major issues, reducing concerns, and eliminating 
worries, thereby removing social, financial, or technical risks that could poten-
tially cause problems.

• We can remove barriers that deter customers from adopting our solutions by 
introducing lower or even no initial investment costs.

As illustrated in Fig. 21.11, in this context, a few algorithms such as text analysis 
and classification from the Scikit-Learn library are utilized, and the service of arti-
ficial intelligence is provided on the SAP Business Technology Platform (BTP). 
This artificial intelligence service is consumed by the corresponding SAP S/4HANA 
process in a side-by-side model, delivering the necessary results.

Figure 21.12 demonstrates how the utilization of this artificial intelligence ser-
vice enhances digital content processing, providing customers with several benefits:

• This service facilitates the digital transformation of business operations by 
extracting both structured and unstructured data from documents within the SAP 
Business Technology Platform, integrated with SAP S/4HANA.

• Documents are automatically categorized using the classification classes pro-
vided by SAP.

• This flexible and scalable digital content processing service allows for the easy 
implementation of specific use cases with minimal effort.

21.5 Digital Content Processing
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The application displayed in Fig.  21.12 enables the management of original 
 software files and document information records (DIR). The master record of a 
document is known as the DIR. The DIR encompasses both the actual document (or 
the original application file) and the metadata of the document. Documents can be 
searched and accessed based on various filter criteria such as status, document num-
ber, document type, document version, document portion, user, and document 
description. Furthermore, the application supports draft compatibility, which allows 
users to save changes without finalizing them and continue editing at a later time. 
The business advantages of utilizing the digital content processing service powered 
by artificial intelligence include:

• Cost savings and efficiency – the service replaces manual tasks or increases auto-
mation rates by extracting structured content from unstructured content and 
automatically classifying documents.

• Agility – the service enables the implementation of customer-specific scenarios 
with minimal effort by leveraging flexible and scalable document management 
services such as Optical Character Recognition (OCR), rule-based content 
extraction, and file conversion powered by artificial intelligence.

21.6  Business Integrity Screening

Let’s discuss now the artificial intelligence services that have been developed specifically 
for the field of governance, risk, and compliance. As organizations continue to expand 
and evolve due to a variety of situations and circumstances, the governance of these 
changes, risk management, and compliance adherence become increasingly crucial. This 
is where the governance, risk, and compliance solutions provided by ERP systems come 
into play, assisting organizations in managing their key operations and navigating poten-
tial risks. The three main areas of focus are risk analysis, regulation management, and 
compliance monitoring. Some of the key features of these solutions are as follows:

• Risk identification and enhancement of risk-management activities
• Efficient risk management with minimal or no complexity
• Effective prevention of fraud in business processes and improved audit 

management
• Enhancement of an organization’s performance by safeguarding its core values

In this section, we will delve deeper into the details of how to utilize the artificial 
intelligence service that has been developed specifically for identifying and preventing 
fraud. Figure 21.13 illustrates the process involved in the artificial intelligence service 
designed for fraud identification and prevention in the SAP Business Integrity Screening 
application. We will further elaborate on this process in this section. To build the bridge 
to the previous chapters we list the corresponding references points for the use case:

• AI Application Pattern: Categorization and Prediction

21.6 Business Integrity Screening
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Automatically detect
and rank attributes that
positively correlate with

anomalous cases

Incorporate detection
methods into new
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Reduce the workload of
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transactions in real-time

Reduce false positives Reduce risk of fraud
Respond faster to

threats

Increase accuracy of fraud alerts with predictive algorithms that identify potential cases based on
past investigative decisions

Predictive detection
methods

Historical use cases

Fig. 21.13 Fraud identification and prevention

• ERP Reference Process: Idea to Market/Products and Services to Market
• ERP Reference Architecture: Research and Development/Manage Product and 

Services
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

We’ll begin our discussion by examining the issues that customers encounter, 
their pain points and challenges, and how the SAP Business Integrity Screening 
application, facilitated by artificial intelligence, can provide solutions to these prob-
lems. Fraud investigators and screening experts are tasked with managing a growing 
number of suspicious or unusual cases that need to be evaluated and categorized on 
a weekly, daily, and even hourly basis. A common problem for these investigators is 
the time spent on cases that appear at the top of the list but end up posing little to no 
risk or impact to the company. Meanwhile, some high-risk cases are overlooked. 
These investigators would greatly benefit from focusing on fewer but more signifi-
cant cases, without missing the majority of the most consequential ones. Rather 
than working on a random assortment of cases, predictive detection methods rank 
each new case based on its potential impact on the company’s business. This 
approach not only aids companies but also makes the investigators’ work more pro-
ductive. Investigators who lack extensive knowledge of data science, often referred 
to as citizen data scientists, use the threshold parameter of predictive detection 
methods to manage their workload and prioritize tasks, resulting in significant 
improvements in efficiency and profitability. As depicted in Fig. 21.13, organiza-
tions can prevent disruptions to crucial business processes by responding more 
quickly to threats and establishing procedures that discourage fraud. The SAP 
Business Integrity Screening application aids in reducing the risk of fraud by 
enhancing analysis capabilities, providing greater visibility into potentially fraudu-
lent activities, and facilitating better management decisions. This application sup-
ports fraud scenarios relevant to our organization, such as employee theft, corruption, 

21 Sales and Research
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and warranty fraud. With the backing of in-memory database technology and 
 integration into SAP S/4HANA and other third-party sources, this application 
enables investigators to gather, analyze, and act on vast amounts of data in real time.

SAP Business Integrity Screening has recently introduced predictive detection 
techniques that employ predictive algorithms to spot potentially fraudulent activi-
ties. These techniques learn from previous investigative decisions made by SAP 
Business Integrity Screening. The algorithms can be frequently updated to keep up 
with the ever-changing strategies of fraud attacks, which can vary by the day, hour, 
or even minute. As depicted in Fig. 21.14, the classification and regression algo-
rithms from the Predictive Analytics Library are used in conjunction with the 
Intelligent Scenario Lifecycle Management framework. These algorithms are then 
integrated into the SAP S/4HANA business processes. The information generated in 
real time is then delivered to the appropriate individuals, enabling them to make 
informed decisions. These decisions can lead to actions that either detect or prevent 
a fraud attack. Thus, SAP Business Integrity Screening empowers business analysts 
and investigators to perform several tasks. These include the automatic detection 
and ranking of attributes within classified data that have a positive correlation with 
anomalous cases, the integration of these attributes with existing detection methods 
to form new SAP Business Integrity Screening strategies, and the utilization of 
robust, cutting-edge algorithms related to artificial intelligence. In essence, this 
solution provides several benefits. It can detect new suspicious patterns, reduce the 
number of false positives, and seamlessly integrate artificial intelligence algorithms 
into the established SAP Business Integrity Screening framework.

21.7  Conclusion

In this section, we focused on the artificial intelligence services and embedded use 
cases built for the sales and research line of business (LoB). Figure 21.15 gives an 
overview of the order-to-cash process.

The process shown in Fig. 21.15 outlines the many steps involved, which include 
everything from handling quotations to creating sales orders, executing these orders, 
delivering products, managing returns, and providing invoices. The sales manager 
and the in-house sales team have specific requirements that can be met by harness-
ing the power of artificial intelligence. In this conversation, our main focus is on the 
completion and management of sales orders. Here are some examples of applica-
tions that we considered in this chapter, using artificial intelligence algorithms 
based on the Intelligent Scenario Lifecycle Management framework:

• Sales Quotation predicts conversion of sales quotations to sales orders
• Sales Performance predicts sales forecasts
• Delivery Performance predicts delivery delays

Furthermore, we considered the artificial intelligence services and embedded use 
cases built for the research and development (R&D)/engineering line of business 

21.7 Conclusion
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Fig. 21.16 Enterprise portfolio and project management

(LoB). Particularly, our conversation revolved around the management of project 
and portfolio life cycles and the various elements associated with it. Figure 21.16 
offers an encompassing perspective on the management of enterprise portfolios and 
projects. This clearly shows that a wide array of tasks within the enterprise portfolio 
management procedures require the involvement of project managers, team mem-
bers, financial supervisors, and accountants. These tasks span from the early phases 
of project planning all the way to the implementation of the project and even con-
tinue to the concluding stages of closing the period and further. The potential appli-
cations of artificial intelligence, such as predicting project costs and processing 
digital content, were also part of the discussion.
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In this chapter, we explain intelligent business applications in the sourcing and 
procurement line of business (LoB) and how customers can benefit from this func-
tionality. We provide a brief overview of the use case requirements, the business 
processes involved, and how they’re addressed. The sourcing and procurement LoB 
is huge, with a lot of potential to automate and fine-tune the processes. The focus of 
the chapter is on contract consumption, resolution for invoice payment block, sup-
plier deliver prediction, new catalog items, image-based busing, and intelligent 
approval workflow. For these use cases, the concepts and frameworks explained in 
this elaboration were applied, which proves the real-world feasibility of those new 
inventions.

22.1  Contract Consumption

Our attention will now shift to the service based on artificial intelligence that is 
designed around the functionality of quantity contract consumption in SAP 
S/4HANA. This service is capable of forecasting contract consumption and expira-
tion in advance, thereby enabling buyers to renegotiate contracts. The artificial 
intelligence service designed for this specific process is depicted in Fig. 22.1, which 
we will delve into in this section. To build the bridge to the previous chapters, we 
list the corresponding references points for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Source to Pay/Source to Contract
• ERP Reference Architecture: Procurement/Sourcing and Contract Management
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_22&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_22
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Predict expiration or total consumption to enable effective negotiations with suppliers

Improve efficiency of
supplier renegotiation

Save costs (better prices
from the suppliers)

Enhance purchasing
compliance

Actual contract
consumption

Historical data of
closed contracts

Identify contracts
soon to be expired

Predict acceleration
of vendor contracts

Provide probable
negotiation options

Fig. 22.1 Predict contract expiration and consumption

Leaders in procurement need to revisit and revise contracts that are nearing their 
end, with the aim of securing more favorable terms. Keeping an eye on when con-
tracts are due to expire can be a complex task, as they often run out earlier than 
anticipated. The advantages for customers include the ability to negotiate with sup-
pliers earlier and, more effectively, securing better prices for products, forecasting 
contract end dates in advance, and improving adherence to purchasing rules.

Algorithms based on artificial intelligence can pinpoint contracts that are nearing 
their end and estimate the likelihood of a contract running out earlier than predicted. 
A predefined set of key performance indicators enables in-depth analysis of data 
from the SAP S/4HANA, improving business usability by offering visual predic-
tions and suggesting potential negotiation strategies. Essentially, the sourcing and 
procurement features of SAP S/4HANA allow businesses to control spending across 
all major categories, decrease direct costs and administrative workload, and reduce 
the overall time taken to complete a cycle. When combined with predictive services 
from the SAP Business Technology Platform, the sourcing and procurement process 
is further improved, offering new insights into when contracts are likely to be 
consumed.

The system uses historical data from completed contracts to forecast when ven-
dor contracts will be fully utilized. This allows the purchaser to strategically plan 
for contract renegotiations with suppliers in a timely manner. SAP S/4HANA is 
already equipped to analyze contract consumption for both quantity and value con-
tracts, providing a monthly breakdown of contract usage. With the introduction of a 
service that uses artificial intelligence to predict contract consumption, businesses 
can further refine their contract negotiation strategies, decrease overall expenses, 
and improve their management of vendors. As shown in Fig. 22.2, regression algo-
rithm from the Automated Predictive Library is used within the Intelligent Scenario 
Lifecycle Management framework. These are integrated into the SAP S/4HANA 
procurement business processes, enabling the system to provide advance predic-
tions for when contracts will expire.

22 Sourcing and Procurement
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22.2  Resolution for Invoice Payment Block

Our focus will now be on the artificial intelligence service that has been developed 
to center around the payment blocks for invoices, which could potentially jeopar-
dize the cash discounts available to the buyer. The diagram labeled as Fig.  22.3 
illustrates the artificial intelligence service that has been designed specifically for 
this procedure, a topic we will delve into in this section. To build the bridge to the 
previous chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Source to Pay/Supplier Invoice Management
• ERP Reference Architecture: Procurement/Invoice Management
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

The process of invoicing has already been significantly transformed by digital 
technology and automation. The only time a purchaser or accountant needs to step 
in is when an invoice payment is halted. The onus is on the purchaser to address the 
root cause of the issue to lift the payment block. During this process, the purchaser 
may face several hurdles, such as resolving the reason for a payment block, which 
is often a lengthy and costly process. Often, a manual process is initiated whenever 
there’s an anomaly in a payment, leading to missed cash discounts for buyers and 
lost business opportunities for suppliers.

Incorporating an embedded service facilitated by artificial intelligence, algo-
rithms are used to cross-verify invoices with existing purchase orders and procure-
ment regulations. Despite the high level of automation in matching invoices, there 
are always exceptions that necessitate manual intervention from purchasers or 
accounts payable specialists. These exceptions could be unexpected additional costs 
in the invoice or discrepancies in quantity or price. Such exceptions are not only 
time-consuming but also expensive. If a reason for blocking arises, supplier invoices 

Further automate the invoice payment process with timely recommendations for blocked invoices
by reducing the purchaser interaction

Payment blocks

Former user behavior

Analyze the
underlying issues
with detailed data

context

Proactively display
issues requiring
attention, all

relevant information
and actions

Provide
recommendations

for tracking, analyzing,
and solving the

situation

Reduce costs and efforts
for exception handling

Enable faster
decision making

Avoid loss of
cash discounts

Increase knowledge
of purchaser

Fig. 22.3 Resolve invoice payment block
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are automatically halted, and the accountable purchaser must address the underlying 
issues. The process can be made even more efficient by using recommendations to 
monitor, analyze, and resolve the situation. Quicker processing times can also assist 
buyers in not missing out on cash discounts for early or prompt payments.

The process illustrated in Fig.  22.4 takes advantage of regression algorithms 
from the Automated Predictive Library, making use of the Intelligent Scenario 
Lifecycle Management framework, and is integrated into the SAP S/4HANA busi-
ness procedures. Businesses typically seek advantages such as cost reduction and 
minimized effort, expedited decision-making, prevention of cash discount losses, 
and the ability for employees to concentrate on more critical tasks rather than main-
taining these manual tasks. Suppliers also stand to gain from quicker invoice pay-
ments, cash discounts, and cost savings. The unique selling point is the automation 
of the invoice payment process with timely suggestions for blocked invoices, 
thereby reducing the time a purchaser spends on manually removing payment 
blocks. In summary, the payment block cash discount at risk provides accountants 
and purchasers the ability to:

• Actively show issues that need attention, consolidating all relevant information 
and actions in one location

• Examine the root causes with a detailed data context
• Get suggestions based on previous user behavior
• Prevent a loss of cash discounts

Some of the business advantages include mitigating the impact of exception han-
dling and repetitive tasks, process automation for quicker decision-making, preven-
tion of cash discount losses, and allowing employees to concentrate on 
significant tasks.

22.3  Supplier Delivery Prediction

We will now concentrate on the artificial intelligence service that has been devel-
oped specifically for managing purchase order processing, with the aim of forecast-
ing the delivery dates for items in a purchase order. The diagram labeled as Fig. 22.5 
illustrates the structure of this artificial intelligence service designed for this par-
ticular task, which we will delve into and explain in detail in this section. To build 
the bridge to the previous chapters, we list the corresponding references points for 
the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Source to Pay/Procure to Receipt
• ERP Reference Architecture: Procurement/Operational Procurement
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

22.3 Supplier Delivery Prediction
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Maximize raw material availability without compromising your production planning

Predict the
delivery date of a
shipment and
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status

Evaluate
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the plan and
take action

Historical order header
and line item data

Improved material
planning and delivery

Avoid production delays
and re-scheduling

Reduce the manual
effort for monitoring Resolve issues earlier

Fig. 22.5 Predict delivery date for purchase order items

During the procurement process, it’s common for the necessary production 
materials to come from a variety of suppliers. When there’s a delay in delivery, it 
can disrupt the timely production at factories, necessitating the costly rescheduling 
of assembly lines. Delays in the delivery of indirect materials can also significantly 
postpone the provision of necessary products or services to employees. Algorithms 
based on artificial intelligence can identify these supplier delivery delays under 
various circumstances and forecast the likelihood of future delays. As shown in 
Fig.  22.6, these regression and classification algorithms use the Automated 
Predictive Library and take advantage of the Intelligent Scenario Lifecycle 
Management framework to incorporate artificial intelligence into the SAP S/4HANA 
business processes.

The artificial intelligence algorithm that predicts supplier delivery enables buy-
ers to forecast when a shipment will arrive and categorize its status. This empowers 
the buyer to relay this information to the product lifecycle management (PLM) 
department and ultimately keep up with the material requirements planning (MRP) 
and security optimization service (SoS) manually. Future releases with enhanced 
artificial intelligence capabilities could further streamline this process, eliminating 
the need for the MRP engineer and the design engineer to manually update any 
records in the system. Some of the business advantages of this approach include:

• Enhanced reliability in planning and delivering materials
• Prevention of production delays and rescheduling
• Reduced manual efforts to monitor and address issues more quickly and 

proactively
• Current lead time information for goods and services at the master level for both 

direct and indirect procurement

22.3 Supplier Delivery Prediction
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Reduce free text-items purchases and automate purchase order creation by adding highly
demanded free-text items as new materials to your internal catalog
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free-text items

Provide auto-
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for catalog items
to be created

Reduce purchase order
processing time

Reduce error-prone
purchases

Improve catalog
coverageoptimization

Fig. 22.7 Convert free-text order items to catalog items

22.4  Proposal of New Catalog Item

Let’s focus now on the service of artificial intelligence that has been designed 
around the processing of purchase orders and the suggestions offered in the catalog 
items. The artificial intelligence service designed for this procedure is depicted in 
Fig. 22.7, which we will delve into in this section. To build the bridge to the previ-
ous chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Source to Pay/Source to Contract
• ERP Reference Architecture: Procurement/Operational Procurement
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

A purchasing manager is responsible for the internal procurement of goods and 
items, as well as maintaining the internal catalog current. The purchasing manager 
faces a number of challenges. Users generate vast quantities of free-text items, and 
examining and analyzing these free-text items always requires a significant amount 
of effort. Furthermore, free-text items result in purchases that are prone to errors, 
and it’s difficult to consistently keep the internal catalog updated. The purchasing 
department would greatly benefit from enhancing the optimization of catalog cover-
age and minimizing the purchases prone to errors, ultimately reducing the overall 
time spent on processing purchase orders.

The proposed establishment of a service for artificial intelligence in the catalog 
item is set to allow the algorithm to assume control of the investigative tasks and 
resources that are in high demand by users. This would enable these items to be 
automatically included in the catalog. The process of creating purchase orders 
would be automated, thereby guaranteeing automated suggestions for items that 
should be incorporated into the catalog. Ultimately, this would assist the purchasing 

22.4 Proposal of New Catalog Item
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Fig. 22.8 Proposal of new catalog items: architecture

manager in achieving their objective of minimizing the number of free-text items to 
the greatest extent possible. When users generate a large number of free-text items, 
computational methods can assist in determining the appropriate time to introduce 
a new item into the catalog. If there is a significant demand from users, existing 
materials are automatically incorporated into the catalog. As previously mentioned, 
through the use of capabilities inherent in artificial intelligence and statistical mod-
els, the service dedicated to artificial intelligence offers automated suggestions for 
the creation of new catalog items. These suggestions are further enhanced with 
insights collected by the algorithm used in the artificial intelligence service. As 
shown in Fig. 22.8, the algorithms from the TensorFlow library are employed, and 
the service for artificial intelligence is constructed using the SAP Business 
Technology Platform (SAP BTP). The corresponding SAP S/4HANA process uti-
lizes this artificial intelligence service in a side-by-side model and delivers the nec-
essary results.

The value proposition of this artificial intelligence-based service emphasizes the 
importance of utilizing past experiences to suggest or execute the automated inclu-
sion of new items in the in-house catalog. This process ensures the catalog remains 
up to date and also aids in time-saving. A visual representation of the corresponding 
SAP S/4HANA application is shown in Fig. 22.9.

22.5  Proposal of Material Group

We will now concentrate on the artificial intelligence service that has been devel-
oped to suggest a material group for items described in free text during the procure-
ment requisition process. The artificial intelligence service designed for this 
procedure is depicted in Fig. 22.10, and we will delve into the details of this service 
in this section. To build the bridge to the previous chapters, we list the correspond-
ing references points for the use case:

22 Sourcing and Procurement
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Enable efficiency and reduce costs in the purchase requisition process by proposing a matching
material group for the required free-text item
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Fig. 22.10 Propose material group for free-text items

• AI Application Pattern: Recommendation
• ERP Reference Process: Source to Pay/Source to Contract
• ERP Reference Architecture: Procurement/Operational Procurement
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

Operational buyers are tasked with identifying and correcting misallocated mate-
rial groups, which helps minimize inadvertent purchases in incorrect categories. 
The procurement department often faces issues with employees unintentionally 
making purchases under the wrong categories. When employees create free-text 
items, they frequently assign a material group that doesn’t match the item in ques-
tion. This necessitates a labor-intensive and resource-heavy manual process to 
assign the correct material group to the free-text item. Buyers must manually adjust 
the material group, allowing the appropriate team member to take over. This manual 
process is costly in terms of both resources and processes. Automating this process 
can offer customers several benefits, including cost reduction through automatic 
material group assignment, improved process efficiency, decreased risk of error- 
prone purchases, and enhanced decision-making in the purchase requisition pro-
cess. The suggested material group for free-text items service, facilitated by artificial 
intelligence, aids in decreasing the instances of incorrectly assigned material groups. 
This artificial intelligence service recommends a suitable material group for the 
required free-text item to the requester during the purchase requisition creation. 
This recommendation is based on the capabilities of artificial intelligence and statis-
tical models. The service uses algorithms from the TensorFlow library and is con-
structed with the SAP Business Technology Platform (SAP BTP), as depicted in 
Fig. 22.11. The corresponding SAP S/4HANA process uses this artificial intelli-
gence service in a side-by-side model and, as shown in Fig.  22.12, delivers the 
necessary results.
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Fig. 22.11 Propose material group: architecture

The advantages that businesses can gain from utilizing services powered by 
 artificial intelligence are numerous and include the following:

• There’s a significant reduction in the need for manual tasks.
• There’s an enhancement in process efficiency, which in turn leads to a decrease 

in expenses.
• There’s a lower likelihood of making purchases that are prone to errors.

A more accurate categorization of free-text items into material groups can help 
in managing purchases that are susceptible to mistakes. The recommendation for a 
suitable material group is derived from historical experiences and data. These mod-
els, powered by artificial intelligence, learn and offer suggestions based on past 
data. They utilize predictive algorithms to automatically suggest materials and cat-
egories for the free-text items, thereby improving the user experience for the pur-
chasers. The main benefit offered is the ability to increase efficiency and lower 
expenses in the process of purchase requisition.

22.6  Materials Without Purchase Contract

Let’s focus now on the artificial intelligence service that has been developed with 
the aim of minimizing expenditure that is not contractually covered. This is achieved 
by giving priority to materials that lack purchase contracts and offering alternatives. 
Figure 22.13 illustrates the artificial intelligence service designed for this proce-
dure, the details of which we will delve into in this section. To build the bridge to 
the previous chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Ranking
• ERP Reference Process: Source to Pay/Source to Contract
• ERP Reference Architecture: Procurement/Operational Procurement

22.6 Materials Without Purchase Contract
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Fig. 22.13 Materials without purchase contract

• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

Buyers are required to pinpoint items that lack associated contracts and generate 
quotation requests based on comparable items that do have existing contracts. It’s 
crucial for buyers to rank items according to factors such as quantity and worth 
when forming a quotation request and, subsequently, a contract for those items. The 
execution of corporate procurement tasks presents a multitude of challenges for 
buyers. The absence of a purchase contract for specific items leads to an increase in 
overall expenditure due to frequent off-contract ordering. The process of formulat-
ing a quotation request from the ground up is often more laborious than creating one 
based on a similar item. The task of ranking a list of off-contract items can also be 
time-consuming. The procurement department stands to gain significantly if this 
off-contract expenditure can be managed in an intuitive manner. This approach 
could lead to cost reductions, as quotation requests for items that are frequently 
ordered off-contract are generated using a ranked list of items. This would allow 
buyers to be prepared well in advance for early and effective negotiations with sup-
pliers, resulting in more favorable purchase prices for items. Consequently, the pro-
cess of creating quotation requests becomes more efficient. The illustration in 
Fig. 22.14 demonstrates that the implementation of artificial intelligence is grounded 
on the SAP Business Technology Platform (SAP BTP). The service for proposing 
contracts uses historical data for the purpose of training. In this context, historical 
purchase orders, contracts, and material expenditures are taken into consideration. 
Proposals that are rejected by the purchasing staff are factored into the operations of 
the artificial intelligence service.

The artificial intelligence service identifies materials that are most deserving of 
being included in a contract. The TensorFlow library’s algorithms are utilized for 
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Fig. 22.14 Materials without purchase contract: architecture

the artificial intelligence. The corresponding SAP S/4HANA process uses this 
 artificial intelligence service in a side-by-side model and delivers the necessary out-
comes by offering suggestions for creating a Request for Quotation (RFQ). To econ-
omize, purchasers must refrain from ordering off-contract. In this regard, the 
artificial intelligence algorithm assists the buyer in identifying materials that lack a 
contract and associating them with similar ones that have contracts based on certain 
factors. It then suggests these materials for an RFQ as depicted in Fig. 22.15. The 
solution enables procurement leaders to perform the following actions:

• Foresee contract negotiations in line with the company’s guidelines and practices
• Initiate and conduct efficient negotiations with suppliers regarding frequently 

ordered materials
• Establish predictive models and execute the scenarios
• Utilize a pre-established set of key performance indicators (KPIs) that facilitate 

the creation of robust analytics on SAP S/4HANA

Some of the business advantages for the customers encompass the following:

• Improved usability for businesses to visualize the options for recommendations 
with predictions

• Opportunities for purchasers to initiate and conduct efficient negotiations with 
suppliers

• Achieving more favorable purchasing prices for materials from the suppliers
• Obtaining improved purchasing compliance.

The advantages offered to both purchasers and buyers include minimizing pur-
chases that are not part of a contract and simplifying the process of contract negotia-
tions, all in line with the company’s established practices. The service based on 
artificial intelligence provides an advantage to purchasers and buyers by facilitating 
early and effective negotiations with suppliers, leading to significant cost savings.
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Fig. 22.16 Image-based buying

22.7  Image-Based Buying

We will now delve into the specifics of the application and the operations related to 
image-based procurement in the purchasing requisition procedure. Figure  22.16 
displays the service designed using artificial intelligence for this process, the details 
of which we will explore in this segment. To build the bridge to the previous chap-
ters, we list the corresponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Source to Pay/Procure to Receipt
• ERP Reference Architecture: Procurement/Operational Procurement
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

We are already witnessing a variety of interactions between humans and systems 
in the current technological landscape, and this trend is only expected to grow as 
technology continues to evolve. Systems involved in procurement, which must han-
dle images and complex algorithms, need to be trained to identify the most suitable 
internal material or catalog item that corresponds to a given image. This allows a 
user to simply snap a photo using their mobile device, triggering a cross-content 
search that automatically generates the corresponding purchase request. This sig-
nificantly improves the procurement process for buyers and can result in substantial 
cost reductions. Often, there are discrepancies between the item descriptions pro-
vided by the user and the buyer, leading to delays in the procurement process due to 
incorrect material procurement or unnecessary additional costs incurred from pro-
curing undesired material items. By addressing this problem, user efficiency can be 
dramatically improved while also ensuring that generated purchase requests are pre- 
validated. The functionality of artificial intelligence significantly aids workers when 
they are conducting a cross-catalog search to order items. The algorithms that are 
used come from the TensorFlow library, and the artificial intelligence service is 

22 Sourcing and Procurement



363

SAP S/4HANA

Requisition & Image 
Maintenance & 

Extraction

Purchase Requisition,
Product Images

Create Purchase 
Requisition

Intelligent Scenario 
LM

R

SAP BTP

AI API

Product Proposal 
Service

R

R

M
od

el
 &

 
M

et
ric

s
Ap

pl
ica

tio
n

Da
ta

R

Product 
Recommendation

R

Replicate, 
Train, 

Deploy

Image Recognition

R

Fig. 22.17 Image-based buying: architecture

constructed using the SAP Business Technology Platform (SAP BTP), as shown in 
Fig. 22.17.

The product proposal service uses historical data for training, which may include 
historical catalog data in CSV format. The service takes an image of a product pro-
vided by the end user as input to locate this item and other similar items in the cata-
log. The recommendation includes the product identification numbers from the 
customer catalogs that the artificial intelligence service identifies as relevant, based 
on the product image uploaded by the end user. As shown in Fig. 22.18, the corre-
sponding SAP S/4HANA process uses this artificial intelligence service and pro-
vides the necessary results. The process is expedited by uploading an image and 
conducting a cross-catalog search, which automatically generates a purchase requi-
sition. Some of the main features include:

• Comparing images taken with catalog item images in the cross-catalog search 
index to identify matching patterns in the pictures.

• Detecting similar images by initially normalizing the images – for instance, flip-
ping, rotating, or adjusting brightness and colors – to enhance the probability of 
finding similarities.

• The cross-catalog search results display the best matching items based on their 
similarity scoring (items are identified by internal catalog IDs).

Images can be added to the shopping cart either from a local laptop or from a 
specialized image-based buying app that could prepare a draft shopping cart. The 
utilization of this artificial intelligence service brings numerous significant advan-
tages. These include the simplicity it offers to the user and the ability to bypass 
costly exception handling. The service also guarantees that the products ordered 
adhere to compliance standards, and it prevents purchases outside of the catalog. 
This leads to substantial financial savings, a factor that is highly valued in procure-
ment departments.

22.7 Image-Based Buying
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22.8  Intelligent Approval Workflow

The process of acquiring goods or services is systematic and adheres to certain 
standards. We will delve into the specifics of how to semi-automate this process and 
make it smarter by incorporating lessons from past experiences and integrating arti-
ficial intelligence. Figure 22.19 illustrates the artificial intelligence system designed 
for this procedure, which we will dissect and explain in this part of the discussion. 
To build the bridge to the previous chapters, we list the corresponding references 
points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Source to Pay/Procure to Receipt
• ERP Reference Architecture: Procurement/Operational Procurement
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

The service facilitated by artificial intelligence scrutinizes the procedures 
involved in approving purchases and autonomously gives the green light to requests 
that typically aren’t turned down – specifically, those with a historical approval rate 
of over 90%.

The algorithms of artificial intelligence are capable of discerning the patterns for 
automatic approval, patterns that might be challenging for buyers to detect on their 
own. This significantly enhances the productivity of the purchasing department and 
leads to cost savings. The algorithms used are sourced from the TensorFlow library, 
and the service of artificial intelligence is constructed using the SAP Business 
Technology Platform (SAP BTP) as illustrated in Fig. 22.20.

The service, known as the work item approval proposal service, uses historical 
data for its training process. This data could include historical approval data for 
purchase requisitions in CSV format. The data related to purchase requisitions carry 
information about a particular purchase requisition, enabling the service to ascertain 

Allowing mass approval by classifying purchase requisition approvals into important and unimportant 
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Fig. 22.19 Intelligent approval workflow
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Fig. 22.20 Intelligent approval workflow: architecture

the confidence level for approving a purchase requisition. The confidence level 
 provided is a percentage, calculated based on the history of approved or rejected 
items from past purchase requisitions. As shown in Fig. 22.21, the established level 
of certainty is displayed to the approver within the My Inbox application, accompa-
nied by the approval percentage that is associated with the contributing influential 
factors for clarification. The corresponding SAP S/4HANA process utilizes this 
artificial intelligence service in a side-by-side model, providing the necessary out-
comes. In essence, those who approve based on function or finance in the procure-
ment sector are typically overwhelmed with a multitude of approval tasks daily. The 
goal of the intelligent approval workflow is to classify purchase requisition approv-
als into significant and insignificant tasks by assigning them a confidence factor, 
thereby enabling them to focus on the crucial items. This not only saves time and 
reduces costs but also allows them to devote more attention to their strategic work. 
Several key elements are considered when assigning a confidence factor to the pur-
chase requisition approvals. These include the ability to easily differentiate between 
critical and less critical approvals, directing the authorizer’s focus solely toward 
critical tasks, categorizing all tasks based on their confidence factor, and setting the 
groundwork for a potential bulk approval of all grouped purchase requisitions at the 
approval stage. The advantages for businesses include reduced approval times due 
to focusing solely on critical approvals, more efficient use of an authorizer’s time 
and effort, improved usability due to the categorization of approvals based on their 
confidence factor, and increased process efficiency achieved by automating the 
approval decisions.

22.9  Conclusion

In this section, we focused on the artificial intelligence services and embedded use 
cases built in the domain of souring and procurement. The illustration labeled as 
Fig.  22.22 provides a comprehensive look at the detailed steps involved in the 
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procure- to-pay process. We will now take a moment to examine the source to pay 
business process and understand how the capabilities of artificial intelligence are 
integrated within this process. Every business entity, as part of its operations, needs 
to acquire various materials, which could include raw materials and services. These 
materials can be obtained through the company’s own production methods or 
through the process of external procurement.

At a high level, the procure-to-pay process consists of the following processes:

• Material requirements planning
• Supplier selection
• Request for quotation
• Purchase requisition
• Purchase order

• Goods receipt
• Goods receipt invoice
• Invoice verification
• Payment to suppliers

In the subsequent sections, we looked into some of these processes and how 
artificial intelligence services are embedded or consumed with SAP S/4HANA. All 
the use cases were implemented based on the concepts and frameworks proposed in 
this elaboration. This is a proof of the real-world applicability of the underlying 
inventions.

22.9 Conclusion
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23Inventory and Supply Chain

In this chapter, we explain intelligent business applications in the inventory and 
supply chain line of business (LoB) and how customers can benefit from this func-
tionality. We provide a brief overview of the use case requirements, the business 
processes involved, and how they’re addressed. The inventory and supply chain LoB 
is huge, with a lot of potential to automate and fine-tune the processes. The focus of 
the chapter is on stock in transit, demand-driven replenishment, defect code pro-
posal, early detection of slow, and nonmoving stock. For these use cases, the con-
cepts and frameworks explained in this elaboration were applied, which proves the 
real-world feasibility of those new inventions.

23.1  Stock in Transit

In this section, we will concentrate on the artificial intelligence system that has been 
developed to revolve around the functionality of stock in transit. This system is 
designed to forecast any delays in the movement of stock between various plants or 
storage locations. The artificial intelligence service designed for this specific pro-
cess is depicted in Fig. 23.1. We will delve into the details of this service in the 
following section. To build the bridge to the previous chapters, we list the corre-
sponding references points for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Plan to Fulfill/Make to Inspect
• ERP Reference Architecture: Supply Chain/Inventory
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

The majority of customers require the movement of inventory between different 
storage sites or factories, making it essential to establish stock transport orders. The 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_23&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_23
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Fig. 23.1 Stock in transit

SAP S/4HANA Overdue Materials-Stock in Transit SAP Fiori application allows 
clients to monitor materials that are in the process of being transported or open 
stock transport orders that have not yet been acknowledged by the receiving factory. 
This is particularly useful when these materials have, for instance, surpassed the 
anticipated transit time. Typically, customers have a predetermined timeline for the 
duration it should take to transfer materials between two factories.

The responsibility of ensuring that the materials reach the production plant on 
time falls on the inventory manager. This involves overseeing the movement of 
materials across various storage locations or plants. Stock transport orders are 
established to facilitate the transfer of stocks and to keep track of materials in tran-
sit, ensuring they are delivered on time. Inventory managers often face challenges 
such as a lack of transparency into delayed deliveries between storage sites or dif-
ficulty in estimating the duration of stock transfers, among others. These challenges 
can have a negative impact on the time and cost associated with the downstream 
delivery of finished goods, raw materials, or work in progress (WIP). This could 
potentially affect the quality of the finished products, especially if the goods are 
perishable or time-dependent. Customers stand to benefit significantly from 
enhanced planning and scheduling accuracy, which can help mitigate scenarios of 
critical stock shortages and improve turnover. This would ultimately lead to a reduc-
tion in the amount of safety stock inventory. The prediction of the arrival date, or the 
forecast delivery date, is accessible during the creation of the stock transport order, 
due to the integrated predictive modeling built into the functionality. The ability to 
predict the forecast delivery date of a shipment yields substantial benefits. The value 
proposition of this solution is its ability to reduce production or delivery risks by 
predicting delays for stock in transit. Businesses that send and receive goods from 
their plants need to monitor the status of materials in transit. When delays, short-
ages, or other issues occur, the company must be able to react and take appropriate 
action promptly.

The Materials Overdue-Stock in Transit application in SAP S/4HANA provides 
a summary of the open shipments, enabling the business user to take action. The 
application, with its integrated predictive modeling, can forecast shipment dates for 
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each goods movement. This insight allows users to manage delivery delays, 
 production scheduling, and other downstream activities. The accuracy of the results 
improves as users retrain the model with the most recent behaviors and data stored 
in ERP. As demonstrated in Fig. 23.2 in the current scenario, regression algorithms 
from the Automated Predictive Library that use the Intelligent Scenario Lifecycle 
Management framework are integrated into the corresponding SAP S/4HANA busi-
ness processes to predict the arrival of stock in transit between locations. Thus, the 
artificial intelligence service designed to predict the arrival of stock in transit enables 
warehouse and inventory managers to do the following:

• Forecast the arrival date of a shipment and categorize its status
• Establish predictive models and train and execute the scenarios
• Utilize a prebuilt set of KPIs for robust analytics on ERP data with drilldown 

functionality
• Obtain early and effective visibility into stock transport orders
• Utilize new integration capabilities with ERP to gain real-time insights into the 

production line of business scenarios with predictive analytics

Some of the business advantages include reducing stock shortages and excesses, 
which ultimately leads to better inventory cost management; optimizing and auto-
mating the business process of tracking stock in transit, which helps achieve more 
reliable planning and scheduling of goods in transit processes; and improving 
usability for the business by visualizing data with predictions. With this new artifi-
cial intelligence functionality, warehouse managers and inventory managers can 
reduce cost outages and stock overages, manage inventory costs more effectively, 
and predict the shipment duration in days.

23.2  Demand-Driven Replenishment

In this section, our attention will be directed toward the artificial intelligence service 
that has been designed to cater to the needs of demand-driven replenishment. This 
service is specifically aimed at managing the dynamic adjustment of buffer levels 
for materials being transferred in stock. The artificial intelligence service that has 
been developed for this particular process is depicted in Fig. 23.3. We will delve into 
the details of this service in the current section. To build the bridge to the previous 
chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Plan to Fulfill/Plan to Optimize Fulfillment
• ERP Reference Architecture: Supply Chain/Inventory
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

23.2 Demand-Driven Replenishment
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Fig. 23.3 Demand-driven replenishment

The role of an inventory manager is crucial in ensuring that production facilities 
or customers receive necessary materials on time. They are also responsible for 
overseeing the planning and execution of replenishment, as well as maintaining 
appropriate buffer levels. However, due to inadequate supply chain analytics and 
fluctuating demand signals, the task of planning, tracking, and managing buffer 
levels can be both costly and time-consuming for inventory managers. The potential 
benefits for businesses and their customers from effective inventory management 
are significant. These include a decrease in safety stock inventory, a reduction in the 
costs associated with carrying inventory, fewer days of inventory, and a decrease in 
obsolete inventory.

The solution is designed to analyze and categorize products that require adjust-
ments to their buffer levels. It then selects those products that are relevant for 
demand-driven replenishment. By managing buffer levels for products transferred 
from stock based on predicted lead times, the system can generate optimal replen-
ishment orders and buffer-level proposals. The value proposition of this service is 
its ability to use data to optimize buffer levels. This balance between customer ser-
vice levels and capital investment is crucial. Predicting the individual lead times for 
stock transport orders is key for inventory and warehouse managers to effectively 
manage their stock at their facilities or storage locations. Lead time refers to the 
delay between the start and completion of a process. For instance, the lead time for 
the delivery of a new car from the manufacturer, following an order, could range 
from 2 weeks to 6 months. These lead times are predicted, and tasks are then set in 
motion to maintain the inventory buffer values. These new values can be incorpo-
rated into the application to manage buffer levels with decoupled lead times. In the 
planning approach of demand-driven replenishment, a critical component is the 
dynamic adjustment of buffer levels. One essential input for recalculating buffer 
levels is the lead time for buffer replenishment. Buffer levels are proportionally 
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dependent on this lead time. The more accurately the lead time can be determined, 
the more appropriately the buffer can be sized. This ensures it is large enough to 
maintain customer service levels, yet small enough to minimize capital investment.

Historically, adjustments to buffer levels have been suggested based on the lead 
times and the specific business context, in order to best adapt to the ever-changing 
circumstances. As illustrated in Fig.  23.4, the regression algorithms from the 
Automated Predictive Library were utilized for the use case implementation. These 
algorithms use the Intelligent Scenario Lifecycle Management framework and are 
integrated into the corresponding SAP S/4HANA business processes. This integra-
tion allows for a more accurate calculation of the lead time and buffer levels that 
need to be maintained. Thus, the demand-driven replenishment functionality, facili-
tated by artificial intelligence, provides the inventory manager with the ability to do 
the following:

• Assess the historical lead times of stock transfer orders
• Take into account the contextual information of orders to identify patterns and 

dependencies

The advantage of using this artificial intelligence service in business is that it 
guarantees the highest possible customer service levels at the lowest possible cost, 
specifically, the capital tied up in buffered stock.

23.3  Defect Code Proposal with Text Recognition

Before we delve into the specifics of the proposed scenario for handling defective 
code, it’s important to first understand the general process of defect management 
and how quality management processes these defects. Figure 23.5 illustrates the 
service designed using artificial intelligence to facilitate this process, which we will 
examine in detail in this part of the discussion. To build the bridge to the previous 
chapters, we list the corresponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Plan to Fulfill/Make to Inspect
• ERP Reference Architecture: Manufacturing/Quality Management
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

The process of handling defects can be divided into several categories:

 1. Suggesting a defect code accompanied by a textual and visual explanation
 2. Warning about similar defects
 3. Suggesting the underlying cause of defects
 4. Suggesting tasks related to defects
 5. Grouping similar defects together

23 Inventory and Supply Chain
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Fig. 23.5 Defect code proposal

These defects are managed and dealt with at different stages by the quality tech-
nician and the quality engineer. It’s important to note the roles of the quality techni-
cian and the quality engineer in reporting and analyzing defects, respectively, and 
how these roles contribute to the overall context of defect processing. The various 
steps involved in reporting and analyzing defects are outlined and numbered accord-
ingly. Now, let’s shift our attention to the artificial intelligence service that revolves 
around suggesting defect codes with textual and visual explanations in the field of 
quality management. Let’s examine the steps illustrated in Fig.  23.5. Suppose a 
quality technician wishes to receive suggestions for a specific defect code group and 
code based on a textual explanation and an image of the defect during the defect 
recording process, with the aim of finding the code that best matches the defect. 
Drawing from existing defects with textual explanations and images that correspond 
to a matching defect code group and code, the artificial intelligence algorithm sug-
gests a defect code group and code for a new defect, provided a textual explanation 
and an image are available, while the quality technician is recording the defect. This 
artificial intelligence service is integrated into the SAP S/4HANA business process 
and assists the quality technician by providing recommendations and suggestions 
while working in the SAP Fiori launchpad. As depicted in Fig. 23.6, in the current 
scenario, classification and k-nearest neighbors algorithms from the Automated 
Predictive Library and text analysis capabilities from SAP HANA, using the 
Intelligent Scenario Lifecycle Management framework, are utilized and integrated 
into the SAP S/4HANA quality management business processes.

The construction of the artificial intelligence model takes into account a range of 
elements, including the type of defect, a detailed and brief explanation of the defect, 
and an image or picture of the defect. This information is then used to suggest a 
defect group and corresponding code, utilizing classification algorithms. The mod-
el’s value lies in its ability to simplify the process of suggesting defect codes based 
on historical patterns, thereby allowing quality technicians to devote more of their 
time to the discovery of additional defects.
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Fig. 23.6 Defect code proposal: architecture and application

23.4  Early Detection of Slow and Non-moving Stocks

In this part, we are going to concentrate on the service of artificial intelligence that 
is designed to identify slow-moving and stagnant stock in inventory management at 
an early stage. Figure 23.7 presents the specific artificial intelligence service created 
for this procedure, the details of which we will delve into within this section. To 
build the bridge to the previous chapters, we list the corresponding references points 
for the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Plan to Fulfill/Deliver Product to Fulfill
• ERP Reference Architecture: Supply Chain/Inventory
• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

The role of a production and inventory planner involves strategizing the transfer 
of inventory among various locations. This could mean relocating stock to a nearby 
warehouse or dealer location where inventory turnover is high. The planner’s 
responsibility is to ensure that each location maintains an optimal stock quantity to 
facilitate efficient inventory movement. Artificial intelligence services can be instru-
mental in this process, as they can identify slow-moving and stagnant stock ahead 
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Fig. 23.7 Early detection of slow and non-moving stock

of time. This allows for the categorization of products into different groups based on 
historical data and information. Artificial intelligence algorithms are capable of 
scanning for slow-moving and non-moving stock across a range of locations, includ-
ing plants, warehouses, and dealers. These algorithms can forecast potential slow-
moving and non-moving materials in advance, thanks to their predictive capabilities. 
This artificial intelligence service also monitors for new demands or requirements, 
which could come in the form of purchase requisitions, sales orders, or demands for 
spare parts. It can even anticipate expected orders and recommend material move-
ments to prevent stock from becoming slow-moving or non-moving. The effective-
ness of these artificial intelligence algorithm can be greatly enhanced by historical 
sales, procurement, and manufacturing data. A substantial amount of data on past 
inventory movements can be particularly useful in refining the algorithm. As illus-
trated in Fig. 23.8, the approach involves the use of regression and time series algo-
rithms from the Automated Predictive Library. These are integrated into the 
Intelligent Scenario Lifecycle Management framework and embedded into the cor-
responding SAP S/4HANA business processes. This integration allows for improved 
prediction of slow-moving and non-moving stock.

The software helps to monitor items that are not selling quickly, which the inven-
tory employees are responsible for. By selecting the preferred display currency, the 
user can assess the amount of money tied up in these slow-selling products. 
Furthermore, the clerk can consume the slow-moving indicator to keep tabs on 
items with low usage, based on the ratio of usage to stock. The slow-moving indica-
tor enables to compare different items based on their rate of consumption. 
Consequently, the user can identify and compare key items using our own set of 
criteria. Items should be monitored that have not been used within a specific period 
based on an analysis. The solution then provides a list of unused items that meet the 
filtering criteria. The common business advantages for clients include the following:

• Decrease in the costs of holding inventory

23 Inventory and Supply Chain
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• Improved planning of production, procurement, and associated costs
• Enhanced efficiency of the supply chain

23.5  Automate Root Cause Analysis

Our focus will be now directed toward the prerequisites for mechanizing the func-
tionality of root cause analysis for firms involved in component production. This 
enables them to more effectively oversee the schedules of their quality engineers 
and production experts. Figure 23.9 illustrates the way in which artificial intelli-
gence can enhance and mechanize root cause analysis, a topic we will delve into in 
this section. To build the bridge to the previous chapters, we list the corresponding 
references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Plan to Fulfill/Make to Inspect
• ERP Reference Architecture: Manufacturing/Quality Management

Basic production
planning

Basic production Inventory Maintenance
managementprocessing management

Quality issue
is found

Quality engineer
enters defect
information

Next-generation process

Query
reported quality
characteristics

Query previous
root causes

Data
extraction

Propose a
root cause

AI proposes
possible root cause
for the defect(s)

Validate root
cause proposal

and save

Traditional process

Quality issue
is found

Quality engineer
enters defect
information

Save root cause
information

Speak with
colleagues

Review
manufacturing

process

Review
characteristics

Inspect
material

Analysis

Legend:

Artificial Intelligence

Fig. 23.9 Automate root cause analysis
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• ERP Reference AI Technology: ERP Platform
• AI Realization Pattern: Embedded

In conventional procedures, the quality engineer identifies issues through a com-
prehensive process that involves examining the materials, engaging in discussions 
with a range of colleagues and individuals, scrutinizing the distinct traits of the 
problems discovered in the manufacturing process, and recording these findings. 
Subsequently, an in-depth analysis of the root cause is carried out, drawing upon 
these diverse pieces of information and insights.

The suggested approach utilizes a service based on artificial intelligence that 
suggests potential root causes for various defects, drawing from historical data on 
root causes and different quality characteristics. The algorithms of this artificial 
intelligence service sift through the provided data and identify a range of possible 
root causes. This can assist the quality engineer in devising a solution, thereby mini-
mizing the downtime of equipment and assets. The Predictive Analytics Library of 
SAP HANA is used for the algorithmic aspect, while Intelligent Scenario Lifecycle 
Management is used for implementation and operation. The application, as depicted 
in Fig. 23.10, concisely presents the most important facts and responsibilities related 
to inspection management that are relevant to us currently. Information is displayed 
on cards, allowing us to quickly view, filter, and react to information while focusing 
on the most important tasks. The most important information is displayed on the 
cards, ordered by relevance. For example, the Inspection Lots Without Usage 
Decision card shows the percentage distribution of inspection lots based on their 
results recording status, followed by a donut chart that shows the number of inspec-
tion lots without usage decision in the header.

The user can then decide whether to make usage decisions for inspection lots 
with different result recording statuses or for inspection lots without a usage deci-
sion at all. The application provides value by offering the following cards:

• Inspection Lots Without Inspection Plan: This page, sorted by creation date, 
shows open inspection lots that do not have an inspection plan.

• Inspection Lots Without Usage Decision: This shows the total number of inspec-
tion lots without a recommended use.

• Inspection Lots Ready for Usage Decision: This shows the percentage of inspec-
tion lots that are ready for usage decision out of all inspection lots, i.e., inspec-
tion lots with results recording status finished and those without deviations.

• Inspection Lots with Defects: This shows the number of defects produced for 
inspection lots, based on the lot origin. By default, the number of defects pro-
duced on the current day is shown.

• Top Defective Materials: This shows the total number of defects produced by the 
worst materials. By default, the number of defects produced on the current day 
is shown.

• Top Defects: This shows the number of defects produced by the defect code and 
defect code group. By default, the number of defects produced on the current day 
is shown.

23.5 Automate Root Cause Analysis
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• Inspection Severity of Next Inspection Stage: This shows how many quality lev-
els were developed for inspection lots and attributes.

• Quality Level for Inspection Lots: This shows the number of inspection lot qual-
ity levels that have been established.

• Quality Level for Characteristics: This shows the number of qualities that have 
been developed for a characteristic.

• Action Limit Violations: This shows the number of times action limits have been 
exceeded in the past six days and today.

• Q-Info Records with Exceptions: This shows the number of quality information 
records with exceptions, either by block level or release date.

• Quality Tasks by Planned End: This shows the number of open quality tasks with 
projected completion dates for the last 30 days and the upcoming 30 days.

• Quality Tasks by Processor Assignment: This shows the number of active, 
 high- quality tasks by processor assignment.

23.6  Optimize Inspection Plans

Next, our focus will be directed toward the requirements for enhancing inspection 
strategies with the aim of enabling production operators and quality inspectors to 
reduce expenses. To build the bridge to the previous chapters, we list the corre-
sponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Plan to Fulfill/Make to Inspect
• ERP Reference Architecture: Manufacturing/Quality Management
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

As depicted in Fig. 23.11, artificial intelligence has the potential to offer recom-
mendations and augment the inspection strategies, a concept we will delve into in 
this section. In a conventional method, those involved in production and quality 
inspection are required to examine the quality features and the outcomes of the 
inspection. Subsequently, they verify the diverse quality demands of the customers, 
leading to the quality engineer making modifications to the detailed inspection 
plans. The suggested solution takes advantage of algorithms based on artificial 
intelligence and the past traits of the inspection plans and their outcomes and then 
offers suggestions on how the inspection plans could be modified. This has the 
potential to significantly lessen the manual work that quality engineers need to put 
into reviewing all the inspection plans.

The diagram depicted in Fig. 23.12 demonstrates the utilization of the side-by- 
side method, where application data is replicated to the SAP Business Technology 
Platform (SAP BTP) for the purpose of training models. The suggested inspection 
schemes are incorporated into the SAP S/4HANA business procedures via the use 
of REST API. The management of the models is overseen by Intelligent Scenario 
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Fig. 23.12 Optimize inspection plans: architecture

Lifecycle Management. Inspection plans can be devised for a multitude of objec-
tives, such as inspecting models, conducting audits, preliminary series inspections, 
inspections upon receipt or issue of goods, inspections during stock transfers, and 
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inspections in the context of repetitive manufacturing. The inspection plan is associ-
ated with rate routing and the master recipe. However, the functions of inspection 
planning in these task list types only slightly differ.

There is no need for further preparation of inspection plans for inspections 
related to production. Inspection features are established by routings (inspections 
during production), rate routings, master recipes (inspections during production in 
the process industry), or maintenance job lists (calibration inspection). The struc-
ture of the inspection plan is similar to that of the route plan. The inspection plan 
header is assigned one or more operations, which are then linked to the inspection 
characteristics and testing tools (production resources/tools). Inspection 
 specifications from a lower level may supersede those at the inspection plan level 
(inspection plan header, operation, and inspection characteristic). The structure of 
the inspection plan header is similar to that of the routing. The details outlined in the 
plan heading provide the framework for the entire document. The plan header 
 specifies the following details: Plan data, information about dynamic modification 
and inspection points, information about external numbering in results recording, 
and information about engineering change management. One or more inspection 
activities are assigned to the inspection plan heading. The organizational structure 
of the inspection operations is similar to that of a routing operation. Each inspection 
operation can be assigned a variety of inspection characteristics.

The standards for assessing the quality of materials can be established using the 
solution depicted in Fig. 23.13, which is designed to create and oversee inspection 
plans. This application allows to incorporate tasks and features into the inspection 
plans, as well as pinpoint the elements that require scrutiny.

The software features a worklist page where inspection plans can be sifted 
through using a variety of filters. Common components of inspection plans include:

• The inspection plan’s header, which provides an overview of the entire plan
• The inspection procedure, which outlines the sequence in which the inspection 

should be carried out
• The inspection characteristic, which selects the particular aspect of the items that 

needs to be inspected

23.7  Defect Recording

In Sect. 23.3, we considered the processing and recording of defects, particularly in 
relation to the inventory and supply chain sectors. Certain aspects of these function-
alities can also be applied to the industry of component manufacturing. The solution 
created for this context is depicted in Fig. 23.14, which will be the focus of our 
discussion in this section. To build the bridge to the previous chapters, we list the 
corresponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Plan to Fulfill/Make to Inspect

23.7 Defect Recording
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Fig. 23.14 Defect recording

• ERP Reference Architecture: Manufacturing/Quality Management
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

The service of artificial intelligence is integrated into the SAP S/4HANA busi-
ness process, offering a more efficient way to suggest defect codes based on histori-
cal patterns. This allows quality technicians to dedicate more of their time to 
discovering a wider range of defects. In Sect. 23.3, we explored a similar applica-
tion in the inventory and supply chain sectors, but our focus was on text recognition 
in the context of suggesting defect codes.

In the component manufacturing sector, there are certainly some areas of over-
lap, but the intention here is to concentrate on the aspect of image recognition and 
the algorithms of artificial intelligence that suggest defect codes and groups of 
defect codes based on similarities with other defects. As demonstrated in Fig. 23.15, 
a side-by-side method is applied using the generic image recognition capability of 
the SAP Business Technology Platform (SAP BTP), which is tailored for this spe-
cific use case. Information about defects, including images, is pulled from SAP 
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Fig. 23.15 Defect recording: architecture

S/4HANA for the purpose of training the model. The operations of life cycle man-
agement are overseen by the Intelligent Scenario Lifecycle Management. The 
results of the inference are made available as a REST API and are incorporated into 
the underlying business process.

Defects of multiple kinds can be generated. Depending on the category, the user 
has the ability to input a variety of data for a defect. On the SAP Fiori launchpad, 
it’s possible to display the unique tiles for each of the numerous defect categories. 
General flaws are separate from any specific reference object, such as an inspection 
lot or a material, and can be logged with the application depicted in Fig. 23.16. 
Defects that are categorized as production flaws incorporate data from the produc-
tion order that is relevant to the manufacturing process. Information such as the 
material, unit of measurement, and work center are derived from the manufacturing 
order if we provide one. Issues that are classified under the category of warehouse- 
specific information are encompassed in warehouse defects. This information per-
tains to details about the plant, storage location, or the area supplying production. In 
order to record imperfections, the users have the ability to establish own distinct 
categories of defects. Furthermore, they have the capability to define information 
that is specific to a certain context, which can be maintained and updated, for 
instance, while documenting errors.

23.8  Conclusion

In this section, we focused on the artificial intelligence services and embedded use 
cases built for the inventory and supply chain management area of business. We also 
briefly touched on the scenarios for warehouse management; most of that function-
ality is linked to inventory management in the context of manufacturing. Inventory 
management deals with the process of tracking the value and quantities of all the 
goods our company has in stock, whereas warehousing is the act of storing goods 
that will be sold or distributed later. Typically, inventory management manages the 
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products or materials a company sells to its customers in order to make profit. As 
part of the supply chain, inventory management includes several different aspects, 
such as controlling and overseeing purchases from suppliers and customers, main-
taining the storage of stock, controlling the amount of product for sale, and order 
fulfillment. There are three core steps: Purchasing inventory, storing inventory, and 
profiting from inventory. In general, inventory types can be grouped into four 
classes: raw material, work in process, finished goods, and maintenance, repair, and 
operating supplies (MRO) goods. In the component manufacturing industry, we 
have a lot of requirements for streamlined procure-to-pay, idea-to-design, acceler-
ated plan-to-product, optimized order-to-cash, HR, project services, and core 
finance to help address and solve a few challenges. We looked into various scenarios 
to understand how artificial intelligence can improve and enhance the processes for 
better business outcomes. The use cases were founded on the concepts and frame-
works proposed in this elaboration, which proves the real-world applicability of the 
inventions.
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24Finance

In this chapter, we explain intelligent business applications in the finance line of 
business (LoB) and how customers can benefit from this functionality. We provide a 
brief overview of the use case requirements, the business processes involved, and 
how they’re addressed. The finance LoB is huge, with a lot of potential to automate 
and fine-tune the processes. The focus of the chapter is on accounts receivable, 
accounts payable, accounting, and financial period-end close. For these use cases, 
the concepts and frameworks explained in this elaboration were which proves the 
real-world feasibility of those new inventions.

24.1  Cash Application

The SAP Cash Application enhances the cash application process by automating the 
laborious task of reconciling incoming bank payments with the respective receiv-
able invoices. To build the bridge to the previous chapters, we list the corresponding 
references points for the use case:

• AI Application Pattern: Matching
• ERP Reference Process: Finance/Invoice to Cash
• ERP Reference Architecture: Finance/Financial Operations
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

This is a solution based in the cloud that leverages artificial intelligence to offer 
predictions for matching, using historical data as its basis. Consequently, as depicted 
in Fig. 24.1, the side-by-side artificial intelligence is used with the SAP Business 
Technology Platform (SAP BTP) to develop the services and ultimately the artificial 
intelligence application of SAP S/4HANA that are discussed in this chapter. In the 
SAP S/4HANA system, there is a feature that allows for scheduling the underlying 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_24&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_24
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Fig. 24.1 AI architecture of SAP cash application

integration process. This process is designed to extract historical data and then 
 replicate it to the SAP Business Technology Platform. This replication process is 
used for both training and inference purposes. Once this process is complete, a dif-
ferent program can be selected for additional processing.

For instance, the system can be set up to extract data related to open receivable 
items. This data is then replicated to the SAP Business Technology Platform where 
it is scored. When the customer decides to reprocess their bank statement items, the 
system proposes prediction results. The integration and operation that involves arti-
ficial intelligence between SAP S/4HANA and the SAP Business Technology 
Platform is managed by the Intelligent Scenario Lifecycle Management (ISLM) 
framework. The ISLM framework is responsible for replicating application data, 
executing training jobs, and deploying models for inference. On the SAP Business 
Technology Platform, the integration with SAP S/4HANA is standardized using an 
Artificial Intelligence Application Programming Interface (AI API). This interface 
is essentially a collection of APIs that are used for model management. These APIs 
can be utilized for tasks such as triggering training jobs or providing model metrics. 
As a result, the integration contract between SAP S/4HANA and the SAP Business 
Technology Platform can be abstracted from the underlying artificial intelligence 
technology. This ensures that the contract remains stable. There is also a generic 
line item matching (GLIM) service that can be used to implement any line item 
matching use cases. This artificial intelligence service is specialized for the SAP 
Cash Application. This allows it to serve the specific line item matching require-
ments for this use case. The process of clearing line items in the SAP Cash 
Application is illustrated with a representative system screenshot, as shown in 
Fig. 24.2.

24 Finance
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The depicted functionality of artificial intelligence is utilized to enhance the 
 efficiency of the clearing process. Now, let’s delve into the various features that are 
included in the SAP Cash Application. Figure 24.3 provides a detailed explanation 
of the process flow in context of the finance business process for an account receiv-
able clerk. We will clarify how and where the SAP Cash Application can be benefi-
cial in streamlining the process.

In many businesses, the accounts receivable team or shared services team must 
put in a significant amount of manual work, from the point of receiving an order to 
the point where the payment is processed. As these businesses expand their cus-
tomer base, the accounts receivable department must be capable of handling the 
increased volume of payments without the need to hire additional accountants. 
Simultaneously, they must ensure that the days sales outstanding (DSO) is kept 
under control by making sure that cash does not remain in customers’ accounts for 
an extended period. Current custom rules can provide a degree of automation, but 
they are often difficult and expensive to implement, and they may not cover all sce-
narios as many payments lack complete remittance information. A large number of 
payments still require manual processing, for instance, if the payment does not 
include complete invoice references, if the master data is not current, or if customers 
pay several invoices at once. Applications that utilize artificial intelligence and are 
smoothly integrated into existing business processes can be extremely beneficial. 
They can relieve the accounts receivable teams from the burdensome task of recon-
ciliation, allowing them to focus on more strategic tasks. The process flow depicted 
in Fig. 24.3 illustrates the comprehensive order-to-cash process, which is enhanced 
with artificial intelligence services. This process is broken down into the follow-
ing steps:

 1. The Remittance Advice Extractor application automatically extracts payment 
information from unstructured documents, such as PDFs, emails, or papers, for 
use in the payment clearing process.

 2. The accounts receivable team verifies the proposal and proceeds to the payment 
clearing phase.

 3. Standard clearing rules are used to match open receivables with the payments.
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 4. Payments that cannot be processed using the standard rules are sent to the SAP 
Cash Application, which generates matching proposals based on artificial intel-
ligence models that use historical financial clearing information.

 5. If the payment difference is too large, the accounts receivable team either manu-
ally clears the payment or rejects it. This triggers additional process steps that 
are supported by other artificial intelligence SAP Fiori apps, such as the Dispute 
Proposal Service and Cash Collection Recommender.

The artificial intelligence services incorporated into the SAP Cash Application 
are further broken down into several topics due to the numerous updates that have 
been made to assist accounts receivable (AR) and accounts payable (AP) staff. The 
next section will first discuss receivables line item matching.

24.1.1  Receivables Line Item Matching

The SAP Cash Application is designed to automatically pair incoming payments 
with outstanding receivables. This significantly enhances the efficiency of the tradi-
tionally laborious clearing process, making it possible to carry out with minimal 
user intervention. The application leverages artificial intelligence to facilitate a 
seamless setup and to boost the rate of automatic matches. The artificial intelligence 
service integrated into the SAP Cash Application for the purpose of matching line 
items in receivables is illustrated in Fig. 24.4. We will delve into the details of this 
feature in the following section.

It’s important to note that the role of an accounts receivable clerk involves align-
ing incoming bank payments with customer invoices, ensuring that payments are 
correctly recorded against the receivables. There are several challenges that these 
clerks face in their routine tasks:
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line items
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Fig. 24.4 Receivables line item matching
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• They often encounter payment information that is either incomplete, such as 
missing an invoice reference, or incorrect.

• They have to manually process mismatched payments, a task that is not only 
labor-intensive but also prone to errors.

• Their work is time-sensitive.

Customers, on the other hand, are looking for certain improvements and benefits 
that would enhance the value of the business:

• They want to see an improvement in Days Sales Outstanding (DSO).
• They are looking for a reduction in the costs of managing accounts receivable.
• They want to increase the productivity of invoice processing.
• They are seeking to reduce the costs associated with shared services.

The artificial intelligence service assists the accounts receivable clerk by auto-
matically aligning the payments with open receivables, eliminating the need for 
manual data matching. In this context, algorithms such as random forest and 
XGBoost from the Scikit-Learn library are utilized. We won’t discuss the technical 
mechanism of these algorithms, focusing instead on their business application. 
These algorithms learn the matching criteria from the historical actions of accoun-
tants, with the models running overnight to provide the necessary results. This can 
facilitate early identification of payment issues from customers who consistently 
send payments with incorrect invoice numbers. If the system is customized, it can 
clear the payments accordingly. The primary value proposition of this artificial 
intelligence service is to enhance the efficiency of labor-intensive clearing processes 
by increasing the rates of automatic matching.

24.1.2  Receivables Line Item Matching with Payment Advice 
Information Extraction

We will now delve into the payment advice information extraction feature and how 
it caters to the needs of the customers. The functionality and the added value of the 
artificial intelligence service is depicted in Fig. 24.5, which we will elaborate on in 
this section.

How does the clerk responsible for accounts receivable and the team in charge of 
shared services utilize this artificial intelligence service? Before going into the spe-
cifics, let’s first understand the prerequisites. The clerk handling accounts receivable 
has the task of documenting the payment advice notes that are received in a non- 
digital format from clients. These payment advice notes contain the necessary infor-
mation for clearing customer accounts for invoice payments. The clerk encounters 
several challenges in this process:

• The payment advice notes might be ambiguous or incorrect.
• Manually extracting information from payment advice notes is not only time- 

consuming but also prone to errors.
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Fig. 24.5 Payment advice information extraction

• Manually matching payment advice notes with customer invoices can be a 
 complex task. Often, due to technical hurdles, payment advices are not entered 
into the system, and the effort can only be used for manual clearing of payments.

There are several potential outcomes and benefits that the clerk handling accounts 
receivable and the shared services team can achieve to enhance the overall business 
value of their company:

• Enhancement in the efficiency of full-time equivalent (FTE) invoice processing
• Improvement in the productivity of FTE invoice receipt and processing
• Decrease in payment processing and supplier inquiries along with associated 

personnel costs
• Reduction in invoice errors made by external workforce

In this context, algorithms from the TensorFlow library are used. The artificial 
intelligence service automatically digitizes unstructured remittance advices or pay-
ment advices and extracts additional payment information from unstructured 
advices (such as email, PDF, paper). This extracted information is then used to 
automate the clearing process via the SAP Cash Application. The matching process 
is carried out automatically and, on a large scale, manages a wide range of customer 
communication preferences. The primary value proposition of the artificial intelli-
gence service is to minimize manual effort by automatically extracting payment 
advice information from unstructured sources and using it to automate the clearing 
process. The service was implemented as depicted in Fig. 24.1.

24.1.3  Receivables Line Item Matching with Lockbox Information

Let’s delve into the construction of the lockbox information functionality and how 
it caters to the requirements of customers. An illustration of the service powered by 
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artificial intelligence is provided in Fig. 24.6, which we will dissect in this segment. 
With the growing prevalence of digital transactions, the information about remit-
tances has become separated from the payments themselves. This separation poses 
a challenge in promptly identifying the payer or the receivable. The quality and 
details of remittance information provided with checks can vary, leading to similar 
quality issues in lockbox entries. These issues can be compounded by any errors 
made during manual data entry at the bank. The conventional lockbox program 
offers basic automation, which relies on perfect matching of reference numbers. 
However, this might necessitate additional manual work or further investment in 
automation.

Entries in the lockbox can be forwarded to SAP Cash Application for enhance-
ment via a program based on artificial intelligence. This process utilizes the algo-
rithms found in the TensorFlow library. The artificial intelligence model is designed 
to recognize accounts and receivables by analyzing the given data and historical 
trends. For instance, the artificial intelligence models are capable of learning the 
connections between the accounts and magnetic ink character recognition (MICR) 
or locating receivables using incomplete reference numbers. The enhanced payment 
advice proposals are then sent back to SAP S/4HANA, where they are verified by 
an accountant and cleared using the lockbox feature available in SAP 
S/4HANA.  There is also an option for automatic clearing. The enhanced fields 
include alternative customer, alternative company code, invoice number, and alter-
native account type.

The lockbox feature offers several business advantages such as:

• Boosting efficiency and minimizing errors in the finance department
• Allowing the finance team to concentrate on strategic tasks and grow with the 

business
• Accelerating the processing of incoming payments to decrease DSO
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• Seamlessly integrating with SAP S/4HANA Cloud and SAP S/4HANA 
 on- premise to extract value from historical data and maintain the current pro-
cessing workflow

• Learning from accountant behavior and starting to work for us immediately
• Constantly adapting and not requiring ongoing maintenance

The account receivable clerk is responsible for documenting the advice notices 
received in non-electronic form from customers. The payment advice note provides 
the necessary information for clearing the customer accounts for invoice payments. 
The account receivable clerk often faces challenges such as:

• Payment advice notes may be unclear and/or incorrect.
• Manual extraction from payment advice notes is labor-intensive and prone 

to errors.
• Manual reconciliation (matching) of payment advice notes and customer invoices 

is complex. Often payment advices are not entered into the system due to techni-
cal barriers, and effort can be used only for a manual clearing of payments.

By utilizing the lockbox feature and the artificial intelligence service, several 
benefits can be achieved:

• Enhanced invoice processing FTE efficiency.
• Increased invoice receipt and processing FTE productivity.
• Decreased payment processing and supplier inquiries headcount costs.
• Reduced external workforce invoice errors.

The lockbox feature allows us to automatically digitize unstructured remittance 
advices/payments advice and extract any additional payment information from 
unstructured advices. This additional information can be used to prepare the auto-
mated clearing process via SAP Cash Application. The account receivable clerk 
would greatly benefit from using this lockbox app because it automates and scales 
the matching process. It also allows for managing a wide range of customer com-
munication preferences. The value proposition is to significantly reduce manual 
efforts by automatically extracting payment advice information from unstructured 
sources such as emails, PDFs, and paper and use it to automate the clearing process. 
The service was implemented as depicted in Fig. 24.1.

24.1.4  Payables Line Item Matching

We will now consider the payables line item functionality and how it caters to the 
requirements of customers. The artificial intelligence service is outlined in Fig. 24.7, 
which we will delve into and clarify in this part of the discussion.

Payments that customers send to their suppliers are considered outgoing pay-
ments, and they appear as debit items on a bank statement. When a supplier initiates 
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a payment to settle an invoice, the amount is directly deducted from the customer’s 
bank account. However, these payments are often not automatically cleared by the 
system due to the limited information provided on the bank statement. An artificial 
intelligence service can identify and suggest corresponding payables and then auto-
matically clear them. This service offers several benefits:

• It learns from the behavior of the account and begins to function immediately.
• It continuously adapts and does not require constant maintenance.

In this context, the random forest and XGBoost algorithms from the Scikit-Learn 
library are utilized. The basic data needed for this process includes outgoing 
invoices, vendor payments, and bank statement items for outgoing payments. The 
accountant’s role is to ensure that the received payment is applied to the relevant 
payable item. They must match the incoming payments initiated by the supplier 
with the correct payable item. This task is labor-intensive and requires investigative 
work to match a payment amount using the minimal information available on the 
bank statement. However, the use of artificial intelligence can lessen the labor 
needed to match payments with payables and allow for a concentrated effort on 
more complex issues. This process also leads to:

• Improved productivity among staff
• Decreased manual errors
• Quicker month-end close due to automated clearing

Customers can anticipate a quicker clearing process that combines standard rules 
with clearing generated by artificial intelligence. Manual effort is only needed for 
cases that the model has not yet managed. Clearing enabled by artificial 
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intelligence, as opposed to manual clearing, allows for scalability and accuracy, and 
it utilizes the customer’s expertise contained in the system data. The main benefit is 
to enhance the efficiency of outgoing payment clearing by increasing the rate of 
automatic matching. The service was implemented as depicted in Fig. 24.1.

24.2  Accounting and Financial Close

In this part, we will delve into a few of the services that have been developed for 
accounting and financial period-end close, utilizing the capabilities of artificial 
intelligence. These services are particularly focused on revenue accounting and 
reporting, which are essential for handling the process of recognizing revenue and 
accounting for it in compliance with legal requirements. These requirements are 
often dictated by international regulations such as the International Financial 
Reporting Standards, as well as the Accounting Standards Codification.

Inventory accounting is a method used to assess and keep track of the physical 
inventory and work-in-progress stock, in compliance with legal regulations and the 
needs of management accounting. Every movement of goods is evaluated in the 
material ledger which enables simultaneous, real-time assessment of stock in vari-
ous currencies. A key aspect is its ability to handle large amounts of logistics data 
efficiently. The valuation of the physical inventory can be done either at a standard 
cost or a moving average, which is calculated automatically. Furthermore, it is pos-
sible to manually adjust the costs of materials and the value of the inventory. There 
is also the option to periodically value the material inventory in accordance with 
legal requirements (like lowest value, Last In First Out, or First In First Out) or 
product cost management needs (like actual costing or standard costing). We have 
the capability to execute a local close for one or multiple companies within our 
corporate group on a monthly, quarterly, or yearly basis or at any other intervals, 
with a customizable range of closing operations. Local accounting standards and/or 
the standards used by the group can be considered. A consolidation foundation can 
be utilized to generate and oversee the financial data compilation for corporate 
close, either for legal reasons or for consolidated management reporting purposes. 
This procedure provides a high level of flexibility in the data collection process, as 
well as the ability to configure different accounting principles. The accounting solu-
tion to automate the process of collecting consolidation data can be seamlessly inte-
grated with it.

As illustrated in Fig. 24.8, the side-by-side artificial intelligence is applied. This 
involves the replication of historical data related to goods receipt/invoice receipt 
(GR/IR) postings, purchase orders, accruals, and sales orders to the SAP Business 
Technology Platform (SAP BTP) for the purpose of training models and conducting 
batch inference. For each of the use cases outlined, a specific artificial intelligence 
service is offered and made accessible as REST endpoints for seamless integration 
into business processes and user interfaces. The artificial intelligence capabilities 
are typically presented in a process-oriented language and visual format, enabling 
business users to utilize them without the need for extensive data science 
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knowledge. Life cycle management operations are bundled with artificial  intelligence 
learning APIs (AI APIs) and coordinated by the Intelligent Scenario Lifecycle 
Management (ISLM) framework. An example system screenshot of the goods and 
receipts accounting reconciliation solution is shown in Fig.  24.9. Next, we will 
briefly explore the process and how artificial intelligence services can enhance it, 
starting with the financial account reconciliation with goods receipt/invoice receipt 
(GR/IR).

24.2.1  Clear Goods Receipts and Invoice Accounts

The illustration in Fig. 24.10 explains how the service based on artificial intelli-
gence enhances the procedure of reconciling goods receipt and invoice accounts 
within the framework of financial account reconciliation. In this section, we will 
delve into the specifics of this process. To build the bridge to the previous chapters, 
we list the corresponding references points for the use case:

• AI Application Pattern: Recommendation
• ERP Reference Process: Finance/Record to Report
• ERP Reference Architecture: Finance/Accounting and Financial Close
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

The reconciliation of Goods Receipt/Invoice Receipt (GR/IR) accounts is a pro-
cess designed to handle exceptions for all purchase order items where discrepancies 
exist between the receipt of goods and the receipt of invoices. These discrepancies 
can either be written off or the underlying cause can be traced through various 
domains such as accounting, purchasing, logistics, and supplier interactions.

This process is often fraught with challenges due to the significant manual labor 
involved in generating reports, collecting all pertinent information, investigating the 
root cause, and resolving the issue through communication with different 
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departments. These efforts can cause delays in the closing of financial periods. 
However, if this process could be automated, customers could reap additional busi-
ness benefits. Some of these benefits include:

• Enhancing the precision of financial statements
• Decreasing the number of write-offs, which in turn increases the accuracy of cost 

and inventory assessments, as well as improves profit and loss outcomes
• Improving the accuracy of supplier liabilities
• Preventing potential fraud and errors from suppliers
• Ensuring compliance with corporate rules, which necessitates the maintenance 

of GR/IR accounts in accordance with the Sarbanes-Oxley Act (SOX)

The challenges in this area can be addressed through the robust reporting capa-
bilities of embedded predictive analytics algorithms in SAP S/4HANA Cloud. SAP 
S/4HANA offers real-time insights into all relevant information through a simple 
and flexible SAP Fiori user interface, which includes integrated collaboration fea-
tures. Moreover, the ability to monitor process information facilitates process analy-
sis and optimization. Ultimately, efficiency is enhanced through intelligent 
suggestions provided by the artificial intelligence service. This service aids in accel-
erating the closing of financial periods by reducing manual labor and providing 
real-time data analysis. The value proposition here is the potential for companies to 
achieve better profit and loss outcomes; reducing write-offs leads to improved cost 
and inventory assessments. The service was implemented as depicted in Fig. 24.8.

24.2.2  Accruals Management

Figure 24.11 presents an artificial intelligence service designed to aid in compre-
hending the workings of accrual management and the process of predicting 
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accruals. We will delve deeper into this topic in the following section. To build the 
bridge to the previous chapters, we list the corresponding references points for the 
use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Finance/Record to Report
• ERP Reference Architecture: Finance/Accounting and Financial Close
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

The functionality of predicting accruals provides estimates and forecasts of 
accruals, which are crucial for planning cash flow. The system’s proposed linear 
value can be modified based on the understanding of the purchase order, the busi-
ness owner’s feedback, and the values reported so far. Some of the challenges faced 
include the difficulty in estimating accruals as projects seldom operate in sync, the 
system suggesting linear values, adjustments consistently relying on accountants’ 
understanding of the purchase order, reported values being outdated, and the neces-
sity of the business owners’ feedback. To mitigate these problems, we can utilize 
existing data to categorize certain purchase orders and use historical data from pre-
vious purchase orders to suggest how the accruals for these orders should be han-
dled. This information is used for developing the artificial intelligence service that 
addresses these issues.

The use of artificial intelligence services can lead to significant improvements in 
various areas. These include shortening the time it takes to finalize the annual 
accounts, reducing the error rate in purchase orders, enhancing the efficiency of 
portfolio and project management resources, and cutting down on financial costs. 
Customers stand to gain from the automatic accumulation of purchase orders and 
the precise calculation of the total accruals. This artificial intelligence service, 
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which works in tandem with the SAP S/4HANA processes, utilizes algorithms like 
random forest and XGBoost from the Scikit-Learn library. The main advantage 
offered is the enhancement of cash flow planning through quicker and more accu-
rate computation of accruals and deferrals. Accruals are projected amounts on a 
purchase order that are yet to be paid or billed due to the current status of a project. 
For instance, if a project is estimated to cost a total of 12,000 over a year, the linear 
accrual would be 1,000 per month. However, projects seldom progress in such a 
linear fashion; it might be that nothing is paid in the first 3 months instead of 3,000, 
but by the eighth month, the project is 80% complete, so 9,600 should be paid 
instead of 8,000. At present, accruals are estimated by an accountant who adjusts 
the linear value suggested by the system based on their understanding of the pur-
chase order, the feedback of the business owner, and reported values to date. The use 
of artificial intelligence services can address this issue by essentially using existing 
data to categorize certain purchase orders and, based on their history, predict how 
they should accrue. Each purchase order that is accrued automatically reduces man-
ual work. An accurate total accrual value helps prevent incorrect cash flow planning 
and unnecessary capital costs. The typical end-of-period closing activity also 
includes any accruals that need to be posted when liabilities arise for a third party 
with associated costs. The SAP S/4HANA accrual engine provides flexible configu-
ration options to manage these types of accrual costs. The monthly accrual amounts 
can optionally be reviewed, and accruals can be approved. The service was imple-
mented as depicted in Fig. 24.8.

24.2.3  Predictive Accounting

Figure 24.12 provides a detailed explanation of the artificial intelligence service that 
was developed to assist in comprehending the workings of the predictive accounting 
procedure. This service is designed to predict future income, expenses, and cash 
flow. In this section, we will delve deeper into the specifics of this service. To build 
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the bridge to the previous chapters, we list the corresponding references points for 
the use case:

• AI Application Pattern: Prediction
• ERP Reference Process: Finance/Record to Report
• ERP Reference Architecture: Finance/Accounting and Financial Close
• ERP Reference AI Technology: AI Technology Platform
• AI Realization Pattern: Side-by-Side

In the conventional method of accounting, the accounting team is required to 
complete a range of closing tasks before stakeholders could assess the company’s 
performance. This approach doesn’t allow for immediate access to data for on-the- 
spot business decision-making. This leads to several improvements and modifica-
tions in the ERP system to expedite the closing process and decrease the number of 
closing tasks, thereby shortening the overall closing cycle. This approach is often 
referred to as continuous accounting because it allows for real-time data access 
without having to wait for the completion of the closing cycle. With the rapid evolu-
tion of business and industry processes, there was a need for predictive accounting 
data for future periods, as well as a single source of truth table, like the Universal 
Journal, prompting the transition from continuous to predictive accounting. The 
predictive accounting service in SAP S/4HANA, facilitated by artificial intelli-
gence, allows to broaden the scope of accounting. This is the next evolution of 
continuous accounting, aiding organizations in future business operations planning 
and strategy development. This feature focuses on the revenue generated by organi-
zations based on incoming sales order data, even in the absence of a goods receipt 
or invoice booking. Essentially, predictive accounting extends the primary reporting 
with forward-looking data. SAP offers SAP Fiori apps as a standard feature to visu-
alize the impact of predictive accounting on gross margin and similar metrics. The 
process involves two steps:

 1. Incoming sales orders are converted into predicted revenue
This provides a comprehensive summary of all sales orders and their values 

for a specific time period, irrespective of the billing status. Predicted goods 
issued and billing documents are recorded in the prediction ledger.

 2. Commitments are converted into anticipated expenditures
This includes cost allocations to a work breakdown structure (WBS), order, 

cost center, and supplier. Commitments for derived characteristics such as profit 
center, segment, and functional area can be also viewed.
The advantages of predictive accounting are numerous:

• It allows for accurate forecasting of future revenue based on predicted receiv-
ables and profit margins from sales orders.

• It provides report availability for future working capital based on predicted rev-
enue and anticipated expenditures.

• It helps identify exceptions and opportunities.
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• It provides an overview of future cash flow and other similar reports based on 
predictive data for future periods.

The service was implemented as depicted in Fig. 24.8.

24.3  Conclusion

In this section, we focused on use cases in the finance line of business (LoB) and 
how customers could benefit from this functionality. We gave a brief overview of 
the use case requirements, the business processes involved, and how they were 
addressed. As we can imagine, the finance LoB is huge, with a lot of potential to 
automate and fine-tune the processes. This can help the account receivable (AR)/
accounts payable (AP) clerks, the accountants, and finance controllers. We dis-
cussed the topics centering on AR/AP and accounting and financial period-end 
close. These scenarios were implemented by applying the side-by-side artificial 
intelligence approach. Thus, application data needed to be replicated, individual 
artificial intelligence services were provided serving the use cases, and life cycle 
management was handled with Intelligent Scenario Lifecycle Management (ISLM). 
The successful application of the proposed concepts and frameworks on the finance 
scenarios validated the practicability of the inventions explained in this elaboration.
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25Epilogue: Ethical Considerations

We conclude the elaboration with ethical considerations of artificial intelligence in 
context of business applications. Although artificial intelligence positively impacts 
the economy and our society, at the same time, it raises public concerns, such as 
negative effects on jobs or loss of human control in automated decision-making. 
Thus, the success of artificial intelligence depends on its broad social acceptance. 
Therefore, in this final epilogue, we briefly discuss ethical guiding principles to 
steer the development and deployment of artificial intelligence software.

25.1  Guiding Principle

Artificial intelligence helps in economy and society challenges but raises also con-
cerns, e.g., elimination of jobs or loss of human control. In practice, however, most 
of those concerns is more fiction than facts. Artificial intelligence evolves evolution-
ary rather than revolutionary, giving us time to prepare for the changes and chal-
lenges ahead. Nevertheless, those concerns must be taken seriously. Certainly, 
artificial intelligence impacts the labor market as additional tasks are automated. 
Employees are liberated from routine and repetitive activities, allowing them to 
shift to higher-value tasks that depend on capabilities unique to human beings, e.g., 
creativity or emotionality. Thus, existing jobs are transformed through artificial 
intelligence, and new jobs are created for designing, operating, and using intelligent 
systems. Conversely, the future of work will be marked by human-machine collabo-
ration. Automated decision-making based on artificial intelligence entails consumer 
protection issues in terms of neutrality and objectiveness of algorithms. Good soft-
ware design can mitigate this. The design of intelligent systems shall have human in 
control as guiding principle. In a business environment, actions triggered in a sys-
tem have a tangible outcome in the real world that impacts the goals and profits of 
the company. As the responsibility and accountability for these actions still lie with 
the human user, humans must always remain in control of the outcome. Intelligent 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-54249-7_25&domain=pdf
https://doi.org/10.1007/978-3-031-54249-7_25


412

systems shall augment human capabilities so that users can better understand and 
control the software. Providing sufficient information about the underlying artificial 
intelligence model and explaining the reasoning behind the results of algorithms 
should be essential part of designing intelligent applications in order to build trust 
between human and machine. Furthermore, artificial intelligence development must 
respect ethical values and legal standards. The success of artificial intelligence 
depends on its broad social acceptance. SAP defined the following guiding princi-
ples to steer the development and deployment of artificial intelligence business 
application (SAP AI Guiding Principles, 2021):

• Driven by values: We acknowledge that there is potential for AI to be used in 
ways that are inconsistent with these guiding principles and the operational stan-
dards we are building, just like there is with any technology. We shall uphold the 
United Nation Guiding Principles on Business and Human Rights (United Nation 
Human Rights, 2011), legal requirements, and generally acknowledged interna-
tional standards as we create artificial intelligence software. Where appropriate, 
AI Ethics Steering Committee shall assist in advising teams on how these guid-
ing principles apply to particular use cases. We shall make an effort to stop the 
improper usage of our technology where it conflicts with our values.

• Design for people: We work hard to develop inclusive artificial intelligence soft-
ware solutions that aim to empower and enhance the skills of our diverse user-
base. We employ artificial intelligence to help people reach their full potential by 
delivering human-centered user experiences using intuitive and augmentative 
technology. To do this, we closely collaborate with users as we create our solu-
tions in a multidisciplinary, demographically varied context.

• Enable business beyond bias: Bias has a bad effect on everyone, including our 
consumers and artificial intelligence software. This is especially true when there 
is a chance that discrimination or unfair effects on underrepresented groups 
would result. As a result, we insist that our technical teams fully comprehend the 
business issues they are attempting to resolve as well as the level of data quality 
required. Our teams should be more diverse and multidisciplinary, and we are 
looking into new technology ways to reduce bias. We are also steadfastly com-
mitted to assisting our clients in establishing even more varied firms by utilizing 
artificial intelligence to create cutting-edge items.

• Strive for transparency and integrity: Depending on their level of technical 
sophistication and intended use, our systems are subject to strict criteria. Our 
clients will be made aware of their input, capabilities, intended use, and limita-
tions, and we will give them the tools to monitor and regulate it. They are in 
charge of the distribution of our items and always will be. In order to increase 
system openness, we will conduct research and aggressively support industry 
collaboration.

• Uphold quality and safety standards: Quality assurance procedures, which we 
continuously update as necessary, is applied to our AI software just like it is to 
any other product we produce. Our artificial intelligence software goes through 
extensive testing in real-world situations to firmly establish their suitability for 
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use and that the product requirements are met. To maintain and further enhance 
the quality, safety, reliability, and security of our systems, we collaborate closely 
with our clients and users.

• Place data protection and privacy at the core: Every product and service must 
include data protection and privacy as a basic component. We are transparent 
about the how, why, where, and when our artificial intelligence software uses 
customer and anonymized user data. This dedication to data security and privacy 
is shown in our compliance with all relevant legal standards as well as in the 
research we carry out in collaboration with top academic institutions to create the 
newest approaches and tools for strengthening privacy.

• Engage with the wider societal challenges of artificial intelligence: The afore-
mentioned areas are mostly under our control, but there are a number of new 
concerns that call for a much wider conversation that cuts across fields, coun-
tries, and cultural, philosophical, and religious traditions. These include, but are 
not restricted to, inquiries about:
 – Impact on the economy, including how business and society should work 

together to prepare students and workers for an AI economy and how society 
may need to change how it distributes wealth, ensures social safety, and devel-
ops its economy.

 – Impact on society, including the worth and significance of labor for individu-
als and the potential for AI programs to serve as social companions and 
caregivers.

 – Normative issues include how artificial intelligence should handle moral 
conundrums and what uses of artificial intelligence, particularly in terms of 
security and safety, should be regarded acceptable.

In addition, there are further challenges that require a much broader discourse 
across industries, disciplines, borders, and cultural, philosophical, and religious 
traditions.

25.2  Ethics Policy

In this section, the guiding principles for artificial intelligence are explained in fur-
ther detail in the ethics policy (SAP AI Ethics Policy, 2022). Particularly, the AI 
ethics policy clarifies how the guiding principles are related to artificial intelligence 
use cases. It outlines the objectives, requirements, and responsibilities for staff 
members involved in the creation, use, and sale of artificial intelligence business 
applications.

25.2.1  Human Agency and Oversight

Teams should take into account the following when developing artificial intelli-
gence business applications as they relate to Human Agency and Oversight:
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• A human’s rights and freedoms should always outweigh those of an artificial 
intelligence business application, with the exception of situations when it is 
expressly permitted by local laws that are in force.

• When applicable local law is silent, human oversight must be accomplished by 
means of an effective governance system. This will be determined on a case-by- 
case basis and may include, but not be limited to, human-in-the-loop, human-on- 
the-loop, or human-in-command.

• In accordance with the data privacy and protection policy of an enterprise, human 
oversight must be implemented in cases where humans may be directly impacted 
by a decision made by artificial intelligence business applications to ensure that 
it does not compromise human autonomy or have unexpected effects.

• As much as is practicable, an explanation of how decisions were made by an 
artificial intelligence business application utilized in automated decision pro-
cesses must be given.

• To ensure the artificial intelligence business application behaves as intended by 
the developers and does not have any unintended behavior, outputs, or usage, 
appropriate extensive testing and governance shall be conducted during develop-
ment and deployment where the visibility of human oversight of the artificial 
intelligence system may be limited or unknown after deployment.

25.2.2  Addressing Bias and Discrimination

Artificial intelligence systems learn from the behaviors and existing social struc-
tures of the cultures they study. Therefore, data-driven technologies have the poten-
tial to replicate, reinforce, and magnify societal patterns of marginalization, 
inequality, and prejudice that may be embedded in data sources utilized to develop 
artificial intelligence. In addition, artificial intelligence business applications may 
be able to reproduce the prejudices and preconceptions of its developers as many of 
the characteristics, metrics, and analytical frameworks of the models that enable 
data mining are chosen by their creators. Finally, data samples utilized to develop 
algorithmic systems’ training and testing processes may not be properly representa-
tive of the populations or historical contexts from which they are inferring conclu-
sions. This may apply in situations when the initial datasets were collected from 
businesses, industries, or other organizations that are inappropriate for the artificial 
intelligence business application being created and implemented. These biases may 
have a negative effect on the creation and results of artificial intelligence business 
applications, which may therefore have an adverse effect on users or clients. When 
there is a chance of fostering discrimination or unfairly affecting underrepresented 
groups, extra caution must be exercised. As it relates to resolving bias and discrimi-
nation in artificial intelligence systems, teams need to take the following into 
account:

• In addition to the restrictions outlined by the data privacy and protection policy 
of enterprises, artificial intelligence systems must not be created or used to 
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 de- anonymize data that has previously been anonymized in a way that could lead 
to the identification of certain people or groups.

• Artificial intelligence business applications must not purposefully produce 
unfairly skewed results.

• The data used to train artificial intelligence systems must, where applicable, be 
as inclusive as possible, represent a diverse cross-section of the population or 
historical events, and be as free as possible from any historical or socially con-
structed biases, inaccuracies, errors, and mistakes (or account for and miti-
gate them).

• In order to minimize direct or indirect prejudice, discrimination, or marginaliza-
tion of groups or individuals, teams must make an effort to identify unfairly 
biased outputs and take technological or organizational remedies, such as mini-
mizing bias in training data.

• Developers must make every effort to include impacted/affected users when 
evaluating and verifying that outputs are inclusive and devoid of discrimination.

• Processes must be in place to test and monitor for potential biases during the 
development, implementation, and use phase of artificial intelligence business 
applications.
 – It must be trained and evaluated using datasets that are as large, representa-

tive, accurate, and generalizable as is practical.
 – Target variables, characteristics, procedures, or analytic structures that are 

irrational, unethical, or impossible to validate in accordance with the guiding 
principles shall not be included in the model architectures.

 – It must be created and implemented without having any unintentionally nega-
tive effects on system users or any direct or indirect beneficiaries.

 – A fairness function should be used to assess artificial intelligence systems for 
impartial results where it is practical to do so.

• Regardless of the users’ age, gender, abilities, or traits, artificial intelligence 
business applications must be user-centric, addressing the broadest variety of 
relevant end users and adhering to pertinent accessibility requirements.

25.2.3  Transparency and Explainability

In accordance with their level of technical expertise and intended use, artificial 
intelligence business applications are subject to strict requirements. Along with the 
technical resources required for training and prediction, we must effectively express 
to clients their input, capabilities, intended use, and restrictions. Since artificial 
intelligence agents lack moral accountability, it is impossible to hold them respon-
sible for their deeds. By prioritizing both the transparency of the process by which 
the artificial intelligence business application is built and the transparency and inter-
pretability of its decisions and behaviors, procedures must be put in place to ensure 
that developed artificial intelligence systems are objective and viable as planned. As 
it relates to the transparency and explainability of artificial intelligence business 
applications, teams should take the following into account:
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• To enable transparency and traceability, the data sets and procedures utilized to 
generate an artificial intelligence system’s judgment, including those for data 
collection and data labeling as well as the algorithms employed by the created 
artificial intelligence business applications, must be recorded.

• As part of the development process, the capabilities and constraints must be 
described in a way that is acceptable for the current use case. This must provide 
details on the artificial intelligence system’s accuracy level (performance met-
ric), as well as its capabilities and restrictions.

• If the data subject requests it, products that use artificial intelligence business 
applications in the processing of personal data shall, in accordance with data 
privacy and protection policy, offer as much transparency as possible regarding 
how the artificial intelligence was used in plain and straightforward language.

• In accordance and compliance with data privacy and protection policy, artificial 
intelligence software that use automated decision-making or profiling must be 
able to, upon request from the data subject, provide explanations that, to the 
extent possible, explain the data segment the subject was placed into and the 
reasons they were placed there. In addition, if the data subject asks for them, the 
decision’s justifications must be disclosed. The justification must give the data 
subject justification for contesting the judgment.

• The methodologies used for creating, analyzing, and validating the artificial 
intelligence business applications, as well as the results or decisions it makes, 
must all be completely documented as part of the development process.

• Where appropriate, when communicating directly with people (including through 
“Chatbots” or Conversational AI):
 – Artificial intelligence business applications must be identified to the proper 

end users as such.
 – Where applicable and practical, a choice must be given to allow a user to 

choose human interaction over engaging with an artificial intelligence system.
 – Artificial intelligence systems must be created in a way that discourages peo-

ple from feeling empathy or attachment for the artificial intelligence software.
 – Users of artificial intelligence systems must be clearly informed that social 

interaction is simulated.
• Based on the use case, artificial intelligence system developers shall make every 

effort to ensure that the decisions, recommendations, and outputs of the artificial 
intelligence system are as visible as feasible. The user interface (UI) or applica-
tion logs can be used for this to enable the best understanding and traceability 
of these.

• The user must be informed that confidence levels are commonly used by artifi-
cial intelligence systems, and if necessary, the user must be provided with the 
actual confidence level of a given output.

• The goal, limitations, requirements, and judgments of the artificial intelligence 
system must be specified and documented in a way that is transparent to the non- 
technical general reader or user.
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• Software/conditions involving black boxes and/or deep neural networks:
 – Where developers has created so-called black box algorithms, further explica-

bility measures must be offered. Traceability, auditability, and open documen-
tation and disclosure of the software’s capabilities should be among them.

 – An explanation of the output must be made available wherever possible; if 
this is not practicable, users must be informed that the output might not be 
completely comprehensible.

 – The need for this information will depend on the circumstances and the grav-
ity of the repercussions.

• The context and setting in which an artificial intelligence system will work must be 
considered during development so that, despite the best of intentions, humans are not 
likely to suffer harm as a result of the deployment of artificial intelligence systems.

• This policy shall apply to the complete software solution to the degree that a 
third-party artificial intelligence system (e.g., TensorFlow) is embedded in the 
solutions.

25.2.4  Civic Society

Artificial intelligence business applications must be designed to enhance, comple-
ment, and empower human cognitive, social, and cultural abilities rather than to 
prevent or limit behaviors appropriate for a free society. As it relates to civic society, 
teams should take the following into account when designing or implementing arti-
ficial intelligence systems:

• Artificial intelligence systems cannot be created or implemented for human sur-
veillance that uses biometrics, facial recognition, or other distinguishing charac-
teristics to target specific people or groups with the intention of violating their 
human rights.

• Artificial intelligence systems must not be created or used for activities that dis-
criminate against or exclude certain individuals or groups from opportunities and 
advantages that artificial intelligence may bring to the general public.

• Artificial intelligence systems may not be created or used to unfairly manipulate 
people or groups in public spaces or the media or for other similar purposes.

• Artificial intelligence systems must not be created or used to subvert democratic 
elections or public discourse.

• Development and deployment of artificial intelligence systems must adhere to 
the guiding principles, which aims to lessen the environmental impact of busi-
ness operations.

25.3  Use Case Assessment Process

As stated in SAP AI Ethics Policy (2022), professionals shall handle ethical prob-
lems and trade-offs connected to the usage of artificial intelligence systems through 
reasoned, context-relevant, and evidence-based decision making rather than through 
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Fig. 25.1 Use case assessment process

intuition or random discretion. Teams should first submit the problem for 
 consideration by their unit in cases where a use case presented for an artificial intel-
ligence business application may violate the defined policy at any point in the life-
time or to decide whether or not to pursue the application of a given use case. This 
holds true even if the teams just have reservations or worries.

Figure 25.1 illustrates the assessment process for artificial intelligence use cases 
by differentiating the use cases in the categories red line, high risk, and standard 
cases (SAP AI Ethics, 2022).

The so-called red lines outlined in the ethics policy should not apply to any arti-
ficial intelligence use cases. Under the objectives of artificial intelligence, they are 
classified as being seriously immoral. We must immediately stop creating, deploy-
ing, and selling our use case if it was designed with these goals in mind. Let’s recap 
the red lines:

• Personal freedom – human surveillance that uses biometrics, facial recognition, 
or other distinguishing characteristics to target specific people or groups with the 
intention of violating or abusing those people’s rights. Discrimination that pre-
vents certain people or groups from having equal access to the advantages and 
opportunities that AI offers to the general community. Data that has already been 
anonymized is de-anonymized, which could lead to the identification of specific 
people or groups.

• Society – manipulation of people or groups through public forums, the media, or 
control of other similar purposes with the intention of misleading or unfairly 
manipulating them. Undercutting democratic electoral systems or discussion 
methods that undermine human dialogue. Intentional negative effects on system 
users and/or those who are both directly and indirectly affected by it.

• Environment  – development and deployment of artificial intelligence systems 
must be done with little to no overt environmental damage.
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We categorize certain artificial intelligence application cases as high-risk 
 scenarios. We base these standards on the types of artificial intelligence that have 
historically resulted in unfavorable outcomes for particular people or entire com-
munities (see, for instance, Amazon’s case of a discriminatory AI recruiting tool). 
High-risk use cases are allowed, but before they can be further developed, used, or 
sold, they must first be evaluated according the process depicted in Fig. 25.1:

• Processing personal data: If not for anonymized data and the process of anony-
mization, does the use case handle any data belonging to a named or identifiable 
natural person for instructional reasons or during productive usage?

• Processing protected personal data: Does the use case involve processing par-
ticular categories of personal data, such as information on a person’s sexual ori-
entation, religion, or biometrics (including face imaging)?

• Negatively affected individuals: Could the use case interfere with or restrict a 
person’s fundamental rights or freedom? Could it harm people’s well-being 
(health and safety)?

• Automated decision-making: Does the use case demonstrate totally or partially 
automated decision-making (covering situations in which there is no human 
intervention and in which there is human supervision but recommender systems 
are excluded)?

• High-risk sector: Do any of the following sectors (employment/human resources, 
healthcare, law enforcement) apply to the use case?

If the answer is Yes to question 1 and at least one of the questions 2–5, the artifi-
cial intelligence steering committee approval is necessary. All other scenarios fall in 
the category standard case and can be developed after a brief self-assessment.

25.4  Conclusion

Artificial intelligence holds the promise of opening up a wealth of options for orga-
nizations, governments, and society as a whole. Artificial intelligence could, how-
ever, potentially lead to social, political, and economic upheavals. Additionally, the 
pace at which the technology entered widespread use surpassed the governmental 
policymakers’ ability to provide the essential direction for the technology to evolve 
into a sustainable and secure development for artificial intelligence utilization. Due 
to these factors, we must establish explicit ethical guidelines that have to be fol-
lowed in the development, implementation, usage, and sale of artificial intelligence 
technologies. The commitment of the business to preserve and support the Universal 
Declaration of Human Rights is the cornerstone of artificial intelligence ethics. The 
prohibition of discrimination and harassment of people based on personal character-
istics, such as culture, race, ethnicity, religion, age, gender, sexual orientation, gen-
der identity, and physical or mental handicap, among others, is a crucial component 
of this commitment. In addition, the objective for artificial intelligence business 
applications includes safeguarding people from harm, treating everyone equally and 
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justly, guaranteeing that everyone has the right to the same freedom and dignity 
under the law, and defending civil, political, and social rights. The artificial intelli-
gence ethics policy aims to make sure that artificial intelligence solutions are cre-
ated, implemented, used, and sold in accordance with the enterprise’s fundamental 
organizational values and the defined guiding principles for artificial intelligence. 
By matching policy requirements to the appropriate stages of development process, 
this chapter offered teams involved in the creation of artificial intelligence as a road-
map for how to execute the artificial intelligence ethics policy throughout all phases 
of the artificial intelligence life cycle.
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