
Biomarkers  
for Alzheimer’s 
Disease Drug 
Development

Robert Perneczky Editor

Methods in 
Molecular Biology   2785

Second Edition



ME T H O D S  I N  M O L E C U L A R  B I O  L O  G Y  

Series Editor 
John M. Walker 

School of Life and Medical Sciences 
University of Hertfordshire 
Hatfield, Hertfordshire, UK 

For further volumes: 
http://www.springer.com/series/7651

http://www.springer.com/series/7651


For over 35 years, biological scientists have come to rely on the research protocols and 
methodologies in the critically acclaimed Methods in Molecular Biology series. The series was 
the first to introduce the step-by-step protocols approach that has become the standard in all 
biomedical protocol publishing. Each protocol is provided in readily-reproducible step-by 
step fashion, opening with an introductory overview, a list of the materials and reagents 
needed to complete the experiment, and followed by a detailed procedure that is supported 
with a helpful notes section offering tips and tricks of the trade as well as troubleshooting 
advice. These hallmark features were introduced by series editor Dr. John Walker and 
constitute the key ingredient in each and every volume of the Methods in Molecular Biology 
series. Tested and trusted, comprehensive and reliable, all protocols from the series are 
indexed in PubMed.



Biomarkers for Alzheimer’s
Disease Drug Development

Second Edition 

Edited by 

Robert Perneczky 

Department of Psychiatry and Psychotherapy, LMU Hospital, Ludwig-Maximilians-University Munich, 
Munich, Germany



Editor 
Robert Perneczky 
Department of Psychiatry and Psychotherapy 
LMU Hospital, Ludwig-Maximilians-University Munich 
Munich, Germany 

ISSN 1064-3745 ISSN 1940-6029 (electronic) 
Methods in Molecular Biology 
ISBN 978-1-0716-3773-9 ISBN 978-1-0716-3774-6 (eBook) 
https://doi.org/10.1007/978-1-0716-3774-6 

©The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Science+Business Media, LLC, part 
of Springer Nature 2024 
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether the whole or part 
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, 
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information storage and 
retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter 
developed. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not imply, 
even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations 
and therefore free for general use. 
The publisher, the authors, and the editors are safe to assume that the advice and information in this book are believed to 
be true and accurate at the date of publication. Neither the publisher nor the authors or the editors give a warranty, 
expressed or implied, with respect to the material contained herein or for any errors or omissions that may have been 
made. The publisher remains neutral with regard to jurisdictional claims in published maps and institutional affiliations. 

This Humana imprint is published by the registered company Springer Science+Business Media, LLC, part of Springer 
Nature. 
The registered company address is: 1 New York Plaza, New York, NY 10004, U.S.A. 

Paper in this product is recyclable.

https://doi.org/10.1007/978-1-0716-3774-6


Preface 

Alzheimer’s disease is a devastating neurodegenerative disorder that affects millions of 
people worldwide. Despite significant progress in understanding the underlying biology of 
the disease, developing effective treatments for Alzheimer’s disease remains a major chal-
lenge. In recent years, there have been several promising developments in the field of 
Alzheimer’s disease drug development, including the discovery of new drug targets and 
the development of novel therapeutic approaches. 

One exciting development is the approval of new disease-modifying drugs targeting 
amyloid in several countries. These first-generation drugs represent a new era in Alzheimer’s 
disease drug development, with the potential for greater benefits for affected individuals and 
society. For example, aducanumab is a human immunoglobulin G1 monoclonal antibody 
that binds to the linear epitope formed by amino acids 3–7 of the Aβ peptide, with a higher 
affinity for fibrillar aggregates as compared with monomers. It has become the first amyloid-
targeting antibody to be approved in the United States for Alzheimer’s disease patients with 
mild cognitive impairment or the mild dementia stage of the disease. 

This second edition of our textbook provides an up-to-date and comprehensive over-
view of the current state of technologies helping to accelerate Alzheimer’s disease drug 
development. We cover the latest advances in preclinical and clinical research, including new 
insights into the molecular mechanisms of Alzheimer’s disease and emerging therapeutic 
strategies. We also discuss the challenges and opportunities in Alzheimer’s disease drug 
development, including the need for improved biomarkers and diagnostic tools, as well as 
the importance of collaboration and data sharing among researchers. Our laboratory pro-
tocols help researchers to use cutting-edge methods in their work. This book also includes 
emerging new approaches such as digital biomarkers and advanced neuroimaging analysis 
since those tools will transform how clinical trials in the Alzheimer’s disease field are 
performed. 

Our goal with this textbook is to provide students, researchers (both from academia and 
industry), and clinicians with a valuable resource for understanding the complexities of 
Alzheimer’s disease drug development. We hope that this book will inspire and inform 
future efforts to develop effective treatments for this devastating disease. Our expectation is 
that this book will complement other excellent volumes and monographs on Alzheimer’s 
disease that cover the basic science or clinical aspects of the disease. 

Munich, Germany Robert Perneczky
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Á ngeles Fernández-Recamales, and Raúl González-Domı́nguez 
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JYRKI LÖ TJÖ NEN • Combinostics Oy, Tampere, Finland 
MONA-LISA MALARTE • Division of Clinical Geriatrics, Center for Alzheimer Research, 

Department of Neurobiology, Care Sciences and Society, Karolinska Institutet, Stockholm, 
Sweden 

MAURA MALPETTI • Department of Clinical Neurosciences, University of Cambridge, 
Cambridge, UK 

ANGELA MESSINA • CNR, Istituto per i Polimeri, Compositi e i Biomateriali Catania, 
Catania, Italy



Contributors xi
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Part I 

Strategies to Improve Alzheimer’s Disease Biomarkers



Chapter 1 

Blood-Based Biomarkers for Early Alzheimer’s Disease 
Diagnosis in Real-World Settings 

Robert Perneczky, Niels Hansen, Anna Hofmann, Christoph Laske, 
Josef Priller, Timo Grimmer, Lutz Frölich, Emrah Düzel, Frank Jessen, 
and Jens Wiltfang 
and for the German Network Memory Clinics – Diagnostic Tools Working 
Group 

Abstract 

As our knowledge about the biology of Alzheimer’s disease (AD) expands and we recognize the significance 
of early intervention for effective treatment, there is a shift in focus toward detecting the disease at an early 
stage. AD is characterized by the accumulation of misfolded amyloid-β (Aβ) and phosphorylated tau 
proteins in the brain, leading to the formation of senile plaques and neurofibrillary tangles. While a 
definitive diagnosis of AD can only be confirmed through autopsy by examining these pathological features, 
there are now reliable methods available for diagnosing the disease in living individuals. These methods 
involve analyzing cerebrospinal fluid and using positron emission tomography to accurately assess the 
presence of Aβ and tau proteins. While these diagnostic markers have shown high accuracy in memory-
clinic populations, they do have limitations such as the requirement for invasive lumbar puncture or 
exposure to ionizing radiation. Additionally, they are not easily accessible outside of specialized healthcare 
settings. Blood-based biomarkers of the core pathological features of AD are being developed, showing 
promise for less invasive, scalable identification of AD cases in the community. The advantages for the 
healthcare systems of this development are obvious, but the diagnostic performance of blood-based 
biomarkers in broader, non-selected populations outside of retrospective analyses and research cohorts 
still requires further investigation, including the combination with more effective neuropsychological 
assessments such as digital cognitive test solutions. 

Key words Early diagnosis of Alzheimer’s disease and dementia, Subjective cognitive impairment and 
mild cognitive impairment, Scalable diagnostic technologies, Patient and service user value, Early and 
targeted treatment and prevention of neurodegeneration 

1 A Global Dementia Pandemic 

Modern societies have achieved longer life expectancies, which is a 
significant accomplishment. However, the aging global population

Robert Perneczky (ed.), Biomarkers for Alzheimer’s Disease Drug Development, Methods in Molecular Biology, vol. 2785, 
https://doi.org/10.1007/978-1-0716-3774-6_1, 
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2024
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has led to a rapid increase in the number of individuals affected by 
dementia. This has had a profound negative impact on the lives of 
affected families and national budgets. In 2018, the global cost of 
dementia was estimated to be US$1 trillion, and it is projected to 
reach US$2 trillion by 2030. Among various causes of dementia, 
Alzheimer’s disease (AD) is the most prevalent, currently affecting 
approximately 55 million individuals worldwide. This number is 
expected to rise to 132 million by 2050 [1].

4 Robert Perneczky et al.

To address this global challenge, the World Health Organiza-
tion (WHO) developed a dementia plan in 2017, outlining prio-
rities for action. These priorities include enhancing dementia 
diagnosis, treatment, and care [2]. Similar national strategies, 
such as the 2020 German National Dementia Strategy [3], have 
also been implemented. However, a recent study indicates that 
healthcare systems are not adequately equipped to effectively detect 
cognitive decline, accurately diagnose early-stage disease, and 
determine the most suitable interventions or deliver disease-
modifying treatments in the future [4]. 

2 A Paradigm Shift Toward Early Disease Detection 

As our understanding of the biology of AD increases and we 
recognize the importance of early intervention for effective treat-
ment, there is a shift in focus toward early disease detection. Path-
ologically, AD is characterized by the accumulation of misfolded 
amyloid-β (Aβ) and phosphorylated tau proteins in the brain, form-
ing senile plaques and neurofibrillary tangles, respectively. While a 
definite diagnosis of AD requires confirmation of these pathologi-
cal features through autopsy, there are now reliable methods avail-
able for diagnosing AD in living individuals. This is made possible 
through the use of cerebrospinal fluid (CSF) and positron emission 
tomography (PET) measures, which accurately assess the burden of 
Aβ and tau proteins. These diagnostic markers have shown high 
accuracy in memory-clinic populations, but they do have limita-
tions such as the need for invasive lumbar puncture or exposure to 
ionizing radiation. Additionally, they are not readily accessible out-
side of specialized healthcare settings [5]. Furthermore, their diag-
nostic performance in broader, non-selected populations still 
requires further investigation. 

3 Targeting the Early Diagnostic Window with Therapies 

AD exhibits a prolonged presymptomatic stage that can last for 
many years. Recent advancements in imaging and fluid marker 
technologies have enabled the detection of increasing biological 
abnormalities during this stage. Once AD pathology surpasses a



specific threshold determined by an individual’s resilience against 
neurodegeneration [6], cognitive symptoms begin to manifest. The 
terms mild cognitive impairment (MCI) or prodromal AD are used 
to describe cases where cognitive performance falls below the 
expected norm for age and education, while basic daily activities 
remain mostly unaffected [7, 8]. 
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Recent evidence suggests that concerns regarding cognitive 
decline could be an indication of early AD, even in the absence of 
objective below-average results on psychometric tests required for 
an MCI diagnosis [9]. When AD-related biomarker changes are 
present during this stage of subjective cognitive decline (SCD), the 
risk of progressing to MCI and dementia significantly increases 
[10]. The accurate identification of individuals with AD in the 
SCD stage is crucial as it offers a window of opportunity for early 
intervention and disease prevention. It is important to identify 
individuals in the community who have cognitive complaints and 
subtle deficits before their condition progresses to more severe 
stages. However, in most countries worldwide, there is currently a 
lack of infrastructure to accurately identify individuals with very 
early AD outside of specialized clinics, leading to low diagnostic 
rates [11]. Despite evidence showing that structured screening 
programs can significantly improve the detection of dementia 
cases [12], such programs are not widely implemented. 

The implementation of financial incentives aimed at increasing 
specialist referrals by primary care physicians has not yielded 
improved diagnostic rates for early cognitive decline in the UK 
[13]. Likewise, in Germany a significant number of dementia 
cases still go undiagnosed [14], and primary care physicians’ moti-
vation to conduct cognitive screening is limited due to the absence 
of effective disease-modifying treatments [15]. Similar challenges 
are observed in other high-income countries. On the contrary, 
previous research suggests that community-based screening pro-
grams targeting memory concerns and minor cognitive deficits are 
both feasible and efficient in various settings [16]. A recent system-
atic review conducted for the US Preventive Services Task Force 
indicated that screening instruments can adequately detect cogni-
tive impairment, but it remains uncertain whether systematic 
screening for cognitive impairment improves outcomes for patients 
and caregivers [17]. Therefore, further research is urgently needed 
to investigate the acceptance, effectiveness, and costs of 
community-based cognitive evaluations. Additionally, exploring 
the attitudes of seniors and primary care physicians toward oppor-
tunistic cognitive screening is crucial for developing an acceptable 
approach that can drive changes in current healthcare practices.
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4 The Benefits of Digital Cognitive Testing 

Standardized questionnaires like the SCD-Q [18] are available for 
assessing subjective complaints, but their validity and usefulness 
outside of specialized memory clinics still need to be determined. 
Objective psychometric tests such as the Mini-Mental-State Exam-
ination (MMSE) [19] or the Montreal Cognitive Assessment 
(MoCA) [20] can enhance diagnostic accuracy. Digital cognitive 
tests may offer significant advantages over traditional paper-and-
pencil assessments, particularly in community settings and primary 
care. They can be self-administered without requiring extensive 
involvement from healthcare professionals, potentially reducing 
rater bias and improving the reliability of longitudinal assessments. 
This could make early intervention more feasible [21]. However, it 
is yet to be determined whether self-administered tests provide 
enough additional diagnostic value to justify their integration into 
routine clinical care. Only if the test results offer actionable infor-
mation for healthcare professionals will digital testing have a tangi-
ble impact on patient care. 

5 Complementary Digital and Fluid Biomarkers 

To enhance the accuracy of population-based cognitive screening, 
one potential approach is to integrate digital cognitive tests with 
pathophysiological biomarkers. Recent advancements in the identi-
fication of blood biomarkers provide a unique opportunity for 
noninvasive and scalable targeted diagnostics, which can inform 
decisions regarding specialist referral in primary care medicine. By 
combining precise blood protein assays with digital cognitive tests, 
it could be possible to create a robust screening tool that reduces 
errors in identifying preclinical or prodromal AD. However, the 
real-world effectiveness, cost-efficiency, and acceptance of this 
innovative approach still need to be fully explored. 

The development of a blood-based biomarker algorithm holds 
critical importance due to its ease of measurement and cost-
effectiveness compared to the current gold standard assessments 
using CSF and PET. Recent studies have shown promising results 
in clinical and population-based cohorts, utilizing new ultrasensi-
tive assay technology to measure blood concentrations of various 
AD biomarkers. These biomarkers include p-tau 181 and p-tau 
217 (but not total tau) and neurofilament light chain (NfL) [22], 
although there have been conflicting results for Aβ42/40 [23]. 

An analysis of the US healthcare system indicated that integrat-
ing cognitive screening tests with blood-based biomarkers could 
eliminate wait lists for specialist assessments within the first 3 years 
and potentially reduce annual costs by US$400–700 million.



Additionally, it could lead to an increase of approximately 120,000 
correctly identified cases per year [24]. In cases of SCD or MCI, the 
most effective prediction model for AD appears to be a combina-
tion of plasma pTau-181/217, APOE genotype, and a brief cogni-
tive assessment of memory and executive function [25]. However, 
it is important to conduct a real-world evaluation of triage strate-
gies, as genetic analyses have their own limitations, including 
increased requirements for patient consent and data protection. 
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6 Defining Appropriate Reference Ranges for Blood Biomarkers 

Previous studies have demonstrated that concentrations of biomar-
kers in CSF [26] and blood [27, 28] are influenced not only by 
neurodegeneration but also by age. As a result, it is necessary to 
establish age-specific normal ranges for prodromal AD to ensure 
accurate diagnostic assessments. A recent study aimed to define 
reference ranges for plasma neurofilament light chain (NfL) in 
healthy individuals ranging from 5 to 90 years of age [29], and 
similar efforts will be required for other blood biomarkers and early 
symptomatic stages of AD. Adjusted reference ranges for NfL have 
also been proposed, taking into account factors such as renal func-
tion and body mass index [30], and there is some evidence suggest-
ing higher NfL levels in men compared to women, although the 
clinical significance of this difference remains to be determined 
[31]. Plasma markers such as Aβ42, Aβ40, t-tau, and p-tau can be 
influenced by comorbidities such as chronic kidney disease, hyper-
tension, hyperlipidemia, diabetes, myocardial infarction, and stroke 
[32]. Ethnicity [33] and food intake (postprandial vs fasting) [34] 
may also impact blood protein levels, and if these factors are not 
appropriately addressed, the proportion of misdiagnosed indivi-
duals may increase, especially in non-specialized settings and early 
stages of the disease. 

Another important consideration is determining the optimal 
blood compartment for analysis, as concentrations in plasma and 
serum may provide similar diagnostic information but may differ in 
certain situations. For instance, studies have shown comparable 
diagnostic performance and strong correlations between serum 
and plasma pairs, suggesting that p-tau analysis can be extended 
to healthcare settings with a preference for serum over other blood 
matrices. However, it should be noted that absolute biomarker 
concentrations may not be interchangeable, indicating that plasma 
and serum samples should be used independently [35]. Standar-
dized values may prove helpful when combining results from dif-
ferent blood matrices, as demonstrated for NfL [36].
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7 Lessons from Familial Alzheimer’s Disease 

Familial AD exhibits distinct characteristics from the sporadic form, 
including different associated genes and comorbidities. However, 
genetic AD cohorts still provide a valuable model system for study-
ing biomarkers relevant to individuals with late symptom onset. 
Longitudinal biomarker analyses spanning up to 15 years are avail-
able for participants in the Dominantly Inherited AD Network 
(DIAN), and published data demonstrates a strong correlation 
and elevated levels of NfL in both CSF and blood at the presymp-
tomatic stages of familial AD. Longitudinal analysis of NfL dynam-
ics in serum revealed the ability to differentiate mutation carriers 
from non-carriers almost a decade earlier than cross-sectional abso-
lute NfL levels [37]. Thus, serum NfL dynamics can predict disease 
progression and brain neurodegeneration in the early presympto-
matic stages of familial AD, indicating its potential utility as a 
clinically useful biomarker, even in early sporadic disease. 

In the University College London Longitudinal Study of 
Familial AD, plasma p-tau181 concentrations were found to be 
elevated in both symptomatic and presymptomatic mutation 
carriers compared to non-carriers [38]. Despite significant intra-
individual variability, individual values of plasma p-tau181 effec-
tively discriminated symptomatic and presymptomatic carriers from 
non-carriers of the same age and sex. P-tau181 concentrations were 
higher in mutation carriers compared to non-carriers as early as 
16 years before the estimated symptom onset, supporting its value 
as an early marker of AD. 

The same University College London longitudinal study also 
revealed increased levels of glial fibrillary acidic protein (GFAP) in 
plasma of both presymptomatic and symptomatic mutation carriers 
compared to non-carriers, as well as in symptomatic carriers com-
pared to presymptomatic carriers [39]. These differences were 
observed up to 16 years prior to symptom onset, consistent with 
findings of elevated plasma GFAP concentrations in Aβ-positive 
compared to Aβ-negative cognitively normal older individuals 
[40]. Overall, these findings support plasma GFAP as a potential 
biomarker for early AD and highlight the involvement of activated 
astrocytes in the early stages of the disease. 

8 Performance of Blood Biomarkers Across the Alzheimer’s Continuum 

Molecular blood biomarkers show promise in optimizing diagnos-
tic approaches and potentially enabling early diagnoses of 
AD. These markers can also assist in stratifying patients by predict-
ing the progression from early stages, such as SCD or MCI, to 
manifest stages of AD dementia. Several blood biomarker



candidates are currently being investigated for diagnosing AD and 
assessing prognosis. Markers related to Aβ pathology, which are 
part of current CSF and Aβ-PET biomarkers, are of significant 
interest for blood-based diagnostics in AD. 
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A recent study compared plasma biomarkers across two inde-
pendent cohorts, BioFINDER and the AD Neuroimaging Initia-
tive. The study demonstrated that combining immunoprecipitation 
with mass spectrometry analysis platform was superior to standard 
immunoassays for detecting Aβ, particularly by relying on the 
Aβ-42/Aβ-40 ratio within the brain [41]. Immunoprecipitation 
plasma assays with mass spectrometry exhibited moderate to good 
diagnostic accuracy in detecting brain amyloidosis in large AD 
cohorts, both in cognitively unimpaired and impaired individuals 
[42]. The diagnostic accuracy of this analysis platform improved 
further when considering the APOE status [42]. Automated analy-
sis of the Aβ-42/Aβ-40 ratio [43] (and p-tau181 [44]) using the 
Lumipulse platform was also shown to provide high accuracy in AD 
diagnosis. However, other measurement methods such as SIMOA 
technology [45] or using carbon nanotubes for detecting Aβ-42/ 
Aβ-40 in plasma samples did not yield convincing results in detect-
ing brain amyloidosis [46]. 

In addition to measuring Aβ peptides, p-tau forms such as 
p-tau181, p-tau217, and p-tau231 are currently under intense 
investigation as promising biomarkers for early diagnosis and dis-
ease progression in AD. These markers have shown utility in diag-
nosing AD early, differentiating AD from other neurodegenerative 
diseases, and predicting cognitive decline and neurodegenerative 
processes in AD [41, 47–53]. A comprehensive retrospective study 
presented evidence that p-tau217 outperforms p-tau181 in distin-
guishing AD from other neurodegenerative conditions such as 
frontotemporal dementia [49] (Thijssen, La Joie et al., 2021), 
and p-tau217 has been highlighted as a potential marker for pre-
clinical and prodromal stages of AD [54]. 

In the preclinical stage, another blood biomarker of interest is 
GFAP, a marker of astroglial inflammation. GFAP has shown 
potential for detecting Aβ pathology in preclinical stages and pre-
dicting the progression from MCI to dementia [50, 55]. Further-
more, a cytoskeleton marker of axonal neurodegeneration in blood 
has demonstrated a close correlation with CSF concentration 
[56]. Plasma NfL has been explored to predict the disease course 
and cognitive outcome in AD [50, 57]. Currently available tests 
have shortcomings in access, throughput, and scalability that limit 
widespread implementation. A high-throughput and fully auto-
mated Lumipulse plasma p-tau181 assay for the detection of AD 
has been evaluated and showed robust performance in differentiat-
ing AD from control participants [44]. However, the Lumipulse 
technique needs to be validated in multicenter cohorts and for 
other AD biomarkers.
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In larger multicenter cohorts, there is a need to explore ultra-
sensitive assays capable of covering the full biomarker-based classi-
fication of AD using blood biomarkers, offering a less invasive 
approach than CSF. A recent study [58] demonstrated a strong 
correlation between CSF and blood markers, suggesting the feasi-
bility of implementing biomarker-based classification in blood. 
However, a limitation of Aβ-42/Aβ-40 is that its levels in blood 
are considerably lower than in CSF [59]. Developing composite 
marker panels that provide higher diagnostic accuracy than individ-
ual biomarkers may prove beneficial. In the future, the range of 
blood biomarkers for AD is expected to expand. For example, 
serum β-synuclein has emerged as a novel candidate for indicating 
synaptic degeneration in the temporal lobe in AD [60]. These 
studies and considerations underscore the increasing importance 
of blood biomarkers in the future early and differential diagnosis 
of AD. 

9 Outlook and Next Steps Required 

Ensuring the long-term effectiveness of any new diagnostic algo-
rithm is crucial to create tangible benefits to the older population. 
It is essential to develop tailored approaches that align with the 
specific requirements of local healthcare systems, thus ensuring 
their sustained commitment. The availability and coverage of vari-
ous interventions vary significantly across different regions world-
wide. In this regard, employing low-cost assessments like digital 
and blood biomarkers may offer advantages over more expensive 
alternatives such as PET scans. Currently, one of the primary chal-
lenges in identifying early-stage cognitive decline cases is the lim-
ited preparedness of healthcare systems to offer proactive screening 
visits and specialist assessments following initial check-ups in pri-
mary care settings. As soon as AD-modifying drug will be available 
more broadly, the demand for accurate early diagnostics will dra-
matically increase, necessitating the readiness of healthcare systems 
to address this need. Objective digital tests can provide valuable 
information to healthcare professionals for making better care 
decisions, while enabling primary care doctors to make informed 
decisions about specialist referrals at an earlier stage can alleviate the 
burden on the general practitioner sector. To support coverage 
decisions, it is important to gather more quantitative data on the 
diagnostic yield and cost per identified patient associated with 
combined digital and blood biomarkers, as this information will 
be vital for payers. The envisioned diagnostic and care pathways will 
include close collaboration across different healthcare sectors, and 
specialized specialist memory clinics will play an increasingly impor-
tant role in verifying early AD diagnoses, making treatment deci-
sions and monitoring dug efficacy and safety [61] (Fig. 1).
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Fig. 1 Potential pathway for case identification, diagnostic ascertainment, and treatment initiation/monitoring 
in early Alzheimer’s disease (reprinted with permission from [61]). A proposed model has been suggested for a 
care pathway aimed at identifying older individuals who exhibit minor cognitive complaints or deficits in 
primary care. This would be followed by a secondary care step where subjects with a very low likelihood of 
Alzheimer’s disease pathology would be excluded, possibly through the use of blood-based biomarkers. 
Diagnostic confirmation would then be conducted by a dementia specialist, potentially employing positron 
emission tomography and cerebrospinal fluid markers. Following a careful evaluation of potential risks and 
benefits, including the monitoring of side effects, disease-modifying treatment would be initiated. It is 
important to note that individuals may also move backward in this model if they fail to meet the criteria for 
progressing to the next stage, such as having a negative blood biomarker for Alzheimer’s disease 
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Chapter 2 

Alzheimer’s Disease Prevention and Treatment Based 
on Population-Based Approaches 

Robert Perneczky 

Abstract 

The development of effective prevention and treatment strategies for Alzheimer’s disease (AD) and 
dementia is hindered by limited knowledge of the underlying biological and environmental causes. While 
certain genetic factors have been associated with AD, and various lifestyle and environmental factors have 
been linked to dementia risk, the interactions between genes and the environment are not yet fully 
understood. To identify new avenues for dementia prevention, coordinated global efforts are needed to 
utilize existing cohorts and resources effectively and efficiently. This chapter provides an overview of current 
research on risk and protective factors for AD and dementia and discusses the opportunities and challenges 
associated with population-based approaches. 

Key words Alzheimer’s disease, Dementia, Drug development, Population-based, Cohort studies, 
Lifestyle, Environment, Genetics 

1 Introduction 

As the prevalence of Alzheimer’s disease (AD) and its impact on 
healthcare and socioeconomic systems continue to grow world-
wide, there is an urgent need to improve drug development success 
rates, and the approval of the first anti-amyloid-β (Aβ) targeting 
antibody drugs is initiating an exciting new era of AD treatment 
and prevention [1]. Successful drug discovery and development in 
other fields, such as cancer and infectious diseases, have demon-
strated the potential of translational models that link epidemiologi-
cal cohort and genetic data to potential drug targets and study 
endpoints [2]. Technology platforms, including neuroimaging,
-omics, and biomarkers, have proven to be powerful tools in this 
process. To discover and develop novel disease-modifying treat-
ments beyond the first generation of Aβ-targeting compounds, as 
called for since the 2013 G8 Dementia Summit, a significant cul-
tural shift must be initiated [3]. 

Robert Perneczky (ed.), Biomarkers for Alzheimer’s Disease Drug Development, Methods in Molecular Biology, vol. 2785, 
https://doi.org/10.1007/978-1-0716-3774-6_2, 
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2024

15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-3774-6_2&domain=pdf
https://doi.org/10.1007/978-1-0716-3774-6_2#DOI


16 Robert Perneczky

Increased life expectancy is a remarkable achievement of mod-
ern society, but it also brings with it the challenge of a growing 
prevalence of age-related disorders, placing a significant burden on 
global healthcare systems. Over the next 30–40 years, the number 
of people affected by late-onset neurodegenerative disorders such 
as AD and Parkinson’s disease is expected to increase three- to 
fourfold worldwide [4], with national and international dementia 
plans calling for immediate action, such as the 2017 WHO Action 
Plan [5]. The individual risk for these disorders varies greatly, and 
the development of effective prevention and treatment strategies is 
hindered by our incomplete understanding of the factors that 
influence vulnerability to neurodegeneration [6]. There is growing 
consensus among researchers that an individual’s susceptibility to 
AD is determined by a combination of biological and environmen-
tal factors, with important implications for the development of 
effective interventions. While AD has a significant hereditary com-
ponent, monogenic familial forms caused by clearly pathogenic 
mutations in specific genes are extremely rare. Most AD cases are 
likely the result of complex interactions between common genetic 
variants and other factors. The biological mechanisms by which 
genes influence an individual’s vulnerability to AD are not yet 
fully understood, but recent discoveries of risk genes suggest the 
involvement of certain biological pathways, such as Aβ and tau 
processing, immune response, and lipid processing [7]. 

1.1 A Multicausal 

Model of Alzheimer’s 

Disease 

An individual’s vulnerability to AD is influenced by a complex 
interplay of genetic and non-genetic factors, including environ-
mental and epigenetic mechanisms. While genetic susceptibility is 
innate, the risk associated with certain environmental factors may 
be modifiable, offering opportunities for prevention or treatment 
through changes in lifestyle. Many known environmental risk fac-
tors are related to conditions such as obesity, diabetes, and vascular 
disease, which can potentially be modified. Protective environmen-
tal factors, such as a Mediterranean diet and cognitive and physical 
activity, can also be actively strengthened. An individual’s personal-
ity and inherent beliefs can influence their behavior and lifestyle 
choices, affecting their dementia risk. Additionally, factors outside 
an individual’s control, such as the healthcare system, air pollution, 
and the wider economy, can also impact their chronic disease risk 
[8] (Fig. 1). 

2 Epidemiological Approaches to Alzheimer’s Disease Research 

While the association between AD risk and certain environmental 
and lifestyle factors is well established, the underlying biological 
mechanisms are not yet fully understood. The use of high-
throughput “omics” technologies in prospective cohort studies



with stored biospecimens offers a unique opportunity to character-
ize individuals at the molecular level. Advanced technologies, such 
as epigenomics and metabolomics, can be applied to pre-diagnostic 
biosamples to identify early disease markers. By combining epide-
miological and molecular data, with a focus on gene-environment 
interactions, etiological research can pave the way for the identifi-
cation of etiopathogenetic pathways through systems biology 
approaches. 
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Fig. 1 A multicausal model of Alzheimer’s disease 

2.1 The Value of 

Established Global 

Infrastructures 

In recent decades, several large-scale prospective cohort studies on 
aging and neurodegenerative disease have been established world-
wide. These studies have collected detailed dietary, lifestyle, and 
clinical information, as well as biological samples and neuroimaging 
data, from many participants at various points in their lives. The 
continued follow-up of these existing infrastructures and the col-
lection of additional detailed information from these aging popula-
tions is a highly efficient strategy for addressing existing 
knowledge gaps. 

However, data analysis has mostly been restricted to individual 
cohorts due to differences in assessment procedures and methods 
between countries. As a result, there is an urgent need for



concerted action to facilitate the comprehensive analysis of large 
datasets and to increase knowledge transfer between experts in 
different countries. Standardized data analysis across global aging 
and neurodegeneration cohorts and effective networking activities 
between researchers in the field are crucial. The main goals of such 
networking activities are to develop harmonized measures for key 
outcomes used in different cohort studies (e.g., genome-wide data, 
environmental exposures, neuroimaging data, blood and cerebro-
spinal fluid proteins, etc.) and to facilitate knowledge transfer and 
expert exchanges between countries and institutions. This includes 
providing the best possible training and career opportunities for 
early-stage researchers. Examples of large-scale initiatives that effec-
tively integrate information from diverse cohorts include the 
Dementias Platform UK (http://www.dementiasplatform.uk/) 
and the EU Joint Program for Neurodegenerative Disease Research 
(JPND) longitudinal cohort studies action group [9]. 
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3 Gene-Environment Interaction Analyses 

There is a growing consensus among researchers that AD and other 
forms of dementia result from a combination of genetic and envi-
ronmental factors and their interactions [10, 11]. Subtle differences 
in DNA sequence composition, such as different allele status at 
polymorphic sites, can cause individuals to respond differently to 
the same environmental exposure. This partly explains why some 
individuals have a lower risk of developing the disease due to an 
environmental insult, while others are more vulnerable. For 
instance, not all carriers of the apolipoprotein (APOE) ε4 risk allele, 
the most significant genetic risk factor for AD, develop the disease 
or dementia even at an advanced age [12]. The presence of 
unknown gene-environment patterns may also contribute to the 
difficulties in identifying other major genetic effects besides APOE. 

Population-based studies have consistently shown that 40–50% 
of individuals who reach the age of 90 are free of dementia, indicat-
ing that dementia is not an inevitable consequence of aging 
[13]. However, several important questions remain unanswered, 
including why some individuals escape dementia and what genetic 
and/or environmental factors distinguish them from those who 
develop the disease. Epidemiological studies have provided some 
insights into these questions, but the picture is still incomplete, 
particularly regarding the interactions among different factors at 
different stages of life. 

Previous research has suggested interactions between genes 
and various environmental factors. For example, gene-diet interac-
tions have been found between the APOE gene and nutrients such 
as n-3 polyunsaturated fatty acids, vitamin E, total fat, and energy 
intake in relation to the risk of AD and dementia [14]. Emerging

http://www.dementiasplatform.uk/


evidence also suggests that vascular changes can exacerbate preex-
isting Aβ pathology, increasing the risk of AD and dementia. Vas-
cular pathology appears to amplify the risk of AD associated with 
the APOE ε4 allele [15], and APOE ε4 also seems to influence how 
certain lifestyle habits affect cognitive trajectories. For instance, the 
protective effect of regular leisure-time physical activity against AD 
and dementia appears to be more pronounced among carriers of the 
APOE risk allele [16]. Additionally, a low vascular burden and a 
healthy lifestyle seem to modulate genetic susceptibility [12]. How-
ever, evidence on gene-environment interactions beyond APOE is 
limited. 
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3.1 Diet and Nutrition Diet is a major environmental factor that influences health 
throughout an individual’s lifetime. In AD, the neurodegenerative 
process is accompanied by increased inflammation and oxidative 
stress, which can be partially alleviated by certain nutrients. Epide-
miological studies have shown that higher intake or blood levels of 
several dietary components, including long-chain n-3 polyunsatu-
rated fatty acids, antioxidant vitamins C and E, carotenoids, poly-
phenols, and vitamins B and D [17, 18], are associated with slower 
cognitive decline or lower risk of AD and dementia [19]. The 
potential role of fatty acids in AD was highlighted by the discovery 
of a set of phospholipids in peripheral blood that could predict the 
risk of amnestic mild cognitive impairment (MCI) or AD over a 2-
to 3-year period with 90% accuracy [20]. However, the predictive 
validity of these biomarkers needs to be confirmed over a longer 
follow-up period to rule out reverse causality. 

Healthy diets that provide a combination of nutrients, such as 
the Mediterranean diet, have been linked to a lower risk of demen-
tia or cognitive decline [21]. This is supported by evidence from a 
limited number of controlled trials [22, 23]; however, most inter-
vention studies with dietary supplements (e.g., n-3 polyunsaturated 
fatty acids, antioxidants, B vitamins) have been unsuccessful 
[24]. One possible explanation for this failure is that these studies 
did not adequately target individuals according to their genetic 
susceptibility to AD or to genetic characteristics linked to nutrient 
metabolism [11]. 

Although few epidemiological studies have investigated this 
domain, the most widely documented AD gene-diet interaction is 
related to the APOE genotype with n-3 polyunsaturated fatty acids 
(including a controlled trial [25]; see [14] for a review), vitamin E 
[26], and total fat and energy intake [27]. These studies have 
yielded conflicting results, showing a protective effect of diet in 
APOE ε4 non-carriers only, in APOE ε4 carriers only, or no effect at 
all. However, modest sample sizes in these studies have limited the 
ability to accurately investigate these nutrient-APOE interactions. 
More recently discovered genetic polymorphisms implicated in the 
risk of AD in large genome-wide association studies (GWAS; e.g.,



CLU, CR1, BIN1, PICALM, or ABCA7) could also be involved, 
but their interaction with diet has yet to be investigated. 

20 Robert Perneczky

There is biological plausibility for interactions between diet and 
several AD genes based on their involvement in common pathways. 
For example, dietary intake of nutrients with antioxidant properties 
such as vitamins C and E, carotenoids, and polyphenols influences 
the oxidative status of the body. Total antioxidant status and gluta-
thione peroxidase activity are reduced in individuals carrying the 
APOE ε4 allele, suggesting reduced antioxidant defense mechan-
isms [28]. Furthermore, n-3 polyunsaturated fatty acids may mod-
ulate systemic inflammation. CR1, another locus for AD risk, 
encodes the main receptor of the protein complement C3b, 
involved in inflammatory processes [29]. Some AD genes might 
also interact with diet based on their role in nutrient bioavailability, 
particularly with lipids. For example, the APOE and CLU genes 
encode the ApoE and clusterin (ApoJ) apolipoproteins, respec-
tively. These are the most abundantly expressed apolipoproteins in 
the central nervous system and important regulators of lipid metab-
olism in the brain. Both ApoE and ApoJ apolipoproteins are 
involved in the transport of cholesterol and phospholipids [30]. 

Healthy diets, such as the Mediterranean diet and the Dietary 
Approaches to Stop Hypertension (DASH) diet, provide combina-
tions of nutrients that may impact inflammatory, metabolic, and 
oxidative status. Interactions between some of the novel loci asso-
ciated with AD and the Mediterranean diet on cognitive function 
have been reported in a subsample from an intervention study 
[31]. These interactions need to be replicated in larger samples. 
Other potential candidate genes for gene-diet interactions in AD 
and dementia include variants associated with the metabolism of 
promising candidate nutrients for dementia prevention. These var-
iants likely impact the bioavailability of these nutrients to the 
bloodstream and brain. For example, FADS1/FADS2 [32] and 
ELOVL2 encode fatty acid desaturases and elongases, respectively, 
which modify plasma levels of long-chain polyunsaturated fatty 
acids [33]. BCMO1 encodes beta-carotene 15’-monooxygenase-
1, which impacts blood levels of carotenoids [34]. It is possible 
that these genes modify the relationship between diet and AD risk. 
Finally, genes related to more general pathways linking diet to 
health, such as cholesterol or homocysteine metabolism [35, 36], 
might also be interesting modulators of the association between 
diet and AD. 

3.2 Physical Activity 

and Other Active 

Lifestyles 

Active lifestyles, which include physical, cognitive, and social activ-
ities, promote good overall and vascular health, increase functional 
capacity, and improve quality of life in all age groups. Epidemiolog-
ical studies indicate that physical activity in midlife [16] or late-life 
[37] is associated with a reduced risk of cognitive impairment, AD, 
and dementia. Staying physically active or becoming more active



after midlife also contributes to lowering dementia risk, especially in 
people who are overweight or obese in midlife. These findings 
suggest that the window of opportunity for physical activity inter-
ventions to prevent dementia may extend from midlife to older ages 
[38]. Regular leisure time physical activity with at least moderate 
intensity was associated with a reduced risk for AD and dementia, 
but in some studies, even less intensive physical activity (e.g., walk-
ing) was protective. 
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Participation in cognitively stimulating activities [39, 40] and 
engagement in social activities [41] are linked to lower AD and 
dementia risk. Education and occupational status were shown to be 
important determinants of later life cognitive performance [42– 
44]. Many activities, occupational exposures, and hobbies include 
several active lifestyle domains (e.g., dancing has physical, mental, 
and social components), and it is important to explore further their 
relative importance and interactions. There is also regular 
co-occurrence with life habits and other lifestyle-related and psy-
chosocial risk factors (e.g., unhealthy nutrition, smoking, and 
stress), and further work using large, long-term studies is needed 
to understand the interplay between these factors. 

The cognitive reserve hypothesis (i.e., the capacity of the brain 
to cope with pathology to minimize or postpone the clinical expres-
sion of AD pathophysiology) was proposed to explain the disjunc-
tion between the degree of brain damage and its clinical 
presentation. Epidemiological studies suggest that lifelong experi-
ences, including educational and occupational attainment, and lei-
sure activities in later life are associated with a higher reserve 
[45]. However, several mechanisms may mediate the protective 
effect of an active lifestyle against dementia. Previous experimental 
studies suggested that physical activity can influence the aging brain 
through several mechanisms such as impact on Aβ burden, improv-
ing cerebral perfusion, increasing neurogenesis, induction of sev-
eral gene transcripts, and central and peripheral growth factors such 
as brain-derived neurotrophic factor, which are relevant for the 
maintenance of cognitive functions [46–48]. Also, physical activity 
and engagement in cognitive and social activities were associated 
with both structural and functional brain changes [47]. 

There is only limited evidence about interactions between 
active lifestyles and genetic variants. It was reported that the pro-
tective effect of regular leisure time physical activity against AD and 
dementia may be more pronounced among APOE ε4 carriers vs 
non-carriers [12, 16]. The protective effect of higher education was 
also reported to be more pronounced in carriers of the APOE risk 
allele [49], and lifetime cognitive activity moderated the APOE 
genotype effect such that cortical Aβ pathology in positron emis-
sion tomography was lower in ε4 carriers that reported higher 
cognitive activity [50].
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APOE has been linked to all the major features in AD patho-
genesis, including Aβ generation and clearance, neurofibrillary tan-
gle formation, oxidative stress, apoptosis, dysfunction in lipid 
transport and homeostasis, modulation of intracellular signaling, 
and synaptic plasticity. In all cases, the presence of the APOE ε4 
allele has been shown to exacerbate these disturbances, in contrast 
to the protection seen with other APOE isoforms. Because of this 
and the relatively high frequency of the ε4 allele in the general 
population, possible APOE-lifestyle interactions may have rele-
vance for dementia prevention (e.g., targeted/tailored interven-
tions for APOE risk allele carriers) [51]. 

Some evidence also exists for AD risk genes other than APOE. 
It was suggested that individuals at high genetic risk (estimated by 
an integration of risk alleles within PICALM, BIN1, and CLU) who 
maintain a physically active lifestyle show selective benefits in epi-
sodic memory performance [52]. However, these findings need to 
be validated in larger studies, and more research is needed to clarify 
potential gene-physical activity interactions. 

3.3 Psychosocial 

Factors 

There is increasing evidence that the development and clinical 
manifestation of AD in old age is not determined during a restricted 
period (e.g., old age), but rather it is a result of complex interac-
tions between biological factors and environmental exposures over 
the life course. Psychosocial factors, defined as factors relating to 
the interrelationships of social variables and individual thoughts 
and behaviors, have recently emerged as determinants of dementia 
from several longitudinal population-based studies. There is grow-
ing evidence supporting the hypothesis that stress-related psycho-
social factors experienced across the life course, such as negative life 
events during early life, midlife occupational stress, and late-life 
depression, sleep problems, and perception of psychological stress, 
play a role in the development of neuropsychiatric disorders such as 
AD and dementia [41]. 

The timing of a stressor may determine how much of an impact 
it will have on the brain. Experience of stress is thought to have a 
detrimental effect on the brain, especially during stages of life when 
the brain undergoes major changes (e.g., development in early life 
and deterioration in late life) [53, 54]. Although only a few studies 
have investigated such long-term associations, it was reported that 
people who experienced two or more stressful life events in early life 
had significantly smaller amygdala and hippocampal volumes in 
later life and those who experienced a late-life event had signifi-
cantly larger amygdala volumes. In line with these findings, other 
studies have also shown that a history of early parental death or 
other negative events increases dementia risk [55]. 

Although the brain is more mature and stable in midlife and 
therefore should be less vulnerable to environmental insults, stress 
may still cause several physiological reactions in the central nervous,



endocrine, immune, and cardiovascular systems. All these factors 
may exacerbate cognitive deficits leading to dementia. Consistent 
with this notion, midlife occupation-related stress (low control at 
work and low job demands) was shown to be related to an increased 
dementia risk [56]. High job strain was related to an increased risk 
of late-life AD and dementia over a 6-year follow-up period [41]. In 
addition, it was reported that women who experienced midlife 
negative life events were at higher risk of AD and dementia over a 
38-year follow-up period [57]. These findings suggest that midlife 
occupational stressors are relevant for AD and dementia risk and 
that there may be gender differences in terms of vulnerability to 
psychological stress from life events experienced in midlife. 
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During the aging process, the brain loses its plasticity, which is 
crucial to post-stress dendritic atrophy. Life after retirement may be 
viewed as a calm period when stressors such as workload and family 
responsibilities are no longer present; however, old age also encom-
passes powerful stressors due to important life changes, such as the 
loss of loved ones and the occurrence of new health problems. 
Therefore, these stressors and accompanying stress responses may 
affect functioning due to reduced plasticity of the aging brain 
[58]. To date, evidence on late-life stress in relation to the risk of 
AD and dementia is limited. Late-life depressive symptoms, stress-
prone personality traits (high neuroticism in combination with low 
extraversion) [59], sleep problems [60], and stressful life events 
[61] were related to an increased risk of dementia. 

Several genes have been implicated in stress response and stress-
related disorders, including IGF-1R, COMT, BDNF, and IDE. 
However, it has not been sufficiently explored so far if these genes 
interact with known stressors and how they impact the related 
increased risk of AD and dementia. For example, individuals carry-
ing the APOE ε4 allele may have less effective neural protection and 
repair mechanisms, and therefore they may be more vulnerable to 
the effects of environmental factors on cognitive function. Because 
of the common mechanisms shared by psychosocial factors and 
APOE ε4, it is plausible to hypothesize that these factors have 
interactive effects on the risk of AD and dementia. 

3.4 Cardiometabolic 

Factors 

It is well established that cardiovascular and metabolic pathology 
affect the risk of AD and dementia, with various studies showing an 
association with hypertension [62], arterial stiffness [63], diabetes 
mellitus [64], smoking [65], hypercholesterolemia [66], and car-
diac diseases [67]. Importantly, this link is reported not only with 
vascular dementia but also with AD. Cardiometabolic factors have a 
direct effect on this association as well as serve as mediators for 
other factors, such as lifestyle and nutrition. For instance, physical 
activity leads to lower stiffness of the vasculature, better glycemic 
control, and less cardiac disease. Therefore, physical activity may 
lower the risk of dementia directly (e.g., via better brain perfusion



or improved neurogenesis), but may also exert its effect through 
any of the three mentioned cardiometabolic factors, all of which 
affect AD and dementia risk. Similarly, dietary factors can directly 
affect brain metabolism, but diet may also influence the cardiovas-
cular system, which in turn can affect the brain. 
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Although cardiometabolic factors have been implicated in the 
development of all-cause dementia and AD, few studies have exam-
ined the association between subclinical atherosclerosis markers 
and prospective risk of dementia. High values of carotid intima-
media thickness were associated with a significantly increased risk of 
dementia and AD during a 5-year follow-up [68]. Similarly, over a 
median follow-up of 9 years, the highest quintile of carotid intima-
media thickness was related to prospective AD and dementia risk 
[69]. During up to 14 years of follow-up, multiple measures of 
carotid atherosclerosis were associated with a significant risk of AD 
and dementia [70]. All these findings suggest the possibility that 
early intervention to reduce atherosclerosis may help delay or pre-
vent dementia onset. 

Only a few studies have evaluated the association between MRI 
markers of cerebrovascular disease and prospective risk of AD and 
dementia, reporting that, compared with healthy controls, subjects 
with AD and MCI show white matter volumetric abnormalities 
suggestive of reduced white matter integrity [71]. These changes 
affect complex networks relevant to episodic memory and other 
cognitive processes, which characterize cognitive impairment and 
dementia. White matter abnormalities are also associated with an 
increased risk of progression from MCI to dementia [72]. Overall, 
the severity of white matter degeneration appears to be higher in 
advanced clinical stages of dementia, supporting the construct that 
these abnormalities are part of the relevant pathophysiological 
processes. Again, these findings may have relevant therapeutic 
implications because white matter lesions can be prevented through 
appropriate control of cardiometabolic factors. 

Even though the association between cardiometabolic factors, 
alone or clustered within the concept of metabolic syndrome [73], 
and risk of AD and dementia are well established, it remains largely 
unclear how cardiometabolic pathology leads to cognitive 
impairment. There is evidence suggesting that this effect is at least 
partly exerted through interaction of cardiometabolic pathology 
with genetic factors. For instance, many studies have shown that 
vascular pathology and APOE ε4 have a multiplicative rather than 
an additive effect with regard to risk of AD and dementia [74]. Sim-
ilar findings were reported regarding MRI markers of vascular 
disease and APOE ε4. Carriers of the ε4 allele, for example, have 
more subclinical brain lesions if they suffer from hypertension as 
well, which could reflect a diminished capacity for neuronal repair 
in the risk allele carrier group [75]. Conversely, several novel genes 
recently identified for AD are postulated to be involved in pathways



that involve lipid processing and vascular disease [76]. ABCA7 is a 
member of a superfamily of cholesterol and phospholipid transpor-
ters that has been implicated in both lipid homeostasis and Alzhei-
mer’s disease (AD) risk [77]. This superfamily has been shown not 
only to influence lipids but also to directly affect the vessel wall 
[78]. However, putative interactions between cardiometabolic and 
genetic risk factors of AD and dementia largely remain to be inves-
tigated. Further research is needed to better understand the com-
plex interplay between these factors and their impact on the risk of 
AD and dementia. 
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4 Conclusions 

The availability of new antibody drugs for AD is the beginning of a 
new era of dementia prevention and treatment. At the same time, 
developing more effective treatment options for AD remains a 
major societal priority. The integration of existing cohort resources 
with advanced gene-environment analytical approaches may be an 
effective means to achieve this goal. After decades of intensive 
research on AD and other types of dementia, disease concepts 
with a stronger biological focus compared to the traditional clini-
cally oriented classification systems have emerged. Consensus 
regarding these concepts is increasing among specialists in the 
field and diagnostic criteria will keep evolving as new evidence on 
the biology of AD becomes available. 

Epidemiological research has shown that AD and dementia are 
predominantly disorders of older individuals. This means that aging 
and dementia are closely related processes and both are related to 
lifelong accumulation of biological alterations and organ damage. 
Although AD is the most common pathology underlying dementia 
in adults aged 65 years and older, studies suggest that the relation-
ship between AD pathology and expression of dementia is attenu-
ated in the oldest old [79]. The traditional diagnosis of dementia 
subtypes has been challenged by neuropathological and neuroim-
aging studies. These studies have revealed that AD-related lesions 
are often present in the brain of older adults with intact cognition 
and that more than half of the people with a clinical diagnosis of AD 
at autopsy have other neurodegenerative alterations and cerebro-
vascular injuries [80]. Moreover, epidemiological research strongly 
supports a relevant role of lifestyle and cardiovascular risk factors in 
the development of dementia. Most of these factors are especially 
relevant if present during middle age, and many of them are also 
related to cardiovascular disease [81]. Several studies report a 
decreasing trend of dementia incidence in Europe, possibly due to 
the decreased vascular burden during the last two to three decades 
[82, 83]. It is likely that after the age of 75 years, most dementia 
cases are due to both vascular and neurodegenerative disease of



different types. To improve dementia prevention worldwide, a 
closer collaboration of existing and planned population-based stud-
ies is required, and associations between biological and external 
factors should be scrutinized. 
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Chapter 3 

CSF N-Glycomics Using High-Throughput UPLC-ESI 
Techniques in Alzheimer’s Disease 

Angela Messina, Rita Barone, Luisa Sturiale, Mario Zappia, 
Angelo Palmigiano, and Domenico Garozzo 

Abstract 

In this chapter, we will present a high-throughput method applied in our laboratory for the structural 
elucidation of the cerebrospinal fluid (CSF) N-glycome. This methodology is based on a commercial 
equipment developed by WATERS™ to speed up N-deglycosylation and N-glycan labeling of glycoproteins 
of pharmaceutical and biological interest such as monoclonal antibodies. This analytical kit is sold under the 
trade name of RapiFluor-MS (RFMS). We have slightly modified the methodology, increasing the glyco-
sylation time and using a high-resolution mass analyzer for the analysis of CSF N-glycans, thus obtaining a 
high-throughput method (up to 96 samples simultaneously), mass accuracy better than 5 ppm, and the 
ability to separate and identify isomers. 

Key words High-throughput N-glycomics, AD, Glyco-biomarkers, N-glycans 

1 Introduction 

N-glycosylation is a vital post-translational protein modification 
that plays a crucial role in many biological processes. The N-glycan 
moiety of glycoproteins strongly impacts on their physiological 
properties (such as solubility, half-life, protein folding) and 
biological functions (such as intercellular signaling, immunological 
regulation, receptor recognition) [1]. Consequently, detailed struc-
tural characterization of N-glycans is critical to understand physio-
logical processes and to correlate changes in glycan structures with 
various pathological conditions. 

Alzheimer’s disease (AD) is the most common 
neurodegenerative disease [2]. The amyloid hypothesis of AD sup-
ports that polymerization of β-amyloid (Aβ) peptide in the brain is 
the patho-mechanism that occurs as a slow, progressive process 
along a protracted preclinical phase lasting almost two decades 
[3]. Aβ peptide derives from the transmembrane amyloid precursor
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protein (APP) through the action of β-secretase or BACE-1 and 
γ-secretase. BACE-1 produces a soluble fragment, APPβ, and a 
C-terminal membrane-bound fragment. This is cleaved by 
γ-secretase into an APP intracellular fragment and further pro-
cessed to form different Aβ peptides, including the Aβ-40 and 
Aβ-42 [4]. The identification of the factors that may act on APP 
processing, sorting, and secretion might be crucial to understand 
the initial mechanisms of the pathological cascade leading to neu-
rotoxicity in AD brain.
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Recently, high levels of bisecting GlcNAc in AD patients were 
found [5]. This is of pivotal importance because it was successively 
demonstrated that high levels of bisected N-glycans in BACE1 
block its lysosomal degradation by increasing its concentration 
and, consequently, increasing the β-amyloid production 
[6]. These high levels of bisecting GlcNAc are already evident at 
the MCI state [5] and probably in the presymptomatic years open-
ing the way to very early diagnoses and to new pharmaceutical 
targets. This being the case, high-throughput (HT) investigation 
methods to be able to analyze the highest number of samples in the 
shortest possible time are necessary. Here, we present our results on 
the N-glycomic analysis of CSF by applying a high-throughput 
method that allows to analyze 96 samples simultaneously in a 
96-well plate. This procedure is based, with few modifications, on 
a commercial tool, RapiFluor-MS™ (RFMS), developed for HT 
monoclonal antibody N-glycans analysis. We have adapted the 
methodology to the N-glycomic of various substrates including 
CSF, brain tissue, serum, and other tissues [7], allowing N-glycans 
identification by molecular mass measurements within few ppm 
confidence and retention time, separation, and relative quantifica-
tion of isomeric structures. 

Figure 1 shows the overlapping total ion currents (TICs) of the 
N-glycans released by PNGase F, labeled by the RapiFluor-MS™ 
tag, and analyzed by HILIC UPLC ESI MS of a control CSF (blue 
line) and an Alzheimer’s patient (AD1). We identified more than 
90 structures, as shown in Table 1. Noticeable, all isomeric struc-
tures are chromatographically separated. 

The two profiles in Fig. 1 show large quantitative differences in 
the peak at retention time 16.9 corresponding to FA2B, much 
more intense in the TIC corresponding to the AD patient. The 
opposite situation is observed for the peaks at RT 15.5 
corresponding to FA2 and for the peaks at RT 27.4 and 28.6 
corresponding to the disialylated biantennary structure. These 
peaks are more intense in the control chromatogram. 

Figure 2a–d displays the EICs of the peak at m/z 1267.9861 
corresponding to the disialylated biantennary glycans showing that 
this chromatographic technique is able to separate the three bian-
tennary disialo N-glycans. The peak at RT 26.1 min corresponds to 
the structure with the two sialic acids linked 2–3, the peak at RT



27.4 min relates to the N-glycan with a sialic acid linked 2.3 and 
one linked 2.6, and finally the most abundant peak at RT 28.6 min 
matches the biantennary-disialo N-glycan with both sialic acids 
linked 2,6. Furthermore, from the enlargements in Fig. 2c and d, 
it appears that the three peaks have different relative proportions in 
the AD patient and in the control patient, being the peak at 26.1 
more intense in the CSF of the AD patient. Although further 
investigations with large numbers of patients need to be conducted 
to confirm this finding, given that sialic acids are known to play a 
role in the pathogenesis of AD [8, 9], the knowledge on the relative 
abundance of sialic acids linked 2,3 or 2.6 can be very important. 
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Fig. 1 Overlapping total ion currents (TICs) of the N-glycans released by PNGase F, labeled by the RapiFluor-
MS™ tag, and analyzed by HILIC UPLC ESI MS of a control cerebrospinal fluid (blue line) and an Alzheimer’s 
patient (AD1) 

2 Materials 

2.1 Rapid 

Deglycosylation of 

Proteins: GlycoWorks 

Deglycosylation 

Module 

1. Intact mAb Mass Check Standard. 

2. MilliQ water. 

3. 5x GlycoWorks Rapid Buffer 

4. RapiGest™ SF Powder Waters Corporation, 1 Pack of 
10 mg vial. 

Buffered solution. RapiGest™ 5% (w/v). 10 mg Rapi-
Gest™ in 200 μL of 5x GlycoWorks Rapid Buffer (stable 
several months at -20 °C) 

5. Sample Collection Module box. 

6. Heating block (90 °C).
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Table 1 
Structures of CSF N-glycans identified 

[M + 2H]2+ Rapifluor 

m/z (calc) m/z (obs) 

CSF 1 H5N2 17.05 773.8113 773.8105 -1.0338 

CSF 2 H3N3F1 13.44 786.3271 786.3266 -0.6359 

CSF 3 H4N3 15.23 794.3246 794.3226 -2.5179 

CSF 4 H3N4 14.20 814.8378 814.8398 2.4545 

CSF 5 H6N2 20.22 854.8377 854.8386 1.0528 

CSF 5a H6N2 20.62 854.8377 854.8364 -1.5208 

CSF 6 H4N3F1 16.55 867.3535 867.3523 -1.3835 

CSF 6a H4N3F1 17.16 867.3535 867.3523 -1.3835 

CSF 7 H3N4F1 15.53 887.8668 887.8665 -0.3379 

CSF 8 H4N4 17.23 895.8643 895.8627 -1.7860 

CSF 8a H4N4 17.78 895.8643 895.8627 -1.7860 

CSF 9 H3N5 15.76 916.3775 916.3798 2.5099 

CSF 10 H4N3S1 20.86 939.8723 939.8718 -0.5320 

CSF 11 H7N2 23.85 935.8641 935.8631 -1.0685 

CSF 12 H3N4F2 18.72 960.8957 960.8973 1.6131 

CSF 13 H4N4F1 18.53 968.8932 968.8926 -0.6193 

CSF 13a H4N4F1 19.05 968.8932 968.8926 -0.6193 

CSF 14 H5N4 20.80 976.8907 976.8900 -0.7166 

CSF 15 H3N5F1 16.93 989.4065 989.4055 -1.0107 

CSF 16 H4N5 18.57 997.4039 997.4020 -1.9049 

CSF 16a H4N5 18.93 997.4039 997.4020 -1.9049
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Matrix Peak # Structure Composition RT (min) ppm

(continued)
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(continued)

[M + 2H]2+ Rapifluor 

m/z (calc) m/z (obs) 

CSF 17 H8N2 26.79 1016.8905 1016.8890 -1.4751 

CSF 18 H4N3S1F1 22.10 1012.9012 1012.9035 2.2707 

CSF 19 H3N6 18.42 1017.9172 1017.9189 1.6701 

CSF 20 H4N4S1 21.76 1041.4120 1041.4105 -1.4404 

CSF 20a H4N4S1 22.46 1041.4120 1041.4105 -1.4404 

CSF 21 H4N4F2 21.27 1041.9222 1041.9245 2.2075 

CSF 21a H4N4F2 21.59 1041.9222 1041.9245 2.2075 

CSF 22 H5N4F1 21.26 1049.9196 1049.9188 -0.7620 

CSF 22a H5N4F1 21.86 1049.9196 1049.9188 -0.7620 

CSF 23 H4N5F1 19.59 1070.4329 1070.4317 -1.1210 

CSF 24 H4N5F1 20.04 1070.4329 1070.4317 -1.1210 

CSF 25 H5N5 21.58 1078.4303 1078.4288 -1.3909 

CSF 26 H3N6F1 18.42 1090.9462 1090.9483 1.9249 

CSF 26a H3N6F1 19.44 1090.9462 1090.9483 1.9249 

CSF 27 H6N3S1 24.96 1101.9251 1101.9280 2.6318 

CSF 27a H6N3S1 26.45 1101.9251 1101.9278 2.4503 

CSF 28 H9N2 28.90 1097.9169 1097.9186 1.5484 

CSF 29 H4N4F1S1 22.90 1114.4409 1114.4395 -1.2562
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(continued)

[M + 2H]2+ Rapifluor 

m/z (calc) m/z (obs) 

CSF 29a H4N4F1S1 23.54 1114.4409 1114.4395 -1.2562 

CSF 30 H5N4S1 25.00 1122.4384 1122.4378 -0.5346 

CSF 31 H4N5S1 23.72 1142.9516 1142.9545 2.5373 

CSF 32 H4N5F2 22.12 1143.4618 1143.4644 2.2738 

CSF 32a H4N5F2 22.56 1143.4618 1143.4644 2.2738 

CSF 33 H5N5F1 22.53 1151.4593 1151.4582 -0.9553 

CSF 34 H4N6F1 21.30 1171.9726 1171.9747 1.7918 

CSF 34a H4N6F1 22.28 1171.9726 1171.9747 1.7918 

CSF 35 H5N4F1S1 24.00 1195.4673 1195.4663 -0.8365 

CSF 35a H5N4F1S1 24.53 1195.4673 1195.4663 -0.8365 

CSF 35b H5N4F1S1 25.94 1195.4673 1195.4663 -0.8365 

CSF 36 H5N4F3 26.67 1195.9775 1195.9800 2.0736 

CSF 37 H4N5F1S1 21.86 1215.9806 1215.9833 2.2204 

CSF 37a H4N5F1S1 22.92 1215.9806 1215.9833 2.2204 

CSF 37b H4N5F1S1 24.67 1215.9806 1215.9837 2.5494 

CSF 38 H5N5S1 26.00 1223.9781 1223.9786 0.4085 

CSF 39 H6N5F1 26.45 1232.4857 1232.4873 1.2982 

CSF 40 H4N6F2 24.22 1245.0015 1245.0039 1.9277 

CSF 41 H5N4S2 26.08 1267.9861 1267.9862 0.0789
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Matrix Peak # Structure Composition RT (min) ppm

(continued)

CSF N-Glycomics in AD by HT ESI MS 43

(continued)

[M + 2H]2+ Rapifluor 

m/z (calc) m/z (obs) 

CSF 41a H5N4S2 27.38 1267.9861 1267.9850 -0.8675 

CSF 41b H5N4S2 28.59 1267.9861 1267.9850 -0.8675 

CSF 42 H4N5S1F2 26.72 1289.0089 1289.0123 2.6377 

CSF 43 H5N5F1S1 24.52 1297.0070 1297.0096 2.0046 

CSF 43a H5N5F1S1 25.10 1297.0070 1297.0097 2.0817 

CSF 43b H5N5F1S1 26.77 1297.0070 1297.0102 2.4672 

CSF 44 H6N5S1 28.25 1305.0045 1305.0058 0.9962 

CSF 44a H6N5S1 28.97 1305.0045 1305.0070 1.9157 

CSF 45 H4N6S1F1 23.56 1317.5203 1317.5227 1.8216 

CSF 45a H4N6S1F1 24.13 1317.5203 1317.5222 1.4421 

CSF 46 H4N6S1 28.53 1325.5177 1325.5162 -1.1316 

CSF 47 H5N6F2 23.53 1326.0279 1326.0265 -1.0558 

CSF 47a H5N6F2 23.81 1326.0279 1326.0262 -1.2820 

CSF 47b H5N6F2 24.18 1326.0279 1326.0264 -1.1312 

CSF 48 H5N4F1S2 26.85 1341.0150 1341.0174 1.7897 

CSF 49 H5N4F1S2 28.11 1341.0150 1341.0175 1.8643
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(continued)

[M + 2H]2+ Rapifluor 

m/z (calc) m/z (obs) 

CSF 49a H5N4F1S2 29.35 1341.0150 1341.0127 -1.7151 

CSF 50 H5N5S2 29.14 1369.5258 1369.5260 0.1460 

CSF 51 H5N5F1S2 26.98 1442.5547 1442.5589 2.9115 

CSF 51a H5N5F1S2 28.48 1442.5547 1442.5600 3.6740 

CSF 51b H5N5F1S2 29.80 1442.5547 1442.5580 2.2876 

CSF 52 H5N6S1F2 27.33 1471.5757 1471.5779 1.4950 

CSF 52a H5N6S1F2 27.75 1471.5757 1471.5802 3.0579 

CSF 53 H5N6S2F1 28.25 1544.0944 1544.0972 1.8134 

CSF 54 H6N5S3 32.76 1596.0999 1596.1023 1.5037 

CSF 55 H6N5S3F1 31.62 1669.1288 1669.1297 0.5392 

CSF 55a H6N5S3F1 33.75 1669.1288 1669.1311 1.3780 

Linkages are not indicated on the cartoons, except for sialic acid linkages 

7. GlycoWorks Rapid PNGase F. 

8. Heating block (50 °C).

2.2 Rapid Labeling of 

Glycosylamines 

1. GlycoWorks Reagent Solvent Anhydrous DMF. 

2. GlycoWorks RapiFluor-MS™ Reagent Powder. 

3. Acetonitrile (MeCN) UHPLC-MS, Scharlau-1 L. 

2.3 HILIC SPE Clean-

up of Labeled 

Glycosylamines 

1. GlycoWorks HILIC μElution plate (included in the Sample 
Collection Module box). 

2. Vacuum manifold.
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Fig. 2 EICs of the peak at m/z 1267.9861 corresponding to the disialylated biantennary glycans showing that 
this chromatographic technique is able to separate the three biantennary disialo N-glycans. The peak at RT 
26.1 min corresponds to the structure with the two sialic acids linked 2–3, the peak at RT 27.4 min relates to 
the N-glycan with a sialic acid linked 2.3 and one linked 2.6, and finally the most abundant peak at RT 
28.6 min matches the biantennary-disialo N-glycan with both sialic acids linked 2,6 

3. Waste tray. 

4. 96-well collection plate 

5. 600 μL Labeling Reaction tubes 
6. MilliQ water. 

Conditioning solution 1. MilliQ water 

7. Acetonitrile (MeCN) UHPLC-MS, Scharlau-1L. 
Conditioning solution 2. 15:85 (v/v) MilliQ water/MeCN 

8. Formic acid LC-MS grade, Fluka Analytical. 
Washing solution. 1:9:90 (v/v/v) formic acid/MilliQ 

water/MeCN 

9. GlycoWorks SPE Elution Buffer (200 mM ammonium acetate 
in 5% MeCN). 

Eluting solution. GlycoWorks SPE Elution Buffer.
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2.4 HILIC-UPLC-ESI-

MS Analysis for 

GlycoWorks RapiFluor-

MS-Labeled N-Glycans 

1. UHPLC THERMO system (Ultimate 3000 LPG3400SD) 
coupled to an Exactive Orbitrap HESI-II mass spectrometer 
(Thermo Fisher Scientific Inc., Bremen, Germany). 

2. Hydrophilic interaction liquid chromatography (HILIC) col-
umn (ACQUITY UPLC Glycan BEH Amide 130 Å, Waters, 
2.1 mm × 150 mm, 1.7 μm, Waters Corporation Milford, 
MA, USA). 

3. Mobile phase A: 50 mM ammonium formate solution, pH 4.4 
(Waters Ammonium Formate Soln-Glycan Analysis reconsti-
tuted in 1 L MilliQ water). 

4. Mobile phase B: MeCN, UHPLC-MS, Scharlau-1L. 

3 Methods 

3.1 Rapid 

Deglycosylation of 

Proteins: GlycoWorks 

Deglycosylation 

Module 

1. A volume of 7.5 μL of glycoprotein solution with a concentra-
tion of about 2 mg/mL is used. It is recommended not to 
exceed a total glycoprotein quantity of 15 μg, to not affect the 
PNGase F to substrate ratio. 

2. Heat and equilibrate the two heat blocks to 50 °C and 90 °C, 
respectively, at least 30 min prior to beginning. 

3. As a control standard, a vial (1 mg/vial) of Intact mAb Mass 
Check Standard is reconstituted in 500 μL of MilliQ water to 
obtain a 2 mg/mL IgG solution. 

4. The contents of one vial (10 mg) RapiGest™ SF are dissolved 
in 200 μL of 5x GlycoWorks Rapid Buffer to prepare a buffered 
solution of 5% (w/v) RapiGest™ SF Surfactant. Vortex. 

5. Add 15.3 μL of MilliQ water into a 1 mL tube. 

6. Dispense 7.5 μL of the 2 mg/mL glycoprotein solution into 
above tube. 

7. Add 6 μL of buffered solution of 5% (w/v) RapiGest™ SF 
Surfactant to each above tube. 

8. Denature this mixture for 3 min in the heat block set at 90 °C. 

9. Remove the tubes from the heat block and cool at room 
temperature for 3 min. 

10. Dispense 1.2 μL of GlycoWorks Rapid PNGase F enzyme. 
Aspirate to mix. 

11. Incubate the mixture for 30 min in the heat block set at 50 °C. 

12. Remove the tubes from the heat block and cool at room 
temperature for 3 min.
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3.2 Rapid Labeling of 

Glycosylamines 

1. The content of one vial of 23 mg of the GlycoWorks Rapi-
Fluor-MS™ Reagent Powder is dissolved in 335 μL of the 
GlycoWorks Reagent Solvent Anhydrous DMF to prepare the 
Reagent solution. Mix and vortex to solubilize. 

2. Dispense 12 μL of the RapiFluor-MS™ Reagent solution to 
the deglycosylation mixture in each 1 mL tube. Aspirate to mix 
at least five times. 

3. Allow the labeling reaction at room temperature for 5 min. 

4. Dilute each mixture with 358 μL of MeCN. 

3.3 HILIC SPE Clean-

up of Labeled 

Glycosylamines 

1. Prepare a vacuum manifold with a set of three shims and set up 
on it the GlycoWorks HILIC μElution plate. 

2. Add 200 μL of MilliQ water to condition each well. 

3. Dispense 200 μL of 15:85 (v/v) MilliQ water/MeCN solution 
to equilibrate wells. 

4. Load all ~400 μL of MeCN-diluted samples. 

5. Add 600 μL (two times) of 1:9:90 (v/v/v) formic acid/MilliQ 
water/MeCN solution to wash wells. 

6. Replace the waste tray with the 96-well collection plate fitted 
with 600 μL Labeling Reaction tubes. 

7. Add 30 μL (three times) of GlycoWorks SPE Elution Buffer to 
elute glycans. 

3.4 HILIC-UPLC-ESI-

MS Analysis for 

GlycoWorks RapiFluor-

MS-Labeled N-Glycans 

Eluted RFMS-derivatized N-glycans, tagged at the glycosylamine 
residue of the terminal chitobiose epitope [10, 11], were separated 
by an UHPLC THERMO system (Ultimate 3000 LPG3400SD) 
coupled to an Exactive Orbitrap HESI-II mass spectrometer 
(Thermo Fisher Scientific Inc., Bremen, Germany). Analysis was 
performed by a hydrophilic interaction liquid chromatography 
(HILIC) column (ACQUITY UPLC Glycan BEH Amide 130 Å, 
Waters, 2.1 mm × 150 mm, 1.7 μm, Waters Corporation Milford, 
MA, USA) at 60 °C. The separation was carried out at a flow rate of 
0.4 mL/min, with 50 mM ammonium formate aqueous solution 
(pH 4.4) as solvent A and pure MeCN as solvent B [see Note 
1]. Gradient conditions used were as follows: 0 min 25% A; 
35 min 46% A; 36.5 min 100% A and flow rate of 0.2 ml/min; 
39.5 min 100% A and flow rate of 0.2 ml/min; 43.1 min 25% A and 
flow rate of 0.2 ml/min; and 47.6 min 25% A and flow rate of 
0.4 ml/min, which was kept constant for 17.4 min for column 
equilibration. 

MS analyses were conducted under the following conditions: 
heater temperature 375 °C, capillary temperature 120 °C, spray 
voltage 1.90 kV, capillary voltage 120 V, tube lens voltage 120 V, 
and skimmer voltage, 50 V. Spectra were acquired in positive 
polarity, and resolution was adjusted at 70000 FWHM @200 m/z.
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4 Notes 

1. A 200 mM ammonium formate aqueous solution as solvent A 
provides better chromatographic resolution and tighter peaks. 
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Chapter 4 

CSF N-Glycomics Using MALDI MS Techniques 

Angela Messina, Donata Agata Romeo, Rita Barone, Luisa Sturiale, 
Angelo Palmigiano, Mario Zappia, and Domenico Garozzo 

Abstract 

In this chapter, we will present the methodology currently applied in our laboratory for the structural 
elucidation of the cerebrospinal fluid (CSF) N-glycome. N-glycans are released from denatured carbox-
ymethylated glycoproteins by digestion with peptide-N-glycosidase F (PNGase F) and purified using both 
C18 Sep-Pak® and porous graphitized carbon (PGC) HyperSep™ Hypercarb™ solid phase extraction 
(SPE) cartridges. The glycan pool is subsequently permethylated to increase mass spectrometry sensitivity. 
Molecular assignments are performed through matrix-assisted laser desorption/ionization time-of-flight 
mass spectrometry (MALDI TOF MS) analysis considering either the protein N-linked glycosylation 
pathway or MALDI TOF MS/MS data. Each stage has been optimized to obtain high-quality mass spectra 
in reflector mode with an optimal signal-to-noise ratio up to m/z 4800. This method has been successfully 
adopted to associate specific N-glycome profiles to the early and the advanced phases of Alzheimer’s 
disease (AD). 

Key words AD, CSF, N-glycans, MALDI MS, MCI 

1 Introduction 

Although the role of N-glycosylation in the development and 
progression of AD is still to be elucidated [1], several findings 
show that it has a considerable impact on central nervous system 
(CNS) neurodegeneration processes [2–6]. Among all post-
translational modifications that regulate protein processing, glyco-
sylation is a common and versatile form that is vital for proper brain 
function. Glycans regulate how the proteins are processed and 
sorted inside the cells and play a role in cell adhesion, recognition, 
and signaling. Protein N-glycosylation is a highly ordered, sequen-
tial process that encompasses different cellular compartments. The 
nascent protein is glycosylated in the endoplasmic reticulum, where 
the precursor oligosaccharide Glc3Man9GlcNAc2 is first trans-
ferred en bloc to the polypeptide chain, and then processed in the 
Golgi [7]. Based on the last process, N-glycan structures are
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distinguished in complex, hybrid, and high mannose types [7]. The 
huge variability of N-glycan structures basically relies on the type 
and position of attached sugars and branching.
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CSF N-glycomics using MALDI MS techniques represents a 
reliable and a feasible approach for the characterization of brain 
glycoproteome enabling to identify possible alterations on different 
pathological processes affecting the CNS. Here we report the 
N-glycan CSF profile of a 79-year-old man with absence of neuro-
logical and cognitive concerns (obtained with the procedure briefly 
outlined in the summary) considered as a representative spectrum 
of a healthy reference control (see Fig. 1a). The developed protocol 
allowed us to pinpoint in human CSF a relevant incidence of 
biantennary N-glycans with bisecting GlcNAc and proximal fuco-
sylation (α1,6 fucosylation at the chitobiosyl core), the so-called 
brain-type N-glycosylation (Fig. 2a), whereas representative serum 
N-glycans are complex glycans with almost absent bisecting 
GlcNAc (Fig. 2b) [3, 8]. 

Our strategy led to a full identification of brain-type and serum-
type glycoforms by MALDI TOF MS/MS analyses on representa-
tive (not-derivatized) model compounds, as the biantennary, 
bisected, fucosylated species FA2B and the isobaric triantennary 
fucosylated analogue FA3 (letter code described by Royle et al. 
[9]). The typical MS/MS fragmentation patterns of FA2B and 
FA3 glycoforms (precursor ion at m/z 1688.6, as sodium adduct) 
considered as model compounds for bisected and triantennary 
fucosylated N-glycoforms, respectively (see Fig. 3a, b), show 
B-type and Y-type ions due to glycoside bond cleavages (Domon 
and Costello nomenclature [10]). In addition, FA3 spectrum 
(Fig. 3b) is characterized by intense Z-type (m/z 1524.6) and 
C-type (m/z 1339.7) ion fragments, not present in the MS/MS 
spectrum of the bisected FA2B species (Fig. 2a). The fragmentation 
spectrum associated to FA2B, matched with those from the same 
precursor ion belonging to CSF profiles from healthy individuals 
and AD patients (Fig. 3c, d), thus suggesting the CSF glycoform at 
m/z 1688.6, and, consequently, the corresponding permethylated 
derivative at m/z 2080.9 (see Fig. 1a) are both associated to a 
bisected, core fucosylated structure [2]. 

N-glycans with bisecting GlcNAc, referred as bisected N-gly-
cans, are synthesized by β1,4-N-acetylglucosaminyltransferase III 
enzyme (GnT-III; EC 2.4.1.144) (encoded by MGAT3) that cata-
lyzes GlcNAc attachment to the core β-mannose residue of N-gly-
cans with β1,4 linkage [11]. GnT-III is overexpressed in the brain 
of AD patients [12] and it has been found to modulate the innate 
immune response of blood monocytes to Aβ [12, 13]. Moreover, 
GnT-III plays a regulatory role of N-glycan biosynthesis, as bisect-
ing GlcNAc, preventing the action of further GlcNAc transferases, 
leads to an overall reduction of the N-glycan branching [7, 14]. We 
have compared, in a recent study [2], the N-glycosylation profile of
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Fig. 1 MALDI-TOF spectra of permethylated CSF N-glycans from (a) healthy control (age 79 years), (b) AD1 patient 
(age 76 years), (c) MCI1 patient (age 75 years). Each figure inset highlights differences and/or similarities at high 
mass range between control, AD1, and MC1 profiles. N-acetylglucosamine (GlcNAc): blue square; mannose 
(Man): green circle; galactose (Gal): yellow circle; sialic acid (NeuAc): purple lozenge; fucose (Fuc): red triangle



CSF samples from patients with AD and mild cognitive impairment 
(MCI) and from healthy controls. Principal component analysis 
(PCA) showed all the 24 AD patients are classified into 2 groups, 
namely, AD1 (10 patients) characterized by an increase in brain-
type glycoforms (bisected N-glycans) and AD2 group (14 patients) 
showing a reduction of the same species compared to healthy 
controls. Noteworthy, PCA revealed also two analogue MCI popu-
lations: MCI1 group (5 out of 11) with increased bisected N-gly-
cans and MCI2, showing a lower amount of these species. 
Surprisingly, all MCI1 patients converted to AD within the clinical 
follow-up, whereas MC2 patients remained unvaried, thus suggest-
ing that CSF changes proceed the clinical onset providing useful 
biomarker for early AD diagnosis. Moreover, the reported findings 
suggest GnT-III as a possible target for the AD pharmaceuticals. 
N-glycan CSF profiles of AD1 and MC1 patients are reported in 
Fig. 2b, c, respectively.
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A database containing CSF N-glycans MALDI mass spectra 
from CTRL, MCI, AD1, and AD2 patients obtained with our 
procedure are downloadable at: http://www.ipcb.ct.cnr.it/ct/ 
spectra.jsp. 

Below, our procedure to profile N-glycans from 200 μL of CSF 
samples will be described in detail. The same protocol has proved to 
be robust enough to achieve spectra with still satisfactory signal-to-
noise ratio by employing up to only 20 μL of CSF. 

2 Materials 

2.1 Denaturation of 

Proteins by Reduction 

and Alkylation 

1. Ammonium bicarbonate (NH4HCO3), Sigma part # A6141-
500 g. 

Buffer solution. NH4HCO3 50 mM pH 7.8 in MilliQ water 

2. RapiGest™ SF Powder Waters Corporation, 1 Pack of 1 mg 
vials, part # 186001860. 

Denaturing buffer. RapiGest™ 0.1% (w/v). 1 mg Rapi-
Gest™ in 1 mL buffer solution (stable several months at -20 ° 
C) 

3. Heating block (56 °C). 

4. Dithiothreitol (DTT), Sigma part # D9779-250 mg. 
Reducing buffer. DTT 100 mM in buffer solution (always 

prepare fresh) 

5. Iodoacetamide (IAA), Sigma part # I1149-5 g. 
Alkylating buffer. IAA 100 mM in buffer solution (always 

prepare fresh. Light sensitive, keep in the dark).

http://www.ipcb.ct.cnr.it/ct/spectra.jsp
http://www.ipcb.ct.cnr.it/ct/spectra.jsp
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Fig. 2 Typical features of “brain-type” (a) and “serum-type” (b) complex biantennary N-glycans. Dotted 
linkages are related to additional “brain-type” and “serum-type” structural characteristics 

2.2 PNGase F 

Digestion 

1. N-glycosidase F (PNGase F, EC 3.5.1.52) of Flavobacterium 
meningosepticum, recombinant from E. coli, 250 units, 
0.25 ml, solution in 50 mM sodium phosphate, 12.5 mM 
EDTA, 50% glycerol (v/v), pH 7.2, (Roche Molecular Bio-
chemicals, Mannheim, Germany part # 11365177001) [see 
Note 1]. 

PNGase F is an amidase that cleaves the linkage between 
the innermost GlcNAc and the asparagine residues of high-
mannose, hybrid, and complex N-glycans. 

2. 500 mM hydrochloric acid (HCl) reagent grade 37%, Aldrich 
part # 25814–8-2-5 L, in MilliQ water. 

2.3 C18 Sep-Pak 

Purification of the 

Released N-Glycans 

1. Sep-Pak® Vac tC18 1 cc, part # WAT036820 (Waters, 
Milford, MA). 

2. SpeedVac™ vacuum concentrator. 

3. Methanol (MeOH) HPLC gradient grade, J.T. Baker® part # 
8402-2.5 L. 

Cleaning solution. MeOH 

4. Acetic acid (HAc) ≥ 99.9%, Sigma Aldrich part # A6283-1 L. 
Conditioning solution. 5% (v/v) HAc in MilliQ water. 
Eluting solution. 5% (v/v) HAc in MilliQ water. 

2.4 Solid Phase 

Extraction of the 

Released N-Glycans 

1. HyperSep™ Hypercarb™ SPE cartridges 50 mg/1 mL part # 
60106–303 (Thermo Scientific™, Bellefonte, PA USA). 

2. SpeedVac™ vacuum concentrator.
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3. NaOH, beads/pellets, 99.99% (metal basis), Alfa Aesar® part # 
45780-100 g. 

Basic priming solution. Sodium hydroxide (NaOH) 1 M in 
MilliQ water 

4. Acetic acid (HAc) ≥ 99.9%, Sigma Aldrich part # A6283-1 L. 
Acidic priming solution. 30% (v/v) HAc in MilliQ water 

5. Trifluoroacetic acid (TFA) ≥99.9% Purified B, Sigma Aldrich 
part # 299537-25 g. 

6. Acetonitrile (MeCN) UHPLC-MS, Scharlau part # 
AC03911000-1 L.

Conditioning solution 1. 50% (v/v) MeCN in MilliQ water 
plus 0.1% (v/v) TFA. 

Conditioning solution 2. 5% (v/v) MeCN in MilliQ water 
plus 0.1% (v/v) TFA. 

Washing solution. 5% (v/v) MeCN, in MilliQ water plus 
0.1% (v/v) TFA. 

Eluting solution. 50% (v/v), MeCN, in MilliQ water plus 
0.1% (v/v) TFA. 

2.5 Glycan 

Permethylation 

1. Permethylation is performed in PYREX screw cap culture tubes 
(13 × 100 mm, Corning™) with phenolic PTFE lined caps 
(Corning™). 

2. Syringe Driven Filter Unit Millex®-HV 0.45 μm, PVDF, part # 
SLHVR04NL. 

3. Freeze dryer. 

4. NaOH, beads/pellets, 99.99% (metal basis), Alfa Aesar® part # 
45780-100 g. 

5. Methyl sulfoxide (DMSO) 99,7+% extra dry over molecular 
sieves, AcroSeal™, ACROS Organics™, part # 
348441000–100 mL. 

6. Iodomethane (ICH3) contains copper as stabilizer, Reagent-
Plus® , 99.5%, Sigma Aldrich part # 289566-100 g [see Note 
2]. 

7. Chloroform (CHCl3) HPLC grade, ≥99.9%, Sigma Aldrich 
part # 528722-2 5 L. 

2.6 MALDI MS 

Analysis of 

Permethylated Glycans 

1. MALDI TOF instrument. 4800 Proteomic Analyzer (Applied 
Biosystems) equipped with a Nd:YAG laser operating at a 
wavelength of 355 nm with <500-ps pulse and 200-Hz 
firing rate. 

2. Calibration mixture. The instrument is calibrated externally 
using the AB SCIEX TOF/TOF™ 4700 Peptide Calibration 
Standard Mixture (TOF/TOF Calibration Mixture), contain-
ing des-Arg1-bradykinin ([MH]+ m/z 904.4681), angiotensin 
I ([MH]+ m/z 1296.6853), human [Glu1]-fibrinopeptide B
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([MH]+ m/z 1570.6774), ACTH (adrenocorticotropic hor-
mone)-(1–17) ([MH]+ m/z 2093.0867), ACTH-(18–39) 
([MH]+ m/z 2465.1989), and ACTH-(7–38) ([MH]+ m/z 
3657.9294). 

3. MeOH, HPLC gradient grade, J.T. Baker® part # 8402–2.5 L. 

4. 5-Chloro-2-mercaptobenzothiazole (CMBT) technical grade, 
≥90%, Aldrich part # 125571-5 g. 

CMBT matrix solution. 10 mg/mL CMBT in 80/20 (v/v) 
MeOH/MilliQ water. 

5. TFA ≥99.9% Purified B, Sigma Aldrich part # 299537-25 g. 

6. MeCN, UHPLC-MS, Scharlau part # AC03911000-1 L. 

7. 5α-cyano-4-hydroxycinnamic acid (CHCA) purum ≥99.0%, 
Fluka part # 28480-10 g. 

CHCA matrix solution. 10 mg/mL solution of CHCA in 
60/40 (v/v) 0.1% TFA/MeCN. 

2.7 MALDI TOF/TOF 

MS/MS Differential 

Analysis of Bisected/ 

Triantennary Glycans 

1. FA2B model compound oligosaccharide, asialo, agalacto, 
bisected, fucosylated, biantennary N-linked glycan from Dex-
tra Laboratories Ltd. part # C0840-20 μg. 

2. Citric acid (C6H8O7) 99 + %, Aldrich part # 240621-100 g. 

3. Sodium phosphate dibasic heptahydrate (Na2HPO4 7H2O) 
Sigma part # S2429-250 g. 

4. Exoglycosidase digestion buffer. Citrate/phosphate buffer 
50 mM, pH 5. A 0.1 M citric acid solution is adjusted to 
pH 5 with 0.2 M Na2HPO4 7H2O solution and diluted 1:1 
(v/v) with MilliQ water. 

5. Neuraminidase (Sialidase, EC 3.2.1.18) from Arthrobacter 
ureafaciens 1 U (100 μL) in 10 mM sodium phosphate, 0.1% 
Micr-O-Protect (w/v), 0.25 mg/ml bovine serum albumin, 
pH 7 (Roche Molecular Biochemicals, Mannheim, Germany, 
part # 10269611001). 

Neuraminidase is an exosialidase that cleaves the 
α-ketosidic linkage between sialic acid and an adjacent sugar 
residue. 

6. β-Galactosidase from bovine testes (EC 3.2.1.23). Ammonium 
sulfate suspension, 1.0–3.0 units/mg protein (modified 
Warburg-Christian), 0.26 mL, 0.4 mg protein/mL (WC), 
1.9 units/mg protein (Sigma part # G4142-.2UN). 

β-galactosidase is a hydrolase enzyme that catalyzes the 
hydrolysis of β-galactosides into monosaccharides. 

7. 2,5-Dihydroxybenzoic acid (DHB) Sigma part # G5254-10 g. 

8. TFA ≥99.9% Purified B, Sigma Aldrich part # 299537-25 g. 

9. MeCN, UHPLC-MS, Scharlau part # AC0.3911000-1 L. 

10. MeOH, HPLC gradient grade, J.T. Baker® part # 8402–2.5 L.
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DHB matrix solution. 50 mg/mL in 80/20 (v/v) 0.1% 
TFA/MeCN. 

3 Methods 

3.1 Denaturation of 

Proteins by Reduction 

and Alkylation 

Denaturation of glycoproteins by reduction of disulfide bridges 
with DTT and subsequent alkylation of the free thiol groups with 
IAA is a crucial step to ensure a better availability of the glycosyla-
tion sites throughout PNGase F digestion. The use of RapiGest™ 
surfactant as denaturing agent provides a rapid and efficient sample 
deglycosylation. 

1. A 200 μL of CSF sample is freeze-dried and dissolved in 50 μL 
of denaturing buffer, RapiGest™ 0.1% (w/v) in NH4HCO3 

50 mM [see Note 3]. 

2. Add reducing buffer to the protein sample to obtain a final 
5 mM DTT solution. 

3. Incubate at 56 °C for 30 min. 

4. Let cool sample at room temperature. 

5. Add alkylating buffer to the protein sample to obtain a final 
15 mM IAA solution. 

6. Let react at room temperature in the dark for 40 min. 

3.2 PNGase F 

Digestion 

1. This step is carried out by adding 2 μL PNGase F (2 U) [see 
Note 4]. 

2. Incubate at 37 °C overnight. 

3. PNGase digestion is terminated by adding HCl 500 mM to a 
final concentration between 30 and 50 mM, pH ≤ 2 [see Note 
5]. 

4. Incubate at 37 °C for 45 min. 

5. Dilute the sample with MilliQ water to a final volume of 
500 μL. 

3.3 C18 Sep-Pak 

Purification of the 

Released N-Glycans 

N-glycans are separated from hydrophobic contaminants using a 
Sep-Pak® C18 cartridge. Impurities are adsorbed by the C18 sta-
tionary phase, whereas N-glycans elute with HAc 5%. 

A vacuum manifold is employed to speed up this cleaning stage. 

1. Clean the Sep-Pak® C18 cartridges with 3 mL of MeOH. 

2. Condition the cartridge with 9 mL of HAc 5%. 

3. Load the sample (500 μL). 
4. Elute with 3 mL HAc 5% and recover the sample. 

5. Remove sample solvent in a SpeedVac™ vacuum concentrator.
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3.4 Solid Phase 

Extraction of the 

Released N-Glycans 

A further clean-up step using graphite cartridges is performed to 
remove salts and hydrophilic species. N-glycans are adsorbed by the 
hydrophilic graphite-based stationary phase, while impurities are 
discarded by washing solutions. 

A vacuum manifold is employed to speed up this cleaning stage. 

1. Wash the SPE cartridge with 1 mL of NaOH 1 M (basic 
priming solution), followed by 2 mL of MilliQ water, 1 mL 
of HAc 30% (acidic priming solution), and finally 1 mL of 
MilliQ water. 

2. Condition the cartridge with 1 mL of 50% ACN in 0.1% TFA 
(conditioning solution 1) followed by 2 mL of 5% MeCN in 
0.1% TFA (conditioning solution 2). 

3. Load the sample (re-dissolved in 500 μL of MilliQ water). 

4. Wash with 1 mL of MilliQ water followed by 1 mL of 5% 
MeCN in 0.1% TFA (washing solution). 

5. Elute the sample with 4 × 0.25 mL of 50% MeCN in 0.1% TFA 
(eluting solution) and collect in a unique Eppendorf™ tube. 

6. Remove solvent in a SpeedVac™ vacuum concentrator. 

3.5 Glycan 

Permethylation 

Glycans are permethylated prior to MALDI mass spectrometry 
analysis. This derivatization method aims at reducing the high 
hydrophilic nature of the oligosaccharide sample, decreasing 
sample-to-sample and sample-to-matrix aggregation and enhanc-
ing about two order of magnitude signal sensitivity upon MALDI 
MS. Our permethylation protocol is performed according to Ciu-
canu and Kerek procedure [15]. All the reaction steps are accom-
plished in a fume hood because of the presence of iodomethane. 
The use of anhydrous DMSO and dry glassware is strictly recom-
mended to reduce moisture absorption before permethylation. 

1. Re-dissolve glycan sample in 400 μL of MilliQ water. 

2. Clarify sample solution by a 0.45 μm filter unit. Put the filtered 
sample in a PYREX screw cap culture tube and add a magnetic 
stir bar [see Note 6]. 

3. Freeze-dry overnight. 

4. About five pellets of NaOH are quickly crushed in a dry agate 
mortar, after the addition of 3 mL of anhydrous DMSO by a 
glass syringe, to obtain a NaOH slurry in DMSO. 

5. With an end-broken Pasteur pipette, add 1 mL of the slurry 
solution into the glass tube containing the freeze-dried 
N-glycan pool. 

6. Add about 400 μL of ICH3 with a Pasteur pipette, vortex, and 
let react in a magnetic stirrer at room temperature for 20 min.
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7. Stop permethylation by adding, dropwise, 1 mL of MilliQ cold 
water [see Note 7]. 

8. Add 2 mL of chloroform. 

9. Vortex and centrifuge at 2000 rpm for 2 min. Sample centrifu-
gation allows the mixture to settle into two layers. Remove the 
upper water phase containing impurities and reagent excess. 

10. Add 1 mL of MilliQ water and repeat step 9. 

11. Transfer the chloroform phase into a clean screw capped 
glass tube. 

12. Wash the sample chloroform solution with 1 mL of MilliQ 
water at least seven times or until the water phase has a 
neutral pH. 

13. Transfer the final sample solution into another clean screw 
capped glass tube and let dry at room temperature under a 
gentle stream of nitrogen. 

3.6 MALDI MS 

Analysis of 

Permethylated Glycans 

1. Permethylated glycans are dissolved in MeOH to obtain a 
concentration of about 10 pmol/μL. 

2. Prepare matrix solution by dissolving CMBTat a concentration 
of 10 mg/ml matrix in 80% MeOH [see Note 8]. Help CMBT 
dissolution by sonicating and then mild heating until matrix 
solution is clarified. 

3. Mix 2–3 μL of sample solution with the same quantity of matrix 
solution. 

4. Put 1 μL of the sample-matrix mixture on the cleaned stainless 
steel MALDI target allowing solvent evaporation and sample/ 
matrix co-crystallization at room temperature and atmospheric 
pressure (dried drop method). 

Spectra are acquired in positive ion reflectron mode allowing 
detection of monoisotopic masses. Each sample spot is submitted 
to multiple laser shots (1000–3000) and the extracted ions are 
detected by a TOF analyzer over a mass range of 1000–5000. 
Laser radiance is set slightly above the ion detection threshold. 
Typical voltage on the Sciex 4800 TOF/TOF mass spectrometer 
are as follows: source voltage, 20 kV; delayed extraction time, 
500 ns; grid voltage, 16 kV; source 1 lens voltage, 10 kV; lens 
1 voltage, 4.2 kV; and mirror 2 voltage, 20.494 kV. 

External calibration is performed using 1 μL of TOF/TOF 
Calibration Mixture in 24 μL of CHCA matrix solution and putting 
1 μL of calibration mix/matrix on the MALDI target, thus allowing 
co-crystallization with the dried drop method [see Note 9]. Mass 
accuracy resulted better than 50 ppm. Data are processed using 
DataExplorer™ 4.9 software.
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3.7 MALDI TOF/TOF 

MS/MS Differential 

Analysis of Bisected/ 

Triantennary Glycans 

To confirm the presence of bisected N-glycans in human CSF, we 
performed the differential MALDI TO/TOF MS/MS analysis on 
two isobaric compounds: FA2B as a representative model com-
pound of bisected N-glycans (“brain-type” structures) and F3A as 
a representative model of complex triantennary glycoform 
(“serum-type” structures), and then we compared the MS/MS 
spectrum of the same precursor ion in the human CSF N-glycan 
profile(s) to those obtained from the models (see Fig. 2a–d). 

FA2B glycan is a commercial compound purchased from Dex-
tra Laboratories Ltd., whereas FA3 is obtained by serum treatment 
with neuraminidase and subsequently with β-galactosidase by the 
following method [see Note 10]. 

1. N-glycans are released and purified from 10 μL of control 
human serum as described for CSF samples (Subheadings 
3.1–3.4.). 

2. The obtained glycan pool is dissolved in 200 μL of citrate/ 
phosphate buffer 50 mM, pH 5. 

3. Add 4 μL of neuraminidase (50 mU). 

4. Incubate at 37 °C overnight. 

5. Stop the reaction by deactivating the enzyme at 100 °C for 
10 min. 

6. Let cool sample at room temperature. 

7. Add 13 μL of  β-galactosidase (10 mU). 

8. Incubate at 37 °C overnight. 

9. Stop the reaction by deactivating the enzyme at 100 °C for 
10 min. 

10. Let cool sample at room temperature. 

11. Desalt glycan sample by SPE cartridge as described in 
Subheading 3.4. 

MS analysis is finally performed on the obtained sample to 
confirm the presence of FA3 compound in the glycan mixture. 

12. Prepare sample solution by adding 15 μL di TFA 0.1% to the 
dried glycan pool. 

13. Prepare matrix solution by dissolving DHB at a concentration 
of 50 mg/mL in 80/20 (v/v) 0.1% TFA/MeCN. 

14. Mix 2 μL of sample solution with the same quantity of matrix 
solution. 

15. Put 1 μL of the sample-matrix mixture on the cleaned stainless 
steel MALDI target allowing solvent evaporation and sample/ 
matrix co-crystallization at room temperature and atmospheric 
pressure (dried drop method).
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16. Once the spot is dried, recrystallize the sample by adding 
0.3 μL of MeOH [see Note 11]. 

17. Spectra are acquired in positive reflector mode. 

MS/MS analysis is performed on this same FA3 solution, on 
FA2B model compound, and on not-derivatized CSF samples 
(obtained as described from Subheadings 3.1 to 3.4.). Sample 
preparation for MS/MS analysis is the same as described for MS 
(from steps 12 to 16). 

Typical voltage on the Sciex 4800 TOF/TOF mass spectrome-
ter for MS/MS acquisitions are as follows: source 1 voltage, 4.2 kV; 
source 2 voltage, 15.0 kV; delayed extraction time 1330 ns; delayed 
extraction time 240,841 ns; source 1 lens voltage, 3.2 kV; lens 
1 voltage, 2.525 kV; lens 2 voltage, 4.00 kV; lens 3 voltage, 
2.1 kV; mirror 1 voltage, 10.256 kV; mirror 2 voltage, 
17.4785 kV; metastable suppressor, 1.0 kV; time ion selector 
enabled; precursor mass window resolution, 400 (FWHM); and 
CID gas off. 

Laser radiance is set higher (25–35%) above the threshold of 
ion detection. 

External calibration is performed by using, as the precursor ion, 
the protonated molecular ion of the human [Glu1]-fibrinopeptide 
B at m/z 1570.6774 present in the Sciex TOF/TOF standard 
calibration mixture. The calibrant/matrix solution is loaded as for 
MALDI TOF MS. 

3.8 Assignments of 

Molecular Ions of 

Native and 

Permethylated Glycans 

Glycans are detected in positive polarity by MALDI MS as sodiated 
ions [M+ Na]+ . Structural assignments were primarily based on the 
knowledge of the accurate molecular weight and the N-glycan 
biosynthetic pathway. N-glycan species were also identified with 
the help of bioinformatics tools as those provided by the Consor-
tium for  Functional  Glycomics  (CFG;  http://www.  
functionalglycomics.org/) and Glycoworkbench v2.1 [16]. For 
practical reasons, Fig. 1a–c shows only major CSF permethylated 
N-glycans. The complete peak assignments (a total of about 90 spe-
cies for control CSF, ranging from m/z 1579 to m/z 4762.8) are 
reported in Table 1. 

4 Notes 

1. Some authors recommend the use of PNGase F in water (stor-
age at 4 °C) because glycerol could inhibit matrix crystalliza-
tion prior to MS. In our experience PNGase F storage in 
glycerol is preferable as it ensures a perfect enzyme stability 
for a longer period at -20 °C. Sample will be separated from 
the digestion buffer including glycerol through the subsequent 
clean-up steps.

http://www.functionalglycomics.org/
http://www.functionalglycomics.org/


62 Angela Messina et al.

Table 1 
Structures of permethylated N-glycans from control CSF identified by MALDI-TOF MS 

Structure m/z Structure m/z Structure m/z 

1579.7 1999.0 2244.0 

1590.8 2010.0 2285.0 

1620.8 2029.0 2315.1 

1661.6 2039.9 2326.1 

1753.8 2069.9 2360.1 

1783.8 2081.0 2390.1 

1794.8 2110.9 2396.1 

1835.8 2152.0 2401.1 

1865.9 2156.0 2418.1 

1906.8 2192.0 2431.1 

1981.9 2214.0 2459.1 

1987.9 2227.0 2472.2 

2489.1 2704.2 2908.4 

2519.1 2717.2 2921.4

(continued)



Table 1

CSF N-Glycomics Using MALDI MS Techniques 63

(continued)

Structure m/z Structure m/z Structure m/z 

2530.1 2734.3 2966.3 

2560.2 2749.3 3024.4 

2564.2 2764.2 3037.4 

2592.2 2792.2 3054.4 

2605.1 2820.3 3082.4 

2646.2 2837.3 3140.5 

2663.2 2850.3 3198.4 

2676.2 2880.4 3211.4 

2693.2 2891.4 3241.4 

3269.5 3503.5 3864.7 

3282.5 3602.5 4051.7 

3299.5 3647.6 4226.7 

3415.5 3660.6 4414.8

(continued)
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(continued)

Structure m/z Structure m/z Structure m/z 

3443.5 3690.6 4588.8 

3456.6 3776.6 4762.8 

3473.5 3834.7 

Linkages are not indicated on the cartoons; thus most structures may refer to two or more isomers as, for example, those 

due to different branching elongation or fucosylation at the three-linked or six-linked mannosyl residue of the core

2. All operations with ICH3 should be performed in a fume hood. 

3. All reagent amounts used for reduction and alkylation are 
calculated for 200 μL of CSF. 

4. Proteolytic digestion before PNGase F addition is not neces-
sary when utilizing RapiGest™ as denaturing agent. 

5. Lowering the pH serves either to stop the reaction or to 
hydrolyze RapiGest™ whose by-products are easily removed 
from the sample by the subsequent clean-up steps. 

6. Permethylation requires perfectly dry conditions; for this rea-
son magnetic stir bar is added to sample before freeze-drying 
and is mandatory using anhydrous reagents and dry glasses. 

7. As water addition has an exothermic effect, it should be accom-
plished by placing the reaction tube in an ice-cold bath and 
shaking frequently. 

8. The most used matrix for permethylated glycans is DHB. We 
tested a number of matrices and found that CMBT gives much 
better results with remarkable increased sensitivity and 
resolution. 

9. In general, it is a good practice to use the same matrix solution 
for the sample and the calibration mixture (in this case CMBT 
solution used as matrix for permethylated oligosaccharides). In 
our experience no improvement on accuracy of MS measure-
ments was observed by performing calibration with the
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standard SCIEX peptide mixture in CHCA, probably because 
the laser irradiation threshold is very similar for the two 
matrices. 

10. This comparison can be performed by MS/MS analysis either 
on native or on permethylated glycans. The first choice is 
preferable as native (not-derivatized) glycans give a set of 
intense and well-defined ion fragments providing a clear-cut 
fingerprint identification. 

11. Sample recrystallization with methanol or ethanol is sometimes 
useful, when using DHB as matrix, to redistribute sample and 
matrix crystals in a more homogeneous thin layer.
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Chapter 5 

Optimized Pre-analytical Handling Protocol for Blood-Based 
Biomarkers of Alzheimer’s Disease 

Alexander Jethwa and Laura Stöckl 

Abstract 

The therapeutic management of patients with Alzheimer’s disease (AD) has been hindered by poor 
diagnostic accuracy. As such, there is an unmet clinical need for tools that can detect and diagnose the 
disease in its early stages. Compared with cerebrospinal fluid (CSF)-based biomarkers or positron emission 
tomography (PET), the use of reliable blood-based biomarkers could offer an accessible and minimally 
invasive method of streamlining diagnosis in the clinical setting. However, the influence of pre-analytical 
processing and sample handling parameters on the accurate measurement of protein biomarkers is well 
established, especially for AD CSF-based biomarkers. In this chapter, we provide recommendations for an 
optimal sample handling protocol for the analysis of blood-based biomarkers specifically for amyloid 
pathology in AD. 

Key words Alzheimer’s disease, Beta-amyloid, Blood-based biomarkers, Immunoassay, Phosphory-
lated tau (phospho-tau), Plasma, Pre-analytics, Protocol 

1 Introduction 

Alzheimer’s disease (AD) is the most frequent form of dementia 
globally, accounting for 60–80% of cases, and is characterized by 
the deposition of β-amyloid (Aβ) peptides and tau pathology in the 
brain [1, 2]. Conventional treatment options for AD, including 
cholinesterase inhibitors and N-methyl-D-aspartate receptor 
antagonists, have offered only symptomatic relief without targeting 
the underlying disease pathology [2]. However, two novel disease-
modifying therapies (DMTs) have now been granted accelerated 
approval by the US Food and Drug Administration: in June 2021, 
aducanumab was approved for the treatment of mild symptomatic 
AD [2], and this was followed in January 2023 by the approval of 
lecanemab for the treatment of mild cognitive impairment due to 
AD or mild AD with confirmed presence of Aβ pathology [3]. 

Robert Perneczky (ed.), Biomarkers for Alzheimer’s Disease Drug Development, Methods in Molecular Biology, vol. 2785, 
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Effective use of these novel DMTs requires early identification 
of patients with AD and cerebral amyloid and tau pathologies 
[4, 5]. Diagnosis of AD is usually based on a combination of 
validated biomarkers in cerebrospinal fluid (CSF), including Aβ, 
total tau, and phosphorylated tau (phospho-tau), and positron 
emission tomography (PET) imaging [6]. However, these invasive 
diagnostic tools could be supplemented or eventually even be 
replaced with reliable blood-based biomarkers of amyloid pathol-
ogy and AD. Routine use of blood-based biomarkers would allow a 
more accessible, minimally invasive, and less expensive method of 
identifying patients who might benefit from DMTs [4, 7]. A strong 
correlation has previously been reported between a number of 
biomarkers found in both the CSF and blood [8–14]. For example, 
plasma β-amyloid 1–42/β-amyloid 1–40 (Aβ42/Aβ40) and CSF 
phospho-tau/Aβ42 ratios, which are reflective of amyloid pathol-
ogy, have approximately 90% diagnostic accuracy compared with 
PET [12, 14–17]. 

Phospho-tau currently holds most promise as a blood-based 
biomarker. Phospho-tau concentrations have been shown to 
increase in blood as AD severity progresses and to predict changes 
in CSF and PET measures of Aβ, tau, and neurodegeneration 
[7]. As such, blood phospho-tau is cautiously recommended as a 
screening tool in clinical trials evaluating DMTs in AD and in 
non-AD trials to exclude patients who may have concomitant 
AD [18]. 

Considerable variation exists between institutions in 
pre-analytical handling processes and procedures for blood and 
CSF samples [19–21], and a number of studies have evaluated the 
impact of this on the measurement of blood-based biomarkers 
specifically for amyloid pathology and AD [4, 6, 22]. A standar-
dized blood handling protocol is crucial for comparable and reliable 
results, especially when blood-based biomarkers are implemented 
in routine clinical care. Here, we present an optimized and straight-
forward pre-analytical handling protocol for the analysis of blood-
based biomarkers of AD in fresh human blood samples for potential 
application in clinical practice. 

2 Materials 

1. Standard material for blood sampling according to the blood 
sampling system (e.g., vacuum extraction method): tourni-
quet, needle, disinfectant, and swab. 

2. EDTA blood collection tubes (see Note 1). 

3. Standard laboratory centrifuge suitable for centrifugation of 
blood collection tubes. 

4. Polypropylene tubes for storage (see Note 2).
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5. Freezer and boxes for storage at -20 °C or ideally at -80 °C 
(preferred for long-term storage). 

6. Assay for biomarker of choice and corresponding diagnostic 
instrument. 

3 Methods 

The following protocol describes the recommended procedure for 
blood sample collection and processing according to previously 
described methods [4, 6]. A graphical summary of this procedure 
is shown in Fig. 1. 

1. Perform venipuncture according to local standard operating 
procedures and/or manufacturer’s instructions; allow free 
flow of blood with mild aspiration to avoid hemolysis. 

2. Collect whole blood samples in EDTA blood collection tubes 
(see Note 1). To achieve the correct whole blood to anticoagu-
lant ratio, fill each tube to the nominal volume according to the 
manufacturer’s instructions (e.g., until the vacuum is 
exhausted). 

3. To ensure sufficient mixing of the sample with the anticoagu-
lant present in the tube, immediately invert the tubes five to ten 
times after sample collection or follow the tube manufacturer’s 
instructions. 

4. After blood draw, whole blood samples can be stored at 4 °C 
for a maximum of 24 h, while storage at room temperature 
should be avoided or limited to a maximum of 2 h (see Notes 3 
and 4). 

5. Centrifuge the tubes according to the manufacturer’s instruc-
tions (e.g., 2000× g for 10 min) at room temperature in a swing 
bucket centrifuge. 

6. After centrifugation, the plasma is stable for a maximum of 24 h 
when stored at 4 °C or for a maximum of 2 h when stored at 
room temperature. Within that period, all remaining steps of 
the protocol must be completed (see Notes 3 and 4). 

7. Transfer the separated plasma into a polypropylene tube (see 
Notes 2 and 5), invert several times to ensure sufficient mixing 
of the sample, and immediately proceed with the measurement 
using the biomarker assay of choice. Alternatively, aliquot into 
storage tubes and freeze at -20 °C or ideally at -80 °C 
(preferred for long-term storage) (see Note 6). 

8. Samples remain stable for up to five tube transfers and up to 
two freeze/thaw cycles (at either -20 °C  or -80 °C) (see 
Notes 7 and 8).
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Fig. 1 Recommendations for blood collection and pre-analytical sample handling for the analysis of blood-
based biomarkers of Alzheimer’s disease. EDTA ethylenediaminetetraacetic acid, F/T freeze/thaw, PE-LD 
low-density polyethylene, PP polypropylene, RT room temperature. Reproduced and adapted from [6] 

4 Notes 

1. Both K2 and K3 EDTA blood collection tubes can be used. 
Also, tubes with or without separating gel can be used (see also 
Note 5). While EDTA plasma is the recommended anticoagu-
lant and sample type, lithium heparin plasma, sodium citrate 
plasma, and serum may also be suitable for certain biomarkers 
(see Ref. [6]). It is recommended to test the stability of the 
biomarker of choice before using these sample types. 

2. While polypropylene tubes are recommended, other plastic 
types may also be suitable (e.g., low-density polyethylene) [6]. 

3. These are the most critical steps in the protocol; compliance 
with these specifications is extremely important to ensure 
reliable biomarker results. Exceeding the recommended stor-
age duration is not advised due to instability of certain biomar-
kers (e.g., Aβ42 and Aβ40) [6]. 

4. The blood-based biomarkers examined by Kurz et al. [6] have 
been shown to remain stable for up to 24 h at 4 °C in whole
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blood and EDTA plasma, meaning that they can be stored in 
the fridge in their original blood collection tube without the 
need for immediate processing. Storage of samples for more 
than 24 h at 4 °C is not recommended due to the instability of 
some biomarkers [6]. Blood must be fully processed into 
plasma before freezing (i.e., whole blood cannot be frozen). 

5. When transferring the plasma into a secondary storage or mea-
suring tube, it must be ensured that no cellular components 
(e.g., erythrocytes, platelets) are included; therefore, the use of 
blood collection tubes with separating gel may be helpful. For 
tubes without separating gel, transfer must be carried out with 
particular care. 

6. Plasma must be transferred to a fresh tube before freezing and 
cannot be frozen in the original blood collection tube, even if 
the cellular components of the blood are separated by a 
separation gel. 

7. It is recommended to thaw samples by placing them on a roller 
mixer at room temperature for 15–30 min (or until the ice 
crystals have completely dissolved) and centrifuge samples con-
taining precipitates before measurement. For larger volumes, 
the samples can also be thawed in a water bath at 25 °C and, 
afterward, homogenized on a roller mixer. 

8. Previously frozen plasma may form clots when thawing and this 
effect intensifies after repeated freeze/thaw cycles. If clots are 
visible in the bottom of the tube after centrifugation, transfer 
the supernatant to a fresh measuring tube. Since certain diag-
nostic instruments are very sensitive to these clots, repeated 
centrifugation and transfer of the supernatant to a fresh mea-
suring tube are recommended in the event of instrument 
errors. 
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Chapter 6 

Mass Spectrometry-Based Metabolomics Multi-platform 
for Alzheimer’s Disease Research 

Álvaro González-Domı́nguez, Ana Sayago, 
Ángeles Fernández-Recamales, and Raúl González-Domı́nguez 

Abstract 

The integration of complementary analytical platforms is nowadays the most common strategy for compre-
hensive metabolomics analysis of complex biological systems. In this chapter, we describe methods and tips 
for the application of a mass spectrometry multi-platform in Alzheimer’s disease research, based on the 
combination of direct mass spectrometry and orthogonal hyphenated approaches, namely, reversed-phase 
ultrahigh-performance liquid chromatography and gas chromatography. These procedures have been 
optimized for the analysis of multiple biological samples from human patients and transgenic animal 
models, including blood serum, various brain regions (e.g., hippocampus, cortex, cerebellum, striatum, 
olfactory bulbs), and other peripheral organs (e.g., liver, kidney, spleen, thymus). 

Key words Metabolomics, Mass spectrometry, Multi-platform, Alzheimer’s disease, Direct MS anal-
ysis, Ultrahigh-performance liquid chromatography, Gas chromatography 

1 Introduction 

Alzheimer’s disease (AD) is recognized to be a multifactorial disor-
der encompassing a myriad of interrelated pathogenic events, 
including the well-known proteopathies associated with the depo-
sition of β-amyloid plaques and the hyper-phosphorylation of pro-
tein tau, but also other cellular and metabolic perturbations 
involving oxidative stress, inflammation, energy-related and mito-
chondrial dysfunctions, disturbed neurotransmission, and abnor-
mal metal homeostasis, among many others [1–3]. However, the 
exact causes behind the early onset of AD are still unknown, so 
diagnosis is currently performed via exclusion of other pathologies 
through a combination of neuropsychological and laboratory tests 
[4]. Furthermore, it should be noted that this neurodegenerative 
disorder presents great variability of complex clinical symptoms and 
a long presymptomatic period. Accordingly, the discovery of AD
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biomarkers is crucial to develop novel reliable diagnostic and prog-
nostic methods. In this vein, and considering the abovementioned 
multifaceted nature, metabolomics has emerged over the last years 
as a very powerful tool to characterize the molecular alterations 
behind the onset and progression of AD [4–6].
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Metabolites are low-molecular-weight compounds 
(<1500 Da) that directly participate in enzyme-mediated endoge-
nous metabolic reactions occurring in the organism, so their 
homeostasis is tightly regulated by upstream events in the central 
dogma of biology. Moreover, metabolites can also derive from 
exogenous exposure sources, such as diet or environmental pollu-
tion (i.e., the exposome), as well as from the gut microbiota 
[7]. Altogether, the metabolome can be regarded as the most 
reliable indicator of the organism’s phenotype, reflecting changes 
downstream of the genomics, transcriptomics, and proteomics 
levels, and their interaction with the environment [8]. For this 
reason, and thanks to its ability for simultaneously and holistically 
analyzing a large number of biomolecules with diverse physico-
chemical nature, metabolomics has shown great potential in bio-
medical research for elucidating the molecular mechanisms 
underlying the pathogenesis and progression of diseases, investigat-
ing the involvement of potential risk factors, and studying the 
efficacy of pharmacological and nutritional treatments. However, 
the complexity and heterogeneity of the human metabolome con-
siderably hinder the simultaneous determination of the entire set of 
these metabolites. Thus, the most common strategy in metabolo-
mics research is applying analytical multi-platforms, based on the 
combination of complementary profiling techniques, with the aim 
of maximizing metabolome coverage [9]. 

Global nontargeted metabolomics fingerprinting is only 
affordable by using powerful analytical tools. To this end, mass 
spectrometry (MS) has become the most widely employed tech-
nique because of its sensitivity, selectivity, and broad coverage, 
thanks to the availability of multiple instrumental configurations. 
The simplest MS-based approach is direct MS analysis, based on 
direct introduction of sample extracts into the mass spectrometer 
without prior chromatographic or electrophoretic separation. This 
enables accomplishing fast and comprehensive metabolomics 
screenings, of great interest when dealing with large sample popu-
lations [10, 11]. Complementarily, the mass spectrometer can also 
be hyphenated with separation techniques to reduce the complexity 
of resulting metabolic profiles and thus facilitate the identification 
of individual metabolites. The interfacing of gas chromatography 
with mass spectrometry (GC-MS) is a robust tool that provides 
high sensitivity and resolution for determining low-molecular-
weight metabolites [12, 13], including organic and amino acids, 
carbohydrates, amines, and fatty acids, among others. As an alter-
native, liquid chromatography (LC) is nowadays the main



workhorse in metabolomics because of its ability to deal with 
chemically diverse metabolites, from low-molecular-weight com-
pounds to non-volatile and hydrophobic species, through the use 
of complementary retention mechanisms (e.g., reversed phase, RP; 
hydrophilic interaction liquid chromatography, HILIC) and ioni-
zation techniques (e.g., electrospray ionization, ESI; atmospheric 
pressure chemical ionization, APCI; atmospheric pressure photo-
ionization, APPI) [14]. 
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Herein, we provide some updates on our previous chapter [15], 
detailing methods and tips for comprehensive and high-
throughput metabolomics analysis of different biological samples 
of interest in AD research through complementary MS-based ana-
lytical platforms. 

2 Materials 

High-purity solvents and reagents must be used for sample treat-
ment and subsequent metabolomics analysis. 

2.1 Collection and 

Extraction of Biological 

Samples 

1. Saline solution: 9 g/L sodium chloride. 

2. Extraction solvent for serum (polar extraction): 1:1 methanol/ 
ethanol (v:v). 

3. Reconstitution solvent for serum (polar extraction): 0.1% for-
mic acid in 80:20 methanol/water (v:v). 

4. Extraction solvent for serum (lipophilic extraction): 1:1 chlo-
roform/methanol (v:v). 

5. Reconstitution solvent for serum (lipophilic extraction): 0.1% 
formic acid, 10 mM ammonium formate, 60:40 dichloro-
methane/methanol (v:v). 

6. Extraction solvent for tissues (polar extraction): 0.1% formic 
acid in methanol. 

7. Extraction solvent for tissues (lipophilic extraction): 0.1% for-
mic acid, 10 mM ammonium formate, 2:1 chloroform/meth-
anol (v:v). 

8. Cryogenic homogenizer: SPEX SamplePrep (Freezer/ 
Mills 6770). 

9. Pellet mixer. 

2.2 Sample 

Derivatization 

1. Methoxymation reagent: 20 mg/mL methoxyamine hydro-
chloride in pyridine. 

2. Silylation reagent: N-methyl-N-trimethylsilyl-trifluoroaceta-
mide (MSTFA).
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2.3 Metabolomics 

Analyses 

1. Instrumentation for metabolomics fingerprinting by direct MS 
analysis: QSTAR XL quadrupole-time-of-flight mass spectrom-
eter (Sciex), equipped with ESI and APPI ionization sources, 
and with integrated syringe pump. 

2. Instrumentation for metabolomics profiling by ultrahigh-
performance liquid chromatography – mass spectrometry 
(UHPLC-MS): Accela LC system (Thermo Fisher Scientific) 
coupled to a QSTAR XL quadrupole-time-of-flight mass spec-
trometer (Sciex), equipped with ESI source. 

3. Instrumentation for metabolomics profiling by gas 
chromatography – mass spectrometry (GC-MS): Trace GC 
ULTRA gas chromatograph coupled to ITQ 900 ion trap 
mass spectrometer detector (Thermo Fisher Scientific). 

4. Flow injection solvent (APPI-MS analysis): methanol. 

5. Photoionization dopant reagent (APPI-MS analysis): toluene. 

6. Reversed-phase chromatographic column (UHPLC-MS analy-
sis): Hypersil Gold C18, 2.1 × 50 mm, 1.9 μm (Thermo Fisher 
Scientific). 

7. Mobile phase A (UHPLC-MS analysis): 0.1% formic acid, 
10 mM ammonium formate in methanol. 

8. Mobile phase B (UHPLC-MS analysis): 0.1% formic acid, 
10 mM ammonium formate in water. 

9. Gas chromatography column (GC-MS analysis): Factor Four 
capillary column VF-5MS 30 m × 0.25 mm ID, 0.25 μm film 
thickness. 

3 Methods 

3.1 Collection of 

Biological Samples 

To collect serum blood samples from AD patients and healthy 
controls (see Note 1): 

3.1.1 Human Blood 

Samples 

1. Venipuncture the antecubital vein (see Note 2). 

2. Withdraw the blood sample into a BD Vacutainer tube (see 
Note 3). 

3. Put the blood tube in a refrigerator for 30 min to allow clot 
retraction (see Note 4). 

4. Centrifuge at 1500 g for 10 min at 4 °C. 

5. Aliquot the supernatant serum into cryotubes and store them 
at -80 °C until analysis (see Note 5). 

3.1.2 Blood and Tissue 

Samples from APP × PS1 

Transgenic Mice 

1. Animals must be acclimated for 3 days after reception in rooms 
with a 12-h light/dark cycle at 20–25 °C, with water and food 
available ad libitum. 

2. Anesthetize animals by isoflurane inhalation.
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3. Extract blood samples by cardiac puncture. Put the blood tube 
in a refrigerator for 30 min to allow clot retraction (see Notes 3 
and 4). 

4. Centrifuge at 1500 g for 10 min at 4 °C. 

5. Aliquot the supernatant serum into cryotubes and store them 
at -80 °C until analysis (see Note 5). 

6. Remove the brain using surgical scissors, rinse with saline 
solution, and dissect it into hippocampus, cortex, cerebellum, 
striatum, and olfactory bulbs. 

7. Remove other peripheral organs (liver, kidney, spleen, and 
thymus) and rinse with saline solution. 

8. Snap-freeze the tissues in liquid nitrogen. 

9. Store all the biological samples at -80 °C until analysis (see 
Note 6). 

3.2 Extraction of 

Biological Samples 

Serum samples are treated following a two-step extraction proce-
dure to fractionate the serum metabolome in two extracts: (i) polar 
extract containing low-molecular-weight metabolites and phos-
pholipids and (ii) lipophilic extract mainly composed by neutral 
lipids [16]. 

3.2.1 Extraction of Serum 

Samples 

1. Mix 100 μL of serum with 400 μL of the polar extraction 
solvent. 

2. Shake vigorously for 5 min using a vortex mixer to precipitate 
proteins. 

3. Centrifuge samples at 4000 g for 10 min at 4 °C. 

4. Transfer the supernatants to new tubes and keep the precipi-
tates in cold for further treatment. 

5. Take supernatants to dryness under a nitrogen stream (see Note 
7). 

6. Reconstitute the resulting residue with 100 μL of the polar 
reconstitution solvent (polar extract). 

7. Add 400 μL of the lipophilic extraction solvent to the protein 
precipitates obtained in step 4. 

8. Shake vigorously for 5 min using a vortex mixer. 

9. Centrifuge at 10000 g for 10 min at 4 °C. 

10. Take supernatants to dryness under a nitrogen stream (see Note 
7). 

11. Reconstitute the resulting residue with 100 μL of the lipophilic 
reconstitution solvent (lipophilic extract). 

12. Store all the sample extracts at -80 °C until analysis.
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3.2.2 Extraction of Tissue 

Samples 

Tissue samples, including hippocampus, cortex, cerebellum, stria-
tum, olfactory bulbs, liver, kidney, spleen, and thymus, are 
extracted following the methodology previously optimized by 
González-Domı́nguez et al. [17–19]. 

1. Using a cryogenic homogenizer, homogenize tissues for 30 s at 
a rate of 10 strokes per second (see Note 8). 

2. Weight 30 mg of the homogenized tissue (or the entire sample 
for smaller organs) into 1.5 mL Eppendorf tubes. 

3. Add 10 μL/mg of the polar extraction solvent (pre-cooled at-
20 °C). 

4. Use a pellet mixture for 2 min to homogenize the mixture and 
disrupt cells. 

5. Centrifuge at 10000 g for 10 min at 4 °C. 

6. Transfer the supernatant to a new tube (polar extract). 

7. Add 10 μL/mg of the lipophilic extraction solvent (pre-cooled 
at -20 °C) to the pellet obtained in step 5 (see Note 9). 

8. Repeat steps 4–6 to obtain the corresponding lipophilic 
extracts. 

9. Store all the sample extracts at -80 °C until analysis. 

3.2.3 Quality Control 

Samples 

Prepare quality control (QC) samples by pooling equal volumes of 
each sample. These QC samples must be analyzed at the start of the 
run to equilibrate the analytical system as well as at intermittent 
points throughout the sequence to monitor system stability [20]. 

3.3 Sample 

Derivatization 

Metabolomics profiling by GC-MS requires the application of a 
derivatization protocol to increase the volatility of target metabo-
lites. For this purpose, polar extracts must be treated according to 
the following two-step methodology [21] (see Note 10): 

1. Transfer 50 μL of the previously prepared polar extracts into a 
new tube and take to dryness under nitrogen stream (see Note 
7). 

2. Add 50 μL of the methoxymation reagent (see Note 11). 

3. After briefly vortexing, incubate the sample at 80 °C for 15 min 
using a water bath. 

4. Add 50 μL of the silylation reagent (see Note 11). 

5. Incubate at 80 °C for 15 min using a water bath. 

6. Centrifuge at 4000 g for 1 min and collect the supernatant for 
analysis (see Note 12). 

Use the analytical conditions optimized elsewhere [16, 19, 22]:
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3.4 Metabolomics 

Fingerprinting: Direct 

MS Analysis 

1. Clean the ESI source before starting the analyses. 

2. Tune the MS system to check the instrumental resolution and 
sensitivity (see Note 13). 

3.4.1 Analysis by Direct 

Infusion Electrospray Mass 

Spectrometry (DI-ESI-MS) 

3. Infuse sample extracts into the ESI-MS system using a syringe 
pump operating at 5 μL/min flow rate. 

4. Set the MS operating conditions as follows: 

(a) Acquisition mode: full scan within the m/z range 
50–1100 Da. 

(b) Ion polarity: positive and negative ionization modes in 
separate runs. 

(c) Scan time: 1.005 spectra per second. 

(d) Total acquisition time: 0.2 min. 

(e) Curtain gas: 1.13 L/min. 

(f) Nebulizer gas: 1.56 L/min. 

(g) Source temperature: 60 °C. 

(h) Ion spray (IS) voltage: 3300 V in the positive ion mode 
and - 4000 V in the negative ion mode. 

(i) Declustering potential (DP): 60 V in the positive ion 
mode and - 100 V in the negative ion mode. 

(j) Focusing potential: 250 V in the positive ion mode and -
250 V in the negative ion mode. 

3.4.2 Analysis by Flow 

Injection Atmospheric 

Pressure Photoionization 

Mass Spectrometry (FI-

APPI-MS) 

Use the analytical conditions optimized elsewhere [23, 24]: 

1. Clean the APPI source before starting the analyses. 

2. Tune the MS system to check the instrumental resolution and 
sensitivity (see Note 13). 

3. Inject 10 μL of the sample extract by flow injection (i.e., no 
chromatographic column) using a LC system. 

4. Set the flow rate of the injection solvent at 50 μL/min for 
analysis under positive ion mode and at 100 μL/min for analy-
sis under negative ion mode. 

5. Deliver the photoionization dopant reagent using a 
syringe pump. 

6. Set the flow rate of the dopant reagent at 20 μL/min for 
analysis under positive ion mode and at 40 μL/min for analysis 
under negative ion mode. 

7. Set the MS operating conditions as follows: 

(a) Acquisition mode: full scan within the m/z range 
50–1100 Da. 

(b) Ion polarity: positive and negative ionization modes in 
separate runs.
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(c) Scan time: 1.005 spectra per second. 

(d) Total acquisition time: 0.5 min. 

(e) Curtain gas: 1.13 L/min. 

(f) Nebulizer gas: 1.56 L/min. 

(g) Heater gas: 3.00 L/min. 

(h) Lamp gas: 1.00 L/min. 

(i) Source temperature: 400 °C. 

(j) Ion spray (IS) voltage: 1500 V in the positive ion mode 
and - 23,000 V in the negative ion mode. 

(k) Declustering potential (DP): 50 V in the positive ion 
mode and - 50 V in the negative ion mode. 

(l) Focusing potential: 250 V in the positive ion mode and -
250 V in the negative ion mode. 

3.5 Metabolomics 

Profiling: Hyphenated 

MS-Based Approaches 

The combination of liquid and gas chromatography with mass 
spectrometry is nowadays the most common analytical strategy 
for comprehensive metabolomics analysis. The protocols described 
under this section are based on those previously optimized else-
where [17, 25–27] (see Note 14). 

3.5.1 Analysis by 

Ultrahigh-Performance 

Liquid Chromatography-

Mass Spectrometry 

(UHPLC-MS) 

1. Clean the ESI source before starting the analyses. 

2. Tune the MS system to check the instrumental resolution and 
sensitivity (see Note 13). 

3. Flush the LC system with mobile phase until pressure 
stabilization. 

4. Set the UHPLC operating conditions as follows: 

(a) Injection volume: 5 μL. 
(b) Autosampler temperature: 4 °C. 

(c) Column compartment temperature: 50 °C. 

(d) Flow rate: 0.5 mL/min. 

(e) Gradient program: 0–1 min, 95% B; 2.5 min, 25% B; 
8.5–10 min, 0% B; 10.1–12 min, 95% B. 

5. Set the QTOF-MS operating conditions as follows: 

(a) Acquisition mode: full scan within the m/z range 
50–1100 Da. 

(b) Ion polarity: positive and negative ionization modes in 
separate runs. 

(c) Scan time: 1.005 spectra per second. 

(d) Curtain gas: 1.48 L/min. 

(e) Nebulizer gas: 1.56 L/min. 

(f) Heater gas: 6.25 L/min.
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(g) Source temperature: 400 °C. 

(h) Ion spray (IS) voltage: 5000 V in the positive ion mode 
and - 2500 V in the negative ion mode. 

(i) Declustering potential (DP): 100 V in the positive ion 
mode and - 120 V in the negative ion mode. 

(j) Focusing potential: 350 V in the positive ion mode and -
350 V in the negative ion mode. 

3.5.2 Analysis by Gas 

Chromatography-Mass 

Spectrometry (GC-MS) 

Set the operating conditions as follows: 

1. Column temperature program: 0–0.5 min, 100 °C; 
0.5–15.2 min, 100–320 °C; and 15.2–18 min, 320 °C. 

2. Injector temperature: 280 °C. 

3. Injection volume: 1 μL. 
4. Injection mode: splitless. 

5. Carrier gas: helium. 

6. Carrier gas flow rate: 1 mL/min. 

7. Electron ionization voltage: 70 eV. 

8. Ion source temperature: 200 °C. 

9. Acquisition mode: full scan spectra in the m/z range 
35–650 Da. 

4 Notes 

1. Subjects affected by mild cognitive impairment (MCI) can also 
be enrolled to investigate metabolomics changes occurring in 
the early onset of neurodegenerative disorders, as previously 
reported [28, 29]. 

2. To minimize the influence of the circadian rhythm and diet, it is 
recommended to collect the samples in the morning and after, 
at least, 8 h of fasting. 

3. Plasma samples can be used instead of serum. For this, blood 
must be collected in anticoagulant-containing tubes. 

4. The pre-analytical phase (i.e., sample collection, 
pre-processing) must be standardized to minimize inter-sample 
variability factors and to maintain the metabolic integrity of the 
biological samples [30]. 

5. Discard hemolyzed samples, as this may strongly alter the 
circulating metabolomics profile. 

6. The metabolomics procedures described in this chapter have 
been optimized for the analysis blood and tissue samples but
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can easily be adapted for other biological matrices, such as 
urine [31]. 

7. The evaporation of sample extracts can also be carried out by 
using vacuum concentrators (e.g., SpeedVac), if available. 

8. Smaller organs (e.g., hippocampus, striatum, olfactory bulbs) 
can be directly extracted without prior cryo-homogenization. 

9. This second extraction step is of great interest for studying 
peripheral organs (i.e., liver, kidney, spleen, thymus) due to 
the high content of neutral lipid. However, steps 7–8 can be 
omitted when brain tissues are analyzed, as previously reported 
[17, 22]. 

10. This derivatization protocol must only be accomplished in 
polar extracts containing low-molecular-weight metabolites. 
The low volatilities of neutral lipids that are present in lipophi-
lic extracts impede their determination by GC-MS. 

11. The derivatization reagents employed here (i.e., methoxya-
mine and MSTFA) are very sensitive to moisture. The methox-
yamine solution in pyridine must be daily prepared. With 
regard to MSTFA, the authors recommend the purchase of 
sealed glass ampoules, which should be used within the day of 
its opening. 

12. After derivatization, the sample extracts must immediately be 
analyzed to prevent degradation. 

13. For accurate mass measurements, the TOF analyzer must daily 
be calibrated using renin and taurocholic acid solutions in 
positive and negative ion modes, respectively. 

14. Metabolomics methods based on UHPLC-MS and GC-MS 
that are described in this chapter are only applicable for polar 
extracts. As previously stated in Note 10, lipophilic extracts are 
mainly composed by neutral lipids that are not readily analyz-
able by GC-MS due to their low volatilities. Moreover, the 
separation of these lipids by reversed-phase liquid chromatog-
raphy requires the use of very long elution programs. For these 
reasons, lipophilic extracts are only fingerprinted by direct MS 
analysis. 
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(2021) State-of-the-art mass spectrometry-
based approaches to explore the polar metabo-
lome: Alzheimer’s disease as a case study. In: 
Ramautar R (ed) Advanced mass spectrometry-
based analytical separation techniques for prob-
ing the polar metabolome. Royal Society of 
Chemistry, London, pp 219–241 

14. Kuehnbaum NL, Britz-McKibbin P (2013) 
New advances in separation science for meta-
bolomics: resolving chemical diversity in a 
post-genomic era. Chem Rev 113:2437–2468 
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Vitorica J, Gómez-Ariza JL (2015) High 
throughput multi-organ metabolomics in the 
APP/PS1 mouse model of Alzheimer’s disease. 
Electrophoresis 36:2237–2249 

20. Sangster T, Major H, Plumb R, Wilson AJ, 
Wilson ID (2006) A pragmatic and readily 
implemented quality control strategy for 
HPLC-MS and GC-MS-based metabonomic 
analysis. Analyst 131:1075–1078 
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26. González-Domı́nguez R, Garcı́a-Barrera T, 
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Abstract 

Alzheimer’s disease (AD) has been characterized by widespread network disconnection among brain 
regions, widely overlapping with the hallmarks of the disease. Functional connectivity has been studied 
with an upward trend in the last two decades, predominantly in AD among other neuropsychiatric 
disorders, and presents a potential biomarker with various features that might provide unique contributions 
to foster our understanding of neural mechanisms of AD. The resting-state functional MRI (rs-fMRI) is 
usually used to measure the blood-oxygen-level-dependent signals that reflect the brain’s functional 
connectivity. Nevertheless, the rs-fMRI is still underutilized, which might be due to the fairly complex 
acquisition and analytic methodology. In this chapter, we presented the common methods that have been 
applied in rs-fMRI literature, focusing on the studies on individuals in the continuum of AD. The key 
methodological aspects will be addressed that comprise acquiring, processing, and interpreting rs-fMRI 
data. More, we discussed the current and potential implications of rs-fMRI in AD. 

Key words Alzheimer’s disease, fMRI, Resting-state, Functional connectivity, Connectome, Intrinsic 
connectivity network, Graph theory 

1 Introduction 

Neuroimaging has evolved as a unique discipline over the last four 
decades, gaining massive importance in investigating neurobiologi-
cal mechanisms of human behavior using two major modalities— 
positron emission tomography (PET) and functional magnetic res-
onance imaging (fMRI). However, the central concept of func-
tional brain imaging via regional cerebral blood flow has been 
backed by the experiments of Roy and Sherrington in 1890 that 
showed the stimulation-induced alterations in cerebral circulation 
in mammals [1]. The required technical improvements needed 
almost a century before fMRI studies were developed, which was 
described as self-renewal for behavioral neurology since fMRI 
appeared less expensive and more accessible than PET [2]. Despite 
these expectations, fMRI currently counts as one of the costly and
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complex imaging methods and remains still far from widespread 
clinical implementation and is suggested to be possibly underuti-
lized likewise in clinical research [3, 4]. At the same time, altera-
tions in functional connectivity (FC) may ultimately be an effective 
clinical biomarker for Alzheimer’s disease (AD) continuum.
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Fostering the understanding of intrinsic brain activity that 
might reflect the (patho-)physiology might be crucial, as cognitive 
functions are related to an efficient information transfer among 
distributed neuronal populations in functionally specialized brain 
areas [5]. With this in mind, the FC has been applied to examine 
cerebral network alterations in neurodegenerative and psychiatric 
diseases and is a potential biomarker [6, 7]. AD, the leading cause 
of dementia, has been the focus of fMRI studies [8–10]. Moreover, 
the established clinical biomarkers of amyloid and tau pathology 
overlap spatially and temporally with network FC alterations, 
revealing hub regions (i.e., highly connected regions) with higher 
vulnerability [5, 11, 12]. Therefore, FC may be a beneficial param-
eter that can detect, among other possible implications, the down-
stream effects of neurodegeneration due to AD on a circuit 
level [4]. 

The metabolic activity of the brain in the resting state has a 
special place in human physiology due to its relatively high energy 
consumption, estimated as approximately one-fifth of the body’s 
energy consumption, accompanied by one-tenth of the cardiac 
output [13]. The majority (from 60% to 80%) of cerebral energy 
consumption is dedicated to intrinsic neuronal signaling, reflected 
by the large-scale brain networks, that is, intrinsic connectivity 
networks (ICN) [13, 14]. Interestingly, the change in energy con-
sumption during an activity is estimated to be less than 5% com-
pared to the resting state, which might suggest that the 
spontaneous activity in resting-state fMRI (rs-fMRI) is a rich source 
to explore the neural mechanisms [6]. 

We aim to describe the most commonly used methodology of 
fMRI that has been studied with a constant increase in the field of 
Alzheimer’s disease research over the last two decades, which is 
reflected in the trajectory of the numbers of publications on resting 
state in general (Fig. 1), and to provide an overview of data acqui-
sition and preparation approaches and the fMRI data analyses. With 
this aim, we present a (rather subjective) selection of standard 
methods and their rationale at a gross level, while the finer technical 
details are not included when possible. 

2 The Brain Connectivity in Resting State 

The most common fMRI analysis approach has been the blood-
oxygen-level-dependent (BOLD) signal [15], possibly due to its 
high sensitivity and easy implementation [1], which measures brain



activity indirectly by detecting associated changes in regional cere-
bral blood flow and oxygenation levels. The deoxygenated blood 
(paramagnetic effect) and oxygenated blood (diamagnetic effect) 
are modulated by cerebral blood flow, the cerebral metabolic rate of 
O2, and cerebral blood volume. The paramagnetic and diamagnetic 
effects interfere with the T2* signal and change the signal intensity 
[14, 16, 17]. The rs-fMRI mainly measures the spontaneous low 
frequency (<0.08–0.1 Hz) fluctuations in the BOLD signal [18] 
that is specific to the gray matter and can reflect the spatial extent of 
temporally correlated networks [19]. These fluctuations occur 
through 3D variations in spatial frequencies that can be localized 
in x, y, and z directions concerning slice position, while several 
other factors modulate the signal, which is further elucidated 
below [16]. The BOLD signal is obtained continuously for a few 
minutes and provides an indirect marker of neuronal function on a 
spatial scale of 1–10 cm and a temporal scale of milliseconds to
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minutes [3]. Temporal correlations of the BOLD signal between 
spatially distinct regions during the fMRI examination are defined 
as functional connectivity [18].
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3 Image Preparation 

Since the BOLD signal is affected by various confounders, such as 
anatomical, physiological, and image acquisition parameters [20], 
analyzing BOLD signal changes (i.e., functional connectivity) 
requires a certain level of expertise in image preparation. With 
this in mind, we present the commonly used steps from image 
acquisition and processing to statistical analyses in this section. A 
recent study addressed the importance of structured, optimally 
standardized data management and technical issues, which might 
shed light on throughout planning, including the analyses with 
fMRI data [21]. Since the most widely used method is single-shot 
echo planar imaging (EPI) in rs-fMRI studies, we focus on EPI in 
this chapter. 

For the rs-fMRI examination, individuals are commonly 
instructed to lie supine and still with closed eyes with minimum 
head movements—for example, on foam padding and a restraining 
strap. The suitable magnetic resonance imaging protocol allows the 
measurement of the local cerebral oxygen concentrations and, in 
the end, the BOLD signal. The data will then be continuously 
recorded for 5–20 min as slices with a plane resolution of 
1–3 mm thickness in less than 80 ms per slide [22], for example, 
an image every 2 s for 6 min for 180 three-dimensional images. The 
slices as time courses can then be represented in three-dimensional 
or four-dimensional (adding time, e.g., in NIfTi file format) data-
sets. The EPI images are usually acquired with other images, that is, 
T1 images for volume acquisition (preferentially with superior 
gray-white matter contrast—e.g., as in Magnetization Prepared-
Rapid Gradient Echo (MP-RAGE) Sequence) [22, 23]. 

The MR signal is highly flexible since it depends on several 
tissue properties, which can be manipulated by adjusting pulse 
sequence parameters such as the repetition or echo times 
[23]. Additionally, the image resolution varies depending on the 
field strength systems from 1.5 to 3 and up to 7 Tesla (considered 
an ultra-high field with a resolution down to the micrometer) [16]. 

3.1 Image 

Processing: 

Preprocessing, 

Denoising, and 

Postprocessing 

Image processing mainly consists of segmentation and registration 
methods to correct images for noise and sampling errors. As fMRI 
is generally implicated at a group level than on an individual level, 
that is, comparison between images of several subjects or imaging 
sessions, its analysis requires a variability reduction through image 
processing. The key image-processing steps are summarized below 
(Fig. 2), which might alter specific routines. The literature points to



a general framework for image processing [24], albeit the research-
ers from different study groups have various approaches, causing 
high variability in the analysis of neuroimaging data [25]. Likewise, 
there are several alternative software packages based on freely avail-
able pipelines that are supposedly combinable with each other and 
interchangeably usable (Table 1). Quality control is required at 
each step, starting with inspecting the raw data [26]. 
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Image Acquisition 

• EPI time series --> motion 
correction, distortion correction, and 
slice time correction
• T1-weighted images --> used for 
the spatial normalization of EPI to 
standard space
• Corrected and spatially normalized 
EPI --> smoothing 

Node-to-node Node-to-voxel ICA 

Other 
Measures 
Graph theory, 

ALFF, and ReHo 

Preprocessing 

Fig. 2 Standard pipeline for image processing. Abbreviations: EPI echo-planar imaging, ICA independent 
component analysis, ALFF Amplitude of low-frequency fluctuations, ReHo Regional homogeneity 

3.1.1 Preprocessing Preprocessing usually begins with realignment, which refers to 
reducing the effect of subject motion during the scan. A distortion 
correction might be employed to correct spatial distortions due to 
inhomogeneities in the magnetic field (e.g., due to the air–tissue 
interfaces). A slice timing correction refers to the correction for 
temporal differences in slice acquisition, as the timing of acquired 
slices varies. The latter allows plotting the time course of a voxel as a 
dotted line, of which the intensity value is combined among sam-
pled frames to create a continuous curve.



Preprocessing Denoising analysis
Brain
visualizationa

√ √ √ √

√ √ √

√ √ √ √

√

√ √ √ √

√ √ √ √

√ √ √

√ √ √
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Table 1 
A list of some of the key software packages and respective functions 

Postprocessing – 
First-level 

Group 
statistics – 
Second-level 
analysis 

Statistical parametric 
mapping (SPM) 
(ucl.ac.uk) [109] 

√  

Analysis of functional 
neuroimages 
(AFNI) (nimh.nih. 
gov) [110] 

√  

FMRIB Software 
Library (FSL) (ox. 
ac.uk) [111] 

√  

NiLearn (github.io) √ √ √  

FreeSurfer Functional 
Analysis Stream 
(FsFast) (harvard. 
edu) 

√  

CONN toolbox 
(conn-toolbox. 
org)b [112] 

√  

fMRIPrep (fmriprep. 
org)b [113] 

GraphVar (nitrc.org) 
[114] 

a At least in one of the processing steps 
b Automated pipelines for preprocessing and denoising 

The normalization of the functional image by using the “copla-
nar” structural image as reference makes individual brains compa-
rable by placing them into a reference frame (e.g., in Talairach space 
for landmark-based method) or in standard templates (e.g., in 
Montreal Neurological Institute (MNI) space for volume-based 
registration). Even when there is significant variability in the finer 
details in general, the gross structure shows a remarkable consis-
tency [27]. The alignment provides a three-dimensional Cartesian 
coordinate space for later analysis. 

Spatial smoothing (also called temporal filtering) refers to 
blurting the data in space, which can help reduce the mismatch 
and the spatial resolution [27]. With this, the spatial convolution

https://www.fil.ion.ucl.ac.uk/spm/
https://afni.nimh.nih.gov/
https://afni.nimh.nih.gov/
https://fsl.fmrib.ox.ac.uk/fsl/fslwiki
https://fsl.fmrib.ox.ac.uk/fsl/fslwiki
https://nilearn.github.io/
https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast
https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast
https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast
https://surfer.nmr.mgh.harvard.edu/fswiki/FsFast
https://web.conn-toolbox.org/
https://web.conn-toolbox.org/
https://fmriprep.org/
https://fmriprep.org/
https://www.nitrc.org/projects/graphvar


with a three-dimensional Gaussian filter (i.e., kernel) of 8–12 full-
width half maximum (FWHM) depending on the voxel 
dimension—an FWHM of two to three times the voxel size—can 
be used [22, 24, 27]. 
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The registration methods are considered sufficient in various 
populations, for example, older participants and patients with 
dementia [27]. However, efficient quality control for each step is 
even more critical when study participants are expected to present 
pathological structural changes, for example, brain atrophy or 
enlarged ventricles. Another practical challenge of rs-fMRI 
image analysis in patients with dementia is symptom related exces-
sive motions during the image acquisition, requiring considerable 
caution. 

3.1.2 Denoising The denoising step is optionally implemented to preprocessed 
images using band-pass filtering (e.g., 0.008–0.09 HZ) and regres-
sion of temporal components that address additional noise sources, 
usually including cardiac, respiratory, and residual subject motion 
effects in the BOLD signal [28, 29]. The nuisance regressors are 
commonly derived from particular intracranial areas, such as white 
matter and ventricular cerebrospinal fluid signals, subject-motion 
parameters, and outlier scans [30–32]. 

3.1.3 Postprocessing and 

Statistical Analysis 

Through the steps mentioned above, the processed images can be 
used to obtain subject activity maps representing single-subject FC 
between brain areas regarding synchronous activity (Biswal et al. 
1995), corresponding to the so-called first level analysis. The anal-
ysis involves the correlation between the time course of cerebral 
regions, that is, voxel or a node [17]. The subject activity maps can 
be computed for later analysis concerning several analytic 
approaches—functional connectivity measure—described below. 

In order to test a hypothesis, statistical models are utilized on a 
group level with the functional connectivity measure of interest 
using the subject activity maps. The general linear model is usually 
preferred to test FC as a dependent variable as it allows many types 
of analyses, for example, t-tests, analysis of variance analysis, and 
analysis of covariance [33]. As many statistical tests are usually 
needed due to simultaneously tested brain regions, adjustments 
should be made to avoid false-positive results (i.e., type I error) 
across voxels or regions. Adjustments can be made by utilizing 
Bonferroni, False Discovery Rate [34], and family-wise error, 
whereas the Bonferroni procedure might be too conservative in 
some circumstances because of spatial dependence among brain 
regions [16]. To address this, using the random field theory has 
been suggested [35], which is efficient but relies on many assump-
tions, such as heavy smoothing [22]. More, nonparametric thresh-
olding solutions, such as permutation analysis [36] and threshold-



free cluster enhancement [37], can notably be advantageous for 
small sample sizes and noisy statistical images depending on the 
level of smoothing [38]. 
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4 Analytic Approaches: Measures 

4.1 Intrinsic 

Connectivity Networks 

The studies identified consistent modules (called ICN) that show 
spatially independent and temporally highly correlated brain areas 
[15], for example, the default mode network (DMN), the salience 
network, the frontoparietal control network, and the dorsal atten-
tion network [39, 40]. The DMN has been one of the most 
extensively investigated RSNs in AD and is associated with inter-
nally focused tasks such as memory retrieval and remaining active 
during sensory tasks with minimal cognitive demand [41– 
43]. Despite the “resting” state in rs-fMRI, the extrinsic activity-
related RSNs show FC, for example, in salience, dorsal attention, 
and frontoparietal networks [44, 45]. More, the ICNs are also 
characterized by anticorrelations (i.e., antagonistic activity), mainly 
between the DMN (as the task-negative network) and the rest of 
the ICNs (as task-positive networks) [46]. 

The network connectivity can be measured in rs-fMRI on node 
or voxel level. The main approaches to identifying network regions 
using voxel-wise FC are the independent component analysis and 
principal component analysis, which can generate group-level spa-
tial maps. The spatial maps (or components) representing single 
RSNs can then estimate subject-specific measures by computing the 
FC among voxels of respective ICNs [22, 47, 48]. 

In contrast to data-driven methods, an alternative approach to 
analyze network FC is to consider a priori regions of a particular 
ICN. The reduction of node-to-node FC to composite measures to 
represent ICNs can be calculated as FC among brain regions that 
belong to a particular ICN using nodes [49–52] or voxels [53–55]. 

4.2 Node 

Connectivity 

The functional connectome is principally a connectivity matrix 
[56], in which each row or column corresponds to a node that is 
a brain region as defined by the parcellation, that is, atlas regions 
(e.g., automated anatomical labeling [57], Brainnetome [58], and 
Schaefer [59]). The time courses across voxels are generally aver-
aged to derive the time course of the corresponding node after 
masking the respective region. The matrix elements correspond to 
the functional connectivity values between two nodes, which are 
generally undirected or symmetrical, building edges (i.e., the con-
nection between any pair of nodes) [15]. Another node-based 
approach is the seed-to-voxel connectivity, that is, the functional 
connectivity between a given node (as the seed) and all other brain 
voxels. The seed region choice depends on the goals of the analysis 
and is, therefore, hypothesis-driven [60]. The nodes are derived



from a priori templates, such as atlases, identified based on 
cytoarchitectonics, anatomical landmarks, or connectivity 
patterns [5]. 
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4.3 Other 

Approaches to Analyze 

Functional 

Connectivity 

The topological properties of a connectome, consisting of nodes 
and edges, can be analyzed using graph theory. The graph theory is 
usually analyzed after applying a threshold to remove spurious 
connections and to obtain sparsely connected connectivity matrices 
[61] that are expected to show higher randomness at less conserva-
tive threshold levels [62]. The connectivity matrices can be ana-
lyzed, depending on the research question, as weighted or 
binarized (linked or not) [5]. Thresholding may be applied using 
absolute (e.g., selecting correlation coefficients higher than 0.3) or 
relative (using density or network cost, e.g., selecting the highest 
10% of correlation values in the matrix) values [61]. At the same 
time, different thresholding approaches have a notable impact on 
observed differences between control and disease groups 
[61, 63]. Since an overall consensus is lacking in the literature on 
the thresholding approach (likewise the parcellation) [62, 64, 65], 
researchers are encouraged to report their results at various thresh-
olding levels and defined parameters [66]. Another methodological 
issue while defining the design of the graph analysis is that most 
studies exclude negative correlations, which might mistakeably 
discard neurobiologically valuable data [63, 67, 68]. The graph 
theoretical metrics can be summarized under integration and seg-
regation terms, including (global/local) efficiency, clustering coef-
ficient, and degree [56]. Also, primarily global metrics such as 
modularity and small-worldness have been frequently studied [63]. 

Some of the other central FC measures are the amplitude of 
low-frequency fluctuation (ALFF) and fractional ALFF (fALFF)— 
suggested as the improved ALFF—as well as regional homogeneity 
(ReHo) measures, which aim to detect regional abnormalities are 
reported in rs-fMRI studies, presenting high repeatability [69– 
71]. The ALFF/fALFF differ from the measures mentioned 
above because they consider amplitudes across voxels instead of 
the coherence between voxels [72]. At the same time, ReHo refers 
to the homogeneity of a local group of voxels by measuring the 
synchronization among one voxel and the nearby voxels [71]. 

An important alternative approach to the static description of 
FC is the dynamic FC, which refers to considering temporal varia-
tions in the BOLD signal among the time course instead of averag-
ing the BOLD signal for later analysis [73]. Dynamic FC is not 
further elaborated in this chapter, preferentially focusing on 
approaches based on conventional static FC. However, this 
approach might bring additional value to the rs-fMRI data by 
considering time-varying changes in FC (i.e., brain activity within 
sub-portions of time series) [74].
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5 Current and Potential Implications 

The connectivity within and between specific networks has been 
related to the variability in cognitive and behavioral states [44, 75– 
77]. The functional network alterations are associated with cogni-
tive decline in AD [8, 9, 78]. The studies showed that the network 
alterations present a wide overlap with the known neuropathologi-
cal hallmarks of AD, that is, amyloid and tau pathologies, particu-
larly in hub regions such as posteromedial components of DMN 
[5, 11, 79–81]. Network disruption in DMN and salience network 
have already been shown in the prodromal stages of AD in interac-
tion with both amyloid and tau levels [11, 78, 82]. Moreover, the 
decreased DMN connectivity might be associated with disease 
progression from preclinical to clinical AD [8, 83]. More remark-
ably, reduced FC comprising posterior DMN regions might occur 
before amyloid PET becomes abnormal [8, 79]. Findings also 
suggest that network disruption in the dorsal attention network 
increases while AD progresses. The FC of salience and the fronto-
parietal networks are altered in AD when either within or between 
network connectivity is considered [49, 52, 84, 85], while antic-
orrelation between DMN and the frontoparietal network might 
alter first [79]. The FC within DMN, frontoparietal, and salience 
networks predicted the change in global cognitive performance 
while synergistically interacting with amyloid pathology 
[86]. Other brain areas with FC alterations are between the medial 
temporal lobe and DMN, which predicted variance in episodic 
memory functions at baseline and over an 8-year follow-up period 
[48]. Also relevantly, genetic factors such as APOE ε4 allele status 
[87] and family history of late-onset AD [88] was associated with 
network FC alterations. 

The functional network alterations might underlie not only 
various disease entities among AD-related dementias (ADRD) 
[89, 90] but also the variance in clinical presentations of AD 
[53, 91, 92], including subtypes of AD—familial AD or early or 
late age at the onset [5]. The rs-fMRI may be thus used to contrib-
ute to the diagnostic while discriminating disease entities 
among ADRD. 

The graph metrics revealed substantial alterations throughout 
life, most prominently before age 20 and late adulthood, and were 
associated with intelligence and cognitive functioning 
[60, 93]. Notably, segregation was also shown to be affected not 
only simply by age and sex [60, 94, 95] but also by educational 
years and fluid intelligence [96, 97]. Similarly, in the course of AD, 
the network FC can be affected by individual factors regarding 
education [98], fluid intelligence [99] and lifelong 
experiences [51].
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The rs-fMRI may contribute to a noninvasive, efficient, and 
accurate diagnosis, which can be especially important in the earliest 
stages of AD, where clinical and neuropsychological assessments 
might be complicated [100]. Furthermore, a fine-tuned diagnostic 
and prognostic assessment might be possible through rs-fMRI, 
which may support clinicians who are not experts in the field, as 
well as patients and their relatives, in decision-making. 

Considering the efficacy that may vary among individuals, 
rs-fMRI may provide a vast potential for investigating brain func-
tioning while participants undergo an intervention. Less hypothet-
ically, the previous studies utilized rs-fMRI that mainly focused on 
alterations in DMN while examining efficacy [101] or identifying 
participants responding to the treatment, for example, transcranial 
magnetic stimulation [102]. The former might be most suitable as 
a primary outcome for phase II studies and might also be appropri-
ate as a potential secondary outcome in phase III trials 
[4, 103]. More importantly, the interventions are unlikely to 
show clinical efficacy without impacting network degradation [4], 
regardless of which form of intervention is studied—primary, sec-
ondary, or tertiary prevention. 

FC-based identified hub regions have been recently used to 
predict regional tau propagation, suggesting that connectivity 
might predict up to 70% of the variance in the overall spatial 
spreading pattern of tau accumulation [12, 104]. A recent study 
also reported a remarkable spatial association between covariance in 
FC and microglial activation [105]. Considering individual con-
nectomes in resting state may promote statistical power and reduce 
the number of participants. 

In summary, rs-fMRI might contribute to clinical research and, 
ultimately, the clinical practices in the field of AD/ADRD in vari-
ous ways, depending on the study design and hypothesis: 

Improving diagnosis.

• Efficient diagnosis of AD (sensitivity). 

Accurate diagnosis—discriminating AD from other 
neuropsychiatric disorders (specificity). 

tratifying disease cohort. 

onitoring treatment strategies.

Efficacy Primary/secondary outcome.

Estimation of response, for example, (endo-)
phenotypes.

One of the critical concerns while considering rs-fMRI as a 
r, which is supposed to detect fundamental changes in



ibility, wh
tion methods, scanning hardware, processing methods, and FC

6 Conclusion

study neurobiological mechanisms in the natural disease course,
especially while examining the effects of any observation or inter-
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79. Palmqvist S, Schöll M, Strandberg O et al 
(2017) Earliest accumulation of β-amyloid 
occurs within the default-mode network and 
concurrently affects brain connectivity. Nat 
Commun 8:1214 

Hoenig MC, Bischof GN, Seemiller J et al 
(2018) Networks of tau distribution in Alz-
heimer’s disease. Brain 141:568–581 
Sheline YI, Raichle ME, Snyder AZ et al 
(2010) Amyloid plaques disrupt resting state 
default mode network connectivity in cogni-
tively Normal elderly. Biol Psychiatry 67:584– 
587 

Schultz AP, Chhatwal JP, Hedden T et al 
(2017) Phases of hyperconnectivity and hypo-
connectivity in the default mode and salience 
networks track with amyloid and tau in clini-
cally Normal individuals. J Neurosci 37: 
4323–4331 
Binnewijzend MAA, Schoonheim MM, Sanz-
Arigita E et al (2012) Resting-state fMRI 
changes in Alzheimer’s disease and mild cog-
nitive impairment. Neurobiol Aging 33: 
2018–2028 
Elman JA, Madison CM, Baker SL et al 
(2016) Effects of beta-amyloid on resting 
state functional connectivity within and 
between networks reflect known patterns of 
regional vulnerability. Cereb Cortex 26:695– 
707 

Zhou J, Greicius MD, Gennatas ED et al 
(2010) Divergent network connectivity 
changes in behavioural variant frontotemporal 
dementia and Alzheimer’s disease. Brain 133: 
1352–1367 
Buckley RF, Schultz AP, Hedden T et al 
(2017) Functional network integrity presages 
cognitive decline in preclinical Alzheimer dis-
ease. Neurology 89:29–37 
Chiesa PA, Cavedo E, Lista S et al (2017) 
Revolution of resting-state functional neuro-
imaging genetics in Alzheimer’s disease. 
Trends Neurosci 40:469–480 
Wang L, Roe CM, Snyder AZ et al (2012) 
Alzheimer disease family history impacts rest-
ing state functional connectivity. Ann Neurol 
72:571–577 
Seeley WW, Crawford RK, Zhou J et al (2009) 
Neurodegenerative diseases target large-scale 
human brain networks. Neuron 62:42–52 

90. Tuovinen T, Rytty R, Moilanen V et al (2016) 
The effect of gray matter ICA and coefficient 
of variation mapping of BOLD data on the 
detection of functional connectivity changes 
in Alzheimer’s disease and bvFTD. Front 
Hum Neurosci 10:680



92.

94.

95.

96.

97.

98.

99.

100.

103.

104.

105.

106.

107.

108.

109.

111.

112.

113.

114.
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Chapter 8 

Diffusion Tensor Imaging in Alzheimer’s Studies 

Adriana L. Ruiz-Rizzo, Kathrin Finke, and Mario E. Archila-Meléndez 

Abstract 

In this chapter, we describe the use of quantitative metrics of white matter obtained from the diffusion 
tensor model based on diffusion-weighted imaging in Alzheimer’s disease (AD). Our description synthe-
sizes insights not only from patient populations with AD dementia but also from participants at risk for AD 
dementia (e.g., amnestic mild cognitive impairment, subjective cognitive decline, or familial AD mutation 
carriers). A reference to studies examining correlations with behavioral variables is also included. Our main 
message is to caution against the overinterpretation of diffusion metrics and to favor analyses that focus on 
regions of interest or major white matter tracts for biomarker studies in AD. 

Key words Alzheimer’s disease, DTI, Diffusion-weighted imaging, Diffusion metrics, Major tracts, 
Structural connectivity, White matter 

1 Introduction 

The diffusion tensor imaging (DTI) model [1] was introduced to 
provide quantitative information about the degree of anisotropy 
and the structural orientation of the diffusion of water molecules in 
the brain [2]. DTI is based on diffusion-weighted imaging (DWI), 
an inherently noise-sensitive magnetic resonance imaging (MRI) 
technique [2]. DWI uses the diffusion of water molecules to pro-
vide information about the microstructural properties of tissues, by 
measuring the random (Brownian) motion of water molecules. 

White matter tracts are formed by large axon bundles. The 
diffusion of water in white matter is restricted (i.e., “anisotropic”) 
within the cellular walls of the axons composing the white matter 
tracts [2]. DTI uses the diffusion tensor to model the diffusion 
properties of tissues by estimating six parameters per voxel: three 
real eigenvalues and three orthogonal eigenvectors. A diffusion 
ellipsoid can be used as the diffusion tensor’s reference frame. 
DTI parameters determine the primary diffusion direction and 
magnitude and can be reduced to scalar values and quantitative 
maps [2]—known as tensor-derived or DTI metrics. Commonly
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estimated voxelwise DTI metrics include fractional anisotropy (FA: 
degree of asymmetry of diffusion), mean diffusivity (MD: average 
among the three orthogonal axes of the ellipsoid), radial diffusivity 
(RD, mean of the two minor axes of the ellipsoid), and axial 
diffusivity (AxD, diffusion along the principal diffusion direction 
of the ellipsoid) [3]. A novel DTI metric, the mode of anisotropy, 
has also been implemented in the context of AD. This index reflects 
shape differences in the diffusion tensor or type of anisotropy and is 
given from �1 to +1. The type of anisotropy can range from 
planar—as in regions with two fiber populations of similar density 
that cross each other, to linear—as in regions with one fiber 
orientation [4].
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Most DTI metrics (e.g., RD, MD, and FA) have been shown to 
be associated with the gray matter of medial temporal lobe struc-
tures, such as hippocampal, parahippocampal, and entorhinal cor-
tices [5]. Moreover, these metrics have been shown to predict 
cognitive decline in healthy older adults, older adults with subjec-
tive cognitive decline, and patients with mild cognitive impairment 
(MCI), as well as the conversion from MCI to AD dementia [5]. FA 
of the fornix, for example, correlates with memory decline and 
progression to AD both cross-sectionally and longitudinally 
[6]. Studies in early-onset autosomal-dominant inherited AD fam-
ily members have reported selective white matter changes in the 
corpus callosum and long projecting fibers in MD that occur years 
before the expected symptom onset [7]. These findings underscore 
the relevance of DTI metrics as noninvasive biomarkers in the early 
stages of the course of AD. 

A recent meta-analysis examined DTI metrics in amnestic MCI 
(aMCI) based on both region-of-interest (ROI, i.e., tracts selected 
prior to the analysis) and whole-brain-based (i.e., without prior 
tract selection) studies [8]. It revealed decreased FA of the fornix 
and uncinate fasciculus and increased MD in the parahippocampal 
cingulum, uncinate fasciculus, and corpus callosum (genu and 
splenium) in patients with aMCI versus healthy control partici-
pants. Using an activation likelihood estimation approach, this 
meta-analysis also showed decreased FA of the bilateral posterior 
corona radiata (connecting the cortex and the brain stem) in 
patients with aMCI relative to healthy control participants [8]. 

In patients with manifest AD dementia, DTI metrics of major 
white matter tracts such as the cingulum bundle, uncinate fascicu-
lus, corpus callosum, anterior commissure, and superior longitudi-
nal fasciculus II are altered [4]. Earlier findings already suggested 
the degeneration of a limbic-diencephalic network (i.e., temporo-
parietal white matter, posterior cingulum, splenium, and fornix) in 
AD dementia [9]. In comparison to healthy control participants, 
significant differences across all DTI metrics have been shown for 
the splenium of the corpus callosum, the left fornix, and the left 
hippocampal cingulum in patients with AD dementia
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[10]. Increased MD of the forceps major (i.e., projections from the 
splenium of the corpus callosum [11]) and decreased FA of the 
posterior thalamic radiation have been found to best discriminate 
MCI from subjective cognitive decline [12]. DTI metrics of the left 
hippocampal cingulum and the left fornix have shown significant 
associations with the MiniMental State Examination; those of the 
corpus callosum and left hippocampal cingulum with the clinical 
dementia rating—sum of boxes; and those of the left hippocampal 
cingulum with the Alzheimer’s Disease Assessment Scale 
[10]. Increased MD and reduced FA of the hippocampal cingulum, 
corpus callosum, uncinate fasciculus, tapetum, and posterior thala-
mic radiations have also been shown in patients with AD dementia 
after one-year follow-up [13]. 
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2 Materials 

1. Strong magnetic field gradient pulses during magnetic reso-
nance imaging permit diffusion weighting, which includes 
imaging parameters such as diffusion magnitude (b-value), 
number and distribution of gradient directions, and the num-
ber of b 0 images [2]. 

2. A three-dimensional diffusion model (the “tensor”) can be 
estimated by using those gradient pulses in multiple directions. 
White matter tracts will appear darker in the diffusion-
weighted image if they are parallel to a particular gradient 
direction [14]. 

3. The tensor has three orthogonal eigenvectors and three posi-
tive eigenvalues, with the three eigenvalues (λ1, λ2, λ3) giving 
the diffusivity in each eigenvector’s direction, and the major 
eigenvector pointing in the principal diffusion direction [14]. 

4. Specialized software, such as FreeSurfer (https://surfer.nmr. 
mgh.harvard.edu/fswiki) [15] and FSL (https://fsl.fmrib.ox. 
ac.uk/fsl/fslwiki) [16]. Familiarity or experience working with 
a terminal or command window is desirable, as the use of 
scripting and command lines may be necessary. 

3 Methods 

1. A sensible analysis pipeline for DTI in AD studies can include 
an initial quality check (obvious artifacts); motion distortion/ 
correction (volume co-registration), diffusion tensor fitting 
(e.g., ordinary linear least squares, weighted linear least 
squares, nonlinear least squares, etc.), computation of para-
metric maps (i.e., voxelwise maps of MD, FA, and a direction-
ally encoded color map, and the corresponding eigenvectors

https://surfer.nmr.mgh.harvard.edu/fswiki
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and eigenvalues), and final inspection of the results [17] (see 
Note 1). 

2. White matter tracts can be delineated in 3D by DTI using fiber-
tracking algorithms or “tractography,” which infer connections 
between neighboring voxels [2] (see Note 2). Fiber tractogra-
phy pieces together each voxel’s single predominant local ori-
entation to allow making inferences about the global fiber 
trajectories [18] (see Note 3). 

3. With tractography, we can estimate the organization of white 
matter and study cross-sectional (one point in time, between 
individuals) and longitudinal (several points in time, between 
and/or within individuals) variations in the organization and 
properties of white matter pathways [19] (see Note 4). 

4. An issue in tractography is that of “crossing fibers.” These refer 
to fiber bundles that exhibit two or more different orientations 
within the same voxel [2]. The impact of crossing fibers is most 
severe for nondominant tracts, as the orientation produced by 
DTI will likely reflect the largest contributing fiber 
direction [2]. 

5. Single-fiber clusters are mainly found in large tracts, for exam-
ple, the corpus callosum, middle cerebellar peduncle, and the 
posterior limb of the internal capsule. At least two-fiber orien-
tations can be found in almost half of the white matter voxels 
[20]. This characteristic might thus impact the reliability, 
robustness, and interpretation of the results found for particu-
lar tracts (see Note 5). 

6. In cases where a single fiber population is studied (e.g., the 
corpus callosum), FA can reliably index axonal density 
(restricted volume fraction) and moderately correlate with 
myelination (myelin water fraction) metrics [21] (see Notes 6 
and 7). 

7. Both deterministic (unique fiber orientation for each voxel) 
and probabilistic (distribution of possible trajectories) tracto-
graphy tend to reconstruct short and straight tracts that do not 
pass by regions of complex fiber configurations. This aspect 
makes the quantification of tractography results (e.g., “track 
density” or “connection strength”) particularly problematic 
[18] (see Note 8). 

8. Differences in white matter between patients at-risk for AD 
dementia versus a reference group can be examined on ROIs 
defined a priori (e.g., manual tracing or tractography) or the 
whole-brain level (e.g., tract-based spatial statistics or voxel-
based analysis) [8] (see Note 9). 

9. Though informative, results derived from voxel-based analyses 
can be unspecific. Therefore, ROI analysis approaches might be
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better suited for determining what regions are more sensitive 
for detecting group differences in AD [10], identifying correla-
tions with measures of cognition and behavior, and/or estab-
lishing DTI-based biomarkers (see Note 10). 

10. We have previously used TRACULA for identifying white 
matter tracts and analyzing their DTI metrics. TRACULA 
stands for “TRActs Constrained by UnderLying Anatomy” 
and can be downloaded from https://surfer.nmr.mgh. 
harvard.edu/fswiki/Tracula. TRACULA is a method for the 
automated reconstruction of major white matter tracts. This 
method uses prior knowledge of the tract anatomy of a set of 
training participants (healthy subjects). This prior knowledge 
informs the probability of the pathway anatomy in the partici-
pant under analysis [22] (see Note 11). 

11. The prior anatomical information of manually labeled tracts 
from the set of training participants helps TRACULA give the 
likelihood of a particular tract passing through or next to the 
different cortical and subcortical regions in the current (to-be-
analyzed) data (i.e., a probabilistic distribution; [23]) (see Note 
12). 

12. TRACULA software comes as part of FreeSurfer and uses FSL 
functions, which makes it an easy-to-use and robust option (see 
Note 13). 

13. DTI metrics within tracts of interest can be examined (i) to 
compare between AD-relevant (e.g., patients with AD demen-
tia, patients with prodromal AD, AD mutation carriers, etc.) 
and control groups or pre- and post-treatment groups and/or 
(ii) to correlate with AD-relevant neural, cognitive, or behav-
ioral variables (e.g., functional network connectivity, memory 
scores) (see Note 14). 

14. The choice of white matter tracts of interest or ROIs can follow 
from the statistical correlation and/or theoretically plausible 
relationship between DTI metrics in a wide set of tracts and an 
already established AD biomarker. For example, an association 
between MD of major white matter tracts and hippocampal 
volume—a traditional marker of AD pathology—has been 
shown for cingulum-angular, cingulum-cingulate gyrus, and 
corticospinal tract bundles bilaterally in patients with AD 
dementia [23]. DTI metrics of the chosen tracts could then 
be used to analyze a concurrent variable or intervention (see 
Notes 14 and 15). 

15. Caution should be exercised with regard to the interpretation 
of DTI metrics within tracts. For example, a decreased FA 
could be explained by the relative relationship among 
the tensor eigenvalues: a shortening in the longest axis of the 
diffusion ellipsoid (λ1, parallel diffusivity), enlargement of the

https://surfer.nmr.mgh.harvard.edu/fswiki/Tracula
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shortest axes (λ2 and λ3, perpendicular diffusivity), or both [2] 
(see Notes 6 and 16). 

16. The relative increase or decrease in DTI metrics can be linked 
to the particular tracts and groups under study. For example, 
patients with AD dementia have been reported to show lower 
mode of anisotropy values in the corpus callosum and cingu-
lum bundle than patients with MCI or healthy control partici-
pants and in the superior longitudinal fasciculus when 
contrasted with controls only [4]. However, higher mode 
values can, in turn, be found in patients with MCI versus 
healthy control participants in regions of crossing fibers of 
the centrum semiovale [4] (see Note 17). 

17. In considering the choice of particular DTI metrics, diffusivity 
measures (i.e., MD, RD, and AxD) can be more sensitive than 
anisotropy measures (i.e., FA) for detecting group differences 
[9], for example, in patients with aMCI compared to 
healthy control participants [10] (see Note 18). 

4 Notes 

1. A data-quality check (e.g., visual or quantitative) is strongly 
advised at each stage of the pipeline to ensure data robustness 
[17]. FSL visualization or mathematical tools are suitable for 
this purpose. 

2. A clear boundary of a tract may be difficult to delineate because 
the axons that form it can merge and exit the tract at any point. 
Thus, there is no gold standard to judge the validity of 
tractography [2]. 

3. Different from the corresponding (physical) nerve fibers, the 
so-called “streamlines” or “fiber tracks” obtained from tracto-
graphy are only virtual entities without a physical volume. 
Thus, fiber orientations are only indirectly obtained from the 
averaged diffusion patterns of water molecules [18]. 

4. A notable advantage of tractography is that it can be used to 
infer structural connectivity and thus help provide a functional 
parcellation of the brain [19]. However, tractography ought 
not to be used to provide a quantitative estimate of connection 
strength in an anatomical or physiological sense [24]. 

5. DTI-derived metrics have low specificity regarding a biological 
interpretation, given that complex fiber crossings can also 
explain them [20]. Moreover, any microstructural feature 
(e.g., cell size, density, permeability, and orientation distribu-
tion) can affect common DTI-derived metrics such as FA or 
MD [19]. Interpretations invoking the degree of myelination, 
axon density, or “white matter integrity” must be supported by
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data from other sources or have strong theoretical foundations 
[24]. Thus, care is advised in interpreting observed increases 
and decreases in those metrics in a particular group versus 
another or in relation to a specific cognitive/behavioral vari-
able. Interpretations should invoke the specific DTI metric 
used rather than any of the unknown sources for the differ-
ences/changes in the DTI metric. 

6. Observing each eigenvalue (λ1, λ2, λ3) can yield more precise 
information regarding the cause of decrease in FA [2]. Going 
beyond FA by exploring the full tensor behavior can prove even 
more informative [9]. 

7. FA should not be linearly equated to connectivity because FA is 
derived from the water molecules within a voxel whereas con-
nectivity typically has a more extensive length [24]. 

8. Long-range “structural connectivity” cannot be reliably quan-
tified by current fiber-tracking approaches. A higher-order 
model (e.g., the uncertainty orientation distribution function 
or the fiber orientation distribution function), the use of ana-
tomical constraints (e.g., biological tissue priors), and the 
assessment of the fidelity of the reconstructed tracts to the 
DWI data (e.g., with global tracking or filtering approaches) 
could help increase the reliability of current fiber-tracking 
approaches [18]. 

9. Results from meta-analyses based on ROI and whole-brain 
approaches may not converge. Therefore, individual studies 
can attempt to include both [8] or explicitly consider, in their 
design or interpretation, the potential for false negatives or 
false positives with either approach. 

10. A caveat is that predetermined ROIs, based on templates, can 
be problematic due to potential registration issues across brains 
and the inherent possibility of restricting the search space [10]. 

11. TRACULA is a global tractography approach, that is, it recon-
structs a known connection between end regions. Thus, diffu-
sion measures (e.g., FA) can be compared as a function of 
position along the length of a pathway and not just by looking 
at its grand average [22]. 

12. To obtain individual cortical and subcortical regions, TRA-
CULA requires the T1-weighted anatomical volume, which is 
then processed with FreeSurfer. 

13. Using other software of preference and experience for the 
reader is also possible. Our main point is to recommend soft-
ware and/or processing pipelines that focus on anatomically 
defined white matter tracts for identifying DTI biomarkers 
in AD.
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14. One issue is the definition of tracts of interest. In a recent study, 
for example, we used the statistical association with hippocam-
pal volume, a well-known AD biomarker, to identify white 
matter tracts that could mediate the relationship between 
adherence to the Mediterranean diet and verbal memory scores 
[25]. We did it separately for each hippocampus by means of 
multiple linear regression. We adjusted for other variables 
potentially relevant to that relationship (i.e., diagnosis group, 
head motion in diffusion images, age, sex, education, global 
cognitive status, site (multicenter study), white matter hypoin-
tensities in the anatomical T1 image, total gray matter volume, 
and the contralateral hippocampal volume). 

15. We recently found FA of white matter tracts to be associated 
with hippocampal volume in a heterogeneous sample including 
patients with AD dementia, patients with aMCI, healthy older 
adults with and without subjective cognitive decline, and 
healthy relatives of patients with dementia [25], namely, the 
superior longitudinal fasciculus, fornix, corticospinal tract, and 
hippocampal cingulum. 

16. Using the volume fractions identified by mixture model 
approaches (e.g., FSL’s bedpostx) as a quantitative index has 
been proposed as an alternative to DTI scalar metrics such as 
FA [20]. 

17. A further exploration by looking for a concurrent, counterin-
tuitive increase in FA values in the same region and by using 
quantitative crossing-fiber tractography can allow determining 
which is the “spared” fiber and which is the “affected” 
fiber [4]. 

18. However, FA is one of the DTI-derived metrics that account 
for a third of the total variability and, thus, can be prioritized if 
there is no a priori information about the particular index that 
is most sensitive to the investigated condition [21]. 
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Chapter 9 

Magnetic Resonance Spectroscopy (MRS) in Alzheimer’s 
Disease 

Nasim Sheikh-Bahaei 

Abstract 

MRS is a noninvasive technique to measure different metabolites in the brain. Changes in the levels of 
certain metabolites can be used as surrogate markers for Alzheimer’s disease. They can potentially be used 
for diagnosis, prediction of prognosis, or even assessing response to treatment. 

niques for MRS acquisitions including STimulated Echo Acquisition Mode 
lved Spectroscopy (PRESS). In terms of localization, single or multi-voxel 
on current data: 

NAA, marker of neuronal integrity and viability, reduces in AD with longitudinal changes over the time 
as the disease progresses. There are data claiming that reduction of NAA is associated with tau 
accumulation, early neurodegenerative processes, and cognitive decline. Therefore, it can be used as 
a stage biomarker for AD to assess the severity of the disease. With advancement of disease modifying 
therapies, there is a potential role for NAA in the future to be used as a marker of response to treatment. 

mI, marker of glial cell proliferation and activation, is associated with AB pathology and has early 
changes in the course of the disease. The NAA/mI ratio can be predictive of AD development with 
high specificity and can be utilized in the clinical setting to stratify cases for further evaluation with PET 
for potential treatments. 

The changes in the level of other metabolites such as Chol, Glu, Gln, and GABA are controversial 
because of the lack of standardization of MRS techniques, current technical limitations, and possible 
region specific changes. 

Ultrahigh field MRS and more advanced techniques can overcome many of these limitations and enable 
us to measure more metabolites with higher accuracy. 

Standardization of MRS techniques, validation of metabolites’ changes against PET using PET-guided 
technique, and longitudinal follow-ups to investigate the temporal changes of the metabolites in 
relation to other biomarkers and cognition will be crucial to confirm the utility of MRS as a potential 
noninvasive biomarker for AD. 

Key words Alzheimer’s disease (AD), Amyloid beta (AB), Ascorbate (Asc), Choline (Chol), Creatine 
(Cr), γ-aminobutyric acid (GABA), Glucose, Glutamate (Glu), Glutamate + Glutamine (Glx), Gluta-
mine (Gln), Glutathione (GSH), Magnetic resonance spectroscopy (MRS), Myoinositol (mI), N-acet-
ylaspartate (NAA), Tau, Ultrahigh field 
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1 Basics 

Magnetic resonance spectroscopy studies rely on the field of nuclear 
magnetic resonance (NMR) that studies the interaction between 
radiofrequency energy and atoms [1, 2]. Spectroscopy depends on 
a crucial property of the atomic nuclei, the spin, which is the 
particle’s intrinsic angular moment. Principles of quantum 
mechanics dictate that this nuclear spin occupies discrete states 
that are related to its characteristic frequency. This characteristic 
frequency for the nuclei is called the Larmor frequency and 
depends on the gyromagnetic ratio and the magnetic field strength. 
The Larmor resonance frequency can become independent of the 
magnetic field strength when expressed in parts-per-million (ppm) 
relative to a reference compound (chemical shift) (Fig. 1). Energy 
transitions between spin states give rise to specific frequency spectra 
associated with the energy level difference between the spin states. 
Understanding energy transitions between systems with different 
Larmor frequencies and different coupling magnitudes provides a 
good basis for resolving spectral lines in NMR spectra [3]. 

In a typical magnetic resonance experiment, we do not observe 
just one nucleus but a very large number of them. Protons are 
present in most tissues in the form of water or lipids. In the 
human brain, there are about 6 � 1019 proton spins in a small 
cubic volume of about 1 � 1 � 1  mm  [3]. When protons lie in a 
constant magnetic field B0, the presence of angular momentum 
makes the magnetic moment process around the magnetic field. At 
a larger scale, when a large set of nuclei are placed in the magnetic 
field, the bulk macroscopic magnetization grows over time until a 
point that slightly favors the parallel to B0 spin orientation. This 
so-called longitudinal magnetization is never detected directly as its 
small contribution can be overwhelmed by other contributions 
caused by electron currents within atoms and molecules. Thank-
fully, magnetization can be tilted away by applying a radiofrequency 
(RF) pulse through a transmitter coil. The simplest case to deal with 
is when the transmitter frequency is the same as the Larmor fre-
quency (“on-resonance”). An application of such a pulse tilts the 
magnetization away from its axis and causes a rotating field B1 in a 
different plane. By altering the time for which the pulse has been 
applied, we can alter the angle through which the magnetization is 
rotated. In many experiments, the commonly used flip angles are 
90� or 180�. For example, for an on-resonance pulse of 90�, the 
effective field lies along the x axis and so the magnetization pro-
cesses in the yz-plane [4].
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Fig. 1 Single voxel MR spectroscopy with region of interest selected on the posterior cingulate gyrus/ 
precuneus region shown on three planes. The spectrum shows peaks of main metabolites: myoinositol 
(mI), choline (Chol), creatine (Cr), glutamate + glutamine (Glx), N-acetylaspartate (NAA) 

2 Signal Detection 

Suppose that we have managed, somehow, to tip the magnetization 
vector away from the z axis, such that it makes an angle β to that 
axis. After the RF power is switched off, the magnetic field starts to 
precess about the field. This rotating magnetization gives rise to the 
spectroscopy signal through electromagnetic induction into a 
nearby receiver coil. Note that the same RF coil used to transmit 
the RF pulse can be used to receive the signal. The magnetization 
tends to return to its equilibrium position (and size), a process



known as relaxation. This disappearance of macroscopic magneti-
zation relates to loss of phase coherence due to random molecular 
processes (T2) and loss of phase coherence due to magnetic field 
inhomogeneity (T2*). Thus, the signal undergoes what is called a 
free-induction decay (FID). Using mathematical tools, the magne-
tization components can be resolved as a function of time by 
solving the Bloch equations [3, 4]. 
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One of the most basic and fundamental spectroscopy experi-
ments is the spin echo experiment. A 90� RF pulse is applied 
followed by a 180� refocusing pulse. The 180� refocusing pulse 
rotates the transverse plane inverting the phase and separates the 
sequence into two equal periods, τ. The signal is acquired after the 
second delay τ, or  2τ from the beginning of the sequence (the time 
between the excitation pulse and the peak of the signal is called the 
echo time (TE). In practical magnetic resonance spectroscopy 
experiments, we usually have several resonances in the spectrum 
that we want to detect, each of which has a different Larmor 
frequency. Hard excitation pulses can be used to excite several 
lines and Larmor frequencies with differential excitation of 
on-resonance and off-resonance spins. On the other hand, selective 
excitation pulses are pluses that excite a portion of the spectrum, 
while selective inversion pulses are pulses that invert the magneti-
zation associated with just one resonance while leaving all the 
others in the spectrum unaffected. More advanced pulse shapes 
can be constructed by taking into consideration frequency selectiv-
ity, bandwidth (range of frequencies a pulse can capture), and RF 
power considerations and can be used accordingly depending on 
the experimental purpose [5]. Eventually, RF pulses make a preces-
sing magnetization that can be detected to give a signal, which 
oscillates at a certain Larmor frequency, the free induction signal. 
This signal will eventually decay away due to the action of relaxation 
but can be captured and analyzed before magnetization returns 
back to equilibrium. 

3 Methods 

3.1 Techniques of 

MRS Acquisition 

For most practical spectroscopy experiments, we are generally inter-
ested in a volume of interest where we need to localize certain 
metabolites. All localization methods rely on the selection of a 
spatially selective slice by the application of a frequency-selective 
RF pulse in the presence of a magnetic field gradient, a technique 
identical to slice selection in MRI. Following 1D slice selection, a 
second RF pulse is used to select a 2D column during a magnetic 
field gradient along an orthogonal spatial direction. Finally, a third 
RF pulse is used to reduce the 2D column to a 3D voxel along the 
remaining orthogonal gradient direction [6]. The combination of 
pulses while considering certain limitations in signal detection and

3.1.1 Localization



RF power limits have given rise to different acquisition methods. 
Here, we will briefly discuss the most representative (and perhaps 
most popular) techniques.
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3.1.2 Acquisition 

Methods 

STEAM 
STimulated Echo Acquisition Mode (STEAM) is a localization 
method capable of complete 3D localization in a single acquisition 
[7, 8]. The signal is acquired during a sequence of three 90� RF 
pulses. Three FIDs, four spin echoes, and one stimulated echo 
(STE) are generated with the STE being the signal of interest 
generated after a delay following the last 90� pulse. By replacing 
the RF with slice selective pulses and refocusing gradients, one can 
localize STE within a volume of interest. STEAM is an appealing 
technique as it can make good spectroscopic acquisitions fast using 
short echo times. 

PRESS 
The Point Resolved Spectroscopy (PRESS) localization method 
[9, 10] is another popular spectroscopy acquisition method. In 
this sequence, one 90� RF excitation pulse and two 180� refocusing 
pulses are used. When the first 180� refocusing pulse is executed 
following the excitation pulse, a spin-echo is formed. The second 
180� pulse refocuses this spin-echo during a delay period, and the 
final echo is formed at the PRESS at a certain echo time. Thus, 
PRESS looks at the spin-echo signals from the intersection of the 
three planes selected by the three pulses resulting in the desired 
volume locations. PRESS has a higher signal-to-noise ratio com-
pared to STEAM. However, due to limits in the RF pulses that it 
uses, the PRESS refocusing 180� pulses have limited bandwidth 
that can cause increased chemical displacement (see next sections). 

3.1.3 Adiabatic 

Localization 

Fortunately, the adiabatic localization by adiabatic selective refo-
cusing (LASER) and semi-LASER methods provide high band-
width alternatives to PRESS for single voxel localization 
[11, 12]. The advantages of the LASER technique over STEAM 
and PRESS rely on the fact that they use adiabatic pulses while 
having higher bandwidth. With adiabatic pulses, spins having dif-
ferent resonant frequencies are inverted or manipulated at different 
times as the RF magnetic field can be written with a time-varying 
phase and time-varying amplitude [13]. This differs from canonical 
amplitude-modulated rectangular RF pulses where all spins are 
affected simultaneously. For adiabatic refocusing, there is a modu-
lation of frequency and the amplitude of the RF pulse such that 
longitudinal magnetization is fully inverted at the end of the pulse, 
regardless of B1 inhomogeneity. This makes adiabatic pulses quite 
attractive as it makes them highly insensitive to B1 inhomogene-
ities. In addition, adiabatic pulses can offer large bandwidth RF



pulses via the use of large magnetic field gradients—something 
advantageous (as well shall see later) for minimizing chemical shift 
displacement. However, one limitation in using adiabatic pulses is 
the available maximum RF power that can be applied within accept-
able limits. 
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In the LASER sequence, the entire sample is excited with a 
nonselective adiabatic excitation pulse after which three pairs of 
adiabatic inversion 180� pulses (AFP pulses) achieve 3D localiza-
tion by selectively refocusing three orthogonal slices. The semi-
LASER (sLASER) is similar; however, one pair of AFP pulses is 
replaced with a single slice-selective excitation pulse [14]. sLASER 
is a technique that is gaining high popularity for MRS due to its 
reliability and higher signal-to-noise ratio combined with the use of 
full adiabatic pulses. 

3.2 Post Processing Spectroscopy data can be degraded by multiple experimental arti-
facts. For example, line broadening, phase shifts due to RF errors, 
and signal amplitudes due to transmitter/receiver coil errors are 
only a few artifacts that can besmirch spectroscopy data. Thus, the 
experimenter needs to follow detailed post processing steps for data 
cleaning prior to metabolite quantification. These include (but not 
limited to) eddy current correction, motion correction, phase and 
frequency alignment, water removal, alignment, phasing, and zero 
filling. We will describe these shortly, but for a more comprehensive 
review, we refer the reader to the work by Near and colleagues 
[15]. Eddy currents are B0 variations due to rapid gradient switch-
ing. These can be removed using an unsuppressed water spectrum, 
centered on the water resonance using identical gradient strengths 
and timings as in the water-suppressed dataset. Any time depen-
dence in the frequency of the water signal will be observed as a 
nonlinearity in the phase of the FID signal. This nonlinearity can 
then be removed from the signal. Frequency and phase drifts are 
very common in spectroscopy as a result of B0 instabilities and need 
to be corrected post acquisition. Several methods exist for retro-
spective correction of frequency and phase drifts depending on the 
acquisition method. For instance, certain methods use the residual 
water peak to estimate and correct the frequency and phase drift, 
while other methods use a reference spectrum for correction. 
Alignment of spectra is also important especially in subtraction 
data coming from edited sequence spectra. Methods for frequency 
and phase can also be used, but more dedicated techniques are 
required in certain cases. Additional post processing techniques 
are also mentioned. For example, due to its dominance in spectra, 
researchers might need to perform water removal from the spectra. 
There are several techniques with one prominent technique being 
HSVD, which is based on singular value decomposition of matrix 
representation of data [16]. Additional data cleaning can be done 
by using information from the “ideal” part of spectroscopy data and
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applying it to the noisy part of data. Reference deconvolution is a 
powerful method that extracts the signal of a known reference 
material from the experimental data, compares it to the theoreti-
cally expected one, and constructs a correction mapping needed to 
convert the experimental data [17]. Zero filling is another tech-
nique that artificially lengthens the FID and increases digital reso-
lution of the spectrum, without adding any noise. Phasing is also an 
important step in processing spectroscopy data. The phase of the 
complex spectral points depends on many factors including the 
receiver phase, RF pulse phase, voxel position, pulse sequence 
timing, and more. To correct for these phase abnormalities, tech-
niques involve zero-order phasing (adding a linear phase) or first-
order phasing (adding a linear phase shift as a function of fre-
quency). Apodization is another process of denoising the signal 
and depends on the premise that the most interesting signal is at 
the beginning of the FID. Thus, the signal in the time domain is 
differentially weighted with early time points being assigned more 
important weights and later time points assigned less important 
weights. Finally, dimensionality reductions on the obtained data are 
necessary as different data samples might come from different runs, 
receiver channels, and more. For instance, one can combine MRS 
data across channels for example, using coil-based combination 
technique-based appropriate complex weights (phase and ampli-
tude). Also, multiple runs can be averaged together to increase 
signal-to-noise ratio; however, more advanced techniques can also 
be applied that take into consideration the signal-to-noise ratio of 
each run (e.g., weighted average techniques). 
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3.3 Quantification The final goal for the MRS post processing techniques is to quantify 
metabolite concentration. This is done by a process called fitting. 
Most techniques use a so-called linear combination model fitting, 
where each metabolite’s contribution to the overall spectrum is 
modeled as a single response function called a “basis spectrum.” 
This basis spectrum can be obtained either by using phantom data 
or simulations. For the latter, basis data can be simulated using the 
acquired parameters as the obtained data thus rendering this data 
highly accurate. For example, software such as FID-A [18]  o  
SPINEVOLUTION [19] have been successfully used by research-
ers to produce basis sets based on the specification of the acquisi-
tion. After a basis set has been obtained, a fitting method is 
employed between the data and the basis. A constrained nonlinear 
least-squares analysis can be used to fit a linear combination of the 
basis spectra to the acquired MR spectrum by adjusting their indi-
vidual amplitudes and frequencies, for example, as used in LCMo-
del [20]. The goodness of fit can then be evaluated using Cramér-
Rao bounds and confidence intervals.
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3.4 Main Limitations The application of a magnetic field gradient makes the spin Larmor 
frequency linearly dependent on the spatial position. This can result 
in a situation where, for example, a slice selective RF pulse can 
successfully select a slice with on resonance spins, but when 
off-resonance spins are present, the RF selects a slice with a certain 
offset. The selection of different spatial positions for spins with 
different Larmor frequencies is referred to as the chemical shift 
displacement artifact [6]. This is an important artifact to consider 
as it increases in the higher fields. This artifact is apparent in systems 
like N-acetyl aspartate (NAA), which has the most prominent 
signals among all other metabolites both in the amide and in the 
methyl parts of the spectrum. Optimized detection of the complete 
NAA spin system requires covering of the entire spectral range of all 
the metabolites in vivo and thus is more prone to CSDA. In 
general, higher bandwidth RF pulses (both refocusing and excita-
tion) are needed to eliminate CSDA for the complete NAA spin 
system explaining the surge in adiabatic localization methods such 
as localization by (LASER) and semi-LASER. However, the use of 
sLASER at 3 Tesla for the amide region is also not optimal unless 
the excitation pulse has higher bandwidth. Thus, a design of new 
excitation pulses is required as explained later. 

3.4.1 Chemical Shift 

Displacement 

3.4.2 Metabolite 

Concentration and 

Macromolecules 

One intrinsic limitation of spectroscopy data is that certain meta-
bolites have low concentration and suffer from spectral overlap. For 
example, detection of γ-aminobutyric acid (GABA) is important 
due to its role in neurotransmission and its dysregulation in neuro-
degenerative diseases. However, due to its lower concentration and 
complicated peak pattern, its signal is difficult to reliably separate 
from more abundant metabolites such as creatine. This requires the 
usage of different pulses and higher fields (e.g., 7 Tesla) where 
spectra separation is more prominent. We will visit an example of 
this in the “Advancements” section. 

Macromolecules (MMs) are broad signals upfield of tissue 
water (~0.5 to 4.5 ppm), can also affect the metabolite detection, 
and heavily depend on B0 and TE. Thus, separation of broad MM 
signals from low-molecular-weight metabolites enables accurate 
determination of metabolite concentrations and is of primary inter-
est in many studies especially in higher fields. A consensus from 
experts have recommended techniques for removing MMs using 
explicit modeling. For example, one can use a smooth approxima-
tion of spline or another type of mathematical fitting to remove 
these MMs from the signal although more research is 
required [21]. 

3.5 Advancements Higher magnetic fields (7 Tesla and above) permit more accurate 
quantification of metabolites due to the increased spectral disper-
sion they provide. This provides an opportunity to researchers to 
utilize higher fields to detect “difficult” metabolites such as GABA

3.5.1 Higher Magnetic 

Fields



that would otherwise be undetectable in lower fields. New techni-
ques have emerged that utilize ultrashort TE without editing. For 
example, certain techniques have used the stimulated echo acquisi-
tion signal from the STEAM sequence combined with ultrashort 
TE (� 8 ms) to detect GABA, thus avoiding SNR loss because of 
T2 relaxation [22]. Similar techniques have been implemented for 
detecting glucose [23] with fruitful applications in metabolic imag-
ing. However, using higher fields comes with specific drawbacks 
that can heavily impact the signal (for example field inhomogene-
ities are exacerbated in higher fields). This requires careful tailoring 
of pulses and acquisition techniques that can mitigate these effects. 
One example that was mentioned before is the problem of CSDA 
for NAA detection that is apparent in higher fields. To this end, two 
novel selective excitation pulses have been recently developed that 
minimize CSDA [24]. The presented RF pulses improve slice selec-
tive excitation at higher magnetic fields not only for the amide 
region but also for the resonances within 1–4 ppm.
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3.6 Additional 

Spectroscopy 

Techniques 

1. Most discussed techniques talked referred to single voxel spec-
troscopy where metabolites are localized within a limited vol-
ume of interest. Magnetic resonance spectroscopic imaging 
(MRSI) is a powerful technique that provides localization of 
each spectrum over multiples regions the brain. Traditional 
MRSI uses phase encoding, in addition to volume 
pre-selection (e.g., as it comes from PRESS, STEAM, sLASER) 
to provide localization of each spectrum like classical MRI 
sequences. MRSI is a powerful technique for localizing spectra 
across the brain; however, the acquisition technique results in 
very long measurement times, since only a single-phase encod-
ing step can be used. Ultrahigh field MRSI is also promising for 
obtaining whole-brain spectra. However, typical ultrahigh field 
effects (B0, B1 effects, presence of macromolecules/MMs) are 
exacerbated for MRSI, and thus, such methods require addi-
tional research. 

2. Diffusion-weighted MRS (dMRS) is another spectroscopy 
method gaining traction. dMRS is based on sensitization of 
MRS to diffusion in a comparable manner to diffusion MRI. 
dMRS relies on previous MRS acquisition techniques 
(STEAM, PRESS, LASER) in combination with gradient 
pulses for diffusion sensitization [25, 26]. However, data 
acquisition in dMRS is long due to the diffusion aspect and 
prone to errors that come from phase and amplitude fluctua-
tions. Eventually, dMRS can measure diffusion-weighted spec-
tra acquired at different b-values. Because the diffusion 
properties of neuronal (e.g., NAA) and glial (e.g., choline) 
metabolites reflect the specific microstructural environment of 
their host cell type, dMRS has the potential to probe cell-
specific compartmentalization [27].
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3.7 New Processing 

Techniques 

Besides acquisition techniques, exciting advancements are also 
related to processing the data and extracting meaningful informa-
tion from noisy spectroscopy signals. One fruitful example where 
exciting new advancements are being made is fitting signals to basis 
sets. For instance, Borbath and colleagues provide a different 
approach where fitting is done in iterative fashion. In iteration 
0, an optimization is done using only singlets in well-phased spec-
tra, followed by additional iterations where fitting is done in the 
remaining metabolites in conjunction with spline modeling 
(B-spline) for baseline estimation [28]. Other advancements per-
tain to techniques related to metabolite quantification. For exam-
ple, given its power in pattern recognition, deep learning has a 
potential to disambiguate spectral peaks and quantity metabolites 
in spectroscopy data. For example, researchers have successfully 
used convolutional neural networks on spectroscopy data for 
metabolite quantification. To train the model, the authors created 
a large set of synthetic data. This data was simulated to represent 
ideal metabolite spectra obtain using certain acquisition parameters 
(thus providing the ground truth for the model to learn) and later 
injected with various “noise” features [29]. The network was then 
tasked to learn to extract metabolites from this noisy data given the 
ground truth labels that were provided using the simulations. We 
expect more research in this area especially in metabolites that are to 
separate from baseline and MMs. In general, there are exciting new 
advancements regarding standardization of methods and sequences 
as well as discussion for integration of new features in acquisition or 
processing. The MRS community has started to curate a collection 
of open-access resources for magnetic resonance spectroscopy, 
including data, software code, and educational materials [30]. Con-
sensus papers are also paving the way for providing guidelines for 
standardized acquisition [31, 32] and processing [15] methods. 
These initiatives provide an inclusive framework with the goal of 
standardization, reproducibility, and open access, thus paving the 
way for easier deployment of spectroscopy methods in research and 
clinical protocols. 

4 Results 

4.1 Common 

Metabolites in MRS 

and Their Roles in 

Alzheimer’s Disease 

NAA is a specific metabolite in the nervous system and synthesized 
by aspartic acid and acetyl-CoA in neuronal mitochondria, found 
predominantly in the neuronal cell body, axons, and dendrites but 
not the glial cells. It is often used as a marker of neuronal integrity, 
viability, and function in MRS studies [33–38]. It resonates at 
2.01 ppm (Fig. 1), with a normal concentration of around 
10–12 mmol/L [39, 40]. Typically, NAA concentrations are higher 
in gray matter regions due to densely packed neurons when

4.1.1 N-acetylaspartate 

(NAA)



compared to white matter regions and decrease in both of these 
regions with age more consistently than do other metabolites such 
as choline, myo-inositol, and glutamate. Age-related decline may 
thus reflect decreases in neuronal density or function [41].
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NAA and AD NAA and the ratio of NAA over creatine (NAA/Cr) levels have 
been found to be reduced in various brain regions of patients with 
Alzheimer’s disease (AD) (Fig. 2) compared to in healthy controls 
(HC) [42–44]. These regions include the hippocampus [42, 45– 
47], medial temporal lobe [45, 48], and posterior cingulate gyrus 
in particular [49–53]. These findings are consistent with known 
regions to be affected in AD and thus thought to reflect neuronal 
loss and dysfunction in these regions. Specifically, NAA/Cr values 
in the hippocampus have been reported as having the highest 
sensitivity and specificity for differentiating patients with AD from 
HC [50]. A study using serial MRS confirmed longitudinal reduc-
tion of NAA in the posterior cingulate gyrus of AD cases [43]. It 
has been claimed that the combination of NAA and [Cr + PCr] has 
a 74% accuracy in distinguishing AD from HC [42]. These changes 
in NAA can thus be used to detect early dementia due to high 
sensitivity to neuronal loss and damage prior to changes seen on 
structural MRI [54, 55]. Findings about NAA/Cr in other regions 
such as the medial temporal lobe (MTL) are more inconclusive, 
with some prior studies finding the ratio to be increased when 
compared to HC [56], and others finding markedly decreased 
levels in AD patients [48]. 

NAA and MCI Additionally, some studies showed that NAA levels were signifi-
cantly reduced in the hippocampus and posterior cingulate cortex 
of patients with mild cognitive impairment (MCI), before the onset 
of AD [57, 58]. These results are not as consistent as the known 
reduction of NAA in the later stages of AD. Some studies claim a 
more significant difference in the level of NAA in MCI cases com-
pared to HC [43, 59, 60], while others found a difference between 
MCI and AD cases but not between MCI and HC [42]. In addi-
tion, there are reports claiming a more moderate reduction in the 
level of NAA at MCI stage not statistically significant from either 
AD patients [42] or controls [44]. 

A potential explanation for conflicting results in the literature 
could be the definition of MCI or the early versus late stages of 
MCI cases recruited in different studies. Some studies have shown 
that reduction of NAA in MCI cases may predict future conversion 
to AD [36, 39]. The converted MCI often had lower levels of NAA 
at baseline, followed by continued reductions in NAA in the poster-
omedial parietal cortex compared with patients with MCI who did 
not convert. The variation in the level of NAA changes in MCI 
might also be due to the length of follow-up, as some early MCI 
cases might not be followed for a long enough time [43]. Thus,



given inconsistent observations of reduced NAA levels in MCI, 
diagnostic accuracy using this metabolite at early stages is some-
what unclear. More studies using homogeneous MCI cases with 
biomarker diagnosis are required to investigate the changes of NAA 
at the earliest stages of disease. 
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Fig. 2 Two MR spectra comparing a healthy control (top) with AD (bottom) demonstrate lower NAA and higher 
mI in the AD case. mI myoinositol, Chol choline, Cr creatine, Glx glutamate + glutamine, tNA total N-acetyl 
group
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However, longitudinal reduction of NAA in the posterior cin-
gulate gyrus has been observed in AD patients and has also been 
shown as correlating with cognitive deterioration. This allows for 
longitudinal reduction of NAA/Cr to be used as a marker of disease 
progression. Since these changes precede the structural MRI 
changes, they can be used as an early marker of conversion from 
MCI to AD, and more importantly, since it is a marker of neuronal 
density and activity, serial measurement of NAA can be used in the 
monitoring of treatment response [4, 61]. 

NAA and Other AD 

Pathology Biomarkers 

NAA has a variety of correlations with other biomarkers when 
studied with patients with Alzheimer’s disease. NAA reduction 
was also associated with memory impairment, with metabolic 
changes also having been shown to be correlated with degree of 
cognitive decline [62] and severity of both neurofibrillary tangle 
and amyloid plaque pathology (AB) [63]. Tau deposition in specif-
ically the PCC and the medial temporal lobe was associated with 
decreased NAA levels, suggestive of neuronal and synaptic dysfunc-
tion in regions of tau accumulation [64]. Progressive accumulation 
of filamentous tau and subsequent neuronal death are central to the 
pathogenesis Alzheimer disease (AD), and this process begins years 
before the onset of clinical symptoms [65]. The presence of the 
APOE ε4 allele, a known AD risk factor, was associated with 
decreased levels of NAA in the posterior cingulate cortex. 
Decreased levels of NAA are also significantly associated with 
increased levels of t-tau and p-tau in the CSF in AD patients [66]. 

Furthermore, decreased levels of NAA are also significantly 
associated with decreased levels of CSF AB in AD patients 
[46, 66]. In cognitively normal older adults, however, no signifi-
cant correlation was identified between global cortical AB and the 
level of NAA/Cr [67]. In autopsy samples, the NAA/Cr was 
associated with neurotic AB plaques [63] and also with reduction 
of the synaptic vesicle immunoreactivity and accumulation of early 
neuritic and pre-tangle tau in the posterior cingulate gyrus but not 
with the extracellular neurofibrillary tangle of tau. Based on these 
findings, it was suggested that NAA/Cr is a marker of early 
tau-mediated dynamic processes in AD [68]. 

Additionally, there is a significant correlation between reduced 
NAA levels and reduced glucose metabolism as indicated through 
FDG studies, indicating that these two markers are closely linked in 
the progression of AD [69]. In the first PET-guided MRS studies, 
Sheikh-Bahaei et al. found the level NAA/Cr was reduced not only 
in areas of amyloid deposition but also in the regions of neurode-
generation identified by hypometabolism on FDG PET. More 
importantly, they showed that there is a stepwise reduction in the 
level NAA from HC to MCI to AD. Based on their results, they 
suggested that NAA can be used a “disease stage biomarker” to 
improve the accuracy of diagnosis in the clinical setting [70].
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4.1.2 Myo-inositol (mI) mI is a precursor of both phosphatidylinositol (the major inositol-
containing phospholipid) and phosphatidylinositol 
4,5-bisphosphate (a key molecule in cellular signal transduction), 
which plays a role in the second messenger cycle and is generally 
regarded as a glial metabolite, found primarily in astrocytes [33, 57, 
71]. It also plays a role in osmoregulation [71]. Elevation of the mI 
peak seen on MRS is related to glial proliferation and astrocytic and 
microglial activation or inflammation [72, 73]. The mI peak reso-
nates at 3.5 ppm on the MRS spectrum (Fig. 1). 

mI Changes and AD Elevations in mI can be seen in early stages of AD (Fig. 2) and may 
be indicators of ongoing gliosis [55, 58, 74]. mI elevations usually 
precede the reductions in NAA that are more typically associated 
with later stages of AD [49, 58, 75]. Given the association of mI 
with glial activity in comparison to the correlation of NAA with 
cognitive decline and neural dysfunction, the timeframe of these 
metabolite changes indicates a possibility of glial proliferation 
occurring prior to neural dysfunction in the pathophysiology of 
AD [58, 74]. 

Prior studies showed that mI levels in MCI were increased in 
the right hippocampus relative to HC and additionally increased in 
patients with AD relative to both the MCI and control patients. mI 
levels slightly increased over time in the PCC for patients with AD 
but, interestingly, not in the control [76]. Another study showed 
AD patients had higher mI levels than amnestic MCI patients 
[57]. However, overall, in contrast to the longitudinal changes 
seen in NAA, mI increases do not exhibit continued increases in 
dementia stage, reaching a plateau fairly early in the progression of 
AD, which can indicate that mI elevation may also occur as an early 
change in AD [67]. 

mI and Other AD Pathology Biomarkers 
The higher baseline mI levels in the PCC are associated with greater 
amyloid deposition and faster cognitive decline independent of age, 
sex, and APOE genotype. Increased levels of mI over time were also 
associated with increased amyloid deposition and cognitive decline 
[77]. In a population-based sample of cognitively normal indivi-
duals, the level of mI/Cr in the posterior cingulate gyrus (PCG) 
correlated with total cortical11C-PiB uptake [67]. PET-guided 
MRS also confirmed association between with an increase in mI 
levels and degree of cortical amyloid deposition on PET 
[70]. Moreover, this study found mI/Cr increases in MCI com-
pared to HC, with no significant difference between MCI and AD 
[70]. Based on multiple studies demonstrating the association 
between mI and AB particularly in autopsy and pathology studies 
demonstrating glial activation around the amyloid plaques



[62, 68], mI could be potentially considered as a surrogate marker 
for AB and used as a disease state marker [70]. 
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Despite the strong association between mi and AB, there are 
controversial results regarding the association between mI and tau. 
No significant association was identified between mI concentration 
and in vivo total tau deposition in cognitively unimpaired older 
adults [64]. Also, others reported elevated mI levels in 
microtubule-associated protein tau (MAPT) mutation carriers, 
who may be in a more advanced state of tau pathology [78]. More-
over, mI/Cr increase and NAA/mI decrease in the posterior cin-
gulate were associated with increased t-tau in the CSF [46]. In a 
recent systemic review on CSF AB, tau, and MRS metabolites, 
authors claimed that there is moderate evidence that mI and CSF 
tau are positively correlated [66]. Sheikh-Bahaei et al., using 
PET-guided MRS, did not find any association between mI/Cr 
and FDG PET [70]. 

Combination of NAA and mI in AD 
Using a combination of NAA reduction and mI increase in patients 
with AD when compared to those with MCI and HC significantly 
improves the specificity and the accuracy of clinical diagnosis. Mea-
surements of these two metabolites allow for comprehensive infor-
mation about AD pathology, with the NAA/mI ratio having the 
strongest association with the underlying AD pathological changes 
[40, 63]. Prior studies have shown that NAA/mI ratio was signifi-
cantly decreased in elderly MCI patients compared to the healthy 
elderly group. The level of NAA/mI in the PCC was significantly 
lower in individuals who later developed AD compared to those 
who remained cognitively normal. A follow-up study seven years 
later showed that individuals with lower NAA/mI ratio at baseline 
were more likely to have developed AD or progressed to a more 
severe stage of MCI, indicating NAA/mI ratio in PCC may be a 
potential risk marker for preclinical AD [79]. Thus, the NAA/mI 
ratio can be predictive of AD development with high specificity and 
can be utilized in the clinical setting as a prognostic biomarker. 

4.1.3 Choline (Chol) Chol is a precursor of acetylcholine (ACh) and a cell membrane 
component, which is commonly examined in MRS. It resonates at 
3.2 ppm chemical shift (Fig. 1). Chol signal is associated with 
metabolism of cell membrane phosphatidylcholine, and thus, ele-
vation in Chol signal reflects breakdown of cholinergic neurons cell 
membranes secondary to increased turnover, neural damage, and 
degeneration [33]. Alternatively, raised Chol peak could be due to a 
compensatory mechanism to overcome the deficit in the acetylcho-
line (ACh) production in AD by increasing in the catabolism of the 
phosphatidylcholine membrane to provide free Chol 
[80, 81]. Therefore, the level of Chol can serve as a proxy for



ACh activity, which cannot be measured in vivo. Chol is found in 
higher concentrations in gray matter compared to white matter 
[82]. The cortical ACh is crucial for cognitive processing, and its 
deficit is heavily involved with early AD and its cognitive symptoms 
[83, 84]. 
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Chol Changes and AD 
Elevation of Chol or Chol/Ct ratio in AD has been reported in 
many prior studies; however, no longitudinal changes were identi-
fied [40, 50, 58, 85]. Increased Chol levels have been observed in 
some studies in both hippocampus and PCC at various stages of the 
disease including MCI and AD [84, 86]. Many studies, on the 
other hand, did not find any differences between Chol/Cr level 
between AD patients and HC [47, 68, 87–89]. In a study investi-
gating the level of Chol in MCI cases with longitudinal follow-ups, 
they found raised Chol/Cr in all MCI cases compared to HC with 
no difference between stable and converter MCI at the baseline. 
However, interestingly, the stable MCI cases showed more reduc-
tion in the level of Chol/Cr compared with converter MCI and 
control. It was hypothesized by authors that there is a compensa-
tory mechanism in stable MCI cases with upregulation of the 
choline transferase to keep their cognitive function [43]. In another 
study, investigating changes in cholinergic neurotransmitter sys-
tems, specifically choline acetyltransferase (ChAT) activity, elderly 
individuals with MCI had higher levels of ChAT activity in the 
hippocampus and frontal cortex, which are regions implicated in 
learning and memory. These findings suggest a compensatory 
mechanism for the early stages of cognitive decline in MCI [90]. 

There are several explanations for conflicting results of Chol in 
AD. The variation in the region of interest can be a potential reason 
for the seemingly contradictory results between different studies 
[86]. The majority of studies not finding any difference in Chol/Cr 
levels between AD patients and HC measured it in the temporal 
lobe or hippocampi while studies finding increased Chol levels were 
mostly focused on the posterior cingulate gyrus. An anterior-
posterior decline in the level of Cho in CN individuals has been 
reported previously [82, 91]. Autopsy data have also revealed the 
same pattern of change from anterior to posterior in the brain [92]. 

Chol and Other AD Pathology Biomarkers 
The relationships between Chol and the level AB and tau have not 
been fully investigated. There are in vitro and animal studies claim-
ing that impairment in cholinergic activity increases AB in mice 
[93] or the effect of cholinergic agonist on processing of AB 
precursor protein in vitro [94]. On the other hand, AB has an 
inhibitory effect on the cholinergic activity in vitro and in rat



models [95–97]. The associations between level Chol or Chol/Cr 
with AB PET in human are controversial with some studies showed 
increased Chol level in AB+ cases in HC and MCI [67, 76], while 
others found opposite results [98]. Based on reviewing different 
studies, it can be concluded that the association between Chol and 
AB might be stage and regional dependent, which needs further 
investigation as cholinergic changes are critical components of the 
AD and can potentially help future therapeutic targets. 
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4.1.4 Glutamate 

+ Glutamine (Glx) 

Glutamate (Glu) is the principal excitatory neurotransmitter in the 
central nervous system, and it is involved in glutamatergic neuro-
transmission through the Glu-glutamine (Glu-Gln) cycle between 
neurons and surrounding astrocytes [99, 100]. Glutamine (Gln) 
results from Glu conversion in presynaptic neurons [101]. These 
two metabolites are difficult to separate using low-field MRS and 
are thus often measured as a combined peak [86]. This combined 
peak resonates between 2.2 and 2.4 ppm on MRS (Fig. 1). 

Glx Changes in AD 
In some studies, Glx levels were found to be significantly decreased 
in individuals with AD, specifically in the hippocampus, anterior 
and posterior cingulate gyrus, and medial temporal lobe [102– 
104]. It has also been found to be moderately decreased in patients 
with MCI [103, 105]. However, other studies were unable to 
detect a significant difference in Glx levels between patients with 
AD and healthy controls [51]. Aforementioned limitations in cur-
rent MRS techniques with combined peaks of Glu + Gln as well as 
difficulty even in separating Glx peak from other metabolites may 
explain these contradictory findings [86]. 

Glx levels were found to be more decreased in gray matter than 
in white matter [102], with disruption of gray matter microstruc-
ture associated with changes in Glx metabolism, thus making Glx 
concentration a potential biomarker for early detection of neuro-
degeneration [106]. Combining the level of Glx to NAA and mI as 
potential biomarkers in diagnosing AD greatly increased sensitivity 
of diagnosis [107]. 

Despite many in vitro and animal studies, demonstrating the 
critical role of Glu and Gln in synaptic homeostasis and cognitive 
function [108, 109], there is lack of in vivo data in human. Utiliz-
ing ultrahigh field MRS might overcome some of the current 
limitation and improve our understanding about the changed of 
Glx in AD. A recent study has shown that the level of Glx/Chol and 
Glu/Chol increased significantly in AD cases after treatment with 
acetylcholine esterase inhibitor. Therefore, accurate Glx levels 
might be suitable biomarkers for assessing the effect of 
treatment [110].
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Glx and Other AD Pathology Biomarkers 
There are some in vitro reports suggesting that AB might have 
some interaction with glutamatergic cycle through glutamate trans-
port or glutamine synthetase [101]. However, an AB PET study 
did not show any relationship between the two [111]. It has been 
shown that Tau deposition in the PCC and MTL are associated 
with lower glutamate concentrations [64]. 

The association between Glx and FDG is reported in AD [112] 
and many conditions such as epilepsy [113], tumor [114], or 
behavior variant of frontotemporal dementia (bvFTD) 
[115]. Based on these results, Glx level can be used as a surrogate 
marker of neurodegeneration (tau pathology or hypometabolism) 
if measured accurately particularly in the future with the ultrahigh 
filed MRS. 

4.2 Novel MRS 

Metabolites and Their 

Roles in AD 

Ultrahigh filed (UHF) MRI can potentially change the role of MRS 
in AD diagnosis. It can overcome many of the current limitations 
for detection and quantification of the metabolites. The main 
advantages of UHF MRS are the significantly higher signal-to-
noise ratio and capability of reducing the voxel size, in addition to 
the ability to detect many more metabolites peaks in the spectrum 
(up to 14–15) (Fig. 3). This will help to separate the Glu/Gln peaks 
and measure γ-aminobutyric acid (GABA) to investigate the excit-
atory and inhibitory neurotransmitters at various stages of AD. It 
will also help to measure some of the antioxidant markers in the 
brain such as ascorbate or glutathione. Many preclinical and in vitro 
studies have shown the role of neurotransmitters and antioxidant in 
AD pathologies, and measuring these changes noninvasively can 
revolutionize the future diagnosis of AD and play a critical role in 
assessing the response to treatment. 

4.2.1 GABA GABA is the most important inhibitory neurotransmitter in the 
mammalian brain. The GABA molecule contains three CH2 
groups, which resonate at 1.9, 2.3, and 3.0 ppm (Fig. 3). The 
role of GABA in many neurodegenerative disorders has been 
reported. Recent studies using UHF MRS have shown high reli-
ability and reproducibility in measuring GABA in MRS [116]. 

There are some reports regarding changes in the level GABA in 
aging and the balance of excitatory-inhibitory system in AD and 
amnestic MCI [103, 111, 117]. And others have shown that GABA 
measured on MRS might largely represent pools of GABA that are 
linked to tonic rather than phasic inhibition. Therefore, it may 
contribute to the inhibitory tone of a brain area rather than 
GABAergic synaptic transmission [118]. To explore the role of 
GABA measured on MRS in neurodegenerative process, further 
studies using UHF MRS are needed with better characterization of 
cases and more standard techniques.
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Fig. 3 Single voxel spectroscopy example at a 7 Tesla scanner. (a) Placement of voxel in the anterior cingulate. 
(b) Example of spectrum obtained after preprocessing. (c) Different metabolites can be quantified after fitting 
the spectrum to a basis. Chol choline, Cr creatine, GABA γ-aminobutyric acid, GSH glutathione, Glu glutamate, 
mI myoinositol, NAA N-acetylaspartate, PCr phosphocreatine 

4.2.2 Glutathione Glutathione (c-L-glutamyl-L-cysteinylglycine; GSH) is a major 
antioxidant in the human body particularly in major organs like 
brain, liver, and kidney. GSH is essential for detoxification of reac-
tive oxygen species in brain cells. GSH also functions as a neuro-
modulator/neurotransmitter mediating neuronal response via 
NMDA (N-Methyl-D-Aspartate) receptors and plays a role in the 
regulation of apoptosis, cell proliferation, and neuronal differentia-
tion [119]. Oxidative stress plays a key role in different neurode-
generative disorders, in particular to AD. Detection of GSH at 
clinical field strengths of 1.5 or 3 T has been difficult due to its 
low concentration (1–5 mM) and overlap of its peak with N-acetyl-
aspartate (NAA), creatine, glutamate, lipids, and macromolecular 
compounds. 7 T MRS can overcome these limitations. GSH reso-
nances at different peaks including 2.3 and 4.7 ppm (Fig. 3). 

There are some evidences showing the reduction in the level 
GSH in AD compared to HC [119, 120]. However, data on MCI 
are slightly controversial as some studies showed reduction [120], 
while others found increase in the level of GSH [121]. Authors 
claimed that increased GSH in early MCI cases might be compen-
satory or neuroprotective response. 

Further studies are required to delineate the role and changes 
of GSH in MCI and AD using UHF MRS. If future studies confirm 
the changes of GSH in areas of amyloid deposition with increase 
post anti-amyloid treatment, then measuring these metabolites can 
play a critical role in measuring treatment effects in the future.
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4.2.3 Ascorbate Ascorbate (Asc) is another potential antioxidant metabolites, which 
can be measured using UHF/7 T MRS. Prior studies have shown 
that Asc level is lower in the older adults [122]. Growing in vivo 
evidence supports the role of Asc linked to Alzheimer’s disease 
(AD) pathogenesis, although evidence in humans yielded equivocal 
results. As an antioxidant, Asc can potentially protect brain through 
several mechanisms in addition to scavenging free radicals directly. 
Animla studies have shown that Asc modulates amyloid accumula-
tion via a mechanism associated with the oxidative stress pathway 
and protects the endothelia from reactive oxygen species 
[123]. Additionally, Asc moderates glia-mediated inflammation, 
which is activated by oxidative stress [124]. 

Limited in vivo data on human are available regarding the 
changes in the level of Asc in AD and its potential role. One study 
showed that AD cases had higher level of Asc in their PCC com-
pared to HC [125]. Since there are clinical trials and some data 
suggesting of potential protective role of vitamin C (ascorbate), 
then further investigation to detect the changes in the level of Asc 
using UHF MRS might be helpful for future treatment planning. 

4.2.4 Glucose Glucose metabolism impairment is one of the main hallmarks of 
AD and other neurodegenerative disorders. Currently, FDG-PET 
is the standard in vivo technique for assessing the brain hypometa-
bolism. In the recent year with UHF MRS, there is a new opportu-
nity to measure the amount of glucose in brain using noninvasive 
method [126]. Measuring glucose on MRS can be challenging 
particularly on lower magnetic field as the upfield glucose spectrum 
overlaps with other metabolites and the downfield glucose signal at 
5.22 ppm is very close to the water resonance at 4.65 ppm, requir-
ing good water suppression. Studies utilizing 7 T MRS have 
measured glucose peak as a possible biomarker for glucose quanti-
fication [127]. Further studies comparing MRS with FDG PET will 
be helpful to determine the correlation between the measures of 
glucose on MRS and PET and to validate it as potential biomarkers 
for future diagnostic or therapeutic studies. 
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Ö z G (2021) Across-vendor standardization 
of semi-LASER for single-voxel MRS at 3T. 
NMR Biomed 34(5):e4218. https://doi. 
org/10.1002/nbm.4218 

33. Liu H, Zhang D, Lin H, Zhang Q, Zheng L, 
Zheng Y, Yin X, Li Z, Liang S, Huang S 
(2021) Meta-analysis of neurochemical 
changes estimated via magnetic resonance 
spectroscopy in mild cognitive impairment 
and Alzheimer’s disease. Front Aging 

Neurosci 13. https://doi.org/10.3389/ 
fnagi.2021.738971 

34. Miller BL (1991) A review of chemical issues 
in 1H NMR spectroscopy: N-acetyl-L-aspar-
tate, creatine, and choline. NMR Biomed 
4(2):47–52 

35. Pfefferbaum A et al (1999) In vivo brain con-
centrations of N-acetyl compounds, creatine, 
and choline in Alzheimer disease. Arch Gen 
Psychiatry 56(2):185–192. https://doi.org/ 
10.1001/archpsyc.56.2.185 

36. Simmons ML, Frondoza C, Coyle JT (1991) 
Immunocytochemical localization of N-
acetyl-aspartate with monoclonal antibodies. 
Neuroscience 45(1):37–45. https://doi.org/ 
10.1016/0306-4522(91)90101-S 

37. Soares DP, Law M (2009) Magnetic reso-
nance spectroscopy of the brain: review of 
metabolites and clinical applications. Clin 
Radiol 64(1):12–21. https://doi.org/10. 
1016/j.crad.2008.07.002 

38. Tsai G, Coyle JT (1995) N-acetylaspartate in 
neuropsychiatric disorders. Prog Neurobiol 
46:5. https://doi.org/10.1016/0301-0082 
(95)00014-M 

39. Frahm J, Michaelis T, Merboldt K-D, 
Hänicke W, Gyngell ML, Bruhn H (1991) 
On the N-acetyl methyl resonance in locali-
zed1H NMR spectra of human brain In Vivo. 
NMR Biomed 4(4):201–204. https://doi. 
org/10.1002/nbm.1940040408 

40. Valenzuela MJ, Sachdev P (2001) Magnetic 
resonance spectroscopy in AD. Neurology 
56(5):592–598. https://doi.org/10.1212/ 
WNL.56.5.592 

41. Wiebenga OT, Klauser AM, Nagtegaal GJA, 
Schoonheim MM, Barkhof F, Geurts JJG, 
Pouwels PJW (2014) Longitudinal absolute 
metabolite quantification of white and gray 
matter regions in healthy controls using pro-
ton MR spectroscopic imaging. NMR 
Biomed 27(3):304–311. https://doi.org/ 
10.1002/nbm.3063 

42. Foy CML, Daly EM, Glover A, O’Gorman R, 
Simmons A, Murphy DGM, Lovestone S 
(2011) Hippocampal proton MR spectros-
copy in early Alzheimer’s disease and mild 
cognitive impairment. Brain Topogr 
24(3–4):316–322. https://doi.org/10. 
1007/s10548-011-0170-5 

43. Modrego PJ, Fayed N (2011) Longitudinal 
magnetic resonance spectroscopy as marker 
of cognitive deterioration in mild cognitive 
impairment. Am J Alzheimers Dis Other 
Dement 26(8):631–636. https://doi.org/ 
10.1177/1533317511433809

https://doi.org/10.1002/nbm.4206
https://doi.org/10.1002/nbm.4206
https://doi.org/10.1016/j.neuroimage.2017.11.028
https://doi.org/10.1016/j.neuroimage.2017.11.028
https://doi.org/10.1002/mrm.28941
https://doi.org/10.1002/mrm.28941
https://doi.org/10.1002/mrm.27727
https://doi.org/10.1002/mrm.27727
https://mrshub.netlify.com/
https://doi.org/10.1002/nbm.4236
https://doi.org/10.1002/nbm.4236
https://doi.org/10.1002/nbm.4218
https://doi.org/10.1002/nbm.4218
https://doi.org/10.3389/fnagi.2021.738971
https://doi.org/10.3389/fnagi.2021.738971
https://doi.org/10.1001/archpsyc.56.2.185
https://doi.org/10.1001/archpsyc.56.2.185
https://doi.org/10.1016/0306-4522(91)90101-S
https://doi.org/10.1016/0306-4522(91)90101-S
https://doi.org/10.1016/j.crad.2008.07.002
https://doi.org/10.1016/j.crad.2008.07.002
https://doi.org/10.1016/0301-0082(95)00014-M
https://doi.org/10.1016/0301-0082(95)00014-M
https://doi.org/10.1002/nbm.1940040408
https://doi.org/10.1002/nbm.1940040408
https://doi.org/10.1212/WNL.56.5.592
https://doi.org/10.1212/WNL.56.5.592
https://doi.org/10.1002/nbm.3063
https://doi.org/10.1002/nbm.3063
https://doi.org/10.1007/s10548-011-0170-5
https://doi.org/10.1007/s10548-011-0170-5
https://doi.org/10.1177/1533317511433809
https://doi.org/10.1177/1533317511433809


Magnetic Resonance Spectroscopy (MRS) in Alzheimer’s Disease 137

44. Silveira de Souza A, de Oliveira-Souza R, 
Moll J, Tovar-Moll F, Andreiuolo PA, Bottino 
CMC (2011) Contribution of 1H spectros-
copy to a brief cognitive-functional test bat-
tery for the diagnosis of mild Alzheimer’s 
disease. Dement Geriatr Cogn Disord 32(5): 
351–361.  https://doi.org/10.1159/  
000334656 

45. Ackl N, Ising M, Schreiber YA, Atiya M, 
Sonntag A, Auer DP (2005) Hippocampal 
metabolic abnormalities in mild cognitive 
impairment and Alzheimer’s disease. Neuosci 
Lett 384(1–2):23–28 

46. Bittner DM, Heinze HJ, Kaufmann J (2013) 
Association of 1H-MR spectroscopy and cere-
brospinal fluid biomarkers in Alzheimer’s dis-
ease: diverging behavior at three different 
brain regions. J Alzheimers Dis 36(1): 
155–163.  https://doi.org/10.3233/  
JAD-120778 

47. Schuff N et al (1997) Changes of hippocam-
pal N-acetyl aspartate and volume in Alzhei-
mer’s disease. A proton MR spectroscopic 
imaging and MRI study. Neurology 49(6): 
1513–1521 

48. Chao LL, Schuff N, Kramer JH, Du AT, 
Capizzano AA, O’Neill J, Wolkowitz OM, 
Jagust WJ, Chui HC, Miller BL, Yaffe K, 
Weiner MW (2005) Reduced medial temporal 
lobe N-acetylaspartate in cognitively impaired 
but nondemented patients. Neurology 64(2): 
282–289. https://doi.org/10.1212/01. 
WNL.0000149638.45635.FF 

49. Catani M et al (2001) (1)H-MR spectroscopy 
differentiates mild cognitive impairment from 
normal brain aging. Neuroreport 12(11): 
2315–2317 

50. Dixon RM, Bradley KM, Budge MM, 
Styles P, Smith AD (2002) Longitudinal 
quantitative proton magnetic resonance spec-
troscopy of the hippocampus in Alzheimer’s 
disease. Brain 125(10):2332–2341. https:// 
doi-org.libproxy1.usc.edu/10.1093/brain/ 
awf226 

51. Kantarci K, Reynolds G, Petersen RC, Boeve 
BF, Knopman DS, Edland SD, Smith GE, 
Ivnik RJ, Tangalos EG, Jack CR (2003) Pro-
ton MR spectroscopy in mild cognitive 
impairment and Alzheimer disease: compari-
son of 1.5 and 3 T. AJNR Am J Neuroradiol 
24(5):843–849 

52. Kantarci K (2013) Magnetic resonance spec-
troscopy in common dementias. Neuroimag-
ing Clin N Am 23(3):393–406. https://doi. 
org/10.1016/j.nic.2012.10.004 

53. Lim TS, Hong YH, Lee HY, Choi JY, Kim 
HS, Moon SY (2012) Metabolite investiga-
tion in both anterior and posterior cingulate 

gyri in Alzheimer’s disease spectrum using 
3-Tesla MR spectroscopy. Dement Geriatr 
Cogn Disord 33(2–3):149–155. https://doi. 
org/10.1159/000338177 

54. Firbank MJ, Harrison RM, O’Brien JT 
(2002) A comprehensive review of proton 
magnetic resonance spectroscopy studies in 
dementia and Parkinson’s disease. Dement 
Geriatr Cogn Disord 14(2):64–76. https:// 
doi.org/10.1159/000064927 

55. Shonk TK, Moats RA, Gifford P, Michaelis T, 
Mandigo JC, Izumi J, Ross BD (1995) Prob-
able Alzheimer disease: diagnosis with proton 
MR spectroscopy. Radiology 195(1):65–72. 
https://doi.org/10.1148/radiology.195.1. 
7892497 

56. Jessen F, Block W, Traber F, Keller E, 
Flacke S, Papassotiropoulos A, Lamerichs R, 
Heun R, Schild HH (2000) Proton MR spec-
troscopy detects a relative decrease of 
N-acetylaspartate in the medial temporal 
lobe of patients with AD. Neurology 55(5): 
684–688. https://doi.org/10.1212/WNL. 
55.5.684 

57. Watanabe T, Shiino A, Akiguchi I (2012) 
Hippocampal metabolites and memory per-
formances in patients with amnestic mild cog-
nitive impairment and Alzheimer’s disease. 
Neurobiol Learn Mem 97(3):289–293. 
https://doi.org/10.1016/j.nlm.2012.  
01.006 

58. Kantarci K, Jack CR, Xu YC, Campeau NG, 
O’Brien PC, Smith GE, Ivnik RJ, Boeve BF, 
Kokmen E, Tangalos EG, Petersen RC 
(2000) Regional metabolic patterns in mild 
cognitive impairment and Alzheimer’s dis-
ease. Neurology 55(2):210–217. https:// 
doi.org/10.1212/WNL.55.2.210 

59. Hancu I, Zimmerman EA, Sailasuta N, Hurd 
RE (2005) 1H MR spectroscopy using TE 
averaged PRESS: a more sensitive technique 
to detect neurodegeneration associated with 
Alzheimer’s disease. Magn Reson Med 53(4): 
777–782. https://doi.org/10.1002/mrm. 
20419 

60. Kantarci K, Xu Y, Shiung MM, O’Brien PC, 
Cha RH, Smith GE, Ivnik RJ, Boeve BF, 
Edland SD, Kokmen E, Tangalos EG, Peter-
sen RC, Jack CR Jr (2002) Comparative diag-
nostic utility of different MR modalities in 
mild cognitive impairment and Alzheimer’s 
disease. Dement Geriatr Cogn Disord 14(4): 
198–207.  https://doi.org/10.1159/  
000066021 

61. Schott JM, Frost C, MacManus DG, 
Ibrahim F, Waldman AD, Fox NC (2010) 
Short echo time proton magnetic resonance 
spectroscopy in Alzheimer’s disease: a

https://doi.org/10.1159/000334656
https://doi.org/10.1159/000334656
https://doi.org/10.3233/JAD-120778
https://doi.org/10.3233/JAD-120778
https://doi.org/10.1212/01.WNL.0000149638.45635.FF
https://doi.org/10.1212/01.WNL.0000149638.45635.FF
https://doi-org.libproxy1.usc.edu/10.1093/brain/awf226
https://doi-org.libproxy1.usc.edu/10.1093/brain/awf226
https://doi-org.libproxy1.usc.edu/10.1093/brain/awf226
https://doi.org/10.1016/j.nic.2012.10.004
https://doi.org/10.1016/j.nic.2012.10.004
https://doi.org/10.1159/000338177
https://doi.org/10.1159/000338177
https://doi.org/10.1159/000064927
https://doi.org/10.1159/000064927
https://doi.org/10.1148/radiology.195.1.7892497
https://doi.org/10.1148/radiology.195.1.7892497
https://doi.org/10.1212/WNL.55.5.684
https://doi.org/10.1212/WNL.55.5.684
https://doi.org/10.1016/j.nlm.2012.01.006
https://doi.org/10.1016/j.nlm.2012.01.006
https://doi.org/10.1212/WNL.55.2.210
https://doi.org/10.1212/WNL.55.2.210
https://doi.org/10.1002/mrm.20419
https://doi.org/10.1002/mrm.20419
https://doi.org/10.1159/000066021
https://doi.org/10.1159/000066021


138 Nasim Sheikh-Bahaei

longitudinal multiple time point study. Brain 
133(11):3315–3322. https://doi.org/10. 
1093/brain/awq208\ 
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Chapter 10 

Neuroimaging Methods for MRI Analysis in CSF Biomarkers 
Studies 

Carles Falcon, Grégory Operto, José Luis Molinuevo, 
and Juan Domingo Gispert 

Abstract 

Among others, the existence of pathophysiological biomarkers such as cerebrospinal fluid (CSF) Aβ-42, 
t-tau, and p-tau preceding the onset of Alzheimer’s disease (AD) symptomatology has shifted the concep-
tualization of AD as a continuum. In addition, magnetic resonance imaging (MRI) enables the study of 
structural and functional cross-sectional correlates and longitudinal changes in vivo, and therefore, the 
combination of CSF data and imaging analyses emerges as a synergistic approach to understand the 
structural correlates related with specific AD-related biomarkers. In this chapter, we describe the methods 
used in neuroimaging that will allow researchers to combine data on CSF metabolites with imaging 
analyses. 

Key words Magnetic resonance imaging, ROI-based analysis, Voxel-based morphology, Diffusion 
tensor imaging, Structural and functional connectivity, Functional MRI, Imaging biomarkers, Alzhei-
mer’s disease 

1 Introduction 

A promising approach to increase the accuracy in the diagnosis of 
Alzheimer’s disease (AD) and improve the prognosis of persons 
with cognitive decline or impairment is the use of AD cerebrospinal 
fluid (CSF) biomarkers [1]. Furthermore, as the well-established 
AD CSF biomarkers (Aβ-42, t-tau and p-tau) represent proxies of 
pathology, they may be incorporated in research studies to know 
the underlying biology of a given cohort. An interest approach is 
combining several of them as a normalized index enabling research-
ers to study the AD continuum even in cross-sectional samples 
[2, 3]. On the other hand, analysis and interpretation of neuroim-
aging data are often carried out to investigate on intraindividual
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longitudinal changes and/or intersubject/group differences, in 
particular in the context of AD. Magnetic resonance imaging 
(MRI) allows the study of structural and functional cross-sectional 
correlates and longitudinal changes in vivo, and therefore, the 
combination of CSF data and imaging analyses in AD research 
stands as a synergistic approach to understand the structural corre-
lates related with specific disease-related biomarkers.
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During the last decade, we have followed this approach for 
studying cerebral correlates of AD biomarkers along the disease 
continuum. In order to do it, the first step was to develop a normal-
ized biomarker index, the AD CSF index, which allowed us to 
estimate the degree of pathology. This endorsed us to conclude 
that changes in different brain areas follow a nonlinear pattern 
along the AD continuum also occurring with different degrees of 
pathological load [4]. This approach also allowed us to study the 
impact of inflammation, through the study of astroglial and micro-
glial markers, on the structure of the brain along the continuum 
[5, 6]. Furthermore, the use of different MRI sequences enables us 
not only to define macroscopic structural changes but also to delve 
into the cerebral microstructure through diffusion tensor imaging 
(DTI), which allows us to hypothesize on their physiopathology. 

In this chapter, we describe the methods used in neuroimaging 
in order to combine data on CSF metabolites with imaging ana-
lyses. Specifically, we discuss different MRI analysis modalities, 
which are as follows: (1) volumetric region of interest (ROI)-
based analysis: As hypotheses are frequently stated in terms of 
brain structures or ROIs, ROI-based analysis allows to focus data 
analysis over a number of parcels with homogeneous characteristics. 
(2) Voxel-based morphology (VBM): The aim of VBM is to assess 
for intergroup morphological differences using a voxel by voxel 
statistical analysis. (3) Parametric maps from diffusion tensor imag-
ing (DTI): DTI has gained interest in AD for its ability to charac-
terize white matter integrity. (4) Structural and functional 
connectivity: Parametric maps give quantitative measures about 
white matter integrity but hides anatomical and topological infor-
mation. With respect to this, recent tractography techniques are 
now able to extract models of the fiber tracts connecting nuclei of 
the central nervous system, giving detailed descriptions of the 
structural connectome and opening the way to their analysis at 
the group level. (5) Functional MRI (fMRI): The goal of fMRI is 
to detect the voxels in the brain related to the task the subject 
performs during the scanning time [7–9].
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2 Materials 

2.1 Magnetic 

Resonance Imaging 

Modalities 

MRI combines radiofrequency (RF) pulses and magnetic gradients 
to explore magnetic properties of tissues, such as the longitudinal 
(T1) and transversal (T2) magnetic relaxation times [10]. Each 
particular combination of RF pulses and gradients is referred to as 
MRI sequence and provides different information about the mor-
phology, physiology, and functionality of tissues [11]. The main 
sequences used in neuroimaging are three-dimensional 
T1-weighted structural images (3dT1w), BOLD-contrast images 
(fMRI), and diffusion tensor imaging (DTI). 

2.1.1 Three-Dimensional 

T1-Weighted (3dT1w) 

Images 

A 3dT1w sequence provides detailed information about the mor-
phology of the brain, offering a good contrast between gray and 
white matter. It accounts for differences in longitudinal relaxation 
parameter T1 across the brain (Fig. 1a). Analyses benefit from the 
voxel (contraction of “volume” and “elements”) to be isotropic (i.e., 
with the same size in all three spatial directions). Voxel size depends 
on the scanner capability and the time to spend on the acquisition. 
Standard value ranges from 0.5 to 1.2 mm, and values tend to get 
lower as scanner technology improves. Other important parameters 
to be fixed are repetition time (TR), echo time (TE), inversion time 
(TI), and flip-angle. Their optimal values depend on the scanner 
and image resolution. The acquisition time extends from 3 to 
9 min. 

2.1.2 Blood Oxygenation 

Level-Dependent (BOLD) 

Contrast Imaging 

The echo planar imaging (EPI) sequence is an ultrafast sequence 
that can be sensitive to the oxyhemoglobin-deoxyhemoglobin ratio 
in blood, the so-called blood oxygenation level-dependent 
(BOLD) signal, which is related to the brain function. Images are 
acquired while the subject is performing a cognitive-sensitive task 
(fMRI, functional MRI) or during a rest period (rs-fMRI, resting-
state functional MRI). Neural activation cannot be detected itself 
but its physiological effects: a local increase of perfusion, which 
does not entail an increase in oxygen consumption that produces a 
rise of the oxyhemoglobin-deoxyhemoglobin ratio, the so-called 
hemodynamic response function (HRF). The whole brain is 
scanned in 1 to 4 s (TR) (Fig. 1b). As the change in contrast due 
to brain activation is very low (below 3%), images are noisy, and the 
intensity of each voxel also depends on other uncontrolled vari-
ables, several images have to be acquired (from 60 to few hundreds) 
during a scan period that ranges from 3 to 30 min, and posterior 
statistical analyses should be done to determine the voxels related to 
the brain function in study. Relevant acquisition parameters, apart 
from TR, are TE, flip-angle, voxel size, and slice thickness and 
inter-slice gap. To correct for geometrical distortion of EPI due 
to eddy currents and field inhomogeneity related to different



magnetic susceptibility of tissues, it is necessary to acquire a 
B0-map or few images with reverse phase encoding direction [12]. 
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Fig. 1 Example of 3dT1w (a) and fMRI (b) images from the same subject 

2.1.3 Diffusion Tensor 

Imaging (DTI) 

DTI is a processed image derived from a T2-weighted image, 
referred to as b0 (Fig. 2a) and a set of diffusion weighted images 
with the same geometrical prescription. Diffusion-weighted images 
are obtained by adding two opposite gradients between the mag-
netic excitation and the signal readout to the b0 image. The double 
gradient produces a drop of signal, with respect to b0 image, 
proportional to the amount of water diffusion in its direction 
(Fig. 2b). From DTI, data can be derived various diffusivity para-
metric maps, for example, mean diffusivity (MD) (Fig. 2c), radial 
diffusivity (RD), fractional anisotropy (FA) (Fig. 2d), and axial 
diffusivity (AD). These parameters measure specific microstructural 
alterations that are related to relevant biological factors such as 
cytotoxic edema (cell swelling) that is associated to restricted 
water diffusivity or demyelination (axonal loss) that reduces 
FA. On top of this, it must be noted that the direction of higher 
diffusion follows the main direction of the axons since myelin bands 
restrict diffusion across them. This property enables the tracking of 
white matter fibers in the so-called “fiber-tracking” (Fig. 2e)  (see 
Note 1). The main acquisition parameters for DTI are TR, TE, flip-
angle, voxel size (must be cubic with inter-slice gap zero to perform 
tractography), and the intensity of the diffusion weighting moni-
tored by the parameter b. Like BOLD-contrast images, DTI is an 
EPI sequence. Therefore, B0-map or a b0 image with reverse phase 
encoding directions can be useful to correct for image distortion 
that highly improves the quality of the derived images.
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Fig. 2 b0 image (a), diffusion weighted image (b), mean diffusivity map (c), fractional anisotropy map (d) from 
the same subject. Partial tractography of white matter bundles through corpus callosum and cortico-spinal 
path overlaid on a 3dT1w image (e) 

2.2 Fundamental 

Neuroimaging 

Processing Tools 

The raw signal in images is presented as a three-dimensional grid of 
voxels that provide local measures related to structure or function. 
Signal variations can be analyzed at either the region level (3.1 and 
3.5) or at the voxel level (3.2–3.4). 

2.2.1 Segmentation Segmentation techniques are used to identify voxels that belong to 
the same tissue (typically, gray matter, white matter, and cerebro-
spinal fluid) or brain structure. By doing so, volume and other 
morphometric features of these tissues or structures can be of 
obtained and analyzed. The partitioning of the voxels can be 
“hard” (i.e., each voxel is assigned a single label) or “probabilistic” 
(i.e., each voxel is assigned a probability of belonging to one label). 
Tissue probability maps are extracted from structural images by 
means of tissue segmentation algorithms. This step converts 
3dT1w images, which have arbitrary units and scaling factor, to 
0 to 1 maps (Fig. 3). Voxel values can be interpreted as the proba-
bility of the voxel belonging to the mapped tissue and account for 
its gray level, location, and partial volume effects (edge voxels 
containing more than one tissue). Sometimes, the outcome of the 
segmentation is the boundary separating the different tissues or 
brain regions. Segmentation algorithms may be specialized and 
focus on a specific structure or may cover a full range of regions 
(e.g., FSL, FreeSurfer, SPM, volBrain), and the nature of their 
results can vary from voxel-based clusters for volumetric structures 
to cortical surface 3D meshes or patches, fiber bundles, cortical 
folds models, among many others. Resulting objects are likely to be 
closer to the individual anatomical truth, and by focusing on the 
signal of interest tends to improve sensitivity [13]. Depending on



the accuracy of the method, this opens the way to shape analysis 
techniques or object-based morphometry as opposed to standard 
voxel-based methods. As a logical consequence, using individually 
segmented structures rather than warping data onto a reference 
atlas is advocated for the study of intersubject variability. 
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Fig. 3 Segmentation of a 3dT1w images (a): labeling voxels according their gray level and position in the brain 
(b), and creating a 0–1 tissue probabilistic map of GM (c), WM (d) and CSF (e) 

2.2.2 Coregistration and 

Spatial Normalization 

Coregistration is the process of geometrically aligning two images: 
one is defined as the “target” or “reference” image (i.e., the one 
that defines the target geometrical space) and the other the 
“moving” image (i.e., the one that is going to be spatially trans-
formed to be aligned with the target image). Depending on 
whether the two images belong to the same modality and/or 
subject different algorithms apply. The easiest situation is intersub-
ject registration of images of the same modality. For instance, in 
fMRI acquisitions, slight head movements can be corrected using 
these techniques by aligning all the images in the series to the first 
or to the mean image. In these cases, the algorithm first estimates 
the “rigid” spatial transformation (three rotations and three dis-
placements along the x, y, and z directions) so that the matching of 
the two images is optimal. Then, two options are normally avail-
able: the moving image can be resampled to the voxel size and 
dimensions of the target image, or the transformation can be stored 
in the header of the moving image for displaying purposes but 
without altering the actual data in the images. Images of different 
modalities can also be aligned using multimodal registration tech-
niques. A typical example would be to coregister a 3dT1w image 
with a PET image of the same individual. The first image conveys 
detailed structural information on the brain anatomy, and the PET 
image provides the functional information. 

Coregistration can also be performed between images of dif-
ferent individuals. Generally, this step is referred to as spatial nor-
malization or warping, since the moving image needs to be 
distorted to match the target image. In spatial normalization, the 
target image is usually a “template,” that is, a representative image, 
which can be provided by the normalization method or computed 
from the sample under study. On a first instance, spatial



normalization enables the voxel-wise analysis of the images. Since 
individual morphological features are removed, the same anatomi-
cal locations fall into the same voxels and group comparisons or 
correlation analyses can be implemented without having to define 
regions of interest a priori. But spatial normalization techniques 
also enable morphometric studies by analyzing the different defor-
mation fields that characterize the individual anatomy. Deforma-
tion fields establish a mapping between each voxel of the moving 
image to their corresponding location in the reference space. 
Therefore, they can be analyzed as three-dimensional mappings 
(i.e., tensor or deformation based morphometry), or a spatially 
varying scalar property of the deformation can be computed to 
drive the morphometric analysis. This is the case in voxel-based 
morphometry, where the relative changes in volume are computed 
by calculating the Jacobian determinants or the divergence of the 
individual deformation maps. Many normalization methods exist 
and differ in nature and degree of the applied spatial transforma-
tion. Many reference templates are also available; the mostly used is 
MNI stereotactic frame. Selecting the right one amounts to finding 
the most representative of the population under study, for example, 
in the context of the ageing brain [14]. Diffeomorphic transforma-
tions have been shown to provide the best performance among 
non-affine transformations [15]. 
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The warping of images of different modalities across different 
individuals is not straightforward at all and does not constitute a 
typical requirement of brain image processing pipelines. Thus, it 
exceeds the scope of this chapter. 

2.2.3 Smoothing and 

Denoising 

Smoothing solves three problems. First, it reduces noise and 
increases the correlation across neighboring voxels. From the phys-
iological point of view, it makes no sense one voxel showing a 
significant difference and not the surrounding ones. There is an 
implicit prior that involved brain areas should have a minimum 
extension. Secondly, it makes the information on the voxels being 
slightly expanded to ensure certain degree of interaction of mis-
aligned voxels due to subtle normalization inaccuracies. Third, the 
main one, it ensures parametric statistics can be applied in the 
voxel-based statistical analysis. Under certain assumptions, not 
always verified, a smoothed map behaves as a Gaussian field, and 
then, random field theory can be used to determine statistical 
thresholds of significance. 

MR images come with signal properties/quality that depend 
on the type and parameters of the acquisition sequence. Some 
algorithms are efficient at improving the signal-to-noise ratio of 
the images and as such form part of the analysis pipeline as standard 
preprocessing steps. Such techniques generally rely on a distribu-
tion model of the noise (e.g., Rician) and apply corrections based



on the information found either locally around every voxel [16] or  
on similar patches elsewhere in the image [17]. 
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3 Methods 

3.1 Region of 

Interest (ROI)-Based 

Volumetric Analysis 

ROI-based analysis allows focusing the analysis over a number of 
parcels with homogeneous characteristics. ROIs are thus often 
defined over anatomical data and then used to filter the signal 
from other modalities. 

Two approaches are generally available, as two opposite ways of 
addressing the core obstacle represented by anatomical variability. 
The first one consists in warping all the subjects to a common 
reference space and using ROIs defined from a brain atlas (see 
Note 2). The other one consists in delineating ROIs individually 
in every subject, for example, using segmentation algorithms. 
Countless methods are able to perform automatic or semiautomatic 
segmentation of an exhaustive variety of brain structures, which 
may then be used as ROIs on any individual data. The following 
section gives a template of a standard ROI-based analysis workflow. 

3.1.1 ROI-Based Analysis 

Using an Atlas 

1. Coregister the image of interest (image modality, parametric 
map) with a structural image (3dT1w) for every subject. 

2. Perform spatial normalization on every subject’s 3dT1w, save 
the registration parameters, and calculate the inverse transfor-
mation. Select a brain atlas of ROIs in standard space matching 
the interest of the study and apply the inverse transformation to 
the brain atlas in order to warp the atlas to the subject’s native 
space. 

3. Alternatively to (2), select a segmentation method of a specific 
or a variety of structure(s) and run it on every subject’s anat-
omy to obtain subject-matched ROIs. 

4. Alternatively to (2) and (3), perform the spatial normalization 
and apply the parameters to the image of interest to match it to 
the atlas in the standard space. 

5. Extract numerical features from every ROI over every image of 
interest in the subject’s native space. 

6. Perform statistical analyses on these features. 

3.1.2 Alternatives It is possible also to perform shape and other geometrical property 
analyses of regions themselves, not on their content [18]. 

3.2 Voxel-Based 

Morphology (VBM) 

Prior to statistical analysis, images should be processed to normal-
ize their intensity (tissue segmentation) and morphometry (spatial 
normalization) and to ensure parametric statistics could be applied



(smoothing). Pre-processing steps are slightly different for cross-
sectional and longitudinal studies. 
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3.2.1 Cross-Sectional 

VBM Processing Pipeline 

1. Segmentation of 3dT1w image in tissues: Gray matter (GM), 
white mater (WM), and cerebrospinal fluid (CSF) maps, and, 
optionally, others. 

2. Spatial normalization of tissue maps. 

3. Normalized maps are multiplied by the Jacobian determinant 
of the spatial normalization (modulation), which encodes the 
differences of volume on the original images as differences on 
intensity on normalized images. 

4. Smoothing images by convolution with a Gaussian kernel. The 
standard range of size of the kernel is 6–12 mm FWHM (full 
width at half maximum). 

3.2.2 Longitudinal 

Studies Processing Pipeline 

1. Linear and nonlinear registration of pre and post images. Lin-
ear registration helps nonlinear registration to converge. Non-
linear registration results in the pre-post average, Jacobian 
determinant (JD) (or alternatively divergence of deformations) 
images. 

2. Pre-post average images are segmented. 

3. From GM, WM, and CSF maps, the subject’s GM/WM mask 
(depending on the tissue in study) is obtained by selecting 
those voxels whose probability of belonging to GM/WM is 
bigger to the probability of being part of any other tissue. 

4. GM/WM mask are applied to JD map. 

5. Spatial normalization of average images is performed. The 
modulation of spatial normalization to template is not applied 
to avoid mixing cross and longitudinal effects. 

6. Smoothing of normalized JD images with a 6–12 mm FWHM 
Gaussian Kernel. 

3.2.3 Getting Statistical 

Mappings 

Once preprocessed, the proper statistical test to accept or reject the 
hypothesis in study is performed voxel by voxel (Fig. 4a) resulting 
in a statistical parametric map (T or F value for all the voxels on 
analysis). After choosing a statistical criterion to determine what 
difference is considered as significant (Fig. 4b), surviving voxels can 
be overlaid to an anatomical template or an anatomically labeled 
atlas to report the affected regions (Fig. 4c). It is important to note 
the high risk of false positives, due to massive number of analyses, 
and the way to deal with it. 

3.2.4 Alternatives There are several other alternative analyses of 3dT1w images, for 
instance, cortical thickness analysis [19], shape analysis of substruc-
tures [18, 20], analysis of sulci [21] or machine learning, and other 
multivariate methods [22, 23].
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Fig. 4 Statistical parametric map of a voxel-wise T-test (T-value of the T-test performed voxel by voxel) (a), 
significant voxels in red (T-value over the statistical threshold of significance) (b) and overlaid of significant 
areas over a 3dT1w image as reference (c) 

3.3 Parametric 

Diffusion Tensor 

Imaging (DTI) Analysis 

The typical workflow includes the processing in parallel of DTI data 
and 3dT1w images. 3dT1w images provide structural anatomical 
resolution at a higher resolution than DTI and therefore are used 
both for intersubject normalization and by some methods to guide 
the processing of DTI data. Yet, some integrated software solu-
tions, for example, Tract-Based Spatial Statistics (TBSS) from FSL 
toolbox, drive the intersubject spatial matching based on pure DTI 
data and rely on no other modality. In particular, this approach 
applies nonlinear registration across subjects on diffusion data and 
then perform a group-level analysis along skeletons modeling the 
main fiber tracts [24]. 

3.3.1 Preprocessing and 

Generation of Parametric 

Maps from DTI Data 

1. Apply denoising algorithm on both the 3dT1w and the DTI 
data, for example, a nonlocal means (NL-means) Rician denois-
ing method on all DTI and 3dT1w to increase image quality. 

2. Apply bias correction on 3dT1w. 

3. Apply eddy current correction to adjust the DTI data for 
distortion and motion using affine registration to the 
non-weighted diffusion volume (B0 map). 

4. Run model estimation on corrected DTI data. This will gener-
ate red-green-blue (RGB) color-coded maps showing diffusion
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local directions as well as maps of the first eigenvalues of every 
local model. 

5. Generate parametric maps MD, FA, RD, and AD obtained 
from the local combination of the various eigenvalues. 

3.3.2 Spatial 

Normalization Through 

Anatomical Images and 

Statistical Analyses 

The following part of the workflow warps every subject into a 
normalized space to then allow an exploratory whole-brain voxel-
level group analysis. Anatomical normalization is applied to all 
subjects’ anatomical data (e.g., 3dT1w). This solves the core prob-
lem of localization [25] and spatial correspondence between sub-
jects at the cost of geometric distortion. A number of reference 
templates or atlases are available. Selecting the right one amounts to 
finding the most representative of the population under study, for 
example, in the context of the ageing brain [14]. As a result of this 
step combined by the previous one, DTI data undergo a two-step 
transformation, first from native DTI space to the subject’s 3dT1w 
space and then from the subject’s 3dT1w space to reference space 
(see Subheading 3.2 for this last step). 

1. Perform a segmentation task to extract the brain mask out from 
the b0 image. 

2. Perform a segmentation task to extract a mask of the white 
matter from the b0 image. 

3. Repeat these two operations on the 3dT1w to get a brain mask 
and a white matter mask map from 3dT1w. 

4. Apply coregistration from the b0-image white matter mask to 
the 3dT1w white matter mask and save registration parameters. 

5. Apply transformation to every parametric map using these same 
registration parameters in order to warp it to the 3dT1w space. 

6. Normalize 3dT1w as described in Subheading 3.2 and apply 
the transformation to DTI maps. 

7. Standard ROI-based analyses are applicable from this step 
on. It is also possible to run a voxel-based statistical analysis 
on every set of smoothed normalized parametric maps (FA, 
MD, RD, AD), for example, based on general linear models 
using the standard Statistical Parametric Mapping software for 
neuroimaging. 

3.4 Structural 

Connectivity 

Structural connectivity between cortical areas and subcortical struc-
tures can be represented as a non-oriented graph made of nodes 
(i.e., the whole set of areas and structures) and edges (i.e., connec-
tions, or the absence thereof, between two areas/structures) with a 
weight measuring the strength of connection (i.e., in numbers of 
fibers) between any two nodes. Such a graph has an equivalent 
matrix representation, called adjacency matrix in graph theory, 
and connectivity matrix in the neuroimaging context (Fig. 5).



The first step consists in generating parametric maps, which was 
described in section Parametric DTI analysis. In this context actu-
ally, parametric maps are essentially used for quality assurance pur-
poses after the preprocessing steps. The following pipeline 
describes how to achieve a structural connectivity analysis using 
tractography and automatic segmentation of anatomical structures: 
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Fig. 5 Atlas adapted to the subject’s anatomy (a), structural connectivity graph (b) and map of regions 
correlated with precuneus in a resting-state functional connectivity study (c) 

1. Generate parametric maps (FA maps in particular) for every 
subject in their native DTI space, following section Parametric 
DTI analysis. 

2. Visually inspect FA and RGB maps for quality control. This 
step is crucial to ensure the right orientations of the fibers and 
possibly spot errors in the gradients used for the modeling. It is 
especially recommended to check for any possible axis swap 
from one subject to another. 

3. Run anatomical segmentation pipeline on every subject’s anat-
omy. Maps of the interface between gray and white matter 
(GM maps) and/or CSF are generally helpful to create con-
straints and boundaries for the tractography. A large variety of 
algorithmic tools provide such representations as segmentation 
maps or triangulated meshes. Besides, any other segmented 
structure may be used as a seed by the tractography step. Such 
seeds correspond to ROIs from/to which the streamlines will 
start/end, be either cortical or subcortical structures. The 
resulting information about structural connectivity hence 
depends on the definition of such cortical or subcortical ROIs 
to be taken as nodes of the connectome. 

4. Check the quality of the resulting segmentation maps by over-
laying these over the subject’s anatomy. 

5. Warp the segmentation maps (GM, CSF, and seeds) to the 
subject’s DTI space using the same 3dT1w-to-b0 image
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coregistration parameters estimated during the prior genera-
tion of parametric maps (Fig. 5a). 

6. Run the tractography step taking the segmentation map as seed 
map to generate both the streamline tracks and the connectivity 
matrix. Provide GM and CSF masks as constraints to guide the 
process (fibers do not cross the ventricles or sulci) (Fig. 5b). 

7. Estimate a connectivity matrix with respect to the ROIs used as 
seeds, measuring the number of existing connecting fibers for 
each pair. According to the study and the corresponding ROIs, 
the matrix hence describes cortico-cortical and/or cortico-
subcortical connections. It may be symmetrical, of size the 
number of seed regions: in this case, each row/column would 
give the estimated numbers of connections from every seed to 
any other. 

8. Perform statistical analysis on the connectivity matrices. Statis-
tical analysis can be performed at the group level over the entire 
set of matrices once estimated for every subject. It is important 
to check for normality in order to properly apply parametric or 
nonparametric statistical tests. 

3.5 Functional 

Connectivity (fMRI) 

fMRI pre-processing pipeline is different in fMRI and rs-fMRI 
studies. fMRI requires a model of the expected activation pattern 
(task/stimulus onset and duration convolved with the HRF) and to 
check, voxel by voxel, if temporal variations of intensity are inde-
pendent (random/physiological) or related to the task. rs-fMRI 
looks for inter-region correlations of the spurious activity of the 
brain when no specific task is performed. 

3.5.1 Processing fMRI 1. If available, BOLD images are corrected for EPI distortions. 

2. The set of fMRI-volumes are aligned to correct for involuntary 
small movements during the acquisition. The mean image of 
the fMRI series is created. 

3. Mean fMRI image is registered to structural anatomical image 
3dT1w, and the transformation is applied to the rest of 
volumes. 

4. 3dT1w images are spatially normalized to a standard template 
(mainly in MNI stereotactic space) using affine and non-affine 
transformations. fMRI images are spatially normalized by 
applying the transformation calculated during the 3dT1w spa-
tial normalization 

5. fMRI images are smoothed with a Gaussian filter (6–12 mm 
FWHM kernel), 

6. GLM statistical analyses are performed to check voxel by voxel 
if its temporal evolution is related to the model. That results in 
a statistical parametric mapping (T-value voxel a voxel) that
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provides activated areas once a proper statistical threshold is 
applied. 

3.5.2 Processing of rs-

fMRI 

It is not as fixed as in fMRI. Depending on the images character-
istics and the posterior statistical analyses to be performed, it could 
be convenient to add, suppress, or change the order of the steps to 
get more reliable results. Next, a standard pipeline is shown 

1. Slice-timing correction (see Note 3). 

2. Correction for EPI distortions, realign of time series, register 
to 3dT1w and spatially normalization, as done in fMRI. 

3. Detection of outliers, bad volumes, or dark slices, due to 
sudden movements of the subject during the exploration 
(e.g., due to cough). 

4. Detrending the time series (up to third-order polynomials) to 
flattener the baseline and to make next step more efficient. 

5. Regress out the mean WM and CSF signal, the values obtained 
in the realign procedure (three rotations and three translations 
for each volume to correct for involuntary head movements 
during the scanning time), the mean value of the image 
(optional), and the nulling regressors to avoid the effect of 
the outliers [26]. 

6. Smoothing of images with a Gaussian Kernel of 8–12 mm 
(FWHM). 

7. Band-pass filtering images to remove nonrelevant intensity 
variations. The frequencies of interest, from the physiological 
point of view, are in the range of 0.1–0.01 Hz. Each study can 
use customized cutoff frequencies to select the appropriate 
information to answer specific questions. 

8. Voxel-based analysis of functional connectivity, that is, deter-
mination of functional networks of areas of the brain working 
conjointly, requires the selection of the area (ROI) whose 
functional connectivity is investigated, to take the mean value 
of the image and evaluate the correlation, voxel by voxel, and 
the correlation of its time series with the ROI time series (first 
order analysis, seed-based connectivity) (Fig. 5c). 

3.5.3 Second-Order 

Statistics, Group 

Comparison 

Both fMRI and seed-based functional connectivity studies allow a 
second-order analysis to determine differences of statistical maps 
between groups. The main second-order analysis is the random 
effects analysis (RFX) (see Note 4). 

3.5.4 Functional 

Connectivity 

Alternatively, GM can be parceled as described previously. Then, 
the correlation of the temporal series of each ROI with the rest of 
ROI’s time series will result in a functional connectivity matrix for 
each subject [27]. Fisher transformation is used to convert



correlation coefficients to z-scores to make possible the parametric 
statistical analysis of functional connectivity matrices between 
groups (see Note 5). 
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3.5.5 Alternatives There are alternatives to fMRI analyses, mainly the free-model 
multivariate analyses such as principal component analysis (PCA) 
and independent component analysis (ICA). Functional connectiv-
ity can be also assessed by alternative analyses such as matching 
learning or neural networks methods [28]. 

3.6 Conclusions Neuroimaging techniques are increasingly being used in scientific 
areas (epidemiology, population genetics, etc.) other than the tra-
ditional research fields where neuroimaging used to play a central 
role (neurology, psychiatry, neuroscience, etc.). Noteworthy, these 
research fields are characterized by conducting research with much 
higher sample sizes. This has fostered the interest in neuroimaging-
derived outcome variables, neuroimaging modalities, and analytical 
methods. It has also spurred the development of technological 
solutions for acquiring, storing, transferring, analyzing, and sharing 
large neuroimaging datasets. Neuroimaging analysis is a highly 
“technified” field with analytical tools and software suites that 
have been developed and used for decades, which have created 
their own scientific environments and user communities. It falls 
beyond the scope of this text to recommend any of the publicly 
available tools for a particular application or to perform a detailed 
analysis of their characteristics. On the other hand, we intended to 
present and describe the most common image processing tools and 
pipelines for investigators from outside the neuroimaging field to 
better understand the way images are processed and analyzed and 
common pitfalls and limitations in neuroimaging analyses. 

In this regard, we would like to put the emphasis on three 
aspects: (1) knowing what the “hidden” algorithms do is critical 
for the correct interpretation of the results, (2) quality control of 
the images is mandatory, and (3) pitfalls and limitations in the 
statistical analysis of neuroimages. 

It is necessary to have an intimate understanding the image 
processing tools in order to correctly interpret the results of a 
neuroimaging analysis. Even though the neuroimaging software 
tools are progressively easier to use, the implications of the techni-
cal underpinnings of the underlying algorithms are critical for 
correctly interpreting the results. For this reason, we intentionally 
avoided to take one particular neuroimaging analysis suite and 
provide step-by-step instructions to make typical analyses. Novel 
users may find several of these “recipes” online. On the other hand, 
we intended to present the rationale under some standard pipelines 
for novel users to better understand interpret neuroimaging results 
on their labs or on the literature. For instance, in VBM analyses, 
knowing whether images have been modulated to code for changes



in volume and whether the modulation takes into account global 
brain volume or it has to be regressed out in the design matrix or 
the way variance is partitioned in an SPM design matrix where 
columns are orthogonalized to the previous ones are common 
examples that have triggered endless discussions, even among 
experts. All the major neuroimaging platforms have supporting 
forums that gather users and developers. In case of doubt, it is 
strongly recommended to consult these forums. Even in the event 
of not having any concerns on a particular study, regular consulta-
tion of these forums may help identifying pitfalls in our own 
analyses. 
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State-of-the-art automatic imaging processing tools are highly 
robust and refined. However, users have to be aware that there is no 
guarantee that the result of the processing will be of sufficient 
quality for the ensuing analysis. Therefore, quality control of the 
raw and intermediate images is mandatory. Unfortunately, quality 
control have not received the same amount of attention as the 
development of novel analytical or processing tools. Development 
of aids to streamline the quality control of the images and the 
adoption of common quality control standards are impending 
needs to improve the reproducibility of neuroimaging results. 
Examples in the good direction are quantitative quality control 
tools and metrics developed for monitoring raw images on the 
XNAT platform (http://cbs.fas.harvard.edu/science/core-
facilities/neuroimaging/information-investigators/qc) or, for 
processed images, the Quality Assessment (QA) tool in the 
Computational Anatomy Toolbox for SPM (http://www.neuro. 
uni-jena.de/cat/index.html#QA). 

Of course, a preliminary consideration is the detection of inci-
dental findings that may constitute exclusion criteria for the study 
or compromise the correct processing or analysis of the image. 
Depending on the age, the acquired image modalities, and other 
clinical characteristics of the study participants, a significant per-
centage of incidental findings have been reported in the literature 
even when scanning asymptomatic individuals and up to 15% of 
them may actually require referral for clinical follow-up [29]. In this 
regard, neuroradiological review of all the images should be man-
datory, but unfortunately, it is not as commonly performed for 
research studies, as it probably should. 

Finally, voxel-wise statistical analysis of neuroimages present 
with some limitations that are important to bear in mind for inter-
preting our own results or those in the literature. The most notori-
ous pitfall is the multiple comparisons problem. Typically, an 
unbiased, whole-brain voxel-wise analysis simultaneously tests 
hundreds of thousands of voxels. In this scenario, the probability 
of detecting some false positives is almost certain. However, some 
features in the images alleviate this situation. First, neighboring 
voxels present with very similar information that originally stem

http://cbs.fas.harvard.edu/science/core-facilities/neuroimaging/information-investigators/qc
http://cbs.fas.harvard.edu/science/core-facilities/neuroimaging/information-investigators/qc
http://www.neuro.uni-jena.de/cat/index.html#QA
http://www.neuro.uni-jena.de/cat/index.html#QA


from the inherent limitation the spatial extent of the homologies 
that can be established between the brain anatomies of different 
individuals. Based on this assumption, spatial normalization algo-
rithms implement regularization terms that penalize gross fine-
detail deformations, and smoothing algorithms are applied to 
remove high spatial frequency noise while not affecting the signal 
to the same extent. The correlation observed among neighboring 
voxels makes the Bonferroni correction far too conservative for 
neuroimaging analyses, and several methods have been developed 
to estimate the actual number of independent observations in the 
images, taking into account the cumulative effect of all preproces-
sing steps. Please note that the degree of smoothing in the pre-
processing step will have a critical impact on this estimation and, 
hence, on the corrected p-value of the analysis. Larger smoothing 
kernels result in more significant corrected p-values at the cost of 
decreased sensitivity to detect small-localized effects. Therefore, a 
trade-off between statistical power and the spatial resolution of the 
analysis is inherently being performed. However, even though the 
impact on the expected number of false positives under the null 
hypothesis is estimated by the multiple comparison correction, the 
loss of sensitivity to detect regionally small effects is only controlled 
indirectly through the size of the smoothing kernel as no Type-II 
error (false-negative) estimation is performed. In addition, it is 
typical to establish a minimum cluster size in order for a positive 
result to be considered as significant. Several of these strategies have 
been put into question recently [30], but it must be noted that the 
major neuroimaging analysis suites have improved their methods 
accordingly. Some of them implement Monte-Carlo permutation 
strategies that minimize the assumptions in the correction for 
multiple comparisons. 
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Other general statistical considerations are also prominent 
sources of worry in the analyses of neuroimages: dealing with out-
liers, overfitting, highly correlated predictor variables, the impact of 
the order of their inclusion, and the way that different software 
packages deal with this situation. In this regard, it must be noted 
that neuroimaging analysis packages are generally not equipped 
with diagnostic tools to neither check the validity of the statistical 
assumptions nor implement nonparametric alternatives in the event 
that these are not met in certain cases. They do not include either 
tools to estimate the attained statistical power of the analysis. 

In conclusion, neuroimaging analysis suites provide with an 
armory of state-of-the-art tools to render high-quality and reliable 
data and analyses. Their continuous development and testing by 
thousands of researches over the last decades result in extremely 
robust open-source algorithms and highly specialized user commu-
nities that welcome and are eager to help novel users. In addition, 
the standardization of the major processing steps, analytical criteria, 
and even algorithmic implementations has a positive impact on the



comparability of different studies. Since the analysis can be scripted, 
source data and analytical methods can be stored for future refer-
ence or shared with the community for additional analyses and 
meta-analyses. Together with publicly available datasets, enabling 
the access of proprietary data together with the batch codes used 
for attaining published results greatly contributes to enhance the 
reproducibility of neuroimaging research. No particular analytical 
platform or algorithm can be regarded as superior to the rest in 
general terms, and comparison studies are required to rationally 
selecting one implementation for a particular application. Overall, 
users should be aware of the implications and limitations of the 
different processing and analysis options for a correct interpretation 
of their own results and that of the existing literature. 
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4 Notes 

1. Tractography techniques produce streamlines paths that model 
anatomical tracts found in the white matter. The validation of 
these (millions of) streamlines is a tough problem due to factors 
such as the difficult access to ground truth or some complex 
patterns, for example, fanning and crossing fibers. White mat-
ter tractography is generally done either with a method known 
as “deterministic” tractography or with a “probabilistic” 
method. Advantages of the probabilistic method include the 
ability to explicitly represent uncertainty in the data and a 
higher reliable reconstruction of crossing fibers at higher 
computational costs [31]. In both approaches, prior knowl-
edge of the anatomy of fiber tracts is important for distinguish-
ing between fiber tracts of interest and streamline tracks that 
follow improbable routes or suggest nonexistent connections 
between brain areas. 

2. In this context, brain atlases come into play to provide a set of 
ROIs that cover the brain volume. However, an atlas provides 
regions that generally account for a certain state of the current 
knowledge, while the targeted effect of the study might not fit 
the grain of the atlas ROIs. Moreover, an atlas is constructed 
and used to represent a certain population, therefore possibly 
failing at capturing individual anatomical traits. The most 
widely used atlas is AAL [32]. 

3. Statistical analyses require each volume to be scanned at once, 
in the same time point. However, slices are acquired sequen-
tially and in an interleaved way. Slices-timing correction uses 
temporal interpolation to guess the slice intensity as it was 
acquired at the same time of a reference slice. It is necessary 
to know the order of slice acquisition beforehand.
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4. RFX performs a voxel by voxel analyses on contrast images 
(difference of intensity among rest and activation in fMRI 
and degree of correlation in rs-fMRI) with the hypothesis 
that, if the difference in a voxel is random (false positive), it 
would not appear in the other subjects, and the mean value 
among subjects should tend to zero. If the mean value of the 
contrast in one voxel is significantly different of zero, it can be 
concluded that there is an effect of interest. The surrounding 
hypothesis is that all subjects use the same network (strategy) to 
perform the cognitive task. It is fundamental a good experi-
ment design to ensure that happens. 

5. It is important to note that both signal and noise can be 
correlated. Image artifacts can derive in great correlations 
values that don’t reveal real functional connectivity. A good 
quality assurance of rs-fMRI images is mandatory to get reliable 
functional matrices [33, 34]. 
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Amyloid PET Imaging: Standard Procedures 
and Semiquantification 
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Abstract 

Amyloid plaques are a neuropathologic hallmark of Alzheimer’s disease (AD), which can be imaged 
through positron emission tomography (PET) technology using radiopharmaceuticals that selectively 
bind to the fibrillar aggregates of amyloid-β plaques (Amy-PET). Several radiotracers for amyloid PET 
have been validated (11 C-Pittsburgh compound B and the 18 F-labeled compounds such as 18 F-florbetaben, 
18 F-florbetapir, and 18 F-flutemetamol). Images can be interpreted by means of visual/qualitative, semi-
quantitative, and quantitative criteria. Here, we summarize the main differences between the available 
radiotracers for Amy-PET, the proposed interpretation criteria, and main proposed quantification methods. 

Key words Amyloid PET, Biomarkers, Alzheimer’s disease, Early perfusion amyloid PET imaging, 
Centiloids 

1 Introduction 

Over the past two decades, one of the major breakthroughs for the 
approach to Alzheimer’s disease (AD) patients both in the clinical 
and research settings has been represented by the validation of 
diagnostic biomarkers able to demonstrate the presence of patho-
logical mechanisms of AD and to predict further cognitive decline 
and dementia onset since the stage of mild cognitive impairment 
(MCI) [1, 2]. In this setting, amyloidosis biomarkers are able to 
identify the molecular/neuropathological feature of AD. In the 
present clinical setting, this class of biomarkers includes cerebrospi-
nal fluid (CSF) amyloid-β1–42 reduction and brain amyloid 
accumulation as imaged through PET technology using radiophar-
maceuticals that selectively bind to the fibrillar aggregates of amy-
loid-β plaques (AMY-PET) [2]. In the last ten years, pathological 
validity and potential clinical usefulness of AMY-PET have been 
repeatedly reported, and its use has entered the clinical routine in 
many European countries [3]. At the moment, amyloid PET can be
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considered a second biomarkers with respect to CSF biomarkers. In 
more recent years, blood-based biomarkers have also been devel-
oped, and in the research setting, they have demonstrated to be 
useful to identify the core pathologies in Alzheimer’s disease, such 
as amyloid-β and phosphorylated tau (p-tau) deposition second 
biomarker [4]. When blood biomarkers will be available in the 
clinical settings, they might serve as first biomarker in the flowchart 
for the etiological diagnosis of AD. In this regard, AMY-PET might 
again serve as second biomarker in case of inconclusive results 
[5]. Similarly, there’s an emerging role of AMY (and TAU) PET 
technology in clinical trials, and this role might affect the use of 
AMY-PET once disease-modifying drugs will be approved for clin-
ical use also in Europe [6, 7]. For both, these emerging role of 
AMY-PET, interpretation criteria, and signal quantification might 
be even more crucial that for the present “diagnosis-oriented” use 
(based on visual qualitative criteria). Accordingly, in this second 
edition of the present chapter, we will more deeply discuss on 
semiquantification methods for AMY-PET reading and reporting 
[8, 9].
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2 Materials 

Several radiotracers for amyloid PET have been investigated. The 
largest body of evidence was originally available for 11 C-Pittsburgh 
compound B (PiB). In the last decade, several lines of evidence have 
been made available also on the 18 F-labeled compounds for amy-
loid PET imaging [10]. In fact, three fluorinated tracers, 18 F-flor-
betaben (NeuraCeq), 18 F-florbetapir (Amyvid), and 
18 F-flutemetamol (Vizamyl), have been approved by both the 
United States and the European authorities [10]. Although these 
tracers share a common imaging target and similar imaging char-
acteristics, Aβ radiopharmaceuticals differ in their tracer kinetics, 
target-to-background ratio, and specific binding ratios. These dif-
ferences impact on recommended imaging parameters such as 
injected doses, uptake time after tracer administration, and scan 
durations (details are reported in Table 1). 

2.1 Patients’ 

Preparation and Tracer 

Injection 

1. There is no known evidence of drug interactions between 
amyloid radiotracers and common drugs prescribed for demen-
tia patients. 

2. No drug withdrawal is recommended, except for anti-Aβ anti-
bodies administered in the context of experimental studies. 

3. No rest condition is needed before the tracer injection. For 
patients requiring sedation, 18F-labeled radiopharmaceuticals 
should be injected before the administration of sedation to
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Table 1 
Recommended dose, uptake time, and scan duration for Amyloid PET tracers 

Tracer Recommended dose (MBq) Uptake time (minutes) Scan duration (minutes) 

[18F]F-Florbetaben 300 90 20 

[18F]F-Florbetapir 370 30–50 10 

[18F]F-
Flutemetamol 

185 90 20 

minimize any theoretic effects of sedatives on cerebral blood 
flow and radiotracer delivery. 

4. The dose must be assayed in a suitable calibrator before admin-
istration. Tracers must be injected using aseptic technique 
through a short intravenous catheter (approximately 4 cm/ 
1.5 in or less, to minimize the potential for adsorption of 
substantial amounts of the drug to the catheter) in a single 
intravenous bolus in a total volume of 10 mL or less, followed 
by the injection with an intravenous flush of 0.9% sterile 
sodium chloride solution. The injection site should be rou-
tinely inspected for dose infiltration. 

2.2 Scan Acquisition 1. After a delay depending on the injected radiotracer, the scan 
acquisition time usually lasts 10–20 min (see Table 1). 

2. Images should be acquired in three-dimensional mode with 
appropriate data corrections and reconstructed using attenua-
tion correction with typical trans-axial pixel sizes of 2–3 mm  
and a slice thickness of 2–4 mm. A dynamic scan can also be 
performed, lasting 60 or 90 min from the time of injection in 
order to calculate binding and to provide a distribution volume 
ratio. 

2.3 Early Perfusion 

Amyloid PET and Dual 

Point Dynamic 

Imaging 

Several studies has shown that the early time frames of dynamic PIB 
PET (as well as of the fluorinated AMY-PET tracers) are closely 
related to the first-pass influx rate (K1), which is strongly correlated 
to cerebral blood flow (CBF) because of a high extraction fraction 
of lipophilic radiotracers into the brain. In this regard, a “dual-
phase brain PET” might be performed through the acquisition of a 
short image lasting around 5 min immediately after injection, 
providing information on CBF. This acquisition will be followed 
by the late “standard” acquisition at equilibrium. Indeed, it is well 
known that regional cerebral perfusion is coupled to cerebral 
metabolism, which, on turn, is coupled with synaptic function 
[11, 12]. Accordingly, early phase amyloid PET imaging can act 
as a surrogate for 18 F-FDG-PET imaging, thus providing informa-
tion on neurodegeneration [13]. This approach is certainly of great



interest and potentially cost-effective. However, large-scale valida-
tion studies are needed in order to validate and allow the introduc-
tion of this approach into the routine clinical practice (which at the 
moment still represent an off label acquisition protocol). Finally, 
recently, new methods of semiquantification imply the use of early 
scans to provide semiquantitative metrics with innovative 
approached (cfr. The time-delayed ratio. See the paragraph on 
semiquantification). 
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2.4 Dynamic 

Acquisition 

While visual/qualitative and semiquantitative approaches have 
been implemented in the clinical setting for diagnostic purpose. 
More precise quantification methods can be suitable to fully capture 
the complexity of amyloid PET signal in the framework of longitu-
dinal studies. In this regard, absolute quantification and parametric 
analysis of tracer uptake requires a dynamic acquisition. In fact, it 
has been shown that SUV ratio overestimates amyloid burden 
compared with quantitative non-displaceable binding potential 
(BPND) [14, 15]. 

However, the long standard time duration of a dynamic acqui-
sition (up to 90 min) may result in lower patient comfort and lesser 
efficient use of both scanner and tracer batch, in addition to an 
increased risk of motion artifacts. 

Recent studies aimed to evaluate the reliability of shorter dura-
tion dynamic acquisitions [16] or dual point dynamic imaging 
[17]. The latter consists in a dual-time-window protocol (also 
called “coffee-break” protocol) in which data are acquired sepa-
rately for early (0–30 min post injection) and late phases 
(90–110 min). 

2.5 Aβ Radiotracers PiB is a derivative of a fluorescent amyloid dye, thioflavin T, and has 
been shown to possess high affinity and high specificity for fibrillar 
Aβ in plaques and in other Aβ containing lesions. PiB also displays a 
much lower affinity toward other misfolded proteins with a similar-
sheet secondary structure such as α-synuclein and tau [18]. How-
ever, the 20-min radioactive decay half-life of 11 C limits the use of 
11 C-PiB to centers with an on-site cyclotron and 11 C radiochemis-
try expertise, making routine clinical use very expensive. 

2.5.1 11 C-PiB 

2.5.2 18 F-Florbetaben 
18 F-florbetaben (18 F-AV-1, 18 F-BAY-94-9172, Neuraceq®) binds 
with high affinity to Aβ in plaques and cerebral amyloid angiopathy 
in postmortem brain tissue sections with lack of binding to Lewy 
bodies or NFT at low nanomolar concentrations [19]. It received 
Food and Drug Administration (FDA) and European Medicines 
Agency (EMA) approval for clinical use in February/March 2014. 

2.5.3 18 F-Florbetapir 
18 F-florbetapir (18 F-AV-45, Amyvid®) is a stilbene derivative, 
developed by Avid Radiopharmaceuticals (a wholly owned subsidi-
ary of Lilly). Initial in vitro evaluation showed binding to Aβ



plaques in AD brain sections [20]. 18 F-Florbetapir was the first 
radiotracer—and the first 18 F labeled radiotracer approved by 
FDG—approved by FDA in April 2012 and EMA in January 
2013. Florbetapir is characterized by its rapid reversible binding 
characteristics allowing scanning at just 30–50 min after injection, 
similar to 11 C-PiB [20]. 
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2.5.4 18 F-Flutemetamol 
18 F-flutemetamol (GE–067, Vizamyl®) is a fluoro derivative of 
11 C-PiB developed by GE Healthcare. 18 F-flutemetamol brain 
retention is highly correlated with 11 C-PIB and with Aβ burden 
as measured immunohistochemical assessment of brain biopsy tis-
sue [21]. 18 F-flutemetamol received FDA approval in October 
2013 and EMA approval in September 2014. 

3 Methods 

After the tracer is injected in the patient, it rapidly enters the brain 
by passive diffusion through the blood–brain barrier and reaches 
the sites of interest in a time-interval mainly from the bloodstream. 
The lipophilic nature of the tracer, combined with a high lipid 
content in the white matter, leads to a nonspecific binding in 
brain white matter. By contrast, the high affinity binding to the 
amyloid fibrils results in a significantly slower clearance of the tracer 
bound to amyloid plaques in the gray matter [10]. Amyloid radio-
tracers have been compared ex vivo [18], finding that both the 
retention in the gray and white matter is slightly different for 
different ligands, whereas binding sites are substantially the same. 
This latter point ensures that all the radiopharmaceuticals may be 
used similarly and in reliable way to determine the density of 
cerebral amyloid plaques. In fact, the objective of AMY-PET 
image interpretation is to provide an estimate of the brain 
β-amyloid plaque density [10]. Accordingly, a positive AMY-PET 
scan identifies the presence of brain amyloidosis and not necessarily 
the presence of AD (the results but must be considered in the 
context of the person’s medical history, physical examination, and 
cognitive testing) [1, 2, 9, 10]. In fact, while all AMY-PET tracers 
have high affinity and selectively for β-amyloid plaques and not for 
other pathological proteins such us TAU pathology and alpha-
synuclein deposits, the high affinity is paralleled by limited specific-
ity for different amyloid type [1, 2, 9, 10, 22]. In fact, all AMY-PET 
tracers are able to bind classic (“AD-type”) neuritic plaques, diffuse 
extracellular plaques (nonspecific for AD) as well as vascular amy-
loid typical of cerebral amyloid angiopathy [6]. By contrast given 
the repeatedly proven high negative predictive value of AMY-PET 
imaging, a negative amyloid PET scan is able to identify among 
cognitive impaired patients, subjects unlikely to be affected by AD.
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3.1 Visual/ 

Qualitative Images 

Evaluation 

1. Specific in vitro studies have demonstrated that all AMY-PET 
tracers share similar binding to a nanomolar high affinity site, 
and thus, these amyloid ligands can be used in a comparable 
and reliable manner to assess brain amyloid density [18]. 

2. The specific criteria for amyloid PET image visual interpreta-
tion differ among available radiotracers, and qualitative evalua-
tion of images acquired with a given amyloid tracer should be 
performed using the instructions provided by the manufac-
turers. Some general principles should be considered when 
interpreting AMY-PET scans [10]. A suitable image scaling 
should be employed: a 16-bit scale is recommended for image 
display [10]. For 18F-Florbetaben and 18F-Florbetapir, PET 
images should be displayed using gray scale and inverse gray 
scale, respectively, while color scales (such as “cool” or “spec-
trum”) are recommended for 18F-Flutemetamol. First evalua-
tion should be in transversal orientation. Coronal and sagittal 
planes as well as PET/CT fused images can also be evaluated 
and can be of help especially to inspect specific brain regions 
(posterior cingulate in sagittal view) and to clarify doubtful 
cases in the presence of atrophy or noisy images. Visual criteria 
for 18F-Flutemetamol reading also include the inspection of 
the striatum (while this is not the case for all the other tracers). 
Image size should be optimized for a clear differentiation 
between nonspecific/physiologic white matter and pathologic 
gray matter uptake. 

3. The cerebellar cortex is expected to be free of amyloid deposi-
tion even in subjects with cerebral cortical amyloid deposition. 
For this reason, white/gray matter contrast at cerebellar level is 
used as reference for 18F-Florbetapir scan evaluation. Con-
versely, the white matter maximum has been suggested as a 
reference for AMY-PET scan when 18F-Florbetaben is used, 
and for 18F-Flutemetamol, it is recommended to set the scale 
intensity to a level of about 90% in the pons region [10]. 

4. The typical appearance of a negative AMY-PET scans is non-
specific white matter uptake and little or no binding in the gray 
matter. Thus, negative scans have a clear gray/white matter 
contrast. 

5. The evidence of radiotracer uptake extending to the edge of the 
cerebral cortex and forming a smooth, regular boundary 
reflects the presence of gray matter amyloidosis and thus a 
positive AMY-PET scan. Figure 1 shows the typical appearance 
of a negative (A) and a positive (B) AMY-PET scan. 

3.2 Semiquantitative 

Approaches 

Most amyloid-PET images are rather easily evaluated by a trained 
eye, and the reliability of amyloid PET binary reads across different 
sites has been demonstrated to be high even in the multicenter



settings [23]. However, as amyloid-PET becomes a widespread 
tool, uncertain instances are going to be met more frequently. 
Accordingly, more sophisticated approaches has been proposed 
and extensively evaluated with the aim of providing semiquantifica-
tion of AMY-PET data both regional and whole brain level. 
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Fig. 1 Examples of positive and negative Amy PET scan. Panel (a) shows the typical appearance of a negative 
Amy PET scan acquired with 18F-Florbetaben in which the contrast between white and gray matter is well 
evident in all brain areas, as in the cerebellum. Conversely, panel (b) represents a positive scan acquired with 
18F-Flutemetamol in which the radiotracer is widely distributed in all cortical areas (no contrast between 
white and gray matter uptake). Notably, in the lower panel (1b), a PET/CT-fused images are included. In these 
images, it is well evident that some small cortical regions (i.e., posterior cingulate in sagittal view), apparently 
characterized by preserved contrast between white and gray matter, are actually regions with more marked 
atrophy (low uptake corresponds to larger subarachnoideal component) 

1. Commercially semiquantification software are already available, 
and they generally rely on the numerical estimation of the 
Standardized Uptake Value ratio (SUVr) [23] or reference-
based z-scores [24]. SUVr procedure calculates the ratio of 
PET counts between a number of target regions of interest 
(ROI) versus a reference one. ROI number, placement, and 
size vary among implementations, and they often require read-
er’s feedback. SUVr was validated by histopathological studies



of density of neuritic amyloid-β plaques and compared with
CSF results with good agreement Very few studies
provided a head-to-head comparison of SUVr results and cor-
respondent cutoffs in the same patients with all the AMY-PET
tracers [ Moreover SUVr values, and thus thresholds
for discrimination between positive and negative scans, depend
on the choice of the reference region (more often the cerebel-
lum brain stem or cerebellar gray matter). In fact, the upper
limit of normal binding varies per size and placement of cortical
and reference regions of interest (generally between 1.3 and
1.6 for neocortical SUVr). On the other side, Z-scores repre-
sent the number of standard deviations from the mean of a
reference or control group and are generally based on SUVr
values. Published studies are based on scans classification
threshold of z = 2.0 demonstrating high concordance with
visual read and an autopsy cohort [22].

26, 27].

[25].
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2. Centiloids: Given the use of different amyloid PET tracers both 
in clinical and research settings, intertracer standardization of 
the SUVr metric has become a clinical and research need (espe-
cially in multicenter collaborations). A working group has been 
formed within the Alzheimer’s Imaging Consortium in 2012 
with the aim of standardizing quantitative amyloid imaging 
measures by scaling the outcome of each particular analysis 
method or tracer to a 0–100 scale, anchored by young controls 
(≤45 years) and typical AD patients [8]. The units of this scale 
have been named “Centiloids.” This approach aims to define 
“standard” method for analyzing PiB PET data and then a 
method for scaling any “nonstandard” method of Amy-PET 
analysis to the Centiloid scale. A key component of the optimal 
use of the Centiloid method is related to free access to all 
necessary data on a public database and all of the scan data 
used in this initial report that has been deposited on the Global 
Alzheimer’s Association Information Network (GAAIN; 
http://www.gaain.org) for free public access. More recent 
studies validated the use of centiloids with the other amyloid 
tracers, such as florbetaben, flutemetamol, and florbetapir. 
Applying a common scale will thus aid in the diagnosis and 
prognosis of Alzheimer’s disease (AD) and in monitoring anti-
amyloid therapeutic interventions [28]. The most recent trials 
investigating the efficacy of anti-amyloid therapies, like the 
TRAILBLAZER-ALZ [7], use centiloids not only as inclusion 
criteria but also as a secondary outcome of efficacy. For exam-
ple, in the abovementioned trial evaluating the use of donane-
mab versus placebo in early AD patients, only subjects with 
more than 37 centiloids were included. Longitudinal changes 
in the amyloid burden were evaluated with centiloids: patients 
were defined as amyloid-negative if centiloids were below

http://www.gaain.org/
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25, leading to a reduction of the drug doses. The therapy was 
switched to placebo if centiloids were below 11 in one scan or 
below 25 in two consecutive scans. 

3. Other methods: Other methods have been proposed to over-
come the difficulties of image reading and the possible short-
comings of the SUVr-based methods. A SUVr-Independent 
Evaluation of Brain Amyloidosis named Evaluation of Brain 
Amyloidosis (ELBA) has been developed to deliver a geomet-
rical/intensity score to be used for ranking and dichotomic 
assessment [22]. ELBA does not rely on small, specific ROIs 
as it evaluates the whole brain and ELBA demonstrated to 
perform with area under the roc curve (AUC) = 0.997 versus 
the visual assessment. The longitudinal analysis estimated a 
test/retest error of 2.3%, and longitudinal analysis suggests 
that the ELBA method accurately ranks the brain amyloid 
burden [22]. TDr (time-delayed ratio) is based on tracer kinet-
ics information. The TDr method requires two static scans per 
subject: one early (~ 0–10 min after the injection) and one late 
(typically 50–70 min or 90–100 min after the injection, 
depending on the tracer) [29]. High perfusion regions are 
delineated on the early scan and applied onto the late scan. A 
SUVr-like ratio is calculated between the average intensities in 
the high perfusion regions and the late scan hotspot. TDr 
requires minimal image processing; it is independent on pre-
defined regions of interest and does not require MR registra-
tion. With the aim of increasing sensitivity for detecting change 
and therefore statistical power in clinical trials, the Aβ load 
metric was developed by Invicro (https://invicro.com/ 
casestudies/amyloid-load/) as a novel approach to quantify 
global Aβ burden using [18F]florbetapir as the test ligand 
[30]. The Aβ load metric is then generated based on spatio-
temporal modeling work as a linear combination of images: 
(i) nonspecific binding of the tracer and (ii) “Aβ carrying 
capacity,” which is the greatest possible Aβ concentration for 
a specific region. 

3.3 Integration 

Between Amyloid PET 

Data and Other AD 

Biomarkers 

1. The use of AD biomarkers in routine clinical practice should 
take into account not only the diagnostic performances of a test 
but also cost-effectiveness estimates [3]. In 2010, to guide 
clinicians on how best to apply amyloid PET in the clinical 
evaluation of people with cognitive decline, a working group 
convened by the Alzheimer’s Association and the Society of 
Nuclear Medicine and Molecular Imaging (SNMMI) devel-
oped appropriate use criteria for brain amyloid PET scans 
[30]. According to this criteria, amyloid PET should only be 
considered in patients with clear, measurable cognitive deficits 
when there is substantial diagnostic uncertainty after a

https://invicro.com/casestudies/amyloid-load/
https://invicro.com/casestudies/amyloid-load/
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comprehensive evaluation by a dementia specialist. The Amy-
loid Imaging Task Force did not consider other proposed 
diagnostic biomarkers for AD and therefore did not draw any 
conclusions with regard to the relative value of amyloid PET 
compared with CFS, MRI, and FDG-PET. However, besides 
the clinical neuropsychological assessment, a comprehensive 
evaluation should certainly include an MRI scan while it is 
still to be clarified the cost-effectiveness of a flowchart propos-
ing (or laying against) the use of FDG and/or CSF biomarkers 
before AMY-PET [9]. 

2. In more recent years, other initiatives have faced the issue of the 
most appropriate flowcharts for the etiological diagnosis of 
MCI and dementia. In the present scenario, in which informa-
tion about the presence of brain amyloidosis can be either 
provided by CSF biomarkers or amy-PET evaluation, it is likely 
that for costs-related reasons CSF biomarkers will be consid-
ered the first line of diagnostic in the suspect of AD. Indeed, 
CSF biomarkers also provide information on T and N. 

However, around 30% of patients may have contraindica-
tion to CSF analysis or may receive CSF inconclusive results. 
Amyloid-PET will be then needed when CSF amyloid readings 
are not available or borderline, but the diagnosis of AD is still 
the most likely. In these cases, if amyloid-PET is positive, a final 
etiologic diagnosis of AD can be made. In the next future, the 
availability of blood biomarkers, especially of in the presence of 
disease-modifying drugs, will probably further change the AD 
diagnostic flowchart and thus the role of amyloid PET in the 
clinical setting. 
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Chapter 12 

PET Imaging to Measure Neuroinflammation In Vivo 

Maura Malpetti, Nicolai Franzmeier, and Matthias Brendel 

Abstract 

This paper provides an overview of the role of neuroinflammation in Alzheimer’s disease and other 
neurodegenerative diseases, highlighting the potential of anti-inflammatory treatments to slow or prevent 
decline. This research focuses on the use of positron emission tomography (PET) imaging to visualize and 
quantify molecular brain changes in patients, specifically microglial activation and reactive astrogliosis. We 
discuss the development and application of several PET radioligands, including first-generation ligands like 
PK11195 and Ro5-4864, as well as second- and third-generation ligands such as [11C]PBR28, [18F]DPA-
714, [18F]GE-180, and [11C]ER176. These ligands target the 18-kDa translocator protein (TSPO), 
which is overexpressed in activated microglia and upregulated in astrocytes. We also address the limitations 
of these ligands, such as low brain uptake, poor penetration of the blood-brain barrier, short half-life, and 
variable kinetic behavior. Furthermore, we demonstrate the impact of genetic polymorphisms on ligand 
binding. 

Key words Neuroinflammation, Alzheimer’s disease, Positron Emission Tomography (PET), Micro-
glial activation, 18-kDa Translocator Protein (TSPO) 

1 Introduction 

Considerable progress has been made in understanding some of the 
lifelong risk factors and brain changes associated with dementia and 
related conditions. Growing evidence from epidemiology, genetics, 
animal models, and postmortem studies indicates 
neuroinflammation as a key process in Alzheimer’s disease and 
other neurodegenerative diseases. In people with these conditions, 
a range of anti-inflammatory treatments could be helpful to slow or 
prevent decline. Postmortem and animal model studies reveal 
increased levels of activated microglia in disease-specific regions 
that topographically mirror neurodegeneration. Radioligands for 
positron emission tomography (PET) have been developed to 
visualize and quantify molecular brain changes in vivo in patients. 
In this chapter, we provide an overview on PET imaging of
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microglial activation and reactive astrogliosis, including PET radi-
oligands and achieved key results.
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2 TSPO PET Tracers 

Several PET radioligands have been developed to quantify and 
localize in vivo brain inflammation. Ligands targeting the 18-kDa 
translocator protein (TSPO), which is overexpressed on the mito-
chondrial membrane in activated microglia and upregulated in 
astrocytes, have been widely used to study neuroinflammation in 
dementia. First-generation ligands targeting TSPO were radiola-
beled with carbon-11, including PK11195 (1-(2-chlorophenyl)-N-
methyl-N-(1-methylpropyl)-3-isoquinoline carboxamide) and 
Ro5-4864 (40-chlorodiazepam). Ro5-4864 is part of the benzodi-
azepine family, and its binding affinity varies due to temperature 
and species, while [11 C]PK11195 is a carboxamide isoquinoline 
and has been proven to have high affinity and selectivity to TSPO. 
[11 C]PK11195 is one of the most widely used TSPO PET ligands 
to study neuroinflammation; however, some limitations, such as 
low brain uptake, poor penetration of the blood-brain barrier, a 
short half-life, and highly variable kinetic behavior, have pushed the 
field to develop second- and third-generation TSPO ligands. 
Among others, these include [11 C]PBR28, [18 F]DPA-714, [18 F] 
GE-180, and [11 C]ER176. 

[11 C]PBR28 showed promising use to image microglial 
activation, with its reduced lipophilicity but still retaining good 
blood-brain barrier penetration. However, as for [11 C]PK11195, 
[11 C]-labeled tracers are difficult to implement at large-scale studies 
or in clinical routine because of their short half-life (~20 min). 
Promising next-generation TSPO tracers that have radiolabeled 
with fluorine-18 have been developed, which are characterized by 
longer half-life (~110 min) and lower positron energy. In particular, 
we will discuss main findings with [18 F]DPA-714, which is a [18 F]-
labeled compound with a pyrazolopyrimidine group, and with 
[18 F]GE-180, a third-generation tetrahydrocarbazole TSPO tracer. 
Although [11 C]PK11195 has a lower signal-to-noise ratio than 
next-generation TSPO PET radioligands, it has the advantage 
over alternative ligands that it is minimally affected by common 
genetic polymorphisms (i.e., the single nucleotide polymorphism 
(SNP) rs6971) substantially affecting ligand binding in Caucasian 
populations [1–3]. For second- and third-generation tracers, 
depending on the SNP they carry, participants can be high-, 
mixed-, or low-affinity binders; the low signal in the latter category 
precludes meaningful use of these tracers [4].
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2.1 TSPO PET in 

Alzheimer’s Disease 

TSPO PET tracers have been widely used to quantify and localize 
activated microglia in vivo in people on the Alzheimer’s disease 
spectrum, in particular by applying PK11195 and PBR28 PET. 
Across different studies, increased TSPO PET uptake has been 
found in medial temporal regions, including the entorhinal cortex, 
temporoparietal cortex including the precuneus, and the cingulate 
cortex of patients with Alzheimer’s dementia (Fig. 1). At the 
clinical stage of Alzheimer’s disease, microglial activation 
co-localizes and correlates negatively with brain metabolism, as 
assessed with FDG PET [5]. Longitudinal studies with [18 F] 
DPA-714 and [11 C]PBR28 PET have suggested a linear increasing 
trajectory of microglial activation across the aging Alzheimer’s 
continuum, triggered by amyloid-β deposition and then continued 
by tau accumulation [6–8]. However, recent work indicated that 
elevated TSPO PET signals in humans may rather depend on 
microglia proliferation than on altered gene expression levels [9]. 

Nonetheless, in vivo PET tracers to evaluate inflammation have 
made it possible to assess how neuroinflammation may affect cog-
nitive decline in Alzheimer’s disease and how neuroinflammation 
may interact with other hallmark pathological processes, such as tau 
accumulation and atrophy. Regional patterns of microglial activa-
tion match clinical syndromes [5], while the degree of TSPO 
uptake correlates with worse cognitive performance [10– 
13]. Importantly, in patients with symptomatic Alzheimer’s dis-
ease, elevated microglial activation in the anterior temporal regions 
predicts longitudinal cognitive decline over 3 years over and above 
atrophy [14]. Multimodal analyses have characterized that tau 
pathology and microglial activation show an interaction, which 
mediates the effect of neuronal loss on cognition [15]. Empowered 
by multi-tracer studies, it has also been possible to map the spatial 
progression trajectories of microglial activation, as measured by 
[11 C]PK11195 or [11 C]PBR28, and tau accumulation trajectories 
(as assessed with Flortaucipir or [18 F]MK-6240 PET) [16– 
19]. Microglial activation and tau accumulation show parallel spa-
tial progression trajectories from medial temporal lobe to associa-
tive/transmodal neocortical areas, corroborating the hypotheses 
that were developed in postmortem contexts [20, 21]. In typical 
and atypical Alzheimer’s disease, regional tau has been described 
more frequently associated with microglial activation when com-
pared to regional amyloid-β pathology [22]. In addition, baseline 
microglial activation patterns have been found to be associated with 
propagation trajectories of tau over time – and amyloid levels may 
catalyze microglial activation effects on tau spreading [18]. 

Along the spectrum of Alzheimer’s disease, the interaction 
between amyloid-β deposition, tau accumulation, and microglial 
activation has been associated with functional and structural con-
nectivity and cognitive impairment. Higher regional TSPO PET 
signal is associated with white matter changes (Low et al. 2020) and



disruption in large-scale functional connectivity of the medial tem-
poral lobe, as such that neuroinflammation-associated connectivity 
changes mediate cognitive impairments [12, 23]. Cross-modality 
work with fMRI and PET imaging indicated that interregional 
covariance in TSPO PET signal is preferentially distributed along 
functionally highly connected brain regions, with MRI structural 
connectivity showing a weaker association with microglial activa-
tion [23]. Taken together, these studies suggest that inflammation 
and tau pathology critically drive the pathogenesis cascade of Alz-
heimer’s disease, linking neurodegeneration to cognitive decline. 
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Fig. 1 TSPO PET imaging with [18 F]GE-180 and [11 C]PK11195 in patients with Alzheimer’s disease. Z-score 
maps and binding potential maps on the left show individual patterns of elevated TSPO PET signals in 
individual patients of the Alzheimer’s disease continuum. Surface projections on the right show regional TSPO 
PET signal intensities (z-scores�2 to 2) in controls and patients with typical and atypical Alzheimer’s disease 
(modified from [22]). AD-CBS ¼ Alzheimer’s disease with corticobasal syndrome phenotype. Individual cases 
are unpublished data from the LMU University Hospital and University of Cambridge 

2.2 TSPO PET in 

Preclinical Models of 

Alzheimer’s Disease 

TSPO PET imaging in mouse models of Alzheimer’s disease is an 
excellent tool to understand trajectories of neuroinflammation sig-
nals during disease development [24–26] and upon immunomo-
dulation [27]. The combination of TSPO PET imaging with 
in-depth ex vivo analyses or behavioral testing revealed saturation 
effects of microglial activation with increasing amyloidosis [28] 
(Fig. 2), higher levels of TSPO expression in female mice with 
amyloidosis [29], and predictive power of TSPO PET signals as a 
microglia response index [30]. Importantly, preclinical models can 
also be used to understand regional sources of TSPO PET signals at 
the cellular level and highlighted strong selectivity of TSPO PET 
signals inAlzheimer’s diseasemodels to glial cells [31, 32]. Recently, 
the understanding of the skull-meninges-brain axis in Alzheimer’s 
disease was strongly accelerated by exploiting TSPO PET signals 
through beyond brain analysis [33].
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Fig. 2 Longitudinal trajectories of TSPO PET and amyloid-β PET signals in an amyloidosis mouse model. Graph 
shows the changes of TSPO PET relative to changes in amyloid-β (Aβ) PET as a function of age 

2.3 TSPO PET in Non-

Alzheimer’s 
Tauopathies 

Neuroinflammation has been described as a key pathogenic factor 
in non-Alzheimer’s primary tauopathies, such as Pick’s disease 
associated with frontotemporal dementia, progressive supranuclear 
palsy, and corticobasal degeneration. In fact, postmortem human 
studies reported microglial activation and other inflammatory pro-
cesses (i.e., astrocyte activation, T cell infiltration) across all these 
diseases [34–37], and genome wide association studies implicated 
inflammatory pathways in their etiology [38–42]. In particular, 
genome wide association studies have identified LRRK2 genetic 
variants related to neuroinflammation as risk factors for developing 
PSP [43, 44]. 

Despite extensive applications of TSPO PET tracers in Alzhei-
mer’s disease, only few studies have been conducted on the non--
Alzheimer’s primary tauopathies. In patients with progressive 
supranuclear palsy, TSPO PET binding has been found to be 
increased not only in subcortical regions (basal ganglia, striatum, 
and midbrain) but also in the frontal cortex and cerebellum 
[12, 45–47] (Fig. 3). In these regions, higher TSPO PET binding 
strongly correlates with clinical severity [46] and predicts a faster 
rate of clinical decline [48]. Reports with TSPO PET in patients 
with corticobasal degeneration are limited, but coherently showing 
elevated TSPO labeling in subcortical brain regions, especially basal 
ganglia, and stronger signal in the forebrain [47, 49], 
corresponding well with the known distribution of neuropatholog-
ical changes.
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Fig. 3 TSPO PET in non-AD tauopathies. Left: longitudinal TSPO PET imaging in a patient with progressive 
supranuclear palsy (PSP) Richardson syndrome using [18 F]GE-180. Images show regional z-score differences 
against an age-matched in-house cohort. Right: examples of [11 C]PK11195 binding potential (BP) maps 
highlighting the key regions where a patient with PSP Richardson syndrome and a MAPT mutation carrier with 
bvFTD display high levels of activated microglia and are associated with their clinical symptoms. Images 
derived from individual cases are unpublished data from the LMU University Hospital and University of 
Cambridge 

Across the frontotemporal dementia spectrum, higher regional 
inflammation indexed by TSPO is associated with specific clinical 
syndromes and correlates with severity [18, 50]. Importantly, in a 
recent study, faster cognitive decline in people with sporadic and 
genetic frontotemporal dementia was found to be associated with 
reduced baseline gray matter volume and increased microglial acti-
vation in frontal regions, bilaterally. In frontal regions, microglial 
activation and gray matter volume were negatively correlated but 
provided independent information, with inflammation being a 
stronger predictor of the rate of cognitive decline [51]. In fronto-
temporal dementia cases associated with autosomal dominant 
mutations in the microtubule-associated protein tau (MAPT) 
gene, TSPO PET has revealed neuroinflammation in frontotem-
poral regions across all symptomatic cases [52], reflecting the indi-
vidual’s clinical syndrome [48]. Furthermore, TSPO PET studies in 
presymptomatic cases carrying the genetic mutation showed that 
neuroinflammation occurs early and at a comparable extent to 
symptomatic patients with the same mutations, preceding PET 
identification of other molecular pathologies such as tau, brain 
atrophy, and the development of the full syndrome [53, 54]. Alto-
gether, these studies strongly support the role of central nervous 
system inflammation in accelerating disease progression in these 
conditions, across different pathologies and clinical syndromes.
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3 Alternative Targets for Microglia Activation 

Although TSPO PET has been so widely adopted to assess neu-
roinflammation, TSPO overexpression constitutes only one of vari-
ous processes involved in neuroinflammation in dementia – and 
TSPO tracers are not well suited to differentiate pro-inflammatory 
and anti-inflammatory glial phenotypes. Furthermore, expression 
of TSPO in several cell types hampers the interpretation of imaging 
signals in healthy brain and brain diseases [55]. To allow such 
characterizations, alternative ligands aimed at other parts of the 
inflammatory cascade have been and are being developed. Such 
ligands for alternative targets may help to clarify the inflammatory 
mechanisms and responses – including pro- vs anti-inflammatory 
processes – and support the development of diverse therapeutic 
strategies. These new ligands center around various non-TSPO 
targets to bind. 

Both microglia and neurons express the enzyme cyclooxygen-
ase, in its two isoforms COX1 and COX2. These have been sug-
gested to play a role in neuroinflammation cascades and thus also as 
putative novel targets for PET ligands. Tracers for the respective 
isoforms include [11 C]KTP-Me and [11 C]PS13 for COX1 and 
[11 C]MC1 for COX2. Among them, [11 C]KTP-Me has demon-
strated increased signal in preclinical studies, and also in patients 
with Alzheimer’s disease, surrounding especially amyloid-β plaques 
[56, 57]. Another potential target is the colony-stimulating factor 
1 receptor (CSF1R), which is a tyrosine kinase receptor subtype 
which has been demonstrated to moderate/mediate microglial 
proliferation, survival, and activation and as such to be involved in 
the initiation of broader pro-inflammatory responses. Alzheimer’s 
neuropathology is associated with CSF1R upregulation [58]. Tra-
cers that bind CSF1R, such as [11 C]CPPC and [11 C]GW2580, 
have demonstrated binding specificity and in validation work that 
utilized preclinical and postmortem human Alzheimer’s disease 
tissue, respectively; increased binding of both of these radioligands 
was observed [59, 60]. Finally, another target that is being evalu-
ated is the cannabinoid receptor type 2 (CB2R). This receptor is 
mainly expressed on cells of the immune system, including micro-
glia. While under normal physiological circumstances, CB2R 
expression is low, and preclinical mouse work has shown that 
amyloidosis strongly increase its abundance [61]. Among various 
CB2R radioligands that have been produced, [11 C]NE40 has 
shown reduced signal in Alzheimer’s disease compared to healthy 
controls – but the contribution of amyloid burden remains to be 
established [62]. 

One promising alternative target to image activated microglia is 
the P2X7 receptor, which is a purinergic receptor that sits on the 
outer cell membrane, and its signaling is involved in microglial



activation. Correspondingly, modulating and altering signaling via 
this receptor as well as its abundance could provide a novel treat-
ment strategy for neurodegenerative diseases – and their efficacy 
could be evaluated best with ligands binding to this receptor. While 
P2X7R is dominantly expressed on the surface of microglia, it is to 
less extent also found on the surfaces of astrocytes and oligoden-
drocytes. P2X7 overexpression has been linked to neuroinflamma-
tory conditions and indicates microglial activation and 
proliferation, being involved in pro-inflammatory signaling with 
upregulation of the inflammasome and cytokine release [63]. Pre-
clinical work in Alzheimer’s disease models has characterized that 
elevated P2X7R expression is associated with amyloid-β burden 
[64, 65], suggesting a broader physiological relevance to the 
dementia disease process. Various promising radioligands to bind 
P2X7R have been developed, including [11 C]JNJ-54173717 
(JNJ-717), [18 F]JNJ-64413739, and [11 C]SMW139. In particu-
lar, [18 F]JNJ-64413739 has shown favorable kinetics in healthy 
control participants with good test-retest variability [66].Neverthe-
less, increased binding of these ligands in patients with dementia 
remains to be assessed and confirmed. Further work and systematic 
evaluations are needed to establish the confounds and nuisance 
factors that may alter binding affinity for any of these tracers. 
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4 PET Imaging of Reactive Astrogliosis 

In line with the requirement to distinguish microglial against other 
glial contributions to neuroinflammation, there are various ongo-
ing research efforts to develop radioligands that are selective for the 
measurement of astrocyte-related inflammatory responses. These 
ligands may hold the key to disentangle the disease-relevant con-
tributions of microglia- versus astrocyte-mediated inflammatory 
processes, across many different neurodegenerative disorders. 

Tracers have been developed targeting the monoamine oxidase 
B (MAO-B), which is an enzyme located on mitochondrial mem-
branes within astrocytes and serotonin-releasing neurons. In several 
neurodegenerative diseases, MAO-B upregulation has been linked 
to further astrogliosis markers, such as glial fibrillary acidic protein 
(GFAP) levels. An early development in this direction was the tracer 
[11 C]deuterium-L-deprenyl (DED), which is an irreversible 
MAO-B inhibitor allowing the visualization of early astrogliosis in 
sporadic and autosomal dominant Alzheimer’s disease [67–71]. In 
particular, a recent study compared the [11 C]DED tracer with 
plasma levels of GFAP levels in presymptomatic and symptomatic 
participants with autosomal dominant Alzheimer’s disease and 
patients with sporadic Alzheimer’s disease [72]. In this cohort, 
[11 C]DED PET binding and plasma GFAP concentration levels 
followed divergent trajectories, showing negative cross-sectional



associations. In presymptomatic mutation carriers, regional [11 C] 
DED binding concentrations were high in the very early phase of 
the disease – decades before symptom onset – and decreased over 
time. On the other hand, plasma GFAP levels increased approach-
ing the symptom onset. These markers may detect different states 
and/or subtypes of astrogliosis. To allow imaging at centers with-
out onsite cyclotrons, [18 F]F-DED was developed and showed 
promising translational results in a mouse model and first pilot 
patients with Alzheimer’s disease pathology [73] (Fig. 4). Other 
tracers, including [11 C]Cou, [11 C]SL25, and [18 F]SMBT-1, have 
been developed toward better reversible binding properties and 
more selective binding, avoiding undesirable active metabolites, as 
compared to [11 C]DED. In particular, [18 F]SMBT-1 PET has 
shown increased astrocytic activation in mediotemporal and corti-
cal brain areas of patients with Alzheimer’s disease when compared 
to healthy controls [74] and higher in vivo signals in patients with 
Alzheimer’s disease when compared to healthy controls [75]. 
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Another putative target for radioligands that have been the 
mitochondrial imidazoline2 binding sites (I2BS)I2BS are composed 
of a group of proteins and have been suggested to moderate GFAP 
expression and be co-expressed with MAO-B on astrocytic mito-
chondrial membranes. In both patients with Parkinson’s [76] and 
Alzheimer’s disease [77], the I2BS tracer [

11 C]BU99008 has char-
acterized increases in reactive astroglia, in the latter case especially 
in areas with greater amyloid burden. Studies using [3 H]BU99008 
in human postmortem Alzheimer’s disease tissue have suggested 
binding specificity for I2BS expressing astrocytes and revealed [

3 H] 
DED and [3 H]BU99008 may have divergent binding properties/ 
behaviors. The [3 H]BU99008 binding distribution also confirmed 
co-localization with GFAP expression and other astrogliosis 
markers [78]. 

5 Conclusions 

Across the neurodegenerative disease spectrum, TSPO PET has 
been instrumental in characterizing that increased inflammation 
occurs not just in symptomatic participants with Alzheimer’s and 
non-Alzheimer’s tauopathies but also presymptomatic and prodro-
mal dementias. In these conditions, TSPO binding is associated 
with the functional anatomy of the cognitive deficit and specific 
clinical syndromes and correlates with functional and structural 
neurodegeneration. Most importantly, in vivo imaging study with 
TSPO PET in humans indicates that neuroinflammation levels 
predict how fast patients clinically decline. This linkage to clinical 
outcomes has motivated a variety of drug development pipelines 
aimed at utilizing immunomodulatory strategies in neurodegener-
ative diseases. PET imaging can be an indispensable tool for



�

immunomodulatory clinical trials, with diagnostic prognostic and 
treatment-monitoring uses. However, a better understanding of 
the source of TSPO PET signal and the utility of PET tracers 
targeting alternative targets is needed for a full implementation of 
these methods in clinical trials. In particular, to fully realize its 
potential for the purposes, it will be necessary to resolve the longi-
tudinal progression and timeline of inflammation that is observable 
in vivo. Additionally, further antemortem PET and postmortem 
histopathological comparative analyses are required to substantiate 
the specificity of the PET ligands and the linkage of in vivo inflam-
mation measures with immunohistochemical molecular pathology. 
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Fig. 4 Preliminary experience with [18 F]F-DED at the LMU University Hospital (unpublished data). Individual 
patient examples with multimodal PET imaging show (a) very high [18 F]F-DED signal in the presence of mild 
cognitive impairment and A + T-N- status as well as (b) moderate [18 F]F-DED signal in the presence of mild 
dementia and A + T + N- status. (c) Group average [18 F]F-DED images (standardized uptake value ratios, 
parietal white matter reference) show axial, coronal, and sagittal slices throughout the brain upon an MRI 
template for 12 patients of the AD-continuum (age: 69 � 5 years; 5 females; 2 AD-SMC, 6 AD-MCI, 4 ADD) 
and 5 cognitively healthy controls (age: 68 6; 2 females) 
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Abstract 

The recent progress in the development of in vivo biomarkers is rapidly changing how neurodegenerative 
diseases are conceptualized and diagnosed and how clinical trials are designed today. Alzheimer’s disease 
(AD) – the most common neurodegenerative disorder – is characterized by a complex neuropathology 
involving the deposition of extracellular amyloid-β (Aβ) plaques and intracellular neurofibrillary tangles 
(NFTs) of hyperphosphorylated tau proteins, accompanied by the activation of glial cells, i.e., astrocytes 
and microglia, and neuroinflammatory response, leading to neurodegeneration and cognitive dysfunction. 
An increasing diversity of positron emission tomography (PET) imaging radiotracers is available to selec-
tively target the different pathophysiological processes of AD. Along with the success of Aβ PET and the 
more recent tau PET imaging, there is a great interest to develop PET tracers to image glial reactivity and 
neuroinflammation. While most research to date has focused on imaging microgliosis, there is an upsurge of 
interest in imaging reactive astrocytes in the AD continuum. There is increasing evidence that reactive 
astrocytes are morphologically and functionally heterogeneous, with different subtypes that express differ-
ent markers and display various homeostatic or detrimental roles across disease stages. Therefore, multiple 
biomarkers are desirable to unravel the complex phenomenon of reactive astrocytosis. In the field of in vivo 
PET imaging in AD, the research concerning reactive astrocytes has predominantly focused on targeting 
monoamine oxidase B (MAO-B), most often using either 11 C-deuterium-L-deprenyl (11 C-DED) or 
18 F-SMBT-1 PET tracers. Additionally, imidazoline2 binding (I2BS) sites have been imaged using 
11 C-BU99008 PET. Recent studies in our group using 11 C-DED PET imaging suggest that astrocytosis 
may be present from the early stages of disease development in AD. This chapter provides a detailed 
description of the practical approach used for the analysis of 11 C-DED PET imaging data in a multitracer 
PET paradigm including 11 C-Pittsburgh compound B (11 C-PiB) and 18 F-fluorodeoxyglucose (18 F-FDG). 
The multitracer PET approach allows investigating the comparative regional and temporal patterns of 
in vivo brain astrocytosis, fibrillar Aβ deposition, glucose metabolism, and brain structural changes. It may 
also contribute to understanding the potential role of novel plasma biomarkers of reactive astrocytes, in 
particular the glial fibrillary acidic protein (GFAP), at different stages of disease progression. This chapter 
attempts to stimulate further research in the field, including the development of novel PET tracers that may 
allow visualizing different aspects of the complex astrocytic and microglial response in neurodegenerative 
diseases. Progress in the field will contribute to the incorporation of PET imaging of glial reactivity and 
neuroinflammation as biomarkers with clinical application and motivate further investigation on glial cells as 
therapeutic targets in AD and other neurodegenerative diseases. 

Robert Perneczky (ed.), Biomarkers for Alzheimer’s Disease Drug Development, Methods in Molecular Biology, vol. 2785, 
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1 Introduction 

Clinical practice in the field of neurodegenerative diseases is evol-
ving toward an increasing reliance on in vivo biomarkers that may 
contribute to more accurate and differential diagnoses and help 
provide individualized care. No disease-modifying treatments are 
yet widely available for Alzheimer’s disease (AD) – the most com-
mon cause of dementia – but research on in vivo biomarkers is 
rapidly advancing our understanding of the disease pathophysiol-
ogy and progression. Biomarkers that can capture the earliest brain 
pathophysiological changes are needed for early diagnosis and as 
outcome measures in clinical trials of novel therapies at early stages 
[1], when they have the greatest chance to be efficacious. 

Pathological hallmarks of AD include the abnormal deposition 
of extracellular amyloid-β (Aβ) plaques and intracellular aggregates 
of hyperphosphorylated tau proteins in the form of neurofibrillary 
tangles (NFTs) [2]. A commonly accepted model assumes that Aβ 
plaque deposition is an initiating event [3], followed by deposition 
of NFTs, neurodegeneration, and cognitive decline [4]. Alterna-
tively, Aβ deposition and neurodegeneration may arise indepen-
dently [5], and Aβ may interact with tau NFTs to accelerate 
downstream pathological changes leading to cognitive dysfunction 
[6]. Furthermore, there is increasing evidence that AD is complex 
and multifactorial including glial reactivity and neuroinflammation 
[7, 8] involving microglia and astrocytes, which may play beneficial 
and/or detrimental roles from early stages [9–11] and may even be 
drivers of synapse loss, synaptic dysfunction, and cognitive 
impairment [12]. There is also increasing evidence for heterogene-
ity in the clinical presentation and cognitive phenotypes of AD 
patients [13]. Thus, the availability of multiple in vivo biomarkers 
reflecting the diverse pathophysiological features of AD will help 
characterize patients, apply more individualized treatments, and 
stratify participants for enrichment of clinical trials. 

Continuously evolving neuroimaging techniques enable the 
investigation of in vivo regional brain changes including structural, 
molecular, and pathophysiological changes along disease progres-
sion. Positron emission tomography (PET) is a molecular imaging 
technique that allows visualization and absolute quantification of 
different brain pathophysiological alterations at the molecular level 
[14]. Different modalities of PET imaging are currently used to 
track Aβ, tau NFTs, glucose metabolism, brain perfusion, glial 
reactivity, and neuroinflammatory changes in AD. The ongoing 
development of new PET modalities is greatly expanding the



range of in vivo PET biomarkers that will become available in the 
near future. 
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PET imaging is based on the tracer concept. A tracer – labeled 
with a radioactive isotope and thus referred to as “radiotracer” – is 
injected into the individual’s bloodstream, eventually entering the 
brain and interacting selectively with a given target in a predictable 
way, without altering the brain homeostasis [14]. Table 1 lists the 
properties of a good radiotracer [15, 16]. As the radiotracer reaches 
the target in the brain, the attached radioactive isotope – most 
frequently fluorine-18 (half-life of 110 min) or carbon-11 (half-
life of 20 min) – decays by the emission of a positron. After traveling 
a distance of about 1–3 mm, the positron combines with an elec-
tron in the brain tissue, resulting in the emission of two oppositely 
directed (at approximately 180�) photons (511 keV γ-rays), which 
are detected in temporal coincidence by a ring of scintillator detec-
tors in the PET scanner. The reconstruction of all such simulta-
neous γ-ray detection events allows generating 3D brain images for 
visual assessment by clinicians, which are also amenable of absolute 
quantification characterized by high sensitivity – typically able to 
quantify biochemical properties at the nanomolar concentration 
range. While the spatial resolution of PET (1–2 mm) is lower 
than that of other brain imaging techniques such as magnetic 
resonance imaging (MRI), the strength of PET imaging is that it 
provides quantitative information on brain functional and molecu-
lar biology alterations. 

The criteria for diagnosis of AD are continuously evolving 
toward a greater reliance on in vivo biomarkers including PET 
imaging [17, 18]. Recently, the PET Aβ tracers 18 F-florbetapir, 
18 F-flutemetamol, and 18 F-florbetaben were approved by the 
European Medicines Agency and by the US Food and Drug 
Administration for assessing the presence of Aβ pathology in indi-
viduals with early memory disorders. 

Along with the success of Aβ PET, and the more recent tau 
PET imaging [19], there is also a great interest to develop PET 
tracers to image glial reactivity and neuroinflammation in AD and 
other neurodegenerative diseases [20–22]; Fig. 1 illustrates some 
of the most common PET tracers that have been applied in human 
studies to track different pathophysiological features of AD. Glial 
reactivity is meant to maintain homeostasis, both in aging and 
neurodegeneration, by surveying the brain environment for signs 
of harmful processes and then undergoing changes aimed at limit-
ing the harm and repairing damage [23]. It is commonly accepted 
that a certain degree of glial reactivity is beneficial but that chronic 
and excess reactivity may instigate neuroinflammatory responses 
that trigger further damage and therefore may contribute to 
pathology [24]. While it is not well known whether microglia or 
astrocytes are activated first, both undergo different stages of 
anti-inflammatory or pro-inflammatory reactivity, and they interact



with each other to promote further neuroinflammatory 
responses [7]. 
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Table 1 
Properties of a good PET radiotracer 

Properties 

High sensitivity: able to detect substances at the nanomolar concentration range 

Enters the brain: adequate lipophilicity, adequate ability to cross the blood-brain barrier 

High in vivo affinity and selectivity for a target 

Low nonspecific binding 

Suitable pharmacokinetic properties within the time interval of the PET scan 

Limited plasma binding and peripheral metabolism 

Low contamination from radioactive metabolites in the brain: radioactive metabolites do not 
significantly cross the blood-brain barrier 

High specific activity that allows for reasonably low injected volumes 

Fig. 1 Pathological features of Alzheimer’s disease and selected PET tracers that have been applied in human 
PET studies 

Currently, PET imaging of neuroinflammation is not regarded 
as an in vivo biomarker for clinical diagnosis or to evaluate disease 
progression, but it may help in the future to diagnose neurodegen-
erative diseases and to test novel therapeutic agents targeting glial 
cells [25]; therefore, there is a significant interest to develop novel



biomarkers for glial reactivity and neuroinflammation [1]. Most 
studies on PET imaging of neuroinflammation in AD have aimed 
at visualizing microglial reactivity, as measured by elevated expres-
sion of translocator protein 18 kDa (TSPO), a five transmembrane 
domain protein mainly located in the outer mitochondrial mem-
brane of microglia; for comprehensive reviews on this topic, please 
see [20, 21, 26]. While few studies claim that TSPO is also over-
expressed in reactive astrocytes [27, 28], the overall agreement is 
that TSPO is mostly a marker of microglial reactivity. 11 C-PK11195 
is the most widely used TSPO PET tracer, although it has relatively 
low brain penetrance and high nonspecific binding [29]. Second-
generation TSPO PET tracers that have been already applied in 
human include 11 C-PBR28, 18 F-DPA-714, 18 F-FEPPA, 
11 C-DAA1106, 18 F-PBR06, 18 F-PBR111, and 18 F-GE180, and 
novel tracers targeting alternative microglial targets are under 
development [21]. 
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1.1 Current Status of 

PET Imaging Tracers 

for Astrocytosis 

In neurodegenerative diseases, astrocytes adopt distinct state(s) and 
phenotypic changes in response to pathological damage and are 
termed “reactive astrocytes” – as defined in a recent consensus 
paper [30]. There is mounting evidence that there are diverse 
subtypes of reactive astrocytes that are morphologically and func-
tionally heterogeneous. Reactive astrocytes may express different 
markers across subtypes and display beneficial or detrimental roles 
at different disease stages [24]. Therefore, multiple biomarkers are 
desirable to understand the complex phenomenon of astrocytosis, 
including both fluid and neuroimaging biomarkers, as reported in a 
recent review [31] and meta-analysis [32]. 

Very few PET tracers have been applied to investigate in vivo 
astrocyte reactivity, with monoamine oxidase B (MAO-B) being the 
prevalent target, most commonly measured using 11 C-deuterium-
L-deprenyl (11 C-DED) [33]. Other emerging PET tracers to target 
MAO-B have been recently reviewed [22, 33]. Among these, sev-
eral have already been successfully applied in human participants, 
with 18 F-SMBT-1 emerging as particularly promising 
[34, 35]. Advantages of 18 F-SMBT-1 include its potential for clini-
cal use due to the fluorine-18 labeling, high specificity for MAO-B, 
and reversible kinetics. The uptake of 18 F-SMBT-1 was found to be 
elevated in patients with AD compared with controls [35]. Of note, 
while both 11 C-DED and 18 F-SMBT-1 tracers target MAO-B, 
results from the respective studies might not be fairly comparable 
due to differences in quantification methodologies. In particular, 
while the dynamic 11 C-DED PET images have been quantified 
using the modified reference Patlak model using the cerebellar 
gray matter as reference [36], the static 18 F-SMBT-1 images were 
evaluated using the standardized uptake value ratio (SUVr) with 
respect to the white matter used as reference region. These meth-
odological differences highlight the need for further studies to



validate the respective findings using similar quantification 
methodologies. 
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Beyond MAO-B, novel PET tracers are under development to 
target other features of reactive astrocytes in AD [22]. A relevant 
target is imidazoline2 binding sites (I2BS), prominently expressed 
on the outer mitochondrial membrane of reactive astrocytes 
[37]. Only five PET tracers have been explored for targeting I2BS 
so far [38], and only one of them (BU99008) has reached studies in 
human brain. In vitro studies showed higher uptake of 
3 H-BU99008 in the brains of AD patients compared with healthy 
controls [39]. Consistent with these in vitro findings, the 
11 C-BU99008 tracer showed higher in vivo uptake in AD patients 
compared with controls [40]. 

Finally, there are efforts to investigate metabolic changes in 
astrocytes in vivo, using tracers to image acetate metabolism. In a 
recent translational study [41], the authors demonstrated that 
reactive astrocytes had an increased rate of acetate absorption via 
elevated monocarboxylate transporter-1 in mouse models and that 
AD patients had higher acetate uptake measured with in vivo 
11 C-acetate PET compared with healthy controls in temporoparie-
tal cortical regions, in coincidence with reduced glucose uptake as 
measured by 18 F-FDG PET in the same regions. Higher 11 C-ace-
tate PET was also reported in prodromal AD patients compared 
with healthy controls [42], providing further evidence that astro-
cytes become reactive from early stages of AD. 

1.2 PET Imaging of 

Astrocytosis Using 

11C-Deuterium-L-

Deprenyl 

This chapter will focus in particular on the practical procedures to 
investigate PET imaging of in vivo astrocyte reactivity, also known 
as astrocytosis or astrogliosis, using the PET tracer 11 C-deuterium-
L-deprenyl (11 C-DED). 11 C-DED binds specifically to MAO-B 
[43, 44], which is overexpressed in reactive astrocytes and seroto-
nergic neurons [45–47]. Autoradiography studies using 3 H-L-dep-
renyl and the commonly used in vitro marker for tracking 
astrocytosis, namely, glial fibrillary acidic protein (GFAP) immuno-
histochemistry, have demonstrated that 3 H-L-deprenyl binding 
was co-localized with GFAP staining in the brain tissue from 
patients with amyotrophic lateral sclerosis (ALS) [45, 46, 48] and 
AD [49–51], indicating an overall moderate correlation between 
MAO-B and GFAP. An autoradiography study using 11 C-L-depre-
nyl in AD brain tissue showed the highest tracer binding in early 
Braak stages, thus suggesting an early involvement of astrocytes in 
the progression of the disease [52]. The laminar distribution of 
3 H-L-deprenyl had a different pattern than that of Aβ deposition as 
measured by 3 H-PiB [50]. In contrast, the laminar pattern of 
3 H-L-deprenyl was more similar to that of tau deposits as measured 
by 3 H-THK5117 [49]. 

In vivo PET investigations of MAO-B were initiated with a 
previously developed 11 C-L-deprenyl tracer (without deuterium



in its formulation) [43], which showed too high affinity and irre-
versible binding. The deuterated version of the tracer (11 C-deute-
rium-L-deprenyl) had lower rate of radiotracer trapping in the 
human brain compared to 11 C-L-deprenyl, indicating improved 
pharmacokinetic properties, in particular a lower influence of 
brain perfusion on tracer binding [53, 54]. Thus, the deuterated 
formulation resulted in improved sensitivity to detect proliferation 
of glial cells in neurodegenerative disease [53]. 
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1.3 Association of 
11 C-Deuterium-L-

Deprenyl PET with Aβ, 
Tau, Glucose 

Metabolism, and Brain 

Structure: Review of 

Multitracer Studies 

11 C-deuterium-L-deprenyl (11 C-DED) PET imaging has been 
used to investigate astrocytosis in neurodegenerative diseases 
including AD [55–57], ALS [36], and Creutzfeldt-Jakob disease 
(CJD) [58, 59]. A multitracer PET imaging paradigm has been 
applied in recent studies, whereby each individual undergoes 
dynamic PET imaging scans using three radiotracers: 11 C-DED, 
11 C-Pittsburgh compound B (11 C-PiB), and 18 F-fluorodeoxyglu-
cose (18 F-FDG). In these studies, significantly increased 11 C-DED 
binding was found in prodromal stages of AD in comparison with 
healthy controls or to patients with AD dementia [55], and 
11 C-DED binding in prodromal AD patients was negatively corre-
lated with gray matter density [60]. In addition, the early-phase 
uptake of 11 C-DED was demonstrated to be a surrogate marker for 
brain perfusion, allowing the tracer to have dual-use properties as a 
marker of both perfusion and astrocytosis [61]. The study of famil-
ial autosomal dominant AD (ADAD), in which mutation carriers 
develop clinical AD at a predictable age of onset, has allowed 
investigating brain pathophysiological and cognitive changes from 
early presymptomatic stages. By applying multitracer PET imaging 
in ADAD, the first in vivo observation of astrocytosis at early 
presymptomatic stages using the PET tracer 11 C-DED was 
reported [62], as well as diverging longitudinal trajectories showing 
increasing Aβ plaque deposition (11 C-PiB), while declining levels of 
both astrocytosis (11 C-DED) and glucose metabolism (18 F-FDG) 
[57, 63]. Furthermore, 11 C-DED binding was associated with 
microstructural changes as quantified in the gray matter using 
diffusion-weighted imaging [64]. Early astrocytosis preceding Aβ 
plaque deposition was also replicated in a transgenic mouse model 
of AD [65]. Thus, early elevation in astrocytosis suggested 
promising therapeutic potential [66]. 

1.4 Relationship of 
11 C-Deuterium-L-

Deprenyl PET with 

Plasma Glial Fibrillary 

Protein (GFAP) 

GFAP is part of the astrocyte cytoskeleton, and it is the most 
common marker for tracking reactive astrocytes at autopsy using 
in vitro investigations. There are recent advances in assays used to 
quantify GFAP both in the CSF and in plasma [67]. However, the 
association of peripheral GFAP levels with astrocyte reactivity 
remains to be explored. With the advent of plasma biomarkers in 
neurodegenerative diseases, there are numerous recent studies that 
investigate plasma GFAP in relation to other biomarkers in the AD



continuum and other neurodegenerative diseases [67, 68]. It has 
been suggested that reactive astrocytes release GFAP into the 
bloodstream via the astrocyte end-feet surrounding the brain capil-
laries, and plasma GFAP was found to be closely associated with Aβ 
deposition in the AD continuum [67]. However, further compara-
tive biomarker studies are needed to verify whether plasma GFAP 
reflects brain astrocytosis. Two studies have addressed the associa-
tion between astrocytosis using PET imaging versus plasma GFAP 
[56, 69], presenting with contrasting results. In a multimodal 
cross-sectional study of ADAD, 11 C-DED declined in mutation 
carriers from presymptomatic stages of ADAD toward symptomatic 
stages, while plasma GFAP showed an opposite trend of continu-
ously increasing values [56]. The observed divergent patterns can 
be interpreted to suggest that astrocytosis measured with 11 C-DED 
may reflect a different subtype or state of reactive astrocytes com-
pared with that measured by plasma GFAP [56]. In contrast, a 
cross-sectional study in the AD continuum has reported a positive 
association of plasma GFAP with brain 18 F-SMBT-1 PET retention 
in brain regions that have early Aβ accumulation, although the 
association was reported as low-to-moderate [69]. The differences 
observed between these studies may be partly attributed to the 
different cohort and PET image quantification methods, along 
with the selected reference regions. For example, although 
18 F-SMBT-1 is quantified using the white matter as reference, the 
white matter is not entirely devoid of MAO-B uptake, which may 
influence the interpretation of the findings, underscoring the need 
for further validation studies. 
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1.5 Summary In summary, the findings of early astrocytosis using 11 C-DED 
motivate further research on PET imaging of glial reactivity. This 
chapter provides a detailed description of the practical approach 
used for the analysis of 11 C-DED PET imaging data in a multitracer 
PET paradigm including 11 C-PiB and 18 F-FDG. The multitracer 
PET approach has shown great value to investigate the comparative 
regional and temporal patterns of in vivo brain astrocytosis, fibrillar 
Aβ deposition, and glucose metabolism in patients with sporadic or 
familial AD. In this chapter, the illustration of the multitracer PET 
imaging paradigm attempts to motivate further research in this 
field, including the development of novel PET tracers targeting a 
wider array of markers to visualize different stages of astrocytic and 
microglial reactivity. Advancements in longitudinal, multimodal 
imaging and fluid biomarkers will contribute to characterizing the 
complex heterogeneity (multiple states/subtypes) of reactive astro-
cytes in different brain diseases. Progress in the field will promote 
the future integration of PET imaging of glial reactivity and neu-
roinflammation as biomarkers with clinical application in AD and 
other neurodegenerative diseases and to further explore glial cells as 
promising therapeutic targets.
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2 Materials 

2.1 MRI Scanners 1. MRI imaging scans are performed in a 3 Tesla (T) Siemens Trio 
scanner. 

2.2 PET Scanners 1. PET imaging scans are performed at the Uppsala PET Center 
(Uppsala, Sweden) on ECAT EXACT HR+ (Siemens/CTI) 
and GE discovery ST PET/CT scanners. 

2.3 Image Analysis 

Software 

1. The Statistical Parametric Mapping (SPM) software was 
developed by Friston and colleagues at the University College 
London [70–72]. The SPM8 software version and its asso-
ciated toolboxes can be freely downloaded (http://www.fil. 
ion.ucl.ac.uk/spm/), and it requires MATLAB (www. 
mathworks.com/products/matlab/). 

2. VINCI (“Volume Imaging in Neurological Research, 
Co-Registration and ROIs included”) is a software tool that 
was designed for the visualization and analysis of volume data 
generated by medical tomographical systems, with a special 
focus on the needs for data analysis in PET imaging (http:// 
vinci.sf.mpg.de). 

3. VOIager is an imaging software tool developed by GE Health-
care (https://www.ge.com/digital/industries/healthcare). 

4. The Hammers brain atlas is a freely available adult brain 
maximum probability map in Montreal Neurological Institute 
(MNI) space (http://brain-development.org/brain-atlases/ 
adult-brain-maximum-probability-map-hammers-mith-atlas-
n30r83-in-mni-space/). In our studies, PET uptake has been 
quantified with either the Hammers atlas version with 
29 regions of interest (ROIs) [57] or with an in-house volu-
metric MNI space version of the Desikan-Killiany atlas [56]. 

5. Imlook4d (https://dicom-port.com/product/imlook4d/) is 
a free advanced medical imaging analysis software tool, which 
can be used for scripting and algorithm development, and is 
easily extended using MATLAB. 

6. The Biological Parametric Mapping (BPM) software is a 
toolbox for multimodal image analysis based on a voxel-wise 
application of the general linear model (https://www.nitrc. 
org/projects/rbpm/). The BPM toolbox has been developed 
in MATLAB, it incorporates a user-friendly interface for 
performing voxel-wise correlation and regression analyses, 
and it relies on the SPM software for visualization and statistical 
inference [73].

http://www.fil.ion.ucl.ac.uk/spm/
http://www.fil.ion.ucl.ac.uk/spm/
http://www.mathworks.com/products/matlab/
http://www.mathworks.com/products/matlab/
http://vinci.sf.mpg.de
http://vinci.sf.mpg.de
https://www.ge.com/digital/industries/healthcare
http://brain-development.org/brain-atlases/adult-brain-maximum-probability-map-hammers-mith-atlas-n30r83-in-mni-space/)
http://brain-development.org/brain-atlases/adult-brain-maximum-probability-map-hammers-mith-atlas-n30r83-in-mni-space/)
http://brain-development.org/brain-atlases/adult-brain-maximum-probability-map-hammers-mith-atlas-n30r83-in-mni-space/)
https://dicom-port.com/product/imlook4d/)
https://www.nitrc.org/projects/rbpm/
https://www.nitrc.org/projects/rbpm/
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3 Methods 

This section illustrates the practical procedures for multitracer PET 
imaging, as applied in previously published studies by our group 
[55–57, 74]. In summary, each participant receives, on the same 
day, three dynamic PET scans using the radiotracers 11 C-PiB, 
11 C-DED, and 18 F-FDG. The description below includes the pro-
cedures for the recruitment of participants, MRI image acquisition, 
PET radiotracer synthesis, PET image acquisition, reconstruction 
and analysis, and PET quantification. For 11 C-DED PET, full 
quantitative analysis is performed using a graphical approach 
based on the modified reference Patlak model [36, 75], which 
was previously validated against a model using arterial sampling 
[76]. For 11 C-PiB and 18 F-FDG, semiquantitative analyses are 
performed by means of the SUVr, using either the cerebellar gray 
matter or the pons as a reference region. Figure 2 presents an 
overview of the experimental setup for PET image scanning, 
image acquisition, processing, and quantification. 

3.1 Participants 1. Patients, referred for memory problems to the Department of 
Geriatric Medicine, Karolinska University Hospital, Huddinge, 
Sweden, are recruited for the study. 

2. Healthy elderly individuals, who may be recruited from adver-
tising in the community, do not deviate from clinically normal 
in a physical examination and have normal MRI findings. 

3. All participants sign a written informed consent to participate 
in the study, which is conducted according to the declaration of 
Helsinki and subsequent revisions. Prior to the study initiation, 
ethical approval is obtained from the regional Human Ethics 
Committee of Stockholm and the Faculty of Medicine and 
Radiation Hazard Ethics Committee of Uppsala University 
Hospital, Sweden. 

4. Patients undergo a comprehensive clinical and imaging exami-
nation including medical history, neurological and psychiatric 
examination, MRI, apolipoprotein E (APOE) genotyping from 
blood, neuropsychological assessment, and cerebrospinal fluid 
(CSF) analysis. 

5. Diagnoses are made during a consensus meeting where a geri-
atrician/neurologist, a neuropsychologist, and a nurse discuss 
the outcome of the assessment of the patients. 

6. Patients are diagnosed as either mild cognitive impairment 
(MCI) or probable AD dementia. 

7. The diagnosis of mild cognitive impairment (MCI) is based on 
Petersen’s criteria [77].
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Fig. 2 Schematic diagram of PET imaging experimental setup for data acquisition, processing, and quantifi-
cation. DED 11 C-deuterium-L-deprenyl, PET positron emission tomography, SUV standardized uptake value 
(PET radiotracer uptake normalized to injected dose and body weight) 

8. Probable AD dementia is diagnosed according to the National 
Institute of Neurologic and Communication Disorders, Alz-
heimer Disease and Related Disorders Association (NINCDS-
ADRDA) criteria [78]. 

9. MCI patients are further divided into PiB-positive and 
PiB-negative groups using a cutoff value of 1.41 neocortical 
SUVr with reference to the cerebellar gray matter, as previously 
described [79]. The subgroup of PiB-positive MCI patients 
fulfills the diagnostic criteria for prodromal AD [18]. 

3.2 MRI 1. All participants undergo a structural 3D T1 magnetization-
prepared rapid-acquisition gradient-echo (MPRAGE) 
sequence on a 3 Tesla (T) Siemens Trio MRI scanner. 

2. MRI images are acquired with a matrix size of 
192 � 256 � 256 and voxel size of 1.0 � 0.98 � 0.98 mm 
and are reconstructed to 1.0 � 1.0 � 1.0 mm isometric voxels, 
with an echo time of 3.42 ms, repetition time of 1780 ms, 
inversion time of 900 ms, and flip angle of 9�.
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3. To exclude patients with non-AD-related brain abnormalities 
and to examine possible brain abnormalities in healthy con-
trols, fluid-attenuated inversion recovery T2 and diffusion-
weighted images are also acquired. 

4. The structural T1 MRI image for Subject 01 (as an example) is 
labeled: 01_T1_MRI.nii. (see Note 1). 

3.3 Radiotracer 

Synthesis and 

Preparation 

1. Production of 11 C-PiB, 11 C-DED, and 18 F-FDG is carried out 
according to the standard good manufacturing process at 
Uppsala University PET Centre. 

2. Radiotracer synthesis procedures are reported elsewhere 
[36, 54, 76, 80, 81]. 

3.4 PET Image 

Acquisition 

1. Each participant undergoes three PET imaging scans on the 
same day, using three PET tracers in the following order: 
11 C-PiB, 11 C-DED, and 18 F-FDG. 

2. PET scans are acquired at the Uppsala PET Center (Uppsala, 
Sweden) on either ECAT EXACT HR+ (Siemens/CTI) or GE 
discovery ST PET/CT scanners. 

3. Participants are injected each radiotracer by intravenous injec-
tion. The mean injected doses for each tracer are 
211 � 65 MBq for 11 C-DED, 227 � 76 MBq for 11 C-PiB, 
and 229 42 MBq for 18 F-FDG, as previously reported [57]. 

4. Patients fast for 4 h preceding the 18 F-FDG scan. 

5. The orbitomeatal line is used to center the head of the 
participants. 

6. The PET data are acquired as the patient lies in the scanner 
during 60 min (for each of 11 C-PiB and 11 C-DED scans) and 
45 min for the 18 F-FDG scan. 

7. The PET data are acquired in three-dimensional mode, yield-
ing a 155 mm field of view. 

3.5 PET Image 

Reconstruction 

1. All emission data are reconstructed with filtered back projec-
tion using a 4 mm Hanning filter, resulting in a transaxial 
spatial resolution of 5 mm in the field of view. The matrix 
includes 128 128 pixels, and a zoom factor of 2.5 is used. 

2. The 11 C-PiB acquisitions consist of 24 time frames (4 � 30, 
9 � 60, 3 � 180, and 8 � 300 s) over 60 min. The 11 C-DED 
reconstructed acquisitions consist of 19 frames (4 � 30, 
8 � 60, 4 � 300, and 3 � 600 s), with a total duration of 
60 min. For each 18 F-FDG acquisition, 21 frames (4 � 30, 
9 60, 3 180, and 4 300 s) are acquired over 45 min.
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3.6 Within-Subject 

Realignment and 

Summation of PET 

Images 

1. All reconstructed frames are realigned to correct for subject 
motion during each PET scan. 

2. Using VOIager software, the dynamic PET data are processed 
to perform intra-subject realignment, by aligning each succes-
sive frame to the previous frame to correct for possible motion 
of the subject during the scan. 

3. For each of the tracers, the realigned dynamic series of each 
PET tracer is subsequently uploaded into VOIager, which is 
used to create average images of the late-frame PET uptake, 
also called “summation images.” More specifically, the follow-
ing late-frame time-weighted averaged (or “summation”) 
images are created: a 50-min static image for 11 C-DED, 
corresponding to 10–60 min; a 20-min static image for 
11 C-PiB, corresponding to 40–60 min; and a 15-min static 
image for 18 F-FDG, corresponding to 30 to 45 min. These 
images are labeled as follows (for Subject 01): 01_DED_late_-
sum.nii; 01_PiB_late_sum.nii; 01_FDG_late_sum.nii. 

4. In addition, frames 3 to 6 of 11 C-DED, corresponding to 1- to 
4-min tracer uptake, are summed to obtain a measure of brain 
perfusion: 01_DED_early_sum.nii; this optimum early-phase 
time frame duration was previously reported as a proxy for 
brain perfusion based on its close correlation with glucose 
metabolism as measured by 18 F-FDG in the same subjects [61]. 

3.7 Within-Subject 

Co-Registration 

Procedures 

1. Figure 3 illustrates the within-subject co-registration proce-
dures for Subject 01, involving one structural MRI scan and 
three PET images using 11 C-DED, 11 C-PiB, and 18 F-FDG, 
respectively. 

2. After the 11 C-DED PET data had been reconstructed and 
realigned and the late frames were summed, the 11 C-DED 
images are not transformed any further. Therefore, in this 
protocol, all the steps for the PET image analysis of one indi-
vidual are performed in the subject’s native 11 C-DED PET 
space. 

3. For each participant, the T1 MRI image (01_T1_MRI.nii) is 
co-registered onto the individual’s 11 C-DED late-sum image 
in native 11 C-DED space (01_DED_late_sum.nii) using 
SPM8 (Functional Imaging Laboratory, Wellcome Depart-
ment of Imaging Neuroscience, University College London) 
(see Note 2). 

4. To perform this co-registration step, the function “Coregister 
(Estimate & Reslice)” is applied using the VBM/PET SPM8 
module. The reference image (which remains static) is 
01_DED_late_sum.nii, and the source image (the image 
that is moved onto the space of the reference image) is 
01_T1_MRI.nii. As a result of the procedure, the
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Fig. 3 Within-subject co-registration procedures for MRI and PET images, illustrated for an AD dementia 
patient 

co-registered T1 MRI image is automatically labeled with an r 
prefix, thus labelled: r01_T1_MRI.nii (see Note 3). 

5. Also for each participant, the SPM8 function “Coregister (Esti-
mate & Reslice)” is used to co-register the 11 C-PiB and 
18 F-FDG late-sum images (01_PiB_late_sum.nii and 
01_FDG_late_sum.nii, used as “Source Images”) onto the 
individual T1 MRI image (r01_T1_MRI.nii, used as “Refer-
ence image”). As a result, the co-registered 11 C-PiB and 
18 F-FDG late-sum images are labeled: r01_PiB_late_sum.nii 
and r01_FDG_late_sum.nii (see Note 4). 

3.8 Subject-Specific 

Gray Matter Atlas for 

PET Image 

Quantification 

1. Figure 4 illustrates the steps for within-subject PET image 
quantification (for Subject 01), which involves the creation of 
a subject-specific gray matter atlas, using the Hammers atlas as 
a basis. 

2. After the individual T1 MRI image was co-registered to native 
DED space (r01_T1_MRI.nii, described in Subheading 3.7, 
step 4), the MRI image is segmented into gray matter and 
white matter tissue classes using the unified segmentation



algorithm of SPM8 the subject-specific probabilistic gray
matter map for Subject 01 is saved as r01_T1_MRI_GM_-
map.nii. For this step, the “Segment” function of SPM8 is
used with the default parameters. This segmentation step
results in two matrices: a direct matrix 01_sn.mat that trans-
forms images from native 11C-DED space into MNI space and
the corresponding inverse matrix 01_inv_sn.mat that trans-
forms images in the reverse direction: from MNI into native
11C-DED space.

[82];
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Fig. 4 Within-subject quantification of PET images, illustrated for an AD dementia patient. GM gray matter, 
SUVr standardized uptake value ratio 

3. The inverse nonlinear transformation matrix from SPM8’s 
segmentation algorithm (01_inv_sn.mat) is then used to 
warp the simplified digital probabilistic Hammers atlas (Ham-
mers_atlas.nii)  [83] consisting of 29 cortical and subcortical 
ROIs, as well as a hand-drawn whole pons region (Pons_atlas. 
nii) – both in MNI space – into the 11 C-DED native space of 
Subject 01 (rHammers_atlas.nii and rPons_atlas.nii, respec-
tively). To perform this step, the “Normalise (write)” function 
from SPM8 is applied to the atlas and pons images in MNI
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space, using the 01_inv_sn.mat matrix as the parameter file (see 
Note 5). 

4. A threshold of 0.5 is applied to the subject-specific probabilistic 
gray matter map (r01_T1_MRI_GM_map.nii), whereby vox-
els with a probability greater than 50% of being gray matter are 
assigned a value of 1 and 0 otherwise. This step results in a 
subject-specific gray matter mask in native 11 C-DED space and 
is saved as r01_T1_MRI_GM_mask.nii (see Note 6). 

5. The subject-specific Hammers atlas in 11 C-DED native space 
(rHammers_atlas.nii) is multiplied by the corresponding 
binary gray matter mask (r01_T1_MRI_GM_mask.nii), 
which generates a gray matter specific digital atlas for Subject 
01, saved as rHammers_atlas_GM.nii (see Note 7). 

3.9 Model for 

Quantification of 11 C-

DED PET Image Data 

1. For 11 C-DED quantification, a modified reference Patlak 
model [36, 75] is applied to the 11 C-DED dynamic PET data 
from 20 to 60 min, as previously described [55, 57] (see Note 
8). 

2. The modified reference Patlak model belongs to a group of 
graphical analysis techniques, in this case based on the Patlak 
linearization approach [75]. Following the Patlak approach, a 
scatter plot is created where the y axis is the measured PET 
activity in a target ROI divided by that in the reference tissue, 
and the x axis is a “normalized time” (integral of the reference 
time-activity curve from the injection point to the current time 
point and divided by the reference tissue PET activity at the 
current time point). The scatter plot is fitted by linear regres-
sion after an equilibration time t*, and the slope of the regres-
sion line is the estimate of radiotracer binding in the target ROI 
(see Note 9). 

3. The cerebellar gray matter is selected here as “modified refer-
ence,” based on that it has the lowest specific binding of all 
brain regions, as reported in a previous autoradiography study 
using 11 C-DED in brain tissue from AD patients and healthy 
controls [52]. The cerebellar gray matter also showed the 
lowest 11 C-DED binding of all investigated regions in the 
present studies [55, 57]. 

4. The modified reference Patlak model assumes a cerebellar gray 
matter slope value of 0.01 min�1 , to take into account the fact 
that this region is not completely devoid of specific binding. 

5. The graphical approach generates individual 3D parametric 
Patlak slope images, which are thus the estimates of 
11 C-DED binding (units: min�1 ). An individual Patlak slope 
parametric image for Subject 01 is illustrated in Fig. 4.
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3.10 

Semiquantitative 

Method for 11 C-PiB 

and 18 F-FDG PET 

Image Data 

1. The previously co-registered and resliced 11 C-PiB and 
18 F-FDG images for each participant, both in native 
11 C-DED space (r01_PIB_late_sum.nii and r01_FDG_la-
te_sum.nii), are sampled using the created individual gray 
matter atlas (r01_Hammers_GM.nii) and the individual 
pons atlas (r01_pons.nii), both having been previously 
co-registered to native 11 C-DED space. 

2. Either the whole pons or the cerebellar gray matter has been 
reported as suitable reference regions for both 11 C-PiB and 
18 F-FDG PET quantification in sporadic AD. The whole pons 
is used as example in this protocol, because it was found to be 
preserved from pathology in both ADAD and sporadic AD 
[84, 85] (see Note 10). 

3. Using the individual gray matter atlas, the ratios of average 
11 C-PiB and 18 F-FDG uptake are calculated for each atlas 
ROI with respect to the respective average uptake in the refer-
ence region, which are called standardized uptake value ratios 
(SUVr) and are thus dimensionless. Images displaying PET 
quantification using SUVr are illustrated in Fig. 4 (see Note 
11). 

3.11 Statistical 

Approaches for 

Comparison of PET 

Uptake Between 

Diagnostic Groups 

1. A cross-sectional PET imaging study typically aims at compar-
ing PET uptake between a diagnostic group (e.g., a group of 
prodromal AD or of AD dementia patients) and a group of 
healthy controls. A study will typically perform region-of-inter-
est (ROI) and/or voxel-wise types of analyses, which may 
provide complementary information. 

3.12 Region-of-

Interest (ROI) Based 

Analyses 

1. A number of brain ROIs are selected based on a hypothesis to 
be tested. Alternatively, an exploratory analysis over wide brain 
regions may be justified when investigating novel tracers, for 
which little previous information is available. 

2. Parametric or nonparametric statistical tests are applied as 
appropriate to compare PET uptake in the selected ROIs 
between a diagnostic and a control group (see Note 12). 

3. Due to the multiple ROIs analyzed, appropriate methods for 
the correction for multiple comparisons are applied. For PET 
data analysis, a procedure controlling for false discovery rate as 
implemented in the Benjamini-Hochberg method [86] using 
p-plot software [87] may be applied to correct for multiple 
regional tests. 

3.13 Voxel-Wise 

Analyses 

1. Voxel-wise analyses may be performed to compare the PET 
uptake between a diagnostic and a control group. 

2. Prior to voxel-wise analyses, individual PET uptake images 
from different subjects need to be spatially normalized to
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MNI space, to allow for comparisons across individuals. The 
normalization step is performed using SPM8 “Normalize 
(write)” using the previously obtained transformation matrix 
(01_matrix_sn.mat) as parameter file, for conversion of the 
individual PET uptake images from native 11 C-DED space to 
MNI space. 

3. Normalized images are smoothed by an 8 mm full width at half 
maximum (FWHM) Gaussian filter using the VBM/PET 
SPM8 “Smooth” function and masked using a gray matter 
mask to allow for sampling of only gray matter regions. 

4. A voxel-wise comparison between PET uptake in a 
diagnostic vs. a control group is performed using SPM8 
two-sample t-test function for group comparisons. 

5. A voxel-wise correlation analysis between two PET imaging 
modalities in a given diagnostic group is performed using 
Biological Parametric Mapping (BPM, v3.3) [73]. 

6. BPM correlation maps and SPM8 T-maps are thresholded at 
p < 0.001 (uncorrected, �20-voxel cluster extent) and pro-
jected onto a template cortical surface using FreeSurfer (v5.3, 
surfer.nmr.harvard.edu) or BrainNet Viewer (a toolbox for 
SPM8; https://www.nitrc.org/projects/bnv/). Clusters that 
remain significant after family-wise error (FWE, p < 0.05) cor-
rection for multiple comparisons are tabulated. 

4 Notes 

1. Brain images are typically in the format NIfTI (Neuroimaging 
Informatics Technology Initiative) and have an extension .nii. 
Other widely used formats for medical images include DICOM 
(Digital Imaging and Communications in Medicine), Analyze, 
ECAT, and Interfile. 

2. Alternatively, a subject’s static MRI scan may be used as tem-
plate (native space), and the individual’s PET image 
(or images) is co-registered to the MRI template, as in the 
recently published multimodal study from our group involving 
11 C-DED PET imaging [56], which also used more recently 
developed SPM12 version of Statistical Parametric Mapping. 
In the protocol described in this chapter, the intention was to 
preserve the 11 C-DED image quality as closely as possible to as 
the original image data to allow for modeling and quantifica-
tion of this tracer using the Imlook4d software. 

3. Given that this co-registration is an intermodal within-subject 
registration procedure, a six-parameter rigid-body transforma-
tion is applied using the “Coregistration (Estimate & Reslice)” 
option in SPM8 and Normalised Mutual Information as

https://www.nitrc.org/projects/bnv/
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Objective Function. Reslice options are trilinear interpolation, 
no wrapping, and no masking of images. 

4. When performing multiple image processing steps in SPM8 for 
a cohort of participants, it is useful to develop MATLAB scripts 
that allow for automatization of the processes (https://en. 
wikibooks.org/wiki/SPM/Programming_intro). 

5. The SPM8 “Normalise (write)” function is applied using the 
Nearest Neighbour Interpolation option, no wrapping, and 
preserving concentrations (all parameters for bounding box 
and voxel sizes are entered as NaN). 

6. This thresholding step can be performed using “ImCal” option 
in SPM8, or other imaging software tools such as VINCI, using 
the Threshold Tool, and Image Volume Arithmetics. 

7. The segmented gray matter from the MRI is used to restrict the 
sampling to gray matter areas within each region-of-interest in 
the Hammers atlas. This multiplication step can be performed 
using “ImCal” option in SPM8. 

8. Ideally, a reference region has virtually no specific binding of 
the tracer. A “modified reference” is a region with a relatively 
low specific binding of the tracer, and lower than that in the 
remaining brain regions, and which can thus be used as mod-
ified reference. 

9. The modified reference Patlak graphical approach can be 
applied in two ways: to fit time-activity curves extracted from 
each of the ROIs of the atlas or by fitting the dynamic 
11 C-DED PET data pixel-by-pixel and thus obtaining para-
metric images of the 11 C-DED binding. Both approaches are 
implemented in MATLAB scripts using Imlook4d. More 
recently [56], we have applied the modified reference Patlak 
model to 11 C-DED PET data using the open source QModel-
ing toolbox [88]. 

10. If the study involves familial ADAD participants, it is important 
to note that the cerebellar gray matter has been found to 
contain Aβ plaque deposits, and it is thus typically not used as 
a reference region in ADAD [84]; instead, the pons may be 
used. The pons has been used as reference for both 11 C-PiB 
and 18 F-FDG in sporadic or familial forms of AD [57, 89]. 

11. The semi-quantification of 11 C-PiB and 18 F-FDG in terms of 
SUVr is very common in the literature and has the advantage of 
simplicity and thus ease of application in the clinic. Previous 
studies have validated these SUVr semiquantitative approach 
for 11 C-PiB and 18 F-FDG PET against other available fully 
quantitative modeling approaches [90, 91].

https://en.wikibooks.org/wiki/SPM/Programming_intro
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12. Statistical analyses are performed using SPSS (IBM SPSS Sta-
tistics, version 22.0) and R (v. 3.1.2, R Foundation for Statisti-
cal Computing, Vienna, Austria). 
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tion (Demenfonden), Å hlén Foundation, Swedish Alzheimer 
Foundation (Alzheimerfonden), Gamla Tjänarinnor foundation, 
Gun and Bertil Stohne’s Foundation, and the Karolinska Institutet 
Foundation for Medical Research (KI Fonder). A.K. received fund-
ing from Swedish Dementia Association (Demenfonden), Å hlén 
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Chapter 14 

High-Throughput Lipidomic and Metabolomic Profiling 
for Brain Tissue and Biofluid Samples in Neurodegenerative 
Disorders 

Bonne M. Thompson and Giuseppe Astarita 

Abstract 

Recent research has revealed the potential of lipidomics and metabolomics in identifying new biomarkers 
and mechanistic insights for neurodegenerative disorders. To contribute to this promising area, we present 
a detailed protocol for conducting an integrated lipidomic and metabolomic profiling of brain tissue and 
biofluid samples. In this method, a single-phase methanol extraction is employed for extracting both 
nonpolar and highly polar lipids and metabolites from each biological sample. The extracted samples are 
then subjected to liquid chromatography-mass spectrometry-based assays to provide relative or semiquan-
titative measurements for hundreds of selected lipids and metabolites per sample. This high-throughput 
approach enables the generation of new hypotheses regarding the mechanistic and functional significance of 
lipid and metabolite alterations in neurodegenerative disorders while also facilitating the discovery of new 
biomarkers to support drug development. 

Key words Lipidomics, Metabolomics, Lipids, Neurodegeneration, Drug discovery, Drug develop-
ment, Omics, Biomarker 

1 Introduction 

Metabolites and lipids are essential components of biological sys-
tems, playing critical roles in energy metabolism, membrane struc-
ture, and signaling pathways [1, 2]. Dysregulation of these 
molecules has been linked to various diseases, including neurode-
generative disorders [2, 3]. While metabolomics aims to identify 
and quantify the composition of metabolites, lipidomics is a subset 
of metabolomics that focuses specifically on lipid metabolites 
[2, 4]. Lipidomic and metabolomic profiling of biological samples 
provides a comprehensive snapshot of the physiological and patho-
logical status of the system and aids in identifying altered biochem-
ical pathways in various diseases. 

Robert Perneczky (ed.), Biomarkers for Alzheimer’s Disease Drug Development, Methods in Molecular Biology, vol. 2785, 
https://doi.org/10.1007/978-1-0716-3774-6_14, 
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2024

221

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-3774-6_14&domain=pdf
https://doi.org/10.1007/978-1-0716-3774-6_14#DOI


222 Bonne M. Thompson and Giuseppe Astarita

Lipidomics and metabolomics are powerful tools in functional 
genomics that can provide valuable insights into gene function and 
identify potential biomarkers for diseases and drug development. A 
discovery lipidomics and metabolomics approach involves screen-
ing as many metabolites as possible in a biological sample without 
bias, generating hypotheses about the potential roles of lipids, 
metabolites, or biochemical pathways in disease and drug mechan-
isms. Statistical tools can then compare molecular profiles between 
different groups, such as healthy versus diseased, control versus 
treated, or wild-type versus genetically modified, providing insights 
into disease mechanisms and drug effects [1, 5]. 

Recent studies have employed discovery lipidomics and meta-
bolomics approaches to investigate the function of the GRN gene 
[6, 7], mutations in which result in a deficiency of progranulin 
(PGRN). PGRN plays a crucial role in lysosomal function and 
ultimately in the proper functioning of the nervous system, but its 
exact function remains unclear. PGRN deficiency is a cause of 
frontotemporal dementia (FTD) in humans and is also linked to 
an increased risk for developing other neurodegenerative disorders 
such as amyotrophic lateral sclerosis (ALS), Parkinson’s disease 
(PD), and Alzheimer’s disease (AD) [8]. Unbiased lipidomics and 
metabolomics approaches have revealed that bis 
(monoacylglycero)phosphate (BMP) was deficient, and glucosyl 
sphingosine and gangliosides were accumulated in brain tissues 
and biofluids from Grn-/- mice [6, 7]. The alterations in BMP 
and glycosphingolipids were found to be defining molecular fea-
tures of the lysosomal dysfunction resulting from GRN deficiency 
and could potentially serve as target engagement biomarkers for 
drug development [6, 7]. 

This chapter outlines a high-throughput lipidomics and meta-
bolomics approach for brain tissues and biofluids. The workflow 
begins with a single-phase extraction method for extracting both 
nonpolar and highly polar lipids and metabolites from the same 
biological sample [9]. The extracted samples are then analyzed 
using multiplexed lipidomics and metabolomics mass 
spectrometry-based assays, with reversed-phase chromatography 
for lipid separation and hydrophilic interaction liquid chromatog-
raphy (HILIC) for polar metabolite separation. Multiplexed assays 
can be performed with triple quadrupole mass spectrometers to 
enable high-throughput, semiquantitative measurements of 
hundreds of selected lipids and metabolites per sample using only 
a few nonnatural internal standards, providing relative or semi-
quantitative measurements of lipids and metabolites. This protocol 
can also be applied to analyze lipids and metabolites from various 
other animal tissues and cells with minor modifications [9]. This 
approach has been widely adopted in both academic and industry 
research laboratories and has demonstrated success in translational 
research and biomarker discovery, particularly pertaining to neuro-
degenerative disorders [6, 7, 10–15].
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2 Materials 

2.1 Equipment 1. TripleQuad 7500 electrospray mass spectrometer equipped 
with an ExionLC liquid chromatography system and SCIEX 
OS 3.1 software. 

2. FastPrep-24™ 5G bead beating grinder and lysis system for 
tissue homogenization (see Note 1). 

3. CoolPrep™ adapter 24 × 2 mL tube holder for the FastPrep-
24™ 5G bead beating grinder and lysis system. 

4. Refrigerated microcentrifuge, such as Eppendorf Centrifuge 
5425 R – Microcentrifuge. 

5. Rack vortexer, such as VWR multitube vortex mixer. 

6. Nitrogen evaporator system for MTP format, such as Organo-
mation MICROVAP Microplate Evaporator. 

7. A set of pipettes capable of handling volumes from 1 to 
1000 μL, such as Gilson PIPETMAN (see Note 2). 

2.2 Solvents and 

Chemicals 

1. Methanol (MS-grade). 

2. Acetonitrile (MS-grade). 

3. Isopropyl alcohol (MS-grade). 

4. Water (MS-grade). 

5. Ammonium formate (MS-grade). 

6. Ammonium acetate (MS-grade). 

7. Formic acid (MS-grade). 

2.3 Supplies 1. Preloaded tubes for homogenizer system: Lysing Matrix D, 
2 mL tubes preloaded with zirconium-silicate beads for tissue 
homogenization. 

2. 1.5 mL polypropylene microcentrifuge tubes, such as Eppen-
dorf™ LoBind Microcentrifuge Tubes: Protein. 

3. Microvette® 500 K3 EDTA blood collection tubes. 

4. 8 mL glass vials with PTFE-lined screw caps, such as Thermo 
Scientific™ Screw Vial Convenience Kit, 8 mL clear glass vial 
with open top septa caps. 

5. 40 mL glass vials with PTFE-lined screw caps, such as Thermo 
Scientific™ Screw Vial Convenience Kit, 8 mL clear glass vial 
with open top septa caps. 

6. 96-well LCMS plate with silanized conical glass inserts. 

7. PTFE/silicone cap mat for LCMS plates. 

8. ACQUITY Premier BEH C18 1.7 μm, 2.1 × 100 mm column.
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9. ACQUITY Premier BEH amide 1.7 μm, 2.1 × 150 mm 
column. 

10. HALO HILIC 2.0 μm, 3.0 × 150 mm column. 

2.4 Internal Standard 

Mixtures 

Internal standards, which are non-endogenous lipids and metabo-
lites, are added to the biological samples prior to extraction. They 
serve as reference compounds to normalize for extraction efficiency 
and instrument response during the subsequent lipidomics and 
metabolomics analysis. The components and concentrations of 
internal standard mixtures are listed in Tables 1–6. 

Prepare the six internal standard mixtures as follows: 

1. Mix 1: SPLASH® LIPIDOMIX® Mass Spec Standard 
(Table 1). This standard mix is sold in solution, which is used 
directly without further dilution. Transfer the solution into an 
8 mL glass vial with PTFE-lined screw cap and store at-20 °C. 

2. Mix 2: an in-house prepared internal standard mixture of indi-
vidually purchased lipid standards dissolved in MS-grade meth-
anol (Table 2). Prepare the solution in an 8 mL glass vial with 
PTFE-lined screw cap and store at -20 °C. 

3. Mix 3: deuterated primary COX and LOX LCMS mixture 
(Table 3). This standard mix is sold in solution, which is used 
directly without further dilution. Transfer the solution into an 
8 mL glass vial with PTFE-lined screw cap and store at-20 °C. 

4. Mix 4: labeled amino acids standards (Table 4). This standard 
mix is sold in a dry form and should be prepared for use by 
dissolving it in 1 mL of MS-grade water. Store the solution in 
its original vial at a temperature of -20 °C. 

5. Mix 5: labeled carnitines standards (Table 5). This standard mix 
is sold in a dry form and should be prepared for use by dissol-
ving it in 1 mL of MS-grade water. Store the solution in its 
original vial at a temperature of -20 °C. 

6. Mix 6: an in-house prepared internal standard mixture of indi-
vidually purchased metabolites dissolved in MS-grade metha-
nol (Table 6). Prepare the solution in an 8 mL glass vial with 
PTFE-lined screw cap and store at -20 °C. 

3 Methods 

3.1 Collection of 

Brain Tissue 

1. Record how animals have been anesthetized because this could 
affect the final results. 

2. Perform intracardiac perfusion with ice-cold PBS to rinse the 
blood out of the tissues. Alternatively, dissect tissues and rinse 
from blood in a petri dish with cold PBS, and then dry on 
Kimwipes.
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Table 1 
Components and concentrations of Internal Standards Mix 1: SPLASH® LIPIDOMIX® 

Name Vendor Catalog number Working concentration (ng/μL) 

CE (18:1(d7)) Avanti Polar lipids 330707 350 

Cholesterol(d7) Avanti Polar lipids 330707 100 

DG (15:0/18:1(d7)) Avanti Polar lipids 330707 10 

LPC (18:1(d7)) Avanti Polar lipids 330707 25 

LPE (16:0)(d7)) Avanti Polar lipids 330707 5 

MG (18:1(d7)) Avanti Polar lipids 330707 2 

PA (15:0/18:1(d7)) Avanti Polar lipids 330707 7 

PC (15:0/18:1(d7)) Avanti Polar lipids 330707 160 

PE (15:0/18:1(d7)) Avanti Polar lipids 330707 5 

PG (15:0/18:1(d7)) Avanti Polar lipids 330707 30 

PI (15:0/18:1(d7)) Avanti Polar lipids 330707 10 

PS (15:0/18:1(d7)) Avanti Polar lipids 330707 5 

SM (d18:1(d9)/18:1) Avanti Polar lipids 330707 30 

TG (15:0/18:1(d7)/15:0) Avanti Polar lipids 330707 55 

3. Record whether tissues have been perfused (and for how long) 
or rinsed in PBS because this could affect the final results. 

4. Place tissues in aluminum foil or a labeled container. The 
container should be large enough that the tissue is not dis-
torted by forcing it through the opening. If interested in 
preserving the anatomical structures, tissues should never be 
flash-frozen in a microcentrifuge tube, as they will take on the 
shape of the tube (see Note 3). 

5. Tissue should be flash-frozen as soon as possible after resection 
on dry ice. Do not over freeze as it causes cracks and makes it 
hard to cut the frozen sections. 

6. Frozen tissue should be stored at -80 °C. 

3.2 Collection of 

Biofluids: Plasma, 

Urine, and CSF 

1. For urine and cerebrospinal fluid (CSF), centrifuge to remove 
cells and other debris prior to freezing. Centrifuge in a bench-
top microcentrifuge for 10 min at 21,000 RCF at 4 °C. Trans-
fer the liquid to a new microcentrifuge tube and store at -
80 °C until extraction. 

2. For plasma, blood should be collected in a potassium EDTA 
tube and kept on ice until separation (see Note 4). Generate 
plasma by centrifugation at 1000 RCF for 5 min at 4 °C.
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Table 2 
Components and concentrations of Internal Standards Mix 2 

Catalog 
number 

Working concentration 
(ng/μL) 

24-Hydroxycholesterol(d7) Avanti Polar Lipids 7000018P 1 

Arachidonic acid (d8) Cayman Chemical 
Company 

390010 10 

BMP (14:0/14:0) Avanti Polar Lipids 857131 5 

Cer (d18:1/16:0(d7)) Avanti Polar Lipids 860676 1 

CL (14:0/14:0/14:0/14:0) Avanti Polar Lipids 710332P 10 

GalCer (d18:1/15:0) Cayman Chemical 
Company 

24466 5 

GB3 (d18:1/18:0(d3)) Cayman Chemical 
Company 

24626 10 

GlcCer (d18:1(d5)/18:0) Avanti Polar Lipids 860638 1 

GlcCer (d18:1/16:0(d3)) Cayman Chemical 
Company 

24621 1 

Glucosyl sphingosine(d5) Avanti Polar Lipids 860636 1 

GM1 (d18:1/17:0) Avanti Polar Lipids 860094 0.5 

GM2 (d18:1/18:0(d3)) Cayman Chemical 
Company 

24849 1 

GM3 (d18:1/18:0(d5)) Avanti Polar Lipids 860073 10 

Hemi-BMP ((14:0/14:0)_14: 
0) 

Avanti Polar Lipids 857132 5 

LacCer (d18:1/16:0(d3)) Cayman Chemical 
Company 

24625 5 

LysoGB3 (d18:1(d7)) Avanti Polar Lipids 860682 1 

Sphingosine 1-phosphate d18: 
1(d7) 

Cayman Chemical 
Company 

10008121 10 

Sphingosine d18:1(d7) Cayman Chemical 
Company 

22786 5 

Sulfatide (d18:1/18:0(d3)) Cayman Chemical 
Company 

24624 1 

Carefully remove the plasma (upper layer) using a pipette, and 
transfer it to a fresh microcentrifuge tube, taking care not to 
disturb the interface between layers. Store at -80 °C until 
extraction. 

3. It is preferred to use plasma rather than serum for lipid and 
metabolite analysis (see Note 5).
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Table 3 
Components and concentrations of Internal Standards Mix 3: deuterated primary COX and LOX LCMS 
mixture 

Catalog 
number 

Working concentration 
(ng/μL) 

12-HETE-d8 Cayman Chemical 
Company 

19228 1 

15-HETE-d8 Cayman Chemical 
Company 

19228 1 

5-HETE-d8 Cayman Chemical 
Company 

19228 1 

6-keto-PGF1-alpha-
d4 

Cayman Chemical 
Company 

19228 1 

PGD-d4 Cayman Chemical 
Company 

19228 1 

PGE2-d4 Cayman Chemical 
Company 

19228 1 

PGF2-alpha-d4 Cayman Chemical 
Company 

19228 1 

TXB2-d4 Cayman Chemical 
Company 

19228 1 

3.3 Sample 

Preparation: Lipid and 

Metabolite Extraction 

from Brain Tissue 

1. Before the extraction process, it is crucial to randomize your 
samples in terms of their groups. To achieve this, use block 
randomization method (see Note 6). 

2. To obtain precise measurements for normalization, weigh the 
tissue while it is still frozen and document the weight. During 
this process, it is essential to keep the tissues on dry ice to 
prevent them from thawing. In situations where weighing 
tissues is impractical, such as with small brain sections, proceed 
directly to the subsequent step. However, remember to reserve 
an aliquot for protein measurements following 
homogenization. 

3. Transfer tissue samples into the 2 mL homogenizer tubes 
containing Lysing Matrix D (see Note 7). Tubes and samples 
should be kept on dry ice to maintain frozen state. 

4. Prepare extraction solvent: to ice-cold MS-grade methanol, 
add 5 μL of each internal standard mixture per mL of metha-
nol. Prepare fresh on the day of use in 40 mL glass vial (or lar-
ger) and store on ice.
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Table 4 
Components and concentrations of Internal Standards Mix 4: labeled amino acids standards 

Catalog 
number 

Working concentration (pmol/μ 
L) 

Alanine-d4 Cambridge Isotope 
Laboratories 

NSK-A 500 

Arginine-13C5d4 Cambridge Isotope 
Laboratories 

NSK-A 500 

Aspartate-d3 Cambridge Isotope 
Laboratories 

NSK-A 500 

Citrulline-d2 Cambridge Isotope 
Laboratories 

NSK-A 500 

Glutamate-d3 Cambridge Isotope 
Laboratories 

NSK-A 500 

Glycine-15N13C2 Cambridge Isotope 
Laboratories 

NSK-A 2500 

Leucine-d3 Cambridge Isotope 
Laboratories 

NSK-A 500 

Methionine-d3 Cambridge Isotope 
Laboratories 

NSK-A 500 

Ornithine-d2 Cambridge Isotope 
Laboratories 

NSK-A 500 

Phenylalanine-
13C6 

Cambridge Isotope 
Laboratories 

NSK-A 500 

Tyrosine-13C6 Cambridge Isotope 
Laboratories 

NSK-A 500 

Valine-d8 Cambridge Isotope 
Laboratories 

NSK-A 500 

5. To each tissue sample in homogenizer tube, add a volume of 
ice-cold extraction solvent equivalent to 20 times the weight of 
the tissue (see Note 8). Continue to maintain the sample tubes 
on dry ice, even after the solvent is added. 

6. Place the block-randomized sample tubes in the FastPrep-24™ 
5G bead beating grinder and lysis system with CoolPrep™ 
adapter 24 × 2 mL tube holder loaded with dry ice pellets to 
maintain low temperature (see Note 9). 

7. Homogenize the tissues for 40 s at a speed of 6 m/s. Samples 
should be a slurry with no visible tissue clumps. If clumps are 
visible, repeat this homogenization procedure until a homoge-
nous slurry is achieved.
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Table 5 
Components and concentrations of Internal Standards Mix 5: labeled carnitines standards 

Catalog 
number 

Working concentration (pmol/ 
μL) 

Acetylcarnitine-d3 Cambridge Isotope 
Laboratories 

NSK-B 38 

Butyrylcarnitine-d3 Cambridge Isotope 
Laboratories 

NSK-B 7.6 

Carnitine-d9 Cambridge Isotope 
Laboratories 

NSK-B 152 

Isovalerylcarnitine-
d9 

Cambridge Isotope 
Laboratories 

NSK-B 7.6 

Myristoylcarnitine-
d9 

Cambridge Isotope 
Laboratories 

NSK-B 7.6 

Octanoylcarnitine-
d3 

Cambridge Isotope 
Laboratories 

NSK-B 7.6 

Palmitoylcarnitine-
d3 

Cambridge Isotope 
Laboratories 

NSK-B 15.2 

Propionylcartinine-
d3 

Cambridge Isotope 
Laboratories 

NSK-B 7.6 

Table 6 
Components and concentrations of Internal Standards Mix 6 

Name Vendor Catalog number Working concentration (ng/μL) 

Anserine-d4 C/D/N Isotopes Inc D-7865 5 

Carnosine-d4 Cayman Chemical Company 26781 1 

Creatinine-d3 Cayman Chemical Company 16763 1 

8. Optional: Take a 15 μL aliquot for protein measurement using 
a BCA protein assay kit (especially important if you could not 
weigh the tissue). 

9. Centrifuge in a benchtop microcentrifuge for 10 min at 21,000 
RCF at 4 °C (leaving the beads in the tube) (see Note 10). 

10. Transfer the methanol supernatant to a new microcentrifuge 
tube, and store it in the freezer at -20 °C for 1 h. This will 
promote additional protein precipitation (see Note 11). 

11. Centrifuge in a benchtop microcentrifuge for 10 min at 21,000 
RCF at 4 °C.
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12. Transfer 100 μL of the methanol supernatant into 96-well 
LCMS plate with silanized conical glass inserts. Seal with a 
PTFE/silicone cap mat (see Note 12). 

13. If interested in separating glucosyl from galactosyl sphingoli-
pids, take a 50 μL aliquot from the methanol extract, evaporate 
it under a nitrogen stream for 1 h, and resuspend it in 50 μL of  
mobile phase A consisting of acetonitrile/isopropyl alcohol/ 
water 92.5/5/2.5 (vol/vol/vol) with 5 mM ammonium for-
mate and 0.5% formic acid (see Note 13). 

14. Proceed to analyze the sample on the LCMS, or store the plate 
at -80 °C until analysis (see Note 14). 

3.4 Sample 

Preparation: Lipid and 

Metabolite Extraction 

from Biofluids 

1. This extraction method is suitable for plasma, serum, urine, 
and CSF. 

2. Prior to extraction, it is important to ensure that samples are 
randomized with respect to groups. To achieve this, use block 
randomization method (see Note 6). 

3. Prepare the extraction solvent by adding 10 μL of each internal 
standard mixture per mL of ice-cold MS-grade methanol. For 
CSF samples, adjust the internal standard concentration by 
adding only 2 μL of each mixture per mL of methanol to the 
extraction solvent. This modification accounts for the lower 
lipid content of CSF compared to plasma. Prepare the extrac-
tion solvent fresh on the day of use in 40 mL glass vial (or lar-
ger), and store it on ice until extraction. 

4. Thaw the frozen samples on ice, and vortex thoroughly to 
ensure homogeneity prior to aliquoting. Transfer 10 μL o  
the thawed and vortexed sample into a new microcentrifuge 
tube (see Note 15). 

5. For plasma, serum, and urine, add 200 μL of extraction solvent 
to each 10 μL sample aliquot. For CSF, add only 100 μL of  
extraction solvent to each 10 μL sample aliquot. 

6. Vortex for 5 min using a rack vortexer. 

7. Centrifuge in a benchtop microcentrifuge for 10 min at 21,000 
RCF at 4 °C. Transfer the methanol supernatant to a new 
microcentrifuge tube (see Note 16). 

8. Place samples in the freezer at -20 °C for 1 h to allow further 
precipitation of proteins. 

9. Centrifuge in a benchtop microcentrifuge for 10 min at 21,000 
RCF at 4 °C. 

10. Transfer the methanol supernatant into 96-well LCMS plate 
with silanized conical glass inserts. Seal with a PTFE/silicone 
cap mat (see Note 12).
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11. If interested in separating glucosyl from galactosyl sphingoli-
pids, take a 50 μL aliquot from the methanol extract, evaporate 
it under a nitrogen stream for 1 h, and resuspend it in 50 μL of  
mobile phase A consisting of acetonitrile/isopropyl alcohol/ 
water 92.5/5/2.5 (vol/vol/vol) with 5 mM ammonium for-
mate and 0.5% formic acid (see Note 13). 

12. Proceed to analyze the sample on the LCMS, or store the plate 
at -80 °C until analysis (see Note 14). 

3.5 Multiplexed 

Lipidomics Assay in 

Positive 

Ionization Mode 

1. Prepare mobile phase A: acetonitrile/water 60/40 (vol/vol) 
with 10 mM ammonium formate and 0.1% formic acid. 

2. Prepare mobile phase B: isopropyl alcohol/acetonitrile 
90/10 (vol/vol) with 10 mM ammonium formate and 0.1% 
formic acid. 

3. Create the positive mode electrospray ionization mass spec-
trometry method using the following parameters: curtain gas 
at 40 psi; collision gas set at 9; ion spray voltage at 2000 V; 
temperature at 250 °C; ion source Gas 1 at 40 psi; ion source 
Gas 2 at 70 psi; entrance potential at 10 V; and collision cell exit 
potential at 15 V. Acquire data in MRM mode with the precur-
sor/product ions and CE values reported in Table 7. 

4. Use a dedicated ACQUITY Premier BEH C18 1.7 μm, 
2.1 × 100 mm LC column. For the LC analysis, inject 1 μL 
of the sample using a flow rate of 0.25 mL/min at 55 °C. Set 
the gradient program: 0.0–8.0 min from 45% B to 99% B, 
8.0–9.0 min at 99% B, 9.0–9.1 min to 45% B, and 
9.1–10.0 min at 45% B. 

5. Before starting the LCMS acquisition of a sample sequence, 
equilibrate the LCMS system by injecting three MS-grade 
methanol blanks. 

6. To test the suitability of the LCMS system, prepare a system 
suitability solution by diluting all internal standard mixtures in 
MS-grade methanol at 1:100 ratio. 

7. Inject the system suitability solution three times consecutively 
to ensure system stability and reproducibility. 

8. Before proceeding, ensure that the retention times and the 
peak areas are reproducible across the triplicate injections of 
the system suitability solution by monitoring the following 
internal standards: PC (15:0/18:1(d7)), LPC (18:1(d7)), cho-
lesterol(d7), and CE (18:1(d7)) (see Note 17). 

9. Before running the sample sequence, equilibrate the LC system 
by making two injections of a pooled sample extract. 

10. Run the sample sequence in a block-randomized order (see 
Note 18). 

11. Quantify the area ratios of endogenous lipids and surrogate 
internal standards (Table 7) using SCIEX OS 3.1.
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Table 7 
Acquisition parameters for lipid analysis in positive ionization mode 

Name Q1 Q3 CE (V) Internal standard 

1-O-Palmitoyl-Cer (d18:1/18:0) 786.8 502.5 35 TG (15:0/18:1(d7)/15:0) 

24-Hydroxycholesterol(d7) 392.30 374.50 20 

24-Hydroxycholesterol 385.3 367.3 20 24-Hydroxycholesterol(d7) 

3-O-SulfoLacCer (d18:1/18:0) 970.8 548.5 61 Glucosyl sphingosine(d5) 

4-beta-Hydroxycholesterol 420.3 385.3 15 Glucosyl sphingosine(d5) 

7-keto-Cholesterol 401.3 383.3 15 Glucosyl sphingosine(d5) 

Anandamide 348.4 62.1 23 LPC (18:1(d7)) 

CE (16:1) 640.6 369.3 26 CE (18:1(d7)) 

CE (18:1(d7)) 675.2 369.4 26 

CE (18:1) 668.6 369.3 26 CE (18:1(d7)) 

CE (18:2) 666.6 369.3 26 CE (18:1(d7)) 

CE (20:4) 690.6 369.3 26 CE (18:1(d7)) 

CE (20:5) 688.6 369.3 26 CE (18:1(d7)) 

CE (22:6)(OH) 730.6 369.2 25 CE (18:1(d7)) 

CE (22:6) 714.6 369.3 26 CE (18:1(d7)) 

CE HETE 706.6 369.2 25 CE (18:1(d7)) 

CE HODE 682.6 369.2 25 CE (18:1(d7)) 

CE HpODE 698.6 369.2 25 CE (18:1(d7)) 

CE oxoHETE 704.6 369.2 25 CE (18:1(d7)) 

CE oxoODE 680.6 369.2 25 CE (18:1(d7)) 

Cer (d16:1/16:0) 510.5 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d16:1/18:0) 538.6 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d16:1/22:0) 594.6 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d16:1/24:0) 622.6 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d16:1/24:1) 620.6 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d16:1/26:0) 650.6 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d16:1/26:1) 648.6 236.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:0/16:0) 540.6 266.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:0/18:0) 568.7 266.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:0/24:0) 652.9 266.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:0/24:1) 650.9 266.3 40 Cer (d18:1/16:0(d7))



Table 7

(continued)

Lipidomics and Metabolomics Profiling for Brain and Biofluid Samples 233

(continued)

Name Q1 Q3 CE (V) Internal standard 

Cer (d18:1/16:0(d7)) 545.5 271.4 40 

Cer (d18:1/16:0) phosphate 618.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/16:0) 538.5 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/18:0) 566.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/22:0) 622.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/23:0) 636.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/24:0) 650.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/24:1) 648.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/26:0) 678.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:1/26:1) 676.6 264.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/16:0) 536.5 262.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/18:0) 564.6 262.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/22:0) 620.6 262.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/24:0) 648.6 262.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/24:1) 646.6 262.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/26:0) 676.6 262.3 40 Cer (d18:1/16:0(d7)) 

Cer (d18:2/26:1) 674.6 262.3 40 Cer (d18:1/16:0(d7)) 

Cholesterol 369.3 369.3 10 Cholesterol(d7) 

Cholesterol(d7) 411.3 376.2 10 

Cholesteryl hexoside 566.6 369.3 17 CE (18:1(d7)) 

Cholic acid 426.3 355.3 20 CE (18:1(d7)) 

Coenzyme Q10 863.6 197.2 35 CE (18:1(d7)) 

Coenzyme Q10_ 880.7 197.2 35 CE (18:1(d7)) 

Coenzyme Q10_H2 882.7 197.2 35 CE (18:1(d7)) 

Coenzyme Q9 795.6 197.2 35 CE (18:1(d7)) 

Coenzyme Q9_ 812.9 197.2 35 CE (18:1(d7)) 

Coenzyme Q9_H2 814.9 197.2 35 CE (18:1(d7)) 

Corticosterone 347.1 329.1 35 CE (18:1(d7)) 

Cortisol 363.3 121.2 35 CE (18:1(d7)) 

Cortisone 361.2 163.2 35 CE (18:1(d7)) 

Desmosterol 367.5 147.1 30 Cholesterol(d7)
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(continued)

Name Q1 Q3 CE (V) Internal standard 

DG (15:0/18:1(d7)) 605.6 346.5 30 

DG (16:0_18:1) 612.4 313.3 30 DG (15:0/18:1(d7)) 

DG (16:0_20:4) 634.5 313.3 30 DG (15:0/18:1(d7)) 

DG (16:0_22:5) 660.6 313.3 30 DG (15:0/18:1(d7)) 

DG (16:0_22:6) 658.5 313.2 30 DG (15:0/18:1(d7)) 

DG (18:0_18:1) 640.4 341.3 30 DG (15:0/18:1(d7)) 

DG (18:0_20:4) 662.5 341.3 30 DG (15:0/18:1(d7)) 

DG (18:0_22:6) 686.6 341.3 30 DG (15:0/18:1(d7)) 

DG (18:1/18:1) 638.4 339.3 30 DG (15:0/18:1(d7)) 

DG (18:1_20:3) 662.6 339.3 30 DG (15:0/18:1(d7)) 

DG (18:1_20:4) 660.5 339.3 30 DG (15:0/18:1(d7)) 

DG (18:1_20:5) 658.6 339.3 30 DG (15:0/18:1(d7)) 

DG (18:1_22:5) 686.6 339.3 30 DG (15:0/18:1(d7)) 

DG (18:1_22:6) 684.6 339.3 30 DG (15:0/18:1(d7)) 

DG (18:2_20:4) 658.5 337.2 30 DG (15:0/18:1(d7)) 

DG (18:2_22:6) 682.6 337.3 30 DG (15:0/18:1(d7)) 

Deoxycholic acid 410.3 357.3 20 Glucosyl sphingosine(d5) 

GB3 (d18:1/16:0) 1025 520.5 40 GB3 (d18:1/18:0(d3)) 

GB3 (d18:1/18:0(d3)) 1056 551.6 40 

GB3 (d18:1/18:0) 1053 548.6 40 GB3 (d18:1/18:0(d3)) 

GB3 (d18:1/24:0) 1137 632.6 40 GB3 (d18:1/18:0(d3)) 

GB3 (d18:1/24:1) 1135 630.6 40 GB3 (d18:1/18:0(d3)) 

GlcCer (d18:1(d5)/18:0) 733.6 269.3 45 

GlcCer (d18:1/16:0(d3)) 703.7 264.3 51 

Glucosyl sphingosine(d5) 467.2 287.2 30 

GM1 (d18:1/16:0) 760.1 366.2 15 Glucosyl sphingosine(d5) 

Hex sphingosine d18:1 462.3 282.3 30 Glucosyl sphingosine(d5) 

Hex2 sphingosine d18:1 624.4 282.3 30 Glucosyl sphingosine(d5) 

Hex2Cer (d18:1/16:0) 862.6 264.3 40 LacCer (d18:1/16:0(d3)) 

Hex2Cer (d18:1/18:0) 890.7 264.3 40 LacCer (d18:1/16:0(d3)) 

Hex2Cer (d18:1/24:0) 974.8 264.3 40 LacCer (d18:1/16:0(d3))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

Hex2Cer (d18:1/24:1) 972.7 264.3 40 LacCer (d18:1/16:0(d3)) 

Hex2Cer (d18:2/16:0) 860.6 262.3 40 LacCer (d18:1/16:0(d3)) 

Hex2Cer (d18:2/18:0) 970.7 262.3 40 LacCer (d18:1/16:0(d3)) 

Hex2Cer (d18:2/24:0) 972.7 262.3 40 LacCer (d18:1/16:0(d3)) 

HexCer (d18:1/16:0) 700.6 264.3 40 GlcCer (d18:1(d5)/18:0) 

HexCer (d18:1/18:0) 728.6 264.3 40 GlcCer (d18:1(d5)/18:0) 

HexCer (d18:1/22:0) 784.7 264.4 40 GlcCer (d18:1(d5)/18:0) 

HexCer (d18:1/24:0) 812.7 264.3 40 GlcCer (d18:1(d5)/18:0) 

HexCer (d18:1/24:1) 810.7 264.3 40 GlcCer (d18:1(d5)/18:0) 

LacCer (d18:1/16:0(d3)) 865.6 264.3 40 

LPC (16:0) 496.3 184.1 40 LPC (18:1(d7)) 

LPC (16:1) 494.5 184.1 40 LPC (18:1(d7)) 

LPC (18:0) 524.3 184.1 40 LPC (18:1(d7)) 

LPC (18:1(d7)) 529.3 184.1 40 

LPC (18:1) 522.3 184.1 40 LPC (18:1(d7)) 

LPC (18:2) 520.3 184.1 40 LPC (18:1(d7)) 

LPC (20:4) 544.3 184.1 40 LPC (18:1(d7)) 

LPC (22:6) 568.3 184.1 40 LPC (18:1(d7)) 

LPC (24:0) 608.5 184.1 40 LPC (18:1(d7)) 

LPC (24:1) 606.5 184.1 40 LPC (18:1(d7)) 

LPC (26:0) 636.5 104.1 40 LPC (18:1(d7)) 

LPC (26:1) 634.5 104.1 40 LPC (18:1(d7)) 

LysoSM d18:1 465.5 184.1 40 LPC (18:1(d7)) 

LysoGB3 (d18:1(d7)) 793.5 289.3 46 

LysoGB3 (d18:1) 786.6 282.3 46 LysoGB3 (d18:1(d7)) 

LysoGB4 (d18:1) 990.6 264.3 52 LysoGB3 (d18:1(d7)) 

MG (16:0) 348.3 239.3 22 MG (18:1(d7)) 

MG (16:1) 346.3 237.3 22 MG (18:1(d7)) 

MG (18:0) 376.3 267.3 22 MG (18:1(d7)) 

MG (18:1(d7)) 381.3 272.5 22 

MG (18:1) 374.3 265.3 22 MG (18:1(d7))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

MG (20:4) 396.3 287.3 22 MG (18:1(d7)) 

N-Palmitoyl-O-phosphocholineserine 509.5 184.1 40 LPC (18:1(d7)) 

Oleoylethanolamine 326.3 62.1 23 LPC (18:1(d7)) 

Palmitoylethanolamine 300.3 62.1 23 LPC (18:1(d7)) 

PC (15:0/18:1(d7)) 754.6 184.1 40 

PC (16:0/5:0(CHO)) 594.5 184.1 40 LPC (18:1(d7)) 

PC (16:0/9:0(CHO)) 650.4 184.1 40 LPC (18:1(d7)) 

PC (16:0/9:0(COOH)) 666.4 184.1 40 LPC (18:1(d7)) 

PC (18:0/20:4(OH)) 826.6 184.1 40 PC (15:0/18:1(d7)) 

PC (18:0/20:4(OOH)) 842.6 184.1 40 PC (15:0/18:1(d7)) 

PC (34:1) 760.6 184.1 40 PC (15:0/18:1(d7)) 

PC (34:2)(OH) 774.6 184.1 40 PC (15:0/18:1(d7)) 

PC (36:1) 788.6 184.1 40 PC (15:0/18:1(d7)) 

PC (36:2) 786.6 184.1 40 PC (15:0/18:1(d7)) 

PC (36:4) 782.6 184.1 40 PC (15:0/18:1(d7)) 

PC (38:4) 810.6 184.1 40 PC (15:0/18:1(d7)) 

PC (38:6)(OH) 822.6 184.1 40 PC (15:0/18:1(d7)) 

PC (38:6) 806.6 184.1 40 PC (15:0/18:1(d7)) 

PC (40:5) 836.6 184.1 40 PC (15:0/18:1(d7)) 

PC (40:6)(OH) 850.6 184.1 40 PC (15:0/18:1(d7)) 

PC (40:6) 834.6 184.1 40 PC (15:0/18:1(d7)) 

PC (O-16:0/0:0) 482.3 184.1 40 LPC (18:1(d7)) 

PC (O-16:0/2:0) 524.3 184.2 40 LPC (18:1(d7)) 

PC (O-18:0/0:0) 510.3 184.1 40 LPC (18:1(d7)) 

PC (O-18:0/2:0) 552.5 184.1 40 LPC (18:1(d7)) 

PC (P-16:0/0:0) 480.3 184.1 40 LPC (18:1(d7)) 

PC (P-18:0/0:0) 508.3 184.1 40 LPC (18:1(d7)) 

PCp (34:0) 746.6 184.1 40 PC (15:0/18:1(d7)) 

PCp (34:1) 744.6 184.1 40 PC (15:0/18:1(d7)) 

PCp (34:2) 742.6 184.1 40 PC (15:0/18:1(d7)) 

PCp (34:3) 740.6 184.1 40 PC (15:0/18:1(d7))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

PCp (36:2) 770.6 184.1 40 PC (15:0/18:1(d7)) 

PE (15:0/18:1(d7)) 711.6 570.5 40 

PE (18:0/20:4(OH)) 784.5 643.4 40 PE (15:0/18:1(d7)) 

PE (18:0/20:4(OOH)) 800.5 659.4 40 PE (15:0/18:1(d7)) 

PE (34:1) 718.6 577.6 40 PE (15:0/18:1(d7)) 

PE (36:1) 746.6 605.5 40 PE (15:0/18:1(d7)) 

PE (36:2) 744.6 603.5 40 PE (15:0/18:1(d7)) 

PE (36:4) 740.6 599.5 40 PE (15:0/18:1(d7)) 

PE (38:4) 768.6 627.5 40 PE (15:0/18:1(d7)) 

PE (38:5) 766.6 625.5 40 PE (15:0/18:1(d7)) 

PE (38:6) 764.6 623.5 40 PE (15:0/18:1(d7)) 

PE (38:6)OH 780.6 639.5 40 PE (15:0/18:1(d7)) 

PE (40:4) 796.6 655.5 40 PE (15:0/18:1(d7)) 

PE (40:5) 794.6 653.5 40 PE (15:0/18:1(d7)) 

PE (40:6) 792.6 651.5 40 PE (15:0/18:1(d7)) 

PE (40:6)OH 808.6 667.5 40 PE (15:0/18:1(d7)) 

PE (40:7) 790.6 649.5 40 PE (15:0/18:1(d7)) 

Sitosterol 397.5 161.2 30 Cholesterol(d7) 

Sitosteryl hexoside 594.6 397.4 17 CE (18:1(d7)) 

SM (d18:1(d9)/18:1) 738.7 184.1 40 

SM d32:1 675.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d34:1 703.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d34:2 701.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d36:1 731.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d36:2 729.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d36:3 727.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d40:1 787.6 184.1 40 SM (d18:1(d9)/18:1) 

SM d41:1 801.7 184.1 40 SM (d18:1(d9)/18:1) 

SM d42:1 815.7 184.1 40 SM (d18:1(d9)/18:1) 

SM d42:2 813.7 184.1 40 SM (d18:1(d9)/18:1) 

Sphinganine 1-phosphate d18:0 382.3 266.3 25 Sphingosine 1-phosphate d18:1(d7)
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(continued)

Name Q1 Q3 CE (V) Internal standard 

Sphinganine d18:0 302.2 284.3 20 Sphingosine d18:1(d7) 

Sphingosine 1-phosphate d18:1 380.3 264.3 25 Sphingosine 1-phosphate d18:1(d7) 

Sphingosine 1-phosphate d18:1(d7) 387.3 271.3 25 

Sphingosine d16:1 272.2 254.3 20 Sphingosine d18:1(d7) 

Sphingosine d17:1 286.2 268.3 20 Sphingosine d18:1(d7) 

Sphingosine d18:1 300.2 282.3 20 Sphingosine d18:1(d7) 

Sphingosine d18:1(d7) 307.3 289.3 20 

Sphingosine d18:2 298.2 280.3 20 Sphingosine d18:1(d7) 

TG (15:0/18:1(d7)/15:0) 829.8 570.8 40 

TG (18:0_36:1) 906.8 605.5 40 TG (15:0/18:1(d7)/15:0) 

TG (18:0_36:2) 904.7 603.4 40 TG (15:0/18:1(d7)/15:0) 

TG (18:0_36:3) 902.7 601.4 40 TG (15:0/18:1(d7)/15:0) 

TG (18:1_34:2) 874.7 575.4 40 TG (15:0/18:1(d7)/15:0) 

TG (18:1_34:3) 872.7 573.4 40 TG (15:0/18:1(d7)/15:0) 

TG (18:1_34:4) 870.6 571.3 40 TG (15:0/18:1(d7)/15:0) 

TG (18:1_36:0) 900.7 601.4 40 TG (15:0/18:1(d7)/15:0) 

TG (18:1_38:2) 930.8 631.5 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_32:1) 870.6 549.3 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_34:0) 900.6 579.3 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_34:1) 898.6 577.3 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_34:2) 896.6 575.3 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_34:3) 894.6 573.3 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_36:0) 928.8 607.5 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_36:1) 926.7 605.4 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_36:2) 924.7 603.4 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_36:3) 922.7 601.4 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_36:4) 920.7 599.4 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_36:5) 918.6 597.3 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_38:1) 954.7 633.4 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_38:2) 952.7 631.4 40 TG (15:0/18:1(d7)/15:0) 

TG (20:4_38:3) 950.7 629.4 40 TG (15:0/18:1(d7)/15:0) 

TG (22:6_36:2) 948.7 603.4 40 TG (15:0/18:1(d7)/15:0)
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(continued)

Name Q1 Q3 CE (V) Internal standard 

TG (22:6_36:3) 946.7 601.4 40 TG (15:0/18:1(d7)/15:0) 

TG (22:6_36:4) 944.7 599.4 40 TG (15:0/18:1(d7)/15:0) 

TG (22:6_38:1) 978.7 633.4 40 TG (15:0/18:1(d7)/15:0) 

TG (22:6_38:2) 976.7 631.4 40 TG (15:0/18:1(d7)/15:0) 

TG (54:6) [NL-22:6] 896.8 551.5 40 TG (15:0/18:1(d7)/15:0) 

TG (54:7) [NL-20:5] 894.8 575.5 40 TG (15:0/18:1(d7)/15:0) 

TG (54:7) [NL-22:6] 894.8 549.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:6) [NL-20:4] 924.8 603.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:6) [NL-22:5] 924.8 577.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:7) [NL-20:4] 922.8 601.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:7) [NL-20:5] 922.8 603.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:7) [NL-22:5] 922.8 575.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:7) [NL-22:6] OH 938.8 577.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:7) [NL-22:6] 922.8 577.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:8) [NL-20:4] 920.8 599.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:8) [NL-20:5] 920.8 601.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:8) [NL-22:6] 920.8 575.5 40 TG (15:0/18:1(d7)/15:0) 

TG (56:9) [NL-22:6] 918.8 573.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-50:1) [NL-16:0] 836.8 563.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-50:1) [NL-18:1] 836.8 537.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-50:2) [NL-16:1] 834.8 563.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-50:2) [NL-18:1] 834.8 535.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-50:2) [NL-18:2] 834.8 537.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-52:0) [NL-16:0] 866.8 593.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-52:1) [NL-16:0] 864.8 591.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-52:1) [NL-18:1] 864.8 565.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-52:2) [NL-16:0] 862.8 589.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-52:2) [NL-18:1] 862.8 563.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-54:2) [NL-18:1] 890.8 591.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-54:3) [NL-18:1] 888.8 589.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-54:4) [NL-18:2] 886.8 589.5 40 TG (15:0/18:1(d7)/15:0) 

TG (O-54:4) [NL-18:2] 886.8 589.5 40 TG (15:0/18:1(d7)/15:0)
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3.6 Multiplexed 

Lipidomics Assay in 

Negative 

Ionization Mode 

1. Prepare mobile phase A: acetonitrile/water 60/40 (vol/vol) 
with 10 mM ammonium acetate. 

2. Prepare mobile phase B: isopropyl alcohol/acetonitrile 
90/10 (vol/vol) with 10 mM ammonium acetate. 

3. Create the negative mode electrospray ionization mass spec-
trometry method using the following parameters: curtain gas at 
40 psi; collision gas set at 9; ion spray voltage at -2000 V; 
temperature at 450 °C; ion source Gas 1 at 40 psi; ion source 
Gas 2 at 70 psi; entrance potential at -10 V; and collision cell 
exit potential at -15 V. Acquire data in MRM mode with the 
precursor/product ions and CE values reported in Table 8. 

4. Use a dedicated ACQUITY Premier BEH C18 1.7 μm, 
2.1 × 100 mm LC column. For the LC analysis, inject 1 μL 
of the sample using a flow rate of 0.25 mL/min at 55 °C. Set 
the gradient program: 0.0–8.0 min from 45% B to 99% B, 
8.0–9.0 min at 99% B, 9.0–9.1 min to 45% B, and 
9.1–10.0 min at 45% B. 

5. Before starting the LCMS acquisition of a sample sequence, 
equilibrate the LCMS system by injecting three MS-grade 
methanol blanks. 

6. To test the suitability of the LCMS system, prepare a system 
suitability solution by diluting all internal standard mixtures in 
MS-grade methanol at 1:100 ratio. 

7. Inject the system suitability solution three times consecutively 
to ensure system stability and reproducibility. 

8. Before proceeding, ensure that the retention times and the 
peak areas are reproducible across the triplicate injections of 
the system suitability solution by monitoring the following 
internal standards: BMP (14:0/14:0), LPE (18:1(d7)), PA 
(15:0/18:1(d7)), PE (15:0/18:1(d7)), PG (15:0/18:1(d7)), 
PI (15:0/18:1(d7)), PS (15:0/18:1(d7)), and GM3 (d18:1)/ 
18:0(d5)) (see Note 17). 

9. Before running the sample sequence, equilibrate the LC system 
by making two injections of a pooled sample extract. 

10. Run the sample sequence in a block-randomized order (see 
Note 18). 

11. Quantify the area ratios of endogenous lipids and surrogate 
internal standards (Table 8) using SCIEX OS 3.1. 

3.7 Multiplexed 

Metabolomics Assay 

1. Prepare mobile phase A: water with 10 mM ammonium for-
mate and 0.1% formic acid. 

2. Prepare mobile phase B: acetonitrile with 0.1% formic acid. 

3. Create a positive mode electrospray ionization mass spectrom-
etry method using the following parameters: curtain gas at
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Table 8 
Acquisition parameters for lipid analysis in negative ionization mode 

Name Q1 Q3 CE (V) Internal standard 

12-HETE 319.2 179.1 -22 12-HETE-d8 

12-HETE-d8 327.2 184.1 -22 

13-HODE 295.2 195.1 -21 12-HETE-d8 

14(15)-EpETE 317.2 207.1 -22 12-HETE-d8 

14,15-DiHETE 335.2 207.1 -22 12-HETE-d8 

15-deoxy-PGJ2 315.2 271.1 -20 12-HETE-d8 

15-HETE 319.2 219.1 -22 15-HETE-d8 

15-HETE-d8 327.2 226.1 -22 

15-keto-PGF2-alpha 351.2 113.1 -35 6-keto-PGF1-alpha-d4 

16(17)-EpDPE 343.2 233.2 -22 15-HETE-d8 

17(18)-EpETE 317.2 259.2 -22 15-HETE-d8 

17,18-DiHETE 335.2 247.2 -22 15-HETE-d8 

17-HDoHE 343.2 281.3 -22 15-HETE-d8 

5-HEPE 317.2 115.1 -22 5-HETE-d8 

5-HETE 319.2 115.1 -21 5-HETE-d8 

5-HETE-d8 327.2 116.1 -22 

6-keto-PGF1-alpha 369 163 -20 6-keto-PGF1-alpha-d4 

6-keto-PGF1-alpha-d4 373 167 -20 

8-HETE 319.2 155.1 -22 5-HETE-d8 

9-HODE 295.2 171.1 -21 5-HETE-d8 

Arachidonic acid (d8) 311.3 267.1 -19 

Arachidonic acid 303.2 259.1 -19 Arachidonic acid (d8) 

BMP (14:0/14:0) 665.3 227.2 -50 

BMP (16:0_18:1) 747.5 255.4 -50 BMP (14:0/14:0) 

BMP (16:0_20:4) 769.5 255.4 -50 BMP (14:0/14:0) 

BMP (16:0_22:6) 795.5 255.4 -50 BMP (14:0/14:0) 

BMP (16:1/16:1) 717.5 253.1 -50 BMP (14:0/14:0) 

BMP (18:0_18:1) 775.5 281.4 -50 BMP (14:0/14:0) 

BMP (18:0_20:4) 797.5 283.4 -50 BMP (14:0/14:0) 

BMP (18:0_22:6) 823.5 283.4 -50 BMP (14:0/14:0) 

BMP (18:1/18:1) 773.5 281.3 -50 BMP (14:0/14:0)
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(continued)

Name Q1 Q3 CE (V) Internal standard 

BMP (20:4/20:4) 817.5 303.3 -50 BMP (14:0/14:0) 

BMP (22:6/22:6) 865.5 327.3 -50 BMP (14:0/14:0) 

Cholesterol sulfate 465.3 96.7 -50 Arachidonic acid (d8) 

CL (14:0/14:0/14:0/14:0) 619.5 227.2 -50 

CL (72:6/18:2) 725.7 279.2 -50 CL (14:0/14:0/14:0/14:0) 

CL (72:7/18:2) 724.7 279.2 -50 CL (14:0/14:0/14:0/14:0) 

CL (72:8/18:2) 723.7 279.3 -50 CL (14:0/14:0/14:0/14:0) 

CL (74:9/18:2) 736.7 279.2 -50 CL (14:0/14:0/14:0/14:0) 

DHA 327.2 229.1 -19 Arachidonic acid (d8) 

EPA 301.3 257.1 -19 Arachidonic acid (d8) 

GD1a/b (d34:1) 903.5 290.1 -50 GM3 (d18:1/18:0(d5)) 

GD1a/b (d36:1) 917.5 290.1 -50 GM3 (d18:1/18:0(d5)) 

GD1a/b (d38:1) 931.5 290.1 -50 GM3 (d18:1/18:0(d5)) 

GD3 (d34:1) 720.5 290.1 -50 GM3 (d18:1/18:0(d5)) 

GD3 (d36:1) 734.5 290.1 -50 GM3 (d18:1/18:0(d5)) 

GD3 (d38:1) 748.5 290.1 -50 GM3 (d18:1/18:0(d5)) 

GM1 (d18:1)/17:0) 1530.8 290.1 -80 

GM1 (d34:1) 1516.7 290.1 -80 GM1 (d18:1)/17:0) 

GM1 (d36:1) 1544.7 290.1 -80 GM1 (d18:1)/17:0) 

GM1 (d38:1) 1572.7 290.1 -80 GM1 (d18:1)/17:0) 

GM2 (d18:1)/18:0(d3)) 1385.7 290.1 -80 

GM2 (d34:1) 1354.7 290.1 -80 GM2 (d18:1/18:0(d3)) 

GM2 (d36:1) 1382.7 290.1 -80 GM2 (d18:1/18:0(d3)) 

GM2 (d38:1) 1410.7 290.1 -80 GM2 (d18:1/18:0(d3)) 

GM3 (d18:1)/18:0(d5)) 1184.8 290.1 -65 

GM3 (d34:1) 1151.7 290.1 -65 GM3 (d18:1/18:0(d5)) 

GM3 (d36:1) 1179.8 290.1 -65 GM3 (d18:1/18:0(d5)) 

GM3 (d38:1) 1207.8 290.1 -65 GM3 (d18:1/18:0(d5)) 

GQ1b (d34:1) 796.5 290.1 -55 GM3 (d18:1/18:0(d5)) 

GQ1b (d36:1) 805.4 290.1 -55 GM3 (d18:1/18:0(d5)) 

GQ1b (d38:1) 814.4 290.1 -55 GM3 (d18:1/18:0(d5))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

GT1a/b (d34:1) 1049.3 290.1 -35 GM3 (d18:1/18:0(d5)) 

GT1a/b (d36:1) 1063.3 290.1 -35 GM3 (d18:1/18:0(d5)) 

GT1a/b (d38:1) 1077.3 290.1 -35 GM3 (d18:1/18:0(d5)) 

Hemi-BMP ((14:0/14:0)_14:0) 875.5 227.3 -50 

Hemi-BMP ((18:1/18:1)_16:0) 1011.7 281.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((18:1/18:1)_18:0) 1039.7 281.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((18:1/18:1)_18:1) 1037.7 281.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((20:4/20:4)_16:0) 1055.8 303.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((20:4/20:4)_18:0) 1183.8 303.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((20:4/20:4)_18:1) 1181.8 303.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((20:4/20:4)_20:4) 1103.8 303.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((22:6/22:6)_16:0) 1103.7 327.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((22:6/22:6)_18:0) 1131.7 327.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Hemi-BMP ((22:6/22:6)_18:1) 1129.7 327.3 -50 Hemi-BMP ((14:0/14:0)_14:0) 

Linoleic acid 279.2 261.3 -20 Arachidonic acid (d8) 

Linolenic acid 277.2 277.2 -20 Arachidonic acid (d8) 

LPA (16:0) 409.3 255.3 -50 LPE (18:1(d7)) 

LPA (18:0) 423.3 283.3 -50 LPE (18:1(d7)) 

LPA (18:1) 421.3 281.3 -50 LPE (18:1(d7)) 

LPE (16:0) 452.2 255.3 -50 LPE (18:1(d7)) 

LPE (18:0) 480.31 283.3 -50 LPE (18:1(d7)) 

LPE (18:1(d7)) 485.3 288.3 -50 

LPEp (16:0) 436.3 196.1 -50 LPEp (18:1(d7)) 

LPEp (18:0) 464.3 196.1 -50 LPEp (18:1(d7)) 

LPEp (18:1(d7)) 485.3 196.1 -50 

LPEp (18:1) 462.3 196.1 -50 LPEp (18:1(d7)) 

LPG (16:0) 483.3 255.3 -50 LPE (18:1(d7)) 

LPG (18:0) 511.3 283.3 -50 LPE (18:1(d7)) 

LPG (18:1) 509.3 281.3 -50 LPE (18:1(d7)) 

LPG (20:4) 531.3 303.3 -50 LPE (18:1(d7)) 

LPG (22:6) 555.3 327.3 -50 LPE (18:1(d7))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

LPI (16:0) 571.3 241.1 -50 LPE (18:1(d7)) 

LPI (18:0) 599.3 241.1 -50 LPE (18:1(d7)) 

LPS (16:0) 496.3 255.3 -50 LPE (18:1(d7)) 

LPS (18:0) 524.3 283.3 -50 LPE (18:1(d7)) 

LPS (18:1) 522.3 281.3 -50 LPE (18:1(d7)) 

LPS (20:4) 544.3 303.3 -50 LPE (18:1(d7)) 

LPS (22:6) 568.3 327.3 -50 LPE (18:1(d7)) 

LTB4 335 195 -22 PGE2-d4 

Oleic acid 281.2 263.3 -20 Arachidonic acid (d8) 

PA (15:0/18:1(d7)) 666.52 241.3 -50 

PA (16:0_18:1) 673.5 255.3 -50 PA (15:0/18:1(d7)) 

PA (18:0_18:1) 701.5 283.3 -50 PA (15:0/18:1(d7)) 

PA (18:0_20:4) 723.5 283.3 -50 PA (15:0/18:1(d7)) 

PA (18:0_22:6) 747.5 283.3 -50 PA (15:0/18:1(d7)) 

PA (18:1/18:1) 699.5 281.3 -50 PA (15:0/18:1(d7)) 

PA (20:4/20:4) 743.5 327.3 -50 PA (15:0/18:1(d7)) 

PA (22:6/22:6) 791.5 327.3 -50 PA (15:0/18:1(d7)) 

Palmitic acid 255.1 255.2 -20 Arachidonic acid (d8) 

Palmitoleic acid 253.1 253.3 -20 Arachidonic acid (d8) 

PE (15:0/18:1(d7)) 709.6 241.3 -50 PE (15:0/18:1(d7)) 

PE (O-16:0/20:4) 724.5 303.2 -50 PE (15:0/18:1(d7)) 

PE (O-16:0/22:6) 748.5 327.2 -50 PE (15:0/18:1(d7)) 

PE (O-18:0/20:4) 752.6 303.2 -50 PE (15:0/18:1(d7)) 

PE (O-18:0/22:6) 776.6 327.2 -50 PE (15:0/18:1(d7)) 

PE (P-16:0/20:4) 722.6 303.3 -50 PE (15:0/18:1(d7)) 

PE (P-16:0/20:5) 720.6 301.3 -50 PE (15:0/18:1(d7)) 

PE (P-16:0/22:4) 750.6 331.3 -50 PE (15:0/18:1(d7)) 

PE (P-16:0/22:6) 746.6 327.3 -50 PE (15:0/18:1(d7)) 

PE (P-18:0/18:1) 728.6 281.3 -50 PE (15:0/18:1(d7)) 

PE (P-18:0/18:2) 726.6 279.2 -50 PE (15:0/18:1(d7)) 

PE (P-18:0/20:4) 750.6 303.3 -50 PE (15:0/18:1(d7))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

PE (P-18:0/20:5) 748.6 301.3 -50 PE (15:0/18:1(d7)) 

PE (P-18:0/22:6) 774.6 327.3 -50 PE (15:0/18:1(d7)) 

PE (P-18:0/22:6)OH 790.6 343.3 -50 PE (15:0/18:1(d7)) 

PE (P-18:1/20:4) 748.5 303.3 -50 PE (15:0/18:1(d7)) 

PE (P-18:1/22:6) 772.5 327.3 -50 PE (15:0/18:1(d7)) 

PEth (16:0_18:1) 772.5 255.1 -50 PE (15:0/18:1(d7)) 

PEth (18:1/18:1) 773.6 281.2 -50 PE (15:0/18:1(d7)) 

PG (15:0/18:1(d7)) 740.6 241.3 -50 

PG (16:0_18:1) 747.5 255.3 -50 PG (15:0/18:1(d7)) 

PG (16:0_20:4) 769.5 255.3 -50 PG (15:0/18:1(d7)) 

PG (16:0_22:6) 795.5 255.3 -50 PG (15:0/18:1(d7)) 

PG (18:0_18:1) 775.5 281.3 -50 PG (15:0/18:1(d7)) 

PG (18:0_20:4) 797.5 283.3 -50 PG (15:0/18:1(d7)) 

PG (18:0_22:6) 823.5 283.3 -50 PG (15:0/18:1(d7)) 

PG (18:1/18:1) 773.4 281.4 -50 PG (15:0/18:1(d7)) 

PGD2 351.2 233.1 -16 PGE2-d4 

PGE2 and PGD2 351.2 189.1 -25 PGE2-d4 

PGE2 351.2 175.1 -25 PGE2-d4 

PGE2-d4 355.2 193.1 -22 

PGF2-alpha 353.2 193.1 -34 PGF2-alpha-d4 

PGF2-alpha-d4 357 197 -35 

PGJ2 333.2 271.1 -22 PGF2-alpha-d4 

PI (15:0/18:1(d7)) 828.6 241.3 -50 

PI (16:0_18:1) 835.6 255.3 -50 PI (15:0/18:1(d7)) 

PI (16:0_20:4) 857.6 255.3 -50 PI (15:0/18:1(d7)) 

PI (16:0_22:6) 881.6 255.3 -50 PI (15:0/18:1(d7)) 

PI (18:0_18:1) 863.6 283.3 -50 PI (15:0/18:1(d7)) 

PI (18:0_20:4) 885.6 283.3 -50 PI (15:0/18:1(d7)) 

PI (18:0_22:6) 909.6 283.3 -50 PI (15:0/18:1(d7)) 

PI (18:1/18:1) 861.6 281.3 -50 PI (15:0/18:1(d7)) 

PI (20:4/20:4) 905.6 303.3 -50 PI (15:0/18:1(d7))
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(continued)

Name Q1 Q3 CE (V) Internal standard 

PS (15:0/18:1(d7)) 753.6 241.3 -50 

PS (16:0_18:1) 760.6 255.3 -50 PS (15:0/18:1(d7)) 

PS (16:0_20:4) 782.6 255.3 -50 PS (15:0/18:1(d7)) 

PS (16:0_22:6) 806.6 255.3 -50 PS (15:0/18:1(d7)) 

PS (18:0_18:1) 788.6 283.3 -50 PS (15:0/18:1(d7)) 

PS (18:0_20:4) 810.6 283.3 -50 PS (15:0/18:1(d7)) 

PS (18:0_22:6) 834.6 283.3 -50 PS (15:0/18:1(d7)) 

PS (18:1/18:1) 786.6 281.3 -50 PS (15:0/18:1(d7)) 

PS (22:6/22:6) 878.5 327.3 -50 PS (15:0/18:1(d7)) 

Sphingosine 1-phosphate (d18:1(d7)) 385.3 79.2 -50 

Sphingosine 1-phosphate (d18:1) 378.3 79.2 -50 Sphingosine 1-phosphate (d18:1(d7)) 

Stearic acid 283.2 265.3 -20 Arachidonic acid (d8) 

Sulfatide (d34:1) 778.5 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d36:1(OH)) 822.6 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d36:1) 806.6 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d42:1(OH)) 906.7 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d42:1) 890.7 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d42:2(OH)) 904.7 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d42:2) 888.7 97 -150 Sulfatide (d18:1/18:0(d3)) 

Sulfatide (d18:1/18:0(d3)) 809.6 97 -150 

TXB2 369.2 169.1 -22 TXB2-d4 

TXB2-d4 373 173 -22 

40 psi; collision gas at 9; ion spray voltage at 1600 V; the 
temperature at 350 °C; ion source Gas 1 at 30 psi; ion source 
Gas 2 at 50 psi; entrance potential at 10 V; and collision cell exit 
potential at 10 V. Acquire data in MRM mode with the precur-
sor/product ions and CE values reported in Table 9. 

4. For the LC analysis, use an ACQUITY Premier BEH amide 
1.7 μm, 2.1 × 150 mm LC column. Inject 1 μL of the sample 
using a flow rate of 0.40 mL/min at 40 °C. Program the 
gradient as follows: 0.0–1.0 min at 95% B; 1.0–7.0 min to 
50% B; 7.0–7.1 min to 95% B; and 7.1–10.0 min at 95% B.
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Table 9 
Acquisition parameters for metabolite analysis in positive ionization mode 

Name Q1 Q3 CE(V) Internal standard 

1-Methylhistidine 170 124 20 Phenylalanine-13C6 

1-Methylnicotinamide 137 94 20 Phenylalanine-13C6 

1-Methylxanthine 167 110 30 Phenylalanine-13C6 

1-Methylxanthosine 299 187.1 30 Phenylalanine-13C6 

2-Aminobenzoic acid 138.1 92 20 Phenylalanine-13C6 

3-Hydroxybutyric acid 105 87 20 Phenylalanine-13C6 

3-Hydroxykynurenine 225.1 179.1 15 Phenylalanine-13C6 

3-Hydroxy-N6,N6,N6-Trimethyllysine 205.2 128.1 25 Phenylalanine-13C6 

3-Hydroxytyrosol 137.1 119 20 Phenylalanine-13C6 

3-Methoxytyramine 168.1 151.1 25 Phenylalanine-13C6 

3-Methoxytyrosine 212.1 166.1 20 Phenylalanine-13C6 

3-Methylxanthine 167 69 30 Phenylalanine-13C6 

3-Methylxanthosine 299.1 187.1 30 Phenylalanine-13C6 

4-Hydroxyproline 132 68.1 20 Phenylalanine-13C6 

4-Trimethylammoniobutanal 130.1 71.1 20 Phenylalanine-13C6 

5-Glutamylalanine 219.1 90.1 12 Phenylalanine-13C6 

5-Hydroxyindoleacetic acid 192.07 146.1 20 Phenylalanine-13C6 

5-Hydroxytryptophan 221.1 175 20 Phenylalanine-13C6 

5′-Methylthioadenosine 298 136 20 Phenylalanine-13C6 

6-Aminouracil 128 85 19 Phenylalanine-13C6 

7-alpha-Hydroxy-3-oxo-4-cholestenoate 431.3 395.3 15 Phenylalanine-13C6 

7-Methylguanine 166.1 124.1 25 Phenylalanine-13C6 

7-Methylguanosine 298 166 20 Phenylalanine-13C6 

7-Methylxanthine 167.1 69 30 Phenylalanine-13C6 

7-Methylxanthosine 299.2 167.1 30 Phenylalanine-13C6 

8-Hydroxy-deoxyguanosine 284.1 140 20 Phenylalanine-13C6 

8-Hydroxyguanosine 300 168 20 Phenylalanine-13C6 

9-Hexadecenoylcarnitine 398.3 85 35 Isovalerylcarnitine-d3 

Acetylcarnitine 204.1 85 25 Acetylcarnitine-d3 

Acetylcarnitine-d3 207.14 85 25 

Adenine 136.1 119 30 Phenylalanine-13C6
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(continued)

Name Q1 Q3 CE(V) Internal standard 

Adenosine diphosphate ribose 560.1 136.1 30 Phenylalanine-13C6 

Adenosine 268.15 136.1 27 Phenylalanine-13C6 

Adenosylcobalamin 801.5 676.3 31 Phenylalanine-13C6 

AICA-riboside 259 110 20 Phenylalanine-13C6 

Alanine 90.1 44.2 20 Alanine-d4 

Alanine-d4 94.08 48.1 25 

Allantoin 159.1 116 25 Phenylalanine-13C6 

Alpha-tocopherol 431.4 165.1 20 Phenylalanine-13C6 

Anserine 241.2 109.2 25 Anserine-d4 

Anserine-d4 245.2 109.2 25 

Arabitol 153.1 153.1 10 Phenylalanine-13C6 

Arginine 175.12 70 27 Arginine-13C5d4 

Arginine-13C5d4 180.1 75 27 

Ascorbate 177 95 20 Phenylalanine-13C6 

Asparagine 133.06 74.1 15 Aspartic acid-d3 

Aspartic acid 134.1 74.1 18 Aspartic acid-d3 

Aspartic acid-d3 137.1 75.1 18 

Asymmetric dimethylarginine 203.15 70.3 40 Arginine-13C5d4 

Betaine 118.1 59.1 20 Phenylalanine-13C6 

Bilirubin 585.3 299.1 20 Phenylalanine-13C6 

Butyrobetaine 146.1 87 20 Phenylalanine-13C6 

Butyrylcarnitine 232.2 85 30 Butyrylcarnitine-d3 

Butyrylcarnitine-d3 235.16 85 30 

Cadaverine 102.9 86.1 14 Phenylalanine-13C6 

cADPRibose 542.1 136.1 30 Phenylalanine-13C6 

Caffeine 195.1 138 20 Phenylalanine-13C6 

Capsaicin 306.2 137.1 20 Phenylalanine-13C6 

Carnitine 162.1 103.1 20 Carnitine-d9 

Carnitine-d9 171.16 85 20 

Carnosine 227.2 110.1 28 Carnosine-d4 

Carnosine-d4 231.1 110.1 25
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(continued)

Name Q1 Q3 CE(V) Internal standard 

Choline 104 60 21 Phenylalanine-13C6 

Citrulline 176.1 113.1 12 Citrulline-d2 

Citrulline-d2 178.11 115.1 12 

Cotinine 177.1 80 32 Phenylalanine-13C6 

Creatine 132 90 18 Phenylalanine-13C6 

Creatinine 114 44.1 22 Creatinine-d3 

Creatinine-d3 117 86 15 

Curcumin 369 177 30 Phenylalanine-13C6 

Cyanocobalamin 678.5 997.5 28 Phenylalanine-13C6 

Cystathionine 223.1 134 15 Phenylalanine-13C6 

Cysteine 122.03 76.02 15 Phenylalanine-13C6 

Cysteinylglycine 179.1 162.2 15 Phenylalanine-13C6 

Cystine 241 74 25 Phenylalanine-13C6 

Cytosine 112.1 94.9 25 Phenylalanine-13C6 

Decanoylcarnitine 316.2 85 35 Octanoylcarnitine-d3 

Demethoxycurcumin 339.1 255.2 25 Phenylalanine-13C6 

Deoxyadenosine 252.1 136 20 Phenylalanine-13C6 

Deoxyguanosine 268.1 152 20 Phenylalanine-13C6 

Deoxyinosine 253 137 20 Phenylalanine-13C6 

Dimethylethanolamine 90 72 15 Phenylalanine-13C6 

Dimethylglycine 104.02 58 21 Phenylalanine-13C6 

Dodecanoylcarnitine 343.3 85 30 Octanoylcarnitine-d3 

Dopa 198 152 20 Alanine-d4 

Dopamine 3-o-sulfate 234 137.1 15 Alanine-d4 

Dopamine 4-o-sulfate 234.1 137.2 15 Alanine-d4 

Dopamine 154 137 13 Alanine-d4 

Epinephrine 166 107 20 Phenylalanine-13C6 

Ergothioneine 230.1 127 22 Phenylalanine-13C6 

Ethanolamine 62 44.2 12 Phenylalanine-13C6 

Formylanthranilic acid 166 120 16 Phenylalanine-13C6 

Gamma-aminobutyric acid 104.1 87 13 Phenylalanine-13C6



Table 9

(continued)

250 Bonne M. Thompson and Giuseppe Astarita

(continued)

Name Q1 Q3 CE(V) Internal standard 

Gamma-Glutamylcysteine 251.1 122.02 15 Phenylalanine-13C6 

Glucosamine 180 162 20 Phenylalanine-13C6 

Glucose 202.8 202.8 10 Phenylalanine-13C6 

Glutamate-d3 151 133.1 20 

Glutamic acid 148.06 84.04 20 Glutamate-d3 

Glutamine 147.08 84 15 Glutamate-d3 

Glutathione disulfide 613.2 355.1 25 Phenylalanine-13C6 

Glutathione 308.1 179.1 17 Phenylalanine-13C6 

Glycerophosphocholine 258.1 104 16 Phenylalanine-13C6 

Glycine 76.04 30 25 Glycine-15N13C2 

Glycine-15N13C2 78.0 32.0 25 

Guanine 152.2 110 20 Phenylalanine-13C6 

Guanosine 284.1 152 20 Phenylalanine-13C6 

Hexanoylcarnitine 260.2 85 35 Isovalerylcarnitine-d3 

Histamine 112.09 95 20 Phenylalanine-13C6 

Histidine 156.08 110.07 16 Arginine-13C5d4 

Homocarnosine 241.1 110.1 25 Phenylalanine-13C6 

Homocysteine 136.12 90.1 17 Phenylalanine-13C6 

Homoserine 120.15 56.2 24 Phenylalanine-13C6 

Hydroxybutyrylcarnitine 248.2 85 30 Propionylcartinine-d3 

Hydroxyhexanoylcarnitine 276.2 85 30 Propionylcartinine-d3 

Hydroxyisovaleroyl carnitine 262.2 85 30 Propionylcartinine-d3 

Hydroxypropionylcarnitine 234.1 85 30 Propionylcartinine-d3 

Hypoxanthine 137.2 118.8 20 Phenylalanine-13C6 

Imidazoleacetic acid 127 81 20 Phenylalanine-13C6 

Indole 118 91 20 Phenylalanine-13C6 

Inosine 269.1 137.01 20 Phenylalanine-13C6 

Isoleucine 132.1 86.01 15 Leucine-d3 

Isovalerylcarnitine 246.2 85 33 Isovalerylcarnitine-d3 

Isovalerylcarnitine-d3 255.2 85 30 

Kynurenic acid 190.05 116 36 Phenylalanine-13C6
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(continued)

Name Q1 Q3 CE(V) Internal standard 

Kynurenine 209 146 25 Phenylalanine-13C6 

Leucine 132.1 86.01 15 Leucine-d3 

Leucine-d3 135.1 89.1 15 

Linoleyl carnitine 424.3 85 45 Palmitoylcarnitine-d3 

LPC (18:1(d7)) 529.3 184.1 40 

Lysine 147.11 84 20 Arginine-13C5d4 

Mannitol 183 69 20 Phenylalanine-13C6 

Mannose 202.81 202.81 15 Phenylalanine-13C6 

Melatonin 233.1 174.1 20 Phenylalanine-13C6 

Methionine S-oxide 166.05 74.02 20 Methionine-d3 

Methionine 150.06 104.05 10 Methionine-d3 

Methionine-d3 153.07 107 20 

Methylcobalamin 673 971.5 42 Phenylalanine-13C6 

Myristoylcarnitine 372 85 40 Myristoylcarnitine-d9 

Myristoylcarnitine-d9 381.36 85 35 

N,N′-Bis (gamma-glutamyl) cystine 499.1 453.1 15 Phenylalanine-13C6 

N1-Acetylspermidine 188.2 171 19 Phenylalanine-13C6 

N1-Acetylspermine 245.2 100.1 22 Phenylalanine-13C6 

N1-N12-Diacetylspermine 287.2 100.1 22 Phenylalanine-13C6 

N1-N8-Diacetylspermidine 230.5 100.2 19 Phenylalanine-13C6 

N6,N6,N6-Trimethyllysine 189.2 84.1 20 Phenylalanine-13C6 

N-Acetylalanine 160.1 72.1 18 Phenylalanine-13C6 

N-Acetylaspartic acid 176.1 176.1 10 Phenylalanine-13C6 

N-Acetylcysteine 163 121.2 15 Phenylalanine-13C6 

N-Acetylglutamic acid 189 130 20 Phenylalanine-13C6 

N-Acetylneuraminic acid 310.1 274 15 Phenylalanine-13C6 

N-Acetylputrescine 131.1 114 12 Phenylalanine-13C6 

N-Acetylserine 148 106 14 Phenylalanine-13C6 

NAD 664.1 428.2 24 Phenylalanine-13C6 

N-Alpha-acetyllysine 189 84 18 Phenylalanine-13C6 

Niacinamide 123.1 80 24 Phenylalanine-13C6
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(continued)

Name Q1 Q3 CE(V) Internal standard 

Nicotinamide mononucleotide 335.2 123.1 30 Phenylalanine-13C6 

Nicotinamide riboside 255 123 30 Phenylalanine-13C6 

Nicotinic acid 124.1 78 30 Phenylalanine-13C6 

Nitrotyrosine 227.1 210 12 Phenylalanine-13C6 

Nonanoylcarnitine 302.2 85 30 Octanoylcarnitine-d3 

Norepinephrine 152 107 15 Phenylalanine-13C6 

Octanoylcarnitine 288.2 85 33 Octanoylcarnitine-d3 

Octanoylcarnitine-d3 291.2 85 33 

Ornithine 133 70 15 Ornithine-d2 

Ornithine-d2 135.1 117.2 15 

Palmitoylcarnitine 400 85 40 Palmitoylcarnitine-d3 

Palmitoylcarnitine-d3 403.4 85 40 

Paraxanthine 181.1 124 24 Phenylalanine-13C6 

Phenylalanine 166.1 120.1 18 Phenylalanine-13C6 

Phenylalanine-13C6 172.1 126.1 18 

Piperanine 288.2 135.2 33 Phenylalanine-13C6 

Piperine 286.1 201.1 20 Phenylalanine-13C6 

Pipernonaline 342.1 229.2 23 Phenylalanine-13C6 

Piperyline 272.2 201.1 28 Phenylalanine-13C6 

Proline 116 70.1 20 Phenylalanine-13C6 

Propionylcarnitine 218.1 85 20 Propionylcartinine-d3 

Propionylcartinine-d3 221.15 85 20 

Putrescine 89 72 20 Phenylalanine-13C6 

Pyridoxamine 169 152 20 Phenylalanine-13C6 

Pyroglutamic acid 130 84 15 Phenylalanine-13C6 

S-Adenosylhomocysteine 385.1 136 20 Methionine-d3 

S-Adenosylmethionine 399 250 21 Methionine-d3 

Sarcosine 90.04 44.1 20 Phenylalanine-13C6 

Serine 106 60 16 Phenylalanine-13C6 

Serotonin 177 160 15 Phenylalanine-13C6 

Spermidine 146.16 72 17 Phenylalanine-13C6
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(continued)

Name Q1 Q3 CE(V) Internal standard 

Spermine 203.1 129.1 15 Phenylalanine-13C6 

Sphingosine d18:1(d7) 307.3 289.3 20 

Stearoylcarnitine 428.4 85 35 Palmitoylcarnitine-d3 

Sucrose 364.8 202.8 35 Phenylalanine-13C6 

Taurine 126.02 80 25 Phenylalanine-13C6 

Tetrahydrocurcumin 355 137.1 24 Phenylalanine-13C6 

Theobromine 181 138.3 25 Phenylalanine-13C6 

Theophylline 181.13 124 20 Phenylalanine-13C6 

Thiamine 265 122 25 Phenylalanine-13C6 

Threonine 120 74 13 Phenylalanine-13C6 

Trigonelline 138.1 94.1 20 Phenylalanine-13C6 

Trimethylamine-N-oxide 76.08 58.07 20 Phenylalanine-13C6 

Tryptophan 205.1 146.2 20 Phenylalanine-13C6 

Tyrosine 182.1 136 15 Tyrosine-13C6 

Tyrosine-13C6 188.1 142.1 24 

Uracil 113 70 23 Phenylalanine-13C6 

Ureidopropionic acid 133 115 20 Phenylalanine-13C6 

Uric acid 169.1 141 20 Phenylalanine-13C6 

Uridine 245 113 18 Phenylalanine-13C6 

Valerobetaine 160 101.1 21 Phenylalanine-13C6 

Valine 118.1 55 20 Valine-d8 

Valine-d8 126 80.1 20 

Xanthine 153 110 20 Phenylalanine-13C6 

Xanthosine 285 153 20 Phenylalanine-13C6 

5. Before starting the LCMS acquisition of a sample sequence, 
equilibrate the LCMS system by injecting three MS-grade 
methanol blanks. 

6. To test the suitability of the LCMS system, prepare a system 
suitability solution by diluting all internal standard mixtures in 
MS-grade methanol at 1:100 ratio. 

7. Inject the system suitability solution three times consecutively 
to ensure system stability and reproducibility.
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8. Before proceeding, ensure that the retention times and the 
peak areas are reproducible across the triplicate injections of 
the system suitability solution by monitoring the following 
internal standards: Carnitine-d9 and Phenylalanine-13C6 (see 
Note 17). 

9. Before running the sample sequence, equilibrate the LC system 
by making two injections of a pooled sample extract. 

10. Run the sample sequence in a block-randomized order (see 
Note 18). 

11. Quantify the area ratios of endogenous metabolites and surro-
gate internal standards (Table 9) using SCIEX OS 3.1. 

3.8 Multiplexed 

Glucosyl- and 

Galactosyl-

Sphingolipids Assay 

1. Prepare mobile phase A: acetonitrile/isopropyl alcohol/water 
92.5/5/2.5 (vol/vol/vol) with 5 mM ammonium formate 
and 0.5% formic acid. 

2. Prepare mobile phase B: acetonitrile/isopropyl alcohol/water 
2.5/5/92.5 (vol/vol/vol) with 5 mM ammonium formate 
and 0.5% formic acid. 

3. Create a positive mode electrospray ionization mass spectrom-
etry method using the following parameters: curtain gas at 
40 psi; collision gas at 9 psi; ion spray voltage at 2250 V; 
temperature at 450 °C; ion source Gas 1 at 40 psi; ion source 
Gas 2 at 70 psi; entrance potential at 10 V; and collision cell exit 
potential at 15 V. Acquire data in MRM mode with the precur-
sor/product ions and CE values reported in Table 10. 

4. For the LC analysis, use a HALO HILIC 2.0 μm, 
3.0 × 150 mm LC column. Inject 1 μL of the sample using a 
flow rate of 0.48 mL/min at 45 °C. Program the gradient as 
follows: 0.0–2 min at 0% B, 2.1 min at 5% B, 4.5 min at 15% B; 
hold to 6.0 min at 15% B and up to 100% B at 6.1 min and hold 
to 7.0 min, drop back to 0% B at 7.1 min, and hold to 8.5 min. 

5. Before starting the LCMS acquisition of a sample sequence, 
equilibrate the LCMS system by injecting three blanks of ace-
tonitrile/isopropyl alcohol/water 92.5/5/2.5 (vol/vol/vol) 
with 5 mM ammonium formate and 0.5% formic acid (mobile 
phase A). 

6. To test the suitability of the LCMS system, prepare a system 
suitability solution by diluting all internal standard mixtures at 
a 1:100 ratio into acetonitrile/isopropyl alcohol/water 2.5/5/ 
92.5 (vol/vol/vol) with 5 mM ammonium formate and 0.5% 
formic acid (mobile phase A). 

7. Inject the system suitability solution three times consecutively 
to ensure system stability and reproducibility. 

8. Before proceeding, ensure that the retention times and the 
peak areas are reproducible across the triplicate injections of 
the system suitability solution by monitoring the following
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Table 10 
Acquisition parameters for analysis of glucosyl- and galactosyl-sphingolipid species 

Name Q1 Q3 CE(V) Internal standard 

Cholesteryl glucoside 566.6 369.3 30 GlcCer (d18:1(d5)/18:0) 

Galactosyl sphingosine d16:1 434.2 254.3 30 Glucosyl sphingosine(d5) 

Galactosyl sphingosine d18:0 464.2 284.3 30 Glucosyl sphingosine(d5) 

Galactosyl sphingosine d18:1 462.2 282.3 30 Glucosyl sphingosine(d5) 

Galactosyl sphingosine d18:2 460.2 280.3 30 Glucosyl sphingosine(d5) 

Galactosyl sphingosine d20:1 490.2 310.3 30 Glucosyl sphingosine(d5) 

GalCer (d18:1/15:0) 686.3 264.3 45 

GalCer (d18:1/16:0) 700.6 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/18:0) 728.6 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/20:0) 756.6 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/22:0) 784.7 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/22:1) 782.7 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/23:0) 798.8 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/24:0) 812.7 264.3 45 GalCer (d18:1/15:0) 

GalCer (d18:1/24:1) 810.7 264.3 45 GalCer (d18:1/15:0) 

GlcCer (d18:1(d5)/18:0) 733.6 269.3 45 

GlcCer (d18:1/16:0(d3)) 703.6 264.3 45 

GlcCer (d18:1/16:0) 700.6 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/18:0) 728.6 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/20:0) 756.6 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/22:0) 784.7 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/22:1) 782.7 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/23:0) 798.8 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/24:0) 812.7 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:1/24:1) 810.7 264.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:2/16:0) 698.6 262.3 45 GlcCer (d18:1(d5)/18:0) 

GlcCer (d18:2/18:0) 726.6 262.3 45 GlcCer (d18:1(d5)/18:0) 

Glucosyl sphingosine d16:1 434.2 254.3 30 Glucosyl sphingosine(d5) 

Glucosyl sphingosine d18:0 464.2 284.3 30 Glucosyl sphingosine(d5) 

Glucosyl sphingosine d18:1 462.2 282.3 30 Glucosyl sphingosine(d5) 

Glucosyl sphingosine d18:2 460.2 280.3 30 Glucosyl sphingosine(d5)
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(continued)

Name Q1 Q3 CE(V) Internal standard 

Glucosyl sphingosine d20:1 490.2 310.3 30 Glucosyl sphingosine(d5) 

Glucosyl sphingosine(d5) 467.2 287.3 30 

Lactosyl sphingosine d16:1 596.4 236.3 30 Glucosyl sphingosine(d5) 

Lactosyl sphingosine d18:1 624.4 264.3 30 Glucosyl sphingosine(d5) 

Lactosyl sphingosine d18:2 622.4 262.3 30 Glucosyl sphingosine(d5) 

Lactosyl sphingosine d20:1 652.4 292.3 30 Glucosyl sphingosine(d5) 

Sitosteryl glucoside 594.6 397.4 30 GlcCer (d18:1(d5)/18:0) 

Sphinganine 1-phosphate d18:0 382.3 266.3 25 Sphingosine 1-phosphate d18:1(d7) 

Sphinganine d18:0 302.3 284.3 25 Sphingosine d18:1(d7) 

Sphingosine 1-phosphate d18:1 380.3 264.3 25 Sphingosine 1-phosphate d18:1(d7) 

Sphingosine 1-phosphate d18:1(d7) 387.3 271.3 25 

Sphingosine d16:1 272.3 254.3 25 Sphingosine d18:1(d7) 

Sphingosine d18:1 300.3 282.3 25 Sphingosine d18:1(d7) 

Sphingosine d18:1(d7) 307.3 289.3 25 

Sphingosine d18:2 298.3 280.3 25 Sphingosine d18:1(d7) 

Sphingosine d20:1 328.3 310.3 25 Sphingosine d18:1(d7) 

alpha-GalCer (d18:1/16:0) 700.6 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/18:0) 728.6 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/20:0) 756.6 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/22:0) 784.7 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/22:1) 782.7 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/23:0) 798.8 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/24:0) 812.7 264.3 45 GalCer (d18:1/15:0) 

alpha-GalCer (d18:1/24:1) 810.7 264.3 45 GalCer (d18:1/15:0) 

internal standards: GlcCer (d18:1(d5)/18:0) and glucosyl 
sphingosine(d5) (see Note 17). 

9. Before running the sample sequence, equilibrate the LC system 
by making two injections of a pooled sample extract. 

10. Run the sample sequence in a block-randomized order (see 
Note 18). 

11. Quantify the area ratios of endogenous glucosyl- or galactosyl-
sphingolipids and surrogate internal standards (Table 10) 
quantified using SCIEX OS 3.1 (Sciex).
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4 Notes 

1. While the FastPrep-24™ 5G bead beating grinder and lysis 
system (MP Biomedicals) are our recommended systems for 
tissue homogenization, any system specifically designed for 
tissue homogenization can be used. The system should be 
able to completely homogenize the tissue into a slurry. It is 
important to use beads that are inert and preloaded tubes to 
avoid contamination of samples by environmental lipids. 

2. Standard pipette tips and other liquid handling tools are appro-
priate for this protocol. Unlike many lipid extraction protocols 
that use strong organic solvents which are not compatible with 
standard biological liquid handling tools, the solvents used in 
this method can be safely used with polypropylene labware. 

3. This protocol is applicable for analyzing lipids and metabolites 
from the whole brain, hemibrain, dissected brain regions, 
punches from cryosectioned brains, and powdered/crushed 
frozen brain. With some modifications, this protocol can also 
be adapted for the analysis of lipids and metabolites from 
various other animal tissues and cells [9]. 

4. To prevent interference with LCMS analysis, use potassium 
EDTA as an anticoagulant for plasma samples. Avoid antic-
oagulants containing lithium, citrate, or heparin. 

5. It is preferred to use plasma rather than serum for lipid and 
metabolite analysis. Serum is obtained by allowing blood to 
coagulate at room temperature, which can lead to enzymatic 
reactions that alter the actual physiological concentration of 
lipids and metabolites. Therefore, higher levels of certain lipids 
and metabolites in serum could be an artifact of ex vivo 
enhancement. Furthermore, it has been demonstrated that 
chelating metals with EDTA can help to quench some enzymes 
that may alter the physiological concentration. 

6. To reduce the effect of bias introduced during sample prepara-
tion or instrumental analysis, samples should be randomized 
during extraction and LCMS analysis, preferably using block 
randomization. For further information on block randomiza-
tion, refer to [16]. 

7. For samples weighing up to 75 mg, 2 mL homogenizer tubes 
are suitable. However, larger samples require a larger volume of 
extraction solvent. In this case, we recommend using Lysing 
Matrix D, 15 mL tubes preloaded with zirconium-silicate beads 
to homogenize larger tissue samples. 

8. Through our experience, we have found that the optimal ratio 
of extraction solvent to brain tissue is 20:1. For every gram of 
tissue, it is recommended to use 20 mL of extraction solvent.
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This allows for the scalability of the procedure from small brain 
regions to whole brains. For example, a 20 mg dissected region 
of mouse brain would require 400 μL of extraction solvent, 
while a 400 mg whole mouse brain would require 8 mL of 
extraction solvent. It is important to note that when preparing 
the extraction solvent, 5 μL of each internal standard mix per 
mL of methanol should be used, regardless of the sample 
weight. This ensures that the appropriate amount of internal 
standards can be detected during LCMS analysis. 

9. When using the 15 mL tubes for larger samples, use Teen-
Prep™ adapter 12 × 15 mL tube holder on FastPrep-24. 

10. When using the 15 mL tubes for larger samples, centrifuge the 
sample for 20 min at 3800 RCF at 4 °C in a tabletop centrifuge 
with swinging-bucket rotor. 

11. For larger samples, when using 15 mL tubes, transfer 1 mL of 
the methanol supernatant to a new microcentrifuge tube, and 
place it in the freezer at -20 °C for 1 h to allow for additional 
protein precipitation. 

12. If your autosampler does not have a deep well MTP carrier, you 
may use standard glass LCMS vials with total recovery inserts. 

13. After lipid extraction with methanol, it is important to evapo-
rate the methanol and resuspend the analytes in a weaker 
solvent, such as acetonitrile/isopropyl alcohol/water 92.5/ 
5/2.5 (vol/vol/vol) with 5 mM ammonium formate and 
0.5% formic acid (mobile phase A). This is because methanol 
is a stronger solvent than the mobile phase used in HILIC 
LCMS analysis. Failure to properly resuspend the analytes can 
cause them to smear on the LC column, resulting in lost 
chromatographic resolution and low or lost signal in the 
analysis. 

14. If final extracts are stored at-80 °C, they must be warmed and 
agitated before LCMS analysis. Let them come to room tem-
perature on the benchtop, and then place them on a gentle 
plate vortexer for several minutes before analysis. 

15. If the sample volume is limited, such as in the case of mouse 
CSF, a 2 μL sample can be combined with 8 μL of MS-grade 
water to obtain a total volume of 10 μL. 

16. This centrifugation and removal of supernatant from the pellet 
is critical for plasma and serum but is optional for CSF and 
urine due to their lower protein content. 

17. The retention times and peak areas should have an intra-assay 
coefficient of variation of ≤5% and an inter-assay coefficient of 
variation of ≤10%. If the system suitability test fails to meet 
these criteria, troubleshooting of the LCMS system may be
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necessary. Common solutions for troubleshooting include 
changing the LC column, checking for leaks, cleaning the 
ionization source, and cleaning the optics of the mass 
spectrometer. 

18. When analyzing extracts from different sample matrices (e.g., 
from both brain and plasma), it is recommended to run all 
samples from one matrix first as one block, followed by all 
samples from another matrix as another block. At the start of 
each block, it is advised to make two injections of sample 
extract from that matrix to equilibrate the system prior to 
beginning actual sample analysis. 
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Chapter 15 

Neuropathological Assessment as an Endpoint in Clinical 
Trial Design 

Steve M. Gentleman and Alan King Lun Liu 

Abstract 

Different neurodegenerative conditions can have complex, overlapping clinical presentations that make 
accurate diagnosis during life very challenging. For this reason, confirmation of the clinical diagnosis still 
requires postmortem verification. This is particularly relevant for clinical trials of novel therapeutics where it 
is important to ascertain what disease- and/or pathology-modifying effects the therapeutics have had. 
Furthermore, it is important to confirm that patients in the trial had the correct clinical diagnosis as this will 
have a major bearing on the interpretation of trial results. Here we present a simple protocol for pathologi-
cal assessment of neurodegenerative changes. 

Key words Clinical trial, Neurodegeneration, Postmortem, Diagnosis, Neuropathology 

1 Introduction 

Examination of postmortem human brain tissue has been key to 
many of the major advances in our understanding of neurodegen-
erative disorders over the past 30 years. The detection of the new 
variant Creutzfeldt-Jakob disease in the 1990s [1], the identifica-
tion of the multiple molecular mechanisms underlying different 
frontotemporal dementias [2], and the emergence of new disease 
entities, such as chronic traumatic encephalopathy [3], and 
aging-related tau astrogliopathy (ARTAG) [4] have all been due 
to observations made on examination of autopsy brains. Postmor-
tem examination is also crucial for clinical audit when the clinical 
diagnosis is not straightforward. For example, the most common 
cause of parkinsonism is idiopathic Parkinson’s disease, but there 
are several other disorders, such as multiple system atrophy (MSA) 
and progressive supranuclear palsy (PSP), which can also present in 
this way. These disorders have different cellular and molecular 
mechanisms of pathogenesis, and it is sometimes only by postmor-
tem examination that the correct diagnosis can be confirmed. With
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increasing life expectancy, a further complication is the fact that 
many elderly patients may have more than one disease pathology 
which may make their clinical presentation very difficult to interpret 
[5]. These problems with clinical diagnostic accuracy have been 
highlighted recently in relation to immunotherapy trials for Alzhei-
mer’s disease. Autopsy studies revealed that a proportion of people 
enrolled on the trial, which was specifically based on removal of Aβ 
peptide, did not actually have Alzheimer’s disease [6]. For all of 
these reasons, we feel that postmortem follow-up is essential for 
clinical trials, and we present here a protocol for assessment of 
neurodegenerative changes which is based on what we routinely 
use in the Parkinson’s UK tissue bank (the Parkinson’s UK Brain 
Bank, https://www.parkinsons.org.uk/content/parkinsons-uk-
brain-bank).
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2 Materials 

Brain donations can be made in several different ways. A hospital 
postmortem can be requested by a physician after the death of an 
inpatient, particularly if there is uncertainty over diagnosis. How-
ever, for research purposes, many brain tissue banks will prospec-
tively consent patients who have expressed a wish to donate their 
brain (UK Brain Banks Network, https://www.mrc.ac.uk/ 
research/facilities-and-resources-for-researchers/brain-banks/; 
the Parkinson’s UK Brain Bank). The prospective nature of this 
consenting process usually facilitates a more rapid retrieval of tissue 
when the patient dies because the next of kin and/or the attending 
healthcare professionals are aware of the patient’s wishes and will 
inform the tissue banks soon after death. Ideally, a similar premor-
tem prospective consent procedure should be included in clinical 
trial designs. 

3 Methods 

When a brain donation is received the protocol for neuropatholog-
ical assessment entails tissue dissection, sampling, preparation, sec-
tioning, staining, and examination. In some cases, donations will be 
of whole fixed brains, but, if possible, fresh brains should be 
bisected, and frozen tissue should be retained from one half of 
the brain. This tissue is not only useful for research purposes but 
will aid in the biochemical and genetic workup of the case. 

3.1 Macroscopic 

Dissection (Fresh 

Tissue) 

1. Weigh the whole brain. 

2. Aliquot cerebrospinal fluid, measure pH, and store at -80 °C.

https://www.parkinsons.org.uk/content/parkinsons-uk-brain-bank
https://www.parkinsons.org.uk/content/parkinsons-uk-brain-bank
https://www.mrc.ac.uk/research/facilities-and-resources-for-researchers/brain-banks/;
https://www.mrc.ac.uk/research/facilities-and-resources-for-researchers/brain-banks/;
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3. Separate the brain stem and cerebellum from the cerebrum by 
cutting though the midbrain at the level of the oculomotor 
nerve (CNIII). 

4. Bisect the cerebrum along the longitudinal fissure. Place one 
hemisphere into 4% paraformaldehyde (10% neutral buffered 
formalin) solution for subsequent diagnostic examination. 

5. Bisect the brain stem in the midsagittal plane, and fix the half 
contralateral to the fixed cerebral hemisphere. 

6. Coronally slice the unfixed hemisphere at 1 cm intervals with 
the first cut made at the level of the mammillary body. Dissect 
each slice into 2 cm2 blocks using a grid system, photograph 
the dissected slice with each block having a unique grid coor-
dinate, flash freeze, and store at -80 °C. 

7. Separate the cerebellum from the brain stem by cutting the 
three cerebellar peduncles. Slice the cerebellum in the sagittal 
plane. Slice the brain stem in the horizontal plane. Photograph, 
flash freeze, and store at -80 °C. 

3.2 Macroscopic 

Dissection (Fixed 

Tissue) 

Tissue should be fixed in the 4% paraformaldehyde (10% neutral 
buffered formalin) solution for a minimum of 3 weeks before 
dissection (Fig. 1). 

1. Examine the meninges for evidence of infection and fibrosis. 

2. Examine the cortical gyration pattern, and determine if there is 
a global or any regional atrophy. 

3. Examine the basal blood vessels. 

4. Determine if there is any uncal indentation or tonsillar promi-
nence suggestive of raised intracranial pressure in vivo. 

5. Coronally slice the cerebral hemisphere at the level of the 
mammillary body. 

6. Make coronal slices of the anterior and posterior cerebrum 
using a 1 cm cut guide. 

7. Separate the cerebellum from the brain stem by cutting the 
three cerebellar peduncles. 

8. Slice the cerebellum at 0.5 cm intervals in the sagittal plane. 

9. Slice the brain stem at 0.5 cm intervals in the horizontal plane. 

3.3 Tissue Sampling 

and Preparation 

The following anatomical areas are sampled for diagnostic 
assessment: 

1. Superior and middle frontal gyrus at level of genu of corpus 
callosum. 

2. Anterior cingulate gyrus at level of nucleus accumbens. 

3. Nucleus accumbens.
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Fig. 1 Completed dissection of a single hemisphere and contralateral hemi-brain 
stem/cerebellum prior to tissue sampling 

4. Superior temporal gyrus at level of mammillary body. 

5. Basal ganglia at level of anterior commissure (containing the 
nucleus basalis of Meynert). 

6. Hypothalamus at level of mammillary body. 

7. Amygdala. 

8. Thalamus to include subthalamic nucleus. 

9. Anterior hippocampus. 

10. Posterior hippocampus at level lateral geniculate nucleus. 

11. Precentral gyrus (primary motor cortex). 

12. Occipital cortex to include calcarine fissure. 

13. Inferior parietal lobule. 

14. Cerebellum to include folia and dentate nucleus. 

15. Midbrain at level of oculomotor nerve (containing substantia 
nigra).
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16. Pons to include locus coeruleus. 

17. Medulla to include inferior olive and dorsal motor nucleus of 
the vagus. 

The selected blocks of tissue are placed in processing cassettes 
for paraffin wax embedding. Following embedding 6–8 μm sec-
tions are cut for staining. 

3.4 Histological 

Staining 

A section from each block is stained with hematoxylin and eosin 
(H&E), and a consecutive section is stained with cresyl violet and 
luxol fast blue (CV/LFB). 

1. Deparaffinize and rehydrate sections by immersing in: (a) 
xylene [3 × 5 min] (in a fume hood), (b) 100% industrial 
methylated spirit (IMS) [2 × 5 min], (c) 90% IMS [5 min], 
(d) 70% IMS [5 min], (e) distilled water [5 min]. 

H&E Staining 

2. Immerse in filtered Mayer’s hematoxylin [5 min]. 

3. Wash in running tap water (or Scott’s tap water substitute) for 
blueing of sections. 

4. Check sections under the microscope, and briefly differentiate 
in 1% acid-alcohol if necessary. 

5. Nuclei should be a deep blue color with the vesicular nuclei 
showing a well-marked chromatin pattern. The background 
should show only weak residual hematoxylin coloration. 

6. If the staining is too pale or too dark, immerse in hematoxylin 
or acid-alcohol again, respectively, for as long as necessary. 

7. Immerse in filtered 1% eosin [5 min]. 

8. Wash briefly (as this will bleach the eosin stain) in running tap 
water. 

9. If the stain is too dark, it can be bleached by washing for longer. 
If too pale, immerse the sections in 1% eosin again for as long as 
necessary. 

10. Dehydrate by immersing briefly (as this also will bleach the 
eosin stain) in (a) 70% IMS, (b) 90% IMS, and finally wash in 
100% IMS (2 × 5 min). 

11. Clear by immersing in xylene [3 × 5 mins] (in fume hood). 

12. Mount sections in distrene-plasticizer-xylene (DPX; a xylene-
based mountant), in the fume hood. 

The result of this protocol is that the nuclei are stained blue, 
cytoplasmic constituents are stained red to pink, and red blood cells 
are stained red to orange. 

CV/LFB Staining
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1. Immerse into luxol fast blue solution (0.1% wt/vol LFB, 0.05% 
vol/vol acetic acid in 100% IMS/methanol) overnight in 60 ° 
C oven. 

2. On the second day, immerse in 100% IMS/ethanol (2 × 5 min). 

3. Wash in running tap water (5 min). 

4. Differentiate in saturated lithium carbonate solution (1–2 min) 
until gray and white matter can be distinguished 
macroscopically. 

5. Rinse in running tap water. 

6. Immerse in 0.1% cresyl violet solution in 60 °C oven (20 min). 

7. Immerse in 0.25% acid-alcohol (acetic acid in 95% IMS) until 
Nissl substance is clearly stained with low level of background. 

8. Follow steps 10–12 as above. 

The result of this protocol is that neurons are stained purple 
and myelin/white matter is stained blue. 

3.5 Immunocyto<!– 

[spi]break\-? 

>chemistry 

For the pathological changes in the brain to be staged, immunocy-
tochemical staining is required. The key antibodies for this assess-
ment are against hyper-phosphorylated tau, Aβ peptide, 
α-synuclein (αSN, Fig. 2), and TDP-43. There are a variety of 
commercial antibodies available, and each will require individual 
staining protocol optimization. The anatomical areas that require 
immunostaining for each of these antibodies are detailed in Table 1. 

1. Dewax and rehydrate tissue sections as described above. 

2. Immerse in 1% hydrogen peroxide (H2O2)/phosphate-buff-
ered saline (PBS, pH 7.4) for 30 min at room temperature for 
quenching of endogenous peroxidase activity. 

3. Wash in distilled water (5 min). 

4. Carry out antigen retrieval procedures (if necessary):

• Heat-induced antigen retrieval: e.g., place sections in pres-
sure cooker in 0.01 M sodium citrate buffer (pH 6) 
(25 min) or microwave in 1 mM EDTA buffer (pH 8) 
(20 min) or steamer in 0.01 M sodium citrate buffer 
(20 min).

• Place in 80% formic acid (10 min) [essential for anti-αSN 
and anti-Aβ antibodies]. 

5. Wash in distilled water (5 min). 

6. Wash in PBS (3 × 5 min). 

7. Incubation with primary antibodies (diluted in 0.3% Triton 
X-100 in PBS) at 4 °C overnight (example of antibodies used 
is listed in Table 2). 

8. Wash in PBS (3 × 5 min).
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Fig. 2 Examples of αSN-immunopositive pathological structures. (a) and (b) Extracellular Lewy body-like 
inclusions. (c) αSN-immunopositive Lewy neurites (arrows). (d) Granular cytoplasmic staining within magno-
cellular neurons. Scale bars = 20 μm (a, b, d); 50 μm (c) 

9. Incubation with biotinylated secondary antibodies (diluted in 
0.3% Triton X-100/PBS) (1 h). 

10. Signal amplification with avidin-biotin complex (ABC) (as per 
manufacturer’s protocol). 

11. Wash in PBS (3 × 5 min). 

12. Visualization with 3′3-diaminobenzidine (DAB) (5 minutes). 

13. Wash in distilled water (2 × 5 min). 

14. Counterstaining with Meyer’s hematoxylin (5 min). 

15. Rinsing in running tap water. 

16. Dehydration and clearing as described above and sections cov-
erslipped with DPX. 

3.6 Pathology 

Staging 

The standard protocol for the reporting of microscopic neurode-
generative pathology is constantly evolving, but the current proto-
col most widely used is that of the National Institute on Aging-
Alzheimer’s Association [7]. This is reported in the ABC format



β α

with the A relating to assessment of Aβ spread [8], B relating to tau 
pathology (Braak tau staging) [9], and C the assessment of neuritic 
plaques (CERAD score). For Lewy body-related αSN pathology, 
the staging of the BrainNet Europe consortium and McKeith cri-
teria are used to classify pathology into the brain stem, limbic, or 
neocortical subtypes [10, 11]. TDP-43 is used to screen for other 
rarer neurodegenerative disorders. 
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Table 1 
H&E and immunocytochemistry to be carried out on sections from the 
different anatomical blocks 

Block # Anatomical area H&E Tau A SN TDP-43 

1 Frontal cortex x x x x x 

2 Cingulate cortex x x 

3 Ant basal ganglia x 

4 Sup temporal gyrus x x x x 

5 Basal ganglia x x x x 

6 Hypothalamus x 

7 Amygdala x x x x x 

8 Thalamus x 

9 Ant hippocampus x x x x 

10 Post hippocampus x x x x x 

11 Precentral gyrus x 

12 Occipital cortex x x x 

13 Parietal cortex x x x 

14 Cerebellum x x x 

15 Midbrain x x x x 

16 Pons x x x x 

17 Medulla x x x x 

Vascular pathology is assessed using H&E- and LFB/CV-
stained sections as per the VCING protocol [12]. ARTAG pathol-
ogy is assessed as per Kovacs et al. [4]. 
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8. Thal DR, Rüb U, Orantes M, Braak H (2002) 
Phases of A beta-deposition in the human brain 
and its relevance for the development of 
AD. Neurology 58(12):1791–1800. https:// 
doi.org/10.1212/wnl.58.12.1791 

9. Braak H, Alafuzoff I, Arzberger T, 
Kretzschmar H, Del Tredici K (2006) Staging 
of Alzheimer disease-associated neurofibrillary 
pathology using paraffin sections and immuno-
cytochemistry. Acta Neuropathol 112(4): 
389–404. https://doi.org/10.1007/s00401-
006-0127-z 

10. Alafuzoff I, Ince PG, Arzberger T et al (2009) 
Staging/typing of Lewy body related alpha-
synuclein pathology: a study of the BrainNet 
Europe Consortium. Acta Neuropathol 
117(6):635–652. https://doi.org/10.1007/ 
s00401-009-0523-2 

11. Mckeith D, Lowe J, Kaufer DI (2005) Diagno-
sis and management of dementia with Lewy 
bodies: third report of the DLB diagnosis and 
management of dementia with Lewy bodies 
third report of the DLB consortium. Neurol-
ogy 65(September 2004):1863–1972. 
h t t p s : // do i . o r g / 1 0 . 1 2 1 2/01 .w n l .  
0000187889.17253.b1 

12. Skrobot OA, Attems J, Esiri M et al (2016) 
Vascular cognitive impairment neuropathology 
guidelines (VCING): the contribution of cere-
brovascular pathology to cognitive 
impairment. Brain 139(11):2957–2969. 
https://doi.org/10.1093/brain/aww214

https://doi.org/10.1016/s0140-6736(96)91412-9
https://doi.org/10.1016/s0140-6736(96)91412-9
https://doi.org/10.1111/nan.12250
https://doi.org/10.1111/nan.12250
https://doi.org/10.1111/bpa.12248
https://doi.org/10.1111/bpa.12248
https://doi.org/10.1007/s00401-015-1509-x
https://doi.org/10.1007/s00401-015-1509-x
https://doi.org/10.1007/s00401-017-1723-9
https://doi.org/10.1007/s00401-017-1723-9
https://doi.org/10.1007/s00401-011-0910-3
https://doi.org/10.1007/s00401-011-0910-3
https://doi.org/10.1212/wnl.58.12.1791
https://doi.org/10.1212/wnl.58.12.1791
https://doi.org/10.1007/s00401-006-0127-z
https://doi.org/10.1007/s00401-006-0127-z
https://doi.org/10.1007/s00401-009-0523-2
https://doi.org/10.1007/s00401-009-0523-2
https://doi.org/10.1212/01.wnl.0000187889.17253.b1
https://doi.org/10.1212/01.wnl.0000187889.17253.b1
https://doi.org/10.1093/brain/aww214


Chapter 16 

Noninvasive Visualization of Amyloid-Beta Deposits 
in Alzheimer’s Amyloidosis Mice via Fluorescence 
Molecular Tomography Using Contrast Agent 

Wuwei Ren and Ruiqing Ni 

Abstract 

Alzheimer’s disease is pathologically featured by the accumulation of amyloid-beta (Aβ) plaque and 
neurofibrillary tangles. Compared to small animal positron emission tomography, optical imaging features 
nonionizing radiation, low cost, and logistic convenience. Optical detection of Aβ deposits is typically 
implemented by 2D macroscopic imaging and various microscopic techniques assisted with Aβ-targeted 
contrast agents. Here, we introduce fluorescence molecular tomography (FMT), a macroscopic 3D 
fluorescence imaging technique, convenient for in vivo longitudinal monitoring of the animal brain without 
the involvement of cranial window opening operation. This chapter aims to provide the protocols for FMT 
in vivo imaging of Aβ deposits in the brain of rodent model of Alzheimer’s disease. The materials, stepwise 
method, notes, limitations of FMT, and emerging opportunities for FMT techniques are presented. 

Key words Alzheimer’s disease, Amyloid-beta, Animal model, Fluorescence molecular tomography, 
In vivo imaging 

1 Introduction 

Alzheimer’s disease (AD) is pathologically featured by the accumu-
lation of amyloid-beta (Aβ) plaque and neurofibrillary tangles. 
Positron emission tomography (PET) using Aβ imaging tracers 
such as [18 F]florbetapir, [18 F]florbetaben, and [18 F]flutemetamol 
has demonstrated its clinical utility and has been widely applied in 
preclinical studies in animal models [1]. Compared to small animal 
PET, optical imaging features nonionizing radiation, low cost, and 
logistic convenience [2, 3]. Optical detection of Aβ deposits is 
typically implemented by 2D macroscopic imaging and various 
microscopic techniques assisted with Aβ-targeted contrast agents 
[4]. Light-sheet microscopy, confocal microscopy, large-field mul-
tifocal illumination microscopy, multiphoton microscopy, and opti-
cal projection tomography have demonstrated their usefulness in
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detecting Aβ deposits at a μ m spatial resolution in either 
low-scattering media or cortical regions of mouse/rat brain [5– 
9]. In contrast, traditional macroscopic imaging techniques, such as 
in vivo fluorescence reflectance imaging (FRI), provide a fast and 
convenient preview tool with large field-of view (FOV) but, never-
theless, are limited to a 2D view due to heavy light scattering 
[4]. One of the promising techniques balancing the penetration 
depth and spatial resolution is optoacoustic tomography, which 
offers volumetric visualization of the whole animal brain at a 
20–100 micron resolution [10, 11]. Nevertheless, currently avail-
able contrast agents for optoacoustic imaging are under develop-
ment and often feature relatively lower sensitivity compared with 
those in fluorescence detection [12]. Here, we introduce fluores-
cence molecular tomography (FMT), a large-FOV and 3D fluores-
cence imaging technique, which leverages advances of 
computational imaging and richness of the developed Aβ-targeted 
fluorescence probes. Similar to FRI, FMT is one of the noncontact 
macroscopic imaging method and is also convenient for in vivo 
longitudinal monitoring of the animal brain without the involve-
ment of cranial window opening operation.
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FMT is capable of visualizing fluorescence distribution in 3D in 
tissue by using a raster scanning method and a model-based recon-
struction algorithm [13]. More specifically, a free-space near-infra-
red laser beam scans the surface of the object in a point-by-point 
raster scan pattern. The fluorescence emitting contrast agent is 
administered before the measurement and excited for each laser 
point. Next, the 2D fluorescence images are acquired as the raw 
data for reconstruction [14, 15]. Image reconstruction is crucial for 
recovering the 3D fluorescence distribution from a 2D image stack. 
A classic reconstruction framework consists of forward modeling 
and inversion [16]. In the first step of forward modeling, diffuse 
light propagation is simulated via various numerical methods, e.g., 
finite element methods (FEM) and Monte Carlo methods [17], 
which can virtually predict the measurement on the boundary of 
the object. The second step, inversion, treats FMT reconstruction 
as an optimization problem and seeks an optimal solution for the 
unknown fluorescence distribution. FMT is commonly used for 
in vivo tumor imaging in small animal models [18]. For the appli-
cation in AD animal models, an FMT/X-ray computed tomogra-
phy (XCT) multimodal imaging method has been applied to 
visualize Aβ deposits using Aβ fibril-binding oxazine-derivative 
AOI987 in APP/PS1 mice of AD amyloidosis [19]. A similar 
multimodal design combining FMT and magnetic resonance imag-
ing (MRI) has further demonstrated the capacity of FMT in 
mapping Aβ deposits by using Aβ fibril-binding curcumin-deriva-
tive CRANAD-2 in arcAβ mice of AD amyloidosis [20]. We have 
summarized a typical workflow of in vivo FMT brain imaging for 
visualizing Aβ deposits in rodent models of AD amyloidosis in



Fig. 1. A multimodal module (e.g., by combining computed 
tomography (CT) or MRI) can be optionally integrated into the 
FMT protocol to provide structural reference for more accurate 
analysis of the regional Aβ-targeted fluorescence signal (Fig. 1, 
upper right). 
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Fig. 1 A typical workflow of in vivo FMT brain imaging for visualizing amyloid-beta deposits in rodent models 
of AD amyloidosis. Sequential MRI or CT scan can also be incorporated in a FMT imaging experiment 

The purpose of this chapter is to describe the methodology of 
FMT in vivo imaging of Aβ deposits in the brain of mouse/rat 
model of AD amyloidosis. The materials, detailed protocol, and 
notes are presented. We also discussed the considerations in animal 
models and contrast agents, along with the limitations and 
emerging opportunities for FMT techniques (created with 
BioRender.com). 

2 Materials 

2.1 Animal Models See Note 1. 

2.2 Anesthesia 1. Inhalational anesthesia system (with face mask) and induction 
chamber. 

2. Isoflurane liquid (Piramal Pharma Limited). 

3. Oxygen and air supply.
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2.3 Materials for 

Animal Preparation 

1. Ophthalmic ointment, e.g., Lacrinorm 0.2% ophthalmic gel 
(Bausch & Lomb AG). 

2. Cannulation tubes and needle for intravenous injection (for 
mouse, 0.28 mm ID, Smiths Medical ASD, Inc., USA). 

3. Tissue glue. 

4. Warming pad for teil vein injection. 

5. Vaseline® . 

6. PhysioSuite® system including rectal probe, sensor clip for 
physiological monitoring. 

7. Electrical shaver (for removal of hair over the head). 

8. Shaving cream for epilation of hair over the head. 

9. Cotton tips. 

10. Holder with a stereotactic frame. 

11. Recovery chamber. 

12. Ringer solution. 

2.4 Aβ Targeting 
Fluorescent Contrast 

Agent (See Note 2) 

1. Aβ binding fluorescence emitting contrast agents such as 
AOI987 [9], CRANAD-2 [21], luminescent conjugated oli-
gothioflavins [7], etc. (review [22]). 

2. Saline or other solvents suitable for intravenous injection for 
dilution of contrast agent. 

2.5 Fluorescent 

Molecular Tomography 

1. FMT system (see Note 3). 
Available commercial FMT systems include IVIS Spectrum 

(PerkinElmer, MA, US), U-OI (MILabs, Netherlands), and 
InSyTe FLECT/CT (TriFoil imaging, CA, US). One may 
also develop a homebuilt FMT prototype as referred in [23]. 

2. Light source and emission filters (see Note 4). 

3. Detector (see Note 5). 

4. Sample stage and animal holder and warming system during 
imaging (see Note 6). 

5. Control software (see Note 7). 

6. Image reconstruction software (see Note 8). 

7. Data analysis software (see Note 9). 

3 Methods 

3.1 Animal 

Preparation, 

Inhalational 

Anesthesia, and 

Physiological 

Monitoring 

1. Weigh the animal using a balance, and calculate the injection 
volume of contrast agent (predefined concentration based on 
the affinity of contrast agent). Keep the injection volume below 
the approved volume for intravenous injection. 

2. Induction of anesthesia is performed in an induction chamber 
using isoflurane 4–5% in a mixture of oxygen (200 mL/min)
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and air (800 ml/min). Maintenance anesthesia (1–2% isoflur-
ane in a mixture of oxygen (100 mL/min) and air (400 mL/ 
min)) during preparation is supplied through a face mask and 
adjusted using an isoflurane evaporator. The depth of anesthe-
sia is monitored by the absence of reflexes (e.g., toe pinch test) 
and assessment of muscle tone (e.g., test rigidity by pulling 
lower limb). The respiratory frequency is assessed visually. 

3. Ophthalmic ointment is applied to the eyes of the animal. 

4. Before the FMT imaging experiment, the fur over the animal 
head is gently trimmed with an electrical shaver for ca. 10 min 
to improve the image quality of both excitation and fluores-
cence images. Epilation of hair over the head is performed 
using shaving cream. Clean the shaved region with water and 
cotton tips. 

5. Cannulation of the tail vein is performed for intravenous 
administration. For this, the tail is warmed using water at a 
maximum of 42 �C. The cannula is used for immediate admin-
istration and then removed after injection. Tissue glue is 
applied to the needle site to ensure that it is stable. 

6. Transfer the animal to the custom-made (or commercial) ani-
mal holder in the FMT and fixed with a stereotactic frame. 
Heating support of the holder is essential to maintain the 
animal temperature at 36.5 � 0.5 �C. Maintenance anesthesia 
is supplied through a face mask and adjusted using an isoflurane 
evaporator. 

7. Measurement of the animal body temperature is performed 
with a rectal probe inserted with Vaseline® . The heart rate, 
pulse distention, and arterial oxygen saturation are monitored 
with a hind paw sensor clip (PhysioSuite® system). Dehydra-
tion is also checked during the experiments by visual 
inspection. 

3.2 Data Acquisition 1. Make sure that calibration has been performed before in vivo 
FMT imaging (see Note 10). 

2. Check if the charged-couple device (CCD) and complementary 
metal oxide semiconductor (CMOS) camera are cooled down 
(if needed, see Note 5). 

3. Select the volume of interest (VOI) and design the illumination 
pattern (see Note 11). 

4. Record a white-light image of the animal head as an anatomical 
reference. One can also capture the 3D surface of the animal 
head if the FMT system allows. 

5. Select the wavelengths of the excitation laser and the emission 
filter according to the injection of the fluorescence contrast 
agent (see Note 4).
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6. Capture a pair of excitation and emission images at each illumi-
nation point if raster scanning is used (in the case of structural 
illumination, the image pair should be recorded for each illu-
mination pattern.). Some commercial FMT systems can per-
form this step automatically. The laser power and exposure time 
of the detector are tuned to improve the signal-to-noise ratio 
and avoid signal saturation in raw images. 

7. Record preinjection images. 

8. Intravenous injection of contrast agent via tail vein in the 
animal. 

9. Record the postinjection images at defined time points to 
obtain the time curve of fluorescence intensity (e.g., 10, 20, 
40, 60, and 90 min, depending on the kinetics of the contrast 
agent). The duration of the animal under anesthesia needs to 
be complied with approved license. 

10. Repeat the previous steps 8 and 9 if multiwavelength data 
acquisition is needed. 

11. Once all raw images are collected, transfer the animal to the 
recovery chamber, and supply with water (and food pallet). To 
facilitate the recovery and avoid dehydration of the animal, 
intraperitoneal injection of Ringer solution (e.g., 200 μL for 
mouse) can be performed. 

12. Return the animal to its cage when the animal fully recovers. 

3.3 Data Analysis 1. Semiquantitative preview in 2D. Before FMT reconstruction, it 
is highly recommended to first evaluate the quality of the raw 
images, i.e., the image pairs at excitation and emission wave-
lengths. This evaluation step is typically implemented by divid-
ing the sum of all emission images by the sum of all excitation 
images [23], which serves as a semiquantitative preview of the 
real 3D distribution of fluorophores. The resulting image is 
equivalent to a fluorescence image using a wide-field illumina-
tion method. 

2. Quantitative evaluation of the 3D fluorophore distribution 
(Fig. 2). After proper calibration of the system, FMT can 
provide quantitative and 3D information on the fluorophore 
distribution in mice. The raw image pairs at excitation and 
emission wavelengths are used as the input. Through recon-
struction software, 3D FMT images are generated and ana-
lyzed. The structural information, such as anatomical images 
from the object acquired by CT and magnetic resonance imag-
ing or surface geometry of the object, can significantly improve 
the image quality of FMT reconstruction [20, 24, 25]. 

3. Kinetics analysis and spectra unmixing (Fig. 3). In a longitudi-
nal study or a kinetics study, where FMT measurements are
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Fig. 2 An example of FMT reconstruction procedure. A FEM-based reconstruction algorithm is used to recover 
the 3D distribution of fluorophore. The MRI image serves as the structural reference. (With permission from 
Ref. [20] © The Optical Society) 
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Fig. 3 An example of FMT kinetics data analysis. The time course of CRANAD-2 fluorescence intensity in 
different VOIs of the brain is visualized. (With permission from Ref. [20] © The Optical Society)
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taken multiple times, FMT reconstruction should also be 
repeated correspondingly. One strategy to shorten the FMT 
measurements is by acquiring one group of excitation images at 
the beginning and only acquiring emission images for the rest 
of the time. The excitation images can be used multiple times 
during reconstruction [20]. If there is more than one contrast 
agent used in the experiment, spectral unmixing should be 
performed [26]. 

4 Notes 

1. Animal model: animal models with cerebral Aβ plaque pathol-
ogy (review of rodent models of AD [27]). Mouse models: e.g., 
single-transgenic APP/PS1 model, arcAβ model, APPNL-G-F 

knock-in model, multi-transgenic 5�FAD model, adeno-
associated viral (AAV) vector model, and Aβ fibril-injected 
mouse model. Rat models: e.g., TgF344-AD model, McGill-
R-Thy1-APP model, and adeno-associated viral (AAV) vector 
model. Different animal models demonstrate a distinct level 
and time course of Aβ accumulation in the brain. Therefore, 
the age of the animal model needs to be carefully selected based 
on the characteristics of each line. In addition, the cerebral Aβ 
load is known to differ between male and female transgenic 
models. Therefore, the use of balanced sex in the control and 
diseased groups during study design is needed. The ARRIVE 
guidelines (Animal Research: Reporting of In Vivo Experi-
ments) [28] need to be followed for reporting. Please refer to 
the pathological characterization for each model to decide the 
age and group size of model to be studied. Alternatively, keta-
mine is usually used for murine anesthesia with other anes-
thetics which does not require inhalational system. 

2. Contrast agent: Aβ detecting contrast agents have a wide affin-
ity range from nM to mM. The signal-to-noise ratio of the 
acquired fluorescence images will need to be optimized based 
on the choice of contrast agent given that the signal will plateau 
after reaching a high concentration. In addition, some of the 
contrast agents are water soluble, such as AOI987 and lumi-
nescent conjugated oligothiophene, which makes them more 
convenient to administer intravenously. Some contrast agents, 
such as CRANAD-2, require a specific dilution procedure 
involving DMSO and Kolliphor EL. Moreover, depending on 
the kinetics of the contrast agent, different time to peak is 
expected. 

3. FMT system: there are several commercially available in vivo 
imaging systems that can perform FMT. Among those, the 
IVIS Spectrum (PerkinElmer, MA, US) is one of the most
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widely used FMT systems, as this device incorporates 2D and 
3D optical imaging functions in one platform. Other commer-
cial systems include U-OI (MILabs, Netherlands), InSyTe 
FLECT/CT (TriFoil imaging, CA, US), and former FMT 
series (FMT1000, FMT2000, and FMT4000, PerkinElmer, 
MA, US). Laboratory FMT prototypes have been reviewed in 
[23]. Interestingly, most commercial FMT systems can be 
optionally integrated with a CT scanner, which reflects the 
requirement for both molecular and structural information in 
many practical preclinical applications. 

4. The selection of the wavelength of the excitation light source 
and emission filters is highly important and relevant to the 
fluorescence contrast agent. The FMT system, whether it is a 
commercial system or a laboratory prototype, is typically 
equipped with multiple wavelengths for both the light source 
and filters. One should carefully optimize the combination of 
the excitation/emission pair by checking the specifications of 
the FMT system and the absorption/emission spectrum of the 
fluorescence contrast agent. In the case of Aβ imaging using 
contrast agent CRANAD-2, the maximum values of absorption 
and emission upon interacting with Aβ aggregates appear at 
640 nm and 715 nm, respectively; hence, the light source and 
emission filter need to be close to those values [20]: for exam-
ple, an excitation laser with a 670 nm wavelength, bandpass 
filters with central frequencies of 660 � 13 nm and 
720 � 13 nm for excitation and emission procedures, 
respectively [20]. 

5. Detector: the detector is responsible for collecting both excita-
tion and fluorescence photons. The available detector types for 
a FMT system include photomultiplier tubes (PMTs), CCD 
camera, and sCMOS camera. Early contact-mode FMT 
employs single-pixel PMTs connected with optical fibers, 
while most commercial FMT systems and laboratory proto-
types utilize a noncontact mode where a CCD/sCMOS camera 
is typically used. The detection sensitivity plays a critical role in 
capturing fluorescence in deep brain regions or at low concen-
trations of contrast agents. Decreasing the temperature of the 
camera can significantly improve the signal-to-noise ratio and 
suppress dark-current noise; thus, cooling is typically applied 
for a CCD/sCMOS camera in a FMT system. 

6. Animal holder: during an FMT experiment, the imaging object 
(mouse/rat) is placed on a sample stage and stabilized with an 
animal holder (connected with face mask for inhalation anes-
thesia). Each FMT system might have a different design for 
both the sample stage and animal holder. In many commercial 
FMT systems, the sample stage is height-adjustable, which 
might lead to a change in the FOV and spatial resolution. A
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properly designed animal holder should reduce the movement 
of the animal and provide good image quality during FMT 
experiments, especially for some kinetics studies lasting for 
hours. In a multimodal FMT framework, the animal holder 
should also be compatible with other imaging modalities, such 
as CT and MRI [29]. It is essential to maintain the stable 
physiological condition of animals via monitoring and heating 
supply in the animal holder. 

7. Data acquisition: the FMT data acquisition procedure requires 
a controlling software installed in the FMT system. The 
controlling software configures the experimental environment 
to ensure an effective FMT experiment. Important configura-
tion parameters are the number/positions of excitation 
sources, filter wavelength selection for excitation/fluorescence 
detection, laser power, exposure time of the camera, etc. In 
some FMT systems, the configuration of parameterization can 
also be passed to the subsequent reconstruction software, 
which can highly improve the reconstruction quality [14]. 

8. Image reconstruction: image reconstruction plays a pivotal role 
in FMT measurement, for both commercial and homebuilt 
system. Typically, the reconstruction software is composed of 
two parts, namely, forward modeling and inversion [16]. The 
forward modeling is equivalent to an optical simulator, which is 
capable of simulating light propagation in biological tissues. 
Most of these simulators rely on the physics model of the 
diffusion eq. (DE) and are solved numerically via the finite 
element method (FEM). Two popular FEM-based simulators 
are TOAST++ [30] and NIRFAST [31], both of which provide 
user-friendly interfaces and are suitable for the redevelopment 
of new FMT reconstruction algorithms. Other more compli-
cated simulators are based on Monte Carlo methods, such as 
mesh-based Monte Carlo (MMC) [32] and Monte Carlo 
eXtreme (MCX) [33], which are more accurate than 
FEM-based modeling in low-scattering regions but require 
more computational power. Regarding the inversion proce-
dure, most FMT reconstruction is treated as a problem of 
solving a large-scale linear equation. Due to light scattering, 
the system matrix of the linear equation is highly ill-posed and 
sensitive to noise. To remedy the ill-posedness of FMT inver-
sion, different regularization methods have been applied 
[34]. Structural information obtained from CT and MRI can 
be integrated into the FMT reconstruction algorithm under a 
Bayesian framework [24, 35], and by using deep learning-
based methods [36]. 

9. Data analysis softwares: most commercial FMT systems inte-
grate data analysis and image reconstruction into a single soft-
ware. Data analysis software can typically provide fluorescence
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quantification by selecting a VOI in 3D. CT and MRI images 
feature high spatial resolution, which provides localization 
information for FMT reconstruction. Therefore in the case of 
multimodal imaging, one can use data analysis software to 
register FMT reconstruction with structural imaging data 
from CT and MRI [14, 20, 37]. If the FMT system allows 
multispectral measurement, spectral unmixing should be per-
formed in reconstructed FMT results and not in the raw 
data [26]. 

10. Phantom: many commercial FMT systems provide their own 
phantoms for system calibration. The phantoms are usually 
composed of polydimethylsiloxane (PDMS) mixed with addi-
tives such as carbon powder and titanium dioxide (TiO2) t  
generate absorption and scattering optical properties similar to 
biological tissues. There are also commercially available phan-
toms for system calibration (e.g., www.ino.ca). Recent reviews 
provide the criteria for designing a tissue-mimicking phantom 
[38], and the standardization in fluorescence imaging 
[39]. For quantitative analysis of the results, one should obtain 
a linear relationship between the concentration of fluorescent 
contrast agent and reconstructed fluorescence intensity in 3D 
via a phantom experiment. 

11. VOI analysis: VOI typically covers the whole brain region of 
the mouse/rat. Most commercial FMT systems employ point-
by-point raster scans as an illumination method, although 
structural illumination has been used in some laboratory pro-
totype FMT systems [40]. For raster scanning, the number and 
density of illumination points influence the FMT reconstruc-
tion. A recommended distance between two adjacent illumina-
tion points is 0.5–1 mm. The captured VOI should allow an 
extra 5–10 mm space outside the illumination area. As the 
state-of-the-art FMT spatial resolution is approximately 
1 mm, increasing the number and density of the illumination 
points will also increase the computational load during recon-
struction, which is unnecessary in this case. The theory of 
optimizing the illumination pattern during FMT can be 
found in [41, 42]. Cerebellum is commonly chosen as refer-
ence brain regions for in vivo Aβ imaging studies in animal 
models of AD amyloidosis given the low Aβ load in this region. 

12. Limitation of FMT technique: FMT is a highly sensitive and 
noninvasive 3D imaging technique, which is suitable for longi-
tudinal investigation of the development of Aβ pathology as 
well as monitoring of the treatment targeted at reducing Aβ. 
Despite the advantages of the technique, FMT is limited in 
spatial resolution (ca. 1 mm, similar to that of PET). Both the 
lateral and axial resolution of FMT may be deteriorated for 
fluorophores distributed in deep brain regions, which is related 
to the reconstruction algorithm applied.

http://www.ino.ca
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13. Opportunities and advances in FMT technique: due to its 
noninvasive nature, 3D macroscopic fluorescence is a highly 
valuable and attractive method, especially for brain imaging of 
proteinopathies such as tau deposits and alpha-synuclein inclu-
sions [43], as well as neuroinflammation assisted with contrast 
agents [44]. In addition, several technical advancements in 
FMT imaging will further improve the spatial resolution, sen-
sitivity, and imaging speed of this modality. 

(1) Usage of the near-infrared (NIR)-II window contrast 
agents: most current FMT systems focus on the first near-
infrared (NIR-I) window, which ranges from 760 nm to 
900 nm. Recently, fluorescence imaging in the second 
near-infrared (NIR-II) window (900–1800 nm) has 
gained popularity due to less light scattering in tissue and 
better visualization of fluorescence signals seated in deep 
tissue [45]. Although NIR-II FMT has been proposed 
previously, its reconstruction theory is still based on the 
same mathematical model of NIR-I light propagation and 
has not yet shown significant improvement in image qual-
ity [46]. Novel FMT reconstruction algorithms that 
accounts of NIR-II light propagation in a low-scattering 
medium will be helpful to break the bottleneck of low 
resolution in NIR-I window-based FMT imaging. Regard-
ing the fluorescence probes, a few new NIR-II Aβ targeting 
fluorescence imaging contrast agents have been developed 
and applied in APP/PS1 mouse model of AD 
amyloidosis [47]. 

(2) Time-of-flight detection of light: currently continuous-
wave (CW)-mode FMT is widely used for both laboratory 
prototypes and commercial systems, in which the camera 
of the system detects both excitation and fluorescence 
photons in a CW mode. This is mainly due to the technical 
maturity and high signal-to-noise ratio of CW light detec-
tion approach [23]. Compared with CW mode, a time-of-
flight detector measures the arrival time of single photons, 
which in turn can estimate tissue optical properties and 
fluorescence distribution with a higher precision 
[48]. Emerging single-photon avalanche diode (SPAD) 
technology can facilitate picosecond time-resolved detec-
tion and holds promise for next-generation FMT with 
higher spatial resolution and larger penetration depth 
[25, 49].
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Brain Banking in Dementia Studies 
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Abstract 

It is now well-established practice in dementia that one clinical entity may be caused by various neurode-
generative disorders, each with different histopathological findings, whereas neuropathologically confirmed 
patients may have different, unusual, and atypical clinical manifestations. 

This inconsistency in dementia patients leads to neuropathological examination of cases, and neuropath-
ological examination seems to be an inevitable part of dementia practice, at least until all clinical entities are 
properly identified for humans. 
Additionally, the development of disease-modifying therapies and confirmation of the actual accurate 

diagnosis of the neurodegenerative disease that the drug is thought to modify or act upon are of great 
importance for neuropathological evaluation in brain banks. 
Neuropathological processes coexisting among patients diagnosed with established clinical criteria or 

international guidelines have provided a new perspective in the context of drug development. 
Here, we review our routinely used methodology in the context of the brain banking process. 

Key words Neuropathological examination, Neurodegenerative, Brain, Postmortem, Dissection 

1 Introduction 

We live in a century where the legal, ethical, and social implications 
of postmortem brain tissues and strategies for improving collabora-
tions of brain bank networks are discussed. In addition, the brain 
bank is a powerful resource for new discoveries at the frontiers of 
neuroscience, through the concerted efforts of researchers, clini-
cians, patients, donors, and the general public [1]. 

It may be remarked that the first brain banking studies started 
in the eighteenth century when anatomists such as William Hunter 
archived nearly 50 brain samples due to the difficulties in brain 
protection [2]. 

After the French Revolution of 1789, the derelict bodies of the 
poor receiving state medical care became the source of 150 years of 
archiving human tissues in Europe, including the brain, giving a 
chance for a systematic and relatively logical approach [3]. 
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It was not before 1792 when Philippe Pinel changed the treat-
ment of the mentally ill drastically and described the term 
“demence.” He fought for removing the shackles in “madmen” 
and relieving mentally ill people to get air and liberty as he did in his 
34-year-old male patient, whose brain he investigated and came up 
with two macroscopic findings: increased water in the brain and 
thinning of the cerebral cortex. 

Dealing with chains led to the development of the concept of 
dementia as one of the listed mental illnesses [4]. 

Nearly a century after Pinel’s findings, Dr. Alois Alzheimer 
reported the findings of his famous patient, Auguste Deter. He 
described the microscopic findings of tangles and senile plaques of 
“a presenile form of dementia” in 1906 [5]. Hence, within a period 
of 2400 years, humanity passed through Hippocrates’s extracereb-
ral accumulation of water, to Pinel’s “demence,” and eventually to 
Alzheimer’s presenile dementia. Today, brain banks have been 
established in many countries in order to demystify the brain and 
its diseases. 

In this review, we would like to share with you our standard 
methodology for neuropathological examination on the basis of 
our brain bank, which is Turkey’s first brain tissue banking experi-
ence, which was officially established in 2015 in the Unit for Aging 
Brain and Dementia in the Department of Geriatric Medicine, 
Dokuz Eylul University Medical School, Izmir, for research 
purposes [6]. 

2 Materials and Methods 

2.1 Clinical 

Assessment 

Clinical diagnosis of the patients is made according to the updated/ 
latest diagnostic criteria or international guidelines. For research 
purposes, our brain bank prospectively consents patients who had 
at least 1 year of clinical follow-up, comprehensive geriatric assess-
ment, and brain imaging and who underwent neuropsychological 
testing at their initial visit in our Unit for Aging Brain and Demen-
tia, unlike the studies that included brain donors despite the lack of 
regular clinical follow-up. The legal representatives/next of kin 
(NOK) contact our service, which is open for 24 h, including 
weekends and holidays, immediately after the death. The legal 
representatives/NOK receive an autopsy report with a conclusive 
diagnosis of their family member’s neurodegenerative disease. 

2.2 Radiological 

Assessment 

All the cases had neuroimaging, including brain magnetic reso-
nance imaging (MRI) and computerized tomography. All the 
brain MRIs were performed with at least 1.5 Tesla MRI machines.
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When a donor is deceased, it is critical to remove the brain and 
other organs/tissues as soon as possible to minimize autolysis and 
subsequent interference with the ancillary studies. Generally, a 
timeframe for the autopsy in less than 24 h from death is acceptable, 
while longer than 30 h is not preferable [7, 8]. In our cases, the 
brains are removed within less than 12 h after death. 

NeuropathologicalEva-

luation 

2.3.1 During the 

Performance of the 

Autopsy 

1. Cerebrospinal fluid (CSF) is obtained through a transcallosal 
puncture with a syringe before the brain is removed. 

2. Blood samples are obtained through the internal carotid 
arteries in brain-only autopsies and from the aorta or heart in 
full autopsies. 

3. Weighing the brain fresh and without the dura is done after 
removal. 

4. Pictures of the outer surfaces of the brain from superior, lateral, 
and basal views aid future examination and the extent and 
pattern of involvement of any atrophy. 

5. A variety of protocols have been developed and are tailored to 
the needs of the research team and the circumstances of the 
institution and community. The protocols can be relatively 
simple or extremely detailed, again depending on the research 
objectives as well as the sources. For example, a protocol pub-
lished and used by Columbia University, New York City, NY 
[7], requires sampling of up to 150 regions from the fresh half 
of the brain, while protocols developed for the extraction of 
brains in distant regions require splitting initially. The brain is 
divided into right and left hemispheres, with one half being 
fixed while the other half is frozen for easy transport and 
keeping simple for remote participants (Washington University 
in St. Louis, St. Louis, MO; personal communication). In such 
remote operations, it is important to provide detailed instruc-
tions and the preferred types of containers and ice packs to 
maintain uniformity and avoid misunderstandings and errors 
that may affect tissue quality. A number of protocols and 
experiences of leading institutions that have established these 
operations and accumulated considerable experience have been 
published [7–12]. 

2.3.2 In Practice 1. It is typical that one half of the brain is fixed in the midsagittal 
plane and the other half is frozen or fresh tissue is triaged. 

2. Tissue is frozen at-80 °C and triaged for ancillary studies such 
as Western blot, in situ hybridization, and DNA and RNA 
analysis. 

3. Tissue saving for electron microscopic studies can also be done 
at this time. It is essential, however, that the protocol, proces-
sing, and neuropathologic evaluation be performed by a central
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laboratory in a uniform manner so that a certain level of stan-
dard and uniformity is maintained, and the results are compa-
rable for appropriate interpretation and statistical analysis. 

4. The other half of the brain is typically fixed in 10–15% formalin, 
and the internal carotid artery and vertebral artery are initially 
perfused or not, which helps deliver the formalin deeper into 
the tissue more quickly and typically takes 1–2 weeks or 
7–10 days. It shortens the fixation time. 

5. Both the fresh and fixed hemispheres are cut in the coronal/ 
frontal planes and are extensively sampled, typically resulting in 
15–20 sections, but can be over 40 sections from the fixed 
tissue in some protocols [12], depending on the protocol, as 
outlined in the aforementioned publications, targeting the 
critical areas involved in a variety of neurodegenerative diseases, 
so that a comprehensive workup can be performed. 

6. Removal of the spinal cord in its total length is also important, 
especially in cases that may have a motor neuron disease com-
ponent, such as amyotrophic lateral sclerosis (ALS) and 
ALS-frontotemporal lobar degeneration (ALS-FTLD). 

2.3.3 A Basic Panel of 

Histochemical and 

Immunohistochemical 

Stains Are Utilized 

1. Specifically for dementia workup, a silver impregnation tech-
nique such as Bielschowsky or Gallyas helps evaluate axonal 
population and identify pathologic processes, such as neurofi-
brillary tangles, diffuse, primitive, and neuritic plaques and any 
other abnormal accumulations/inclusions such as Pick bodies 
and argyrophilic grains. 

2. Immunohistochemical staining protocols for postmortem 
brain tissue have been described in detail [9], although auto-
mated systems and expanded immunohistochemical antibody 
panels are widely available currently. 

3. Our core work consists of antibodies targeting pathological 
protein aggregations using phosphorylated tau (including 3R 
and 4R), alpha-synuclein, TDP-43, and beta-amyloid and ubi-
quitin and others such as p62, FUS, and neurofilament protein. 
Neu-N, among others, was included based on the results of 
initial assessments. These identify neuropathologic findings 
associated with major dementing neurodegenerative diseases 
such as Alzheimer’s disease, Parkinson’s disease and dementia 
with Lewy bodies/Parkinson’s disease dementia, frontotem-
poral lobar degeneration and its subtypes, and other entities 
that result in cognitive/memory problems, such as primary 
age-related tauopathy (PART) [13], cerebral age-related 
TDP-43 with sclerosis (CART) [14], and limbic-predominant 
age-related TDP-43 leukoencephalopathy (LATE) [15]. 

4. Prion disease, despite its relatively rapid course of dementia, 
can also masquerade as a neurodegenerative disease or may
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coexist with it. Therefore, appropriate testing and investiga-
tion, especially in older adults, should be considered [16]. 

5. Evaluation for other commonly coexisting pathologies, 
namely, arteriosclerotic disease, i.e., atherosclerosis and arter-
iolosclerosis (small vessel disease) [17] and hippocampal scle-
rosis [18], and cerebral amyloid angiopathy (CAA) and other 
vasculopathies, such as cerebral autosomal dominant arterio-
pathy with subcortical infarcts and leukoencephalopathy 
(CADASIL), is also performed. 

Interpretation and recording of findings in a standard systema-
tical manner according to published consensus criteria facilitate 
uniformity of diagnoses and data analysis. These include, but are 
not limited to, National Institute on Aging-Alzheimer’s Associa-
tion (NIA-AA) guidelines [19], Thal phases of amyloid deposition 
[20], the Consortium to Establish a Registry for Alzheimer’s Dis-
ease (CERAD) [21], Braak staging [22], FTLD classification [23], 
Dementia with Lewy Bodies Consortium [24], Modified Boston 
Criteria for CAA [25], and small vessel disease (arteriolosclerosis) 
[26], as well as evaluating white matter changes [27]. 

3 Discussion 

Diagnosis of neurodegenerative diseases such as Alzheimer’s dis-
ease (AD), Lewy bodies and dementia (DLB), vascular dementia 
(VaD), Parkinson’s disease (PD), frontotemporal lobar degenera-
tion (FTLD), and others are currently based on established clinical 
criteria, which are far from making a definitive diagnosis, because 
they are characterized by a complex set of neuropathological fea-
tures, often with marked overlapping pathologies [28] as seen in 
Fig. 1 [6]. Also, it is well-known that there is only a moderate 
relationship between some clinical diagnoses and subsequent neu-
ropathological diagnoses [6, 29]. 

Brain bank and subsequent histopathological evaluation of the 
human brain in a systematic manner in large groups have had an 
important role in advancing our understanding of the pathogenesis 
of neurodegenerative diseases and age-related changes in the brain, 
while providing additional opportunities to other researchers who 
can use this material and data [7]. The postmortem brain examina-
tion performed in the brain banks, established with these purposes, 
provides the accurate diagnosis of the participant whom the clin-
icians followed longitudinally with all available clinical, neuropsy-
chological, radiological, and biomarker data, giving the chance to 
correlate all these data with the neuropathological findings [30] 
since no fluid and imaging biomarker is currently able to provide a 
definitive diagnosis [6]. For example, provided that dementia with 
Lewy bodies is the second most common dementia and it has been
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still under-recognized or misdiagnosed [31]. This could be the 
most straightforward and most compelling reason for the need of 
brain banks in dementia studies. 
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Fig. 1 A male patient [6] (age at diagnosis, 88, and age at death, 91) was admitted to our clinic with 
forgetfulness, fluctuating cognition, neuroleptic sensitivity, organized visual hallucination, and postural 
hypotension and diagnosed and followed as DLB 
His brain computerized tomography (CT): (a) axial, (b) coronal, and (c) sagittal CT images show enlargement of 
the subarachnoid spaces, and dilatation of the ventricular system and reduction in size of both hippocampal 
bodies. Macroscopic dissection samples: (d–f). Microscopy: (g) typical view of a pigmented neuron with 
classical Lewy body, H&E stain, and (h) α-synuclein positivity of the Lewy body, α-synuclein stain. The 
neuropathologic findings were compatible with AD (A1, B2, C2) and DLB
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In addition, the treatment failure rate in AD, the most common 
neurodegenerative disease worldwide, was reported as high as 99% 
in placebo-controlled studies [32]. Lessons learned from neuro-
pathological assessments regarding the failure of drugs in the dis-
ease have led the studies to include participants diagnosed with AD 
with biomarker support [33]. The presence of comorbid neuro-
pathologies in the setting of AD neuropathology was another 
essential lesson learned [34]. Nonetheless, potential agents with 
various mechanisms under investigation and recent advancements 
make us hopeful for the near future. 

In brief, until the accurate antemortem diagnosis of all the 
neurodegenerative diseases has been established by either clinical, 
pathophysiological, genetical, or with biomarkers, the neuropath-
ological examination will be essential for the identification of 
unusual, atypical, and strange cases, for the development of suc-
cessful treatment modalities such as disease-modifying therapies or 
for the confirmation of the actual underlying disease that the 
disease-modifying treatment had been thought to target. 
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Speech-Based Digital Biomarkers for Alzheimer’s Research 
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Abstract 

Digital biomarkers are of growing interest in the field of Alzheimer’s Disease (AD) research. Digital 
biomarker data arising from digital health tools holds various potential benefits: more objective and more 
accurate assessment of patients’ symptoms and remote collection of signals in real-world scenarios but also 
multimodal variance for prediction models of individual disease progression. Speech can be collected at 
minimal patient burden and provides rich data for assessing multiple aspects of AD pathology including 
cognition. However, the operations around collecting, preparing, and validly interpreting speech data 
within the context of clinical research on AD remains complex and sometimes challenging. Through a 
dedicated pipeline of speech collection tools, preprocessing steps and algorithms, precise qualification and 
quantification of an AD patient’s pathology can be achieved from their speech. The aim of this chapter is to 
describe the methods that are needed to create speech collection scenarios that result in valuable speech-
based digital biomarkers for clinical research. 

Key words Cognition, Digital biomarkers, Alzheimer’s disease, Speech biomarkers 

1 Introduction 

Alzheimer’s disease (AD) clinical trials are the slowest and most 
expensive clinical trials among neuropsychological indications [1], 
and with 99.6% they have an exceptionally high failure rate 
[2]. Regarding the reasons for the high failure rate, inadequate or 
ineffective endpoint design was identified as one of the problems 
[3]. An accurate classification of disease stage and progression is an 
essential step to make AD clinical trials more efficient. This espe-
cially applies to the detection of early and asymptomatic disease 
stages, since modern clinical trials have shifted their focus to the 
earlier phases of the disease and mostly include prodromal or 
preclinical AD patients [4]. Hence, a new framework for detecting 
different AD stages that meets contemporary requirements could 
improve the success rate of AD clinical trials. 
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Biomarkers that sensitively, reliably, and validly detect disease 
status and progression provide a valuable option that could support 
(1) patient selection, (2) classification of disease stage, (3) clarifica-
tion of drugs’ mechanism of action, and (4) measurement of treat-
ment response, as well as (5) appropriate dose selection 
[3]. Therefore biomarkers are an important tool to overcome 
recent barriers to AD clinical trial success. 

In recent years, increasing interest has been directed toward the 
exploration of noninvasive biomarkers. Speech analysis has become 
a research tool, as well as a diagnostic resource, for measuring 
multiple pathological aspects of AD such as cognition, late-life 
depression, apathy, and other psychiatric symptoms. 

Just as traditional “fluid” biomarkers that assess pathogenetic 
hallmarks of AD, digital speech biomarkers (SBs) measure indica-
tors of normal biological processes, pathogenic processes, or 
responses to an exposure or intervention. In particular, SBs that 
target cognition can provide meaningful insights into disease-
related pathological changes, since progressive cognitive decline is 
the cardinal behavioral symptom in AD [5]. Whereas classical neu-
ropsychological tests often have sufficient psychometric properties 
to measure cognitive decline in dementia, they are less suitable or 
not applicable at all to decentralized remote clinical trials, as they 
require physical presence of clinicians. The benefit of speech-based 
digital biomarkers is that they can easily be deployed remotely over 
low-tech immersive frontends such as standard telephones, sup-
porting robust decentralized trials. Additionally, SBs are a 
promising solution, as they can be carried out automatically and 
thus enable scalable and cost-efficient outreach for trial inclusion, 
thereby saving time and reducing bias through more representative 
trial populations. Moreover, the assessment can be carried out at 
home and is thus particularly convenient, which results in lower 
burden on sites and patients during the trials. The scalability of 
speech biomarkers facilitates screening and prescreening scenarios 
as well and thus supports trial enrichment by preselecting more 
appropriate participants, making AD clinical trials more efficient by 
reducing time and costs that are caused by high screen-outs 
[1]. SBs’ noninvasiveness provides unique advantages beyond 
CSF- or blood-based biomarkers. They are collected using a digital 
sensing product, so SBs can also be referred to as digital biomar-
kers. Since the sensing product captures speech (e.g., using a 
microphone), they qualify as digital speech biomarkers (sometimes 
also called voice biomarkers) [6]. 

When referring to SBs, it is important to carefully consider the 
technical framework that a specific SB is embedded into, as given by 
its intended use. Depending on this framework, use-case-specific 
sensor setups need to be evaluated as part of the SB evaluation (e.g., 
lower audio sampling rate for a telephone-based deployment com-
pared to an app-based usage) [7]. From a conceptual/clinical point



of view, it is important to define how speech readouts connect to a 
concept of interest (e.g., a symptom or syndrome) and eventually a 
meaningful aspect of health. This conceptual framework ultimately 
also drives the validation efforts. Conceptually, an SB often does 
not measure the capability of a human being to talk and use 
language but rather uses speech as a medium to measure 
language-distant pathogenic processes such as, e.g., breathiness in 
spoken language due to asthma or other respiratory diseases. 
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As far as SBs for cognition are concerned, in some cases, an SB 
measures language as a cognitive function, and therefore the 
medium (speech) overlaps directly with the concept of interest 
(speech/language capabilities; for an overview see [6]). In addi-
tion, SBs can focus on other aspects of neurocognition that are 
impaired in AD such as learning and memory, executive function, 
or processing speed, which are related to everyday functionalities 
(remembering and knowing some facts, planning of activities, fol-
lowing a conversation) that are meaningful to the patient but are 
not necessarily related to speech. Based on the cognitive domains 
that are targeted, the use of different speech tasks and a different 
analysis can be useful (for an explanation of different tasks and their 
analyses, see Subheading 3 “Methods”). 

2 Materials 

Speech biomarkers need to be embedded in a technical system that 
allows the capture and interpretation of speech data (for an over-
view see Fig. 3). One such system would need to be configurable to 
meet the demands for the planning, management, and (remote) 
execution of different studies in the field of medicine and pharmacy. 
It would be an additional benefit if the system can be easily imple-
mented in third-party systems to be used together with other tools 
that are required for the study. The platform would consist of at 
least two components: one interface for the study team for the 
organization of the study and one for the participants where assess-
ments can be performed. 

2.1 Components Interface for the Study Team The expert/clinician-facing fron-
tend typically is a central space where studies can be planned, 
participants can be registered, assessments can be set up using 
different implemented language tasks, participants’ assessment 
dates can be scheduled, and the final results including patients’ 
adherence can be viewed. There are no specific requirements for 
the hardware that should be used. However, it makes sense to use 
an interface that every clinician probably has available anyway, such 
as a password-protected web page that can be accessed with differ-
ent devices.
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Interface for the Participants While the organization of a study 
does not require specific technology, the collection of speech data 
demands a technology that has an appropriate sensor, which would 
be a microphone. Depending on the study population, disease, 
affinity with technology of the participants, and disabilities, the 
most fitting data collection component can be chosen. In general, 
two setups would be possible: (1) interfaces with a screen (app 
assessment for smartphone or tablets, computer-based assessment) 
or (2) phone call. 

1. Interfaces with a screen: in the computer or smartphone-based 
assessment, participants are guided through the tasks via 
instructions on the screen. This allows the performing of 
speech tasks that rely on visual stimuli (such as describing a 
picture). When designing an app or web page for studies in AD 
trials, the vast age range, diseases, and tech-savviness of parti-
cipants need to be considered including the following aspects: 

(a) Technology and user interfaces often make use of symbols, 
icons, etc. to increase usability. Unfortunately, many of 
these symbols originate in younger generations, and 
their understanding often requires a cultural homogene-
ity, which can lead to difficulties in understanding across 
different cultures and generations [8]. To overcome this, 
the usage of icons should be reduced to a minimum, and 
instead, buttons have text describing their action. 

(b) Kilian et al. point out that by simplifying the knowledge 
presented, the usability of a system can be improved— 
especially for the elderly as cognitive performance slows 
down with age [9]. In order to minimize the cognitive 
load of the participant, the flow through the app should 
be as simple and linear as possible. Beyond the actual 
assessment, the login should also be made as easy as 
possible. One possibility would be to use a QR code— 
no need for participants to remember a complex username 
and password combination. The assessments could be 
used in-clinic and remotely at home. Remote assessments 
reduce the burden and allow to conduct study protocols 
with higher assessment frequencies (e.g., weekly). If the 
recording device has a sufficient microphone quality (con-
sidering sampling rate and bit depth), which is true for 
almost any currently used device, the generated speech 
data has solid audio quality. Otherwise, usage of a headset 
can be considered. 

2. Phone call: in addition to the app or computer-based assess-
ments, a phone-based administration (which can be carried out 
using an ordinary landline telephone) is also possible, which
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Fig. 1 Example of the speech data collection platform “Mili” (ki:elements GmbH) 

allows less tech-savvy persons to access the assessment. Of 
course, the presentation of visual stimuli is not possible. 
Phone calls can be carried out fully automated, which requires 
the interaction of the participant with a phone bot that pro-
vides the task instructions or alternatively—and especially for 
people with higher degrees of disabilities—in an assisted phone 
call, where a study team member carries out the assessment. 
Even when a landline phone is used, the audio quality of the 
assessment is sufficient for analysis (Fig. 1). 

2.2 Environment While speech biomarkers can be administered at home or in-clinic, 
they require a silent environment with minimal background noise 
(see Note 1), so that the sound signal can be picked up and pro-
cessed properly. Participants should be free from any disturbance 
and should wear their hearing or vision aids if needed. If a smart-
phone or tablet is used, the device should be charged and needs to 
be set to a volume that allows the participant to hear acoustic 
stimuli (see Note 2). 

3 Methods 

3.1 Selection of 

Speech Tasks 

To use speech biomarkers to measure cognition, a speech protocol 
has to be set up that elicits speech from the patient. As mentioned in 
the introduction, the context of a task significantly determines the 
demands on the speaker. Hence, the features that can be derived as



well as the analysis and interpretation of the results depend on the 
verbal content and the constraints of the given task. A pause, for 
example, cannot be interpreted on its own, without knowledge of 
the context, as it does not contain any data on its own. 
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Fig. 2 Speech tasks sorted by level of constraints and cognitive load that is induced by the task 

Tasks can be classified according to the extent of their con-
straints on a continuum from very constrained tasks to free speech 
(see Fig. 2). An example of a very constrained task would be reading 
aloud a given sentence. Semantics, syntax, and pragmatics are 
already predetermined in this task and thus cannot be analyzed in 
any meaningful way. In this task, however, articulation skills could 
be tested. A pause in this task would possibly indicate respiratory 
problems. The fewer constraints a task has, the more levels of 
speech can be considered for a meaningful analysis. A pause in a 
free speech task could be interpreted as a hesitation or as word-
finding difficulties. In addition, the restriction of the task itself can 
also influence speech production, since a higher cognitive load is 
already given to complete the task. The influence of cognitive load 
can affect the performance differently depending on the disease. 

For the assessment of AD, cognitive functions including mem-
ory, executive functions, and processing speed are eligible. Accord-
ingly, tasks must be selected that can capture this. For the 
assessment of memory functions, the patient would need a task 
that provides some sort of memory stimuli that is presented to 
them and that needs to be recalled verbally. In this case, features 
could be derived that allow to trace back different memory pro-
cesses by analyzing how the items are recalled to reproduce the 
cognitive manipulation that the patient undertakes. For this analy-
sis, a speech biomarker could analyze the semantic relationships 
between individual items to examine whether they have been



organized by the patient, or it could be examined whether specific 
word properties have an advantage to be recalled correctly. Many 
more characteristics of memory impairment have been identified 
that can be captured using specific features. 
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Fig. 3 Schematic overview of the interplay of the described materials and methods 

For the assessment of executive functions, a task needs to be 
administered that requires the patient to use some sort of cognitive 
control functions. There are several verbal tasks that can be used for



this. For example, verbal fluency tasks require the participant to 
actively retrieve words from the semantic lexicon. Performance in 
this task depends on strategy use and mental flexibility, which can 
be assessed using clustering and switching features, which are 
known to be altered in AD [10]. Further features can be analyzed 
and have been examined previously [11]. Table 1 provides an 
overview of speech tasks that are suitable for assessment of cogni-
tive impairment in AD and some features that can be derived from 
these tasks. 
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Table 1 
Overview of speech tasks suitable for AD cognitive assessment 

Speech tasks Cognitive domain Description Possible features 

Verbal fluency Executive 
functions 

Participants are presented with a 
category and should name as 
many items out of this category 
as possible. Typically the 
“animal” version is administered, 
which requires participants to 
name as many animals as they can 
think of in 1 min (see Note 3). 

Number of words, semantic, 
and temporal clusters 

Word and 
story recall 

Memory Participants are presented with 
verbal material (either words or a 
story) and should immediately 
recall the story/word list. Word 
list tests repetitively present the 
same word list on several 
successive trials, which allows 
learning the list. After each trial 
there is an immediate recall trial. 
After all trials are performed, 
there is a delay of 30 min, 
followed by a delayed recall trial. 

Number of correctly recalled 
items, proportion of 
primacy and recency items, 
learning slopes 

Picture 
description 

Language, 
executive 
Functions 

A picture is presented to the 
participant that represents a 
complex visual scene with several 
persons and actions. The 
participant should describe the 
picture as detailed as possible. A 
time limit can be applied. 

Filler words, part-of-speech 
proportions, hesitation 
rate, repetitions 

Interviews Language, 
memory, 
executive 
functions, 
processing speed 

Interviews are a semi-constrained 
task. The interviewer asks 
specific, standardized questions 
and the participant answers 
them. Speech features derived 
from interview contributions of 
the participant correlate 
significantly with PET-tau 
values. 

Filler words, part-of-speech 
proportions, hesitations 
rate, repetitions, length of 
an utterance
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3.2 Practical 

Implications for the 

Assessment 

For the assessment to be performed correctly, the background must 
be quiet. If a disruption happens during the assessment that inter-
feres with the recording (background noise, someone speaks in 
between, instructions were not understood), the possibility should 
be implemented to redo the assessment (see Note 4). However, 
when redoing an assessment, practice effects have to be considered, 
since a second administration could lead to a significant learning 
effect (e.g., starting with all trials from a word list task, a second 
time allows the participant to have the learning twice). 

To allow the study team to decide whether an assessment 
should be repeated, an online quality analysis comes in handy. 
The quality analysis can provide a first impression whether the 
audio data that were collected fulfill basic quality criteria including 
background noise or the length of an audio file (e.g., if the task is 
timed for 1 min, and the audio file only contains 10 s, the quality 
control analysis should indicate that the task has not passed the 
quality analysis). 

3.3 Speech Analysis The voice data that is generated is typically evaluated with the help 
of machine learning artificial intelligence. Speech data can be ana-
lyzed on a linguistic level (what is said; what words are used, how 
the sentence is structured, etc.) and on an acoustic level (how 
something is said; pitch, intonation, etc.). For the linguistic analy-
sis, recorded speech is often transcribed as a preparation using 
automatic speech recognition. From the transcripts, several differ-
ent features reflecting structure, sentiment, semantic, or cohesive-
ness of language can be derived. For the acoustic analysis, no 
transcript is needed. Features can be extracted directly from the 
audio recording. However, the audio recording might require some 
preprocessing and cleaning before features are extracted. Typical 
preprocessing steps involve the cutting of the audio to the relevant 
parts or the decomposition of the audio recording into single 
frequencies. Since these process steps are typically applied to all 
audio data, it often makes sense in practical applications to auto-
mate the preprocessing and feature extraction. Such an engine in 
combination with a features library will then provide ready-to-use 
feature values whenever an audio file is entered. 

Feature values in themselves provide a measure, yet it is usually 
a specific pattern of different features that collectively present as 
deviating from the norm or a control group that allow association 
with a particular pathology (such as AD). Since a large number of 
features are also often extracted, it is generally useful to aggregate 
them. This is typically done using machine learning algorithms that 
support the search for a pattern or the weighting and aggregation 
of the values into a clinically meaningful composite (which requires 
a clinical anchor). A clinically meaningful score that captures a 
relevant concept of a given disease qualifies as a biomarker which 
can be used to characterize a pathological process, including the



detection of a disease or monitoring of the disease progress (see 
Note 5). One example for a speech-based biomarker that can be 
used in Alzheimer’s is the ki:elements speech biomarker for cogni-
tion, which provides a score for processing speed, episodic memory, 
and executive functions based on a 10–15-min speech 
assessment [12]. 
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4 Notes 

1. A general concern in speech biomarkers is that the signal that is 
recorded needs to have sufficient audio quality to not distort 
the analysis and lead to incorrect results. A separate room or a 
headset can be useful to reduce the background noise. 
Although controlling the environment is difficult in a remote 
setting, the study team can check the quality of the recording in 
the Interface for the Study Team and can offer a retesting 
(whereby practice effects should be considered). 

2. To avoid that the assessment is interrupted due to technical 
difficulties that arise from the selected device, the risk should be 
minimized by setting up the device correctly. 

3. In some cases it may happen that not all words are picked up by 
the automatic speech recognition, which can lead to slightly 
distorted results. 

4. A software bug can result in the interruption of the assessment, 
a missing analysis, or a wrong result. Sometimes the problem 
resolves itself, if the app is started new. Otherwise the app 
support needs to be contacted. 

5. In general, whereas digital biomarkers, typically complex algo-
rithms which take many data sources in order to make a binary 
patient assessment, may be highly predictive or prognostic, 
they are often difficult for the patient, care partner, or clinician 
to interpret in a way that is meaningful and translational. Inter-
pretation and scoring aids such as norms from a clinical and a 
healthy population provided by the developers may be useful. 
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Chapter 19 

cCOG Web-Based Cognitive Assessment Tool 

Hanneke F. M. Rhodius-Meester, Teemu Paajanen, and Jyrki Lötjönen 

Abstract 

Cognitive testing is an essential part of clinical diagnostics and clinical trials in Alzheimer’s disease. Digital 
cognitive tests hold a great opportunity to provide more versatile and cost-efficient patient pathways 
through flexible testing including at home. In this work, we describe a web-based cognitive test, cCOG, 
that can be used in screening, differential diagnosis, and monitoring the progression of neurodegenerative 
diseases. 

Key words Cognitive testing, Alzheimer’s disease, Neurodegenerative diseases, Digital biomarkers 

1 Introduction 

To provide adequate care and appropriate treatment, timely and 
accurate diagnosis of neurodegenerative disorders is essential. 
Timely diagnosis of Alzheimer’s disease (AD) combined with ade-
quate management can support cognition, delay institutionaliza-
tion, and lead to socioeconomic benefits even with existing 
treatment options but becomes even more critical when disease-
modifying treatments are more widely available [1]. Knowledge on 
diagnosis and future perspectives, focusing on the patient and 
caregiver, are essential for empowerment of patients. Yet, to date, 
patients experience on average 3 years of cognitive complaints prior 
to referral to the memory clinic, leading to stress and anxiety and 
leaving a high number of diagnoses undetected [2, 3]. Patients 
struggle whether or not to visit their general practitioner (GP), 
and some might fear the burdensome of cognitive testing; and GPs 
struggle with which patients to refer to memory clinics [4]. Whereas 
at the memory clinic, the challenge of differential diagnosis results 
in clinicians struggling with determining the correct workup, lead-
ing to unwarranted practice variation and suboptimal diagnostic 
accuracy [5]. 

Robert Perneczky (ed.), Biomarkers for Alzheimer’s Disease Drug Development, Methods in Molecular Biology, vol. 2785, 
https://doi.org/10.1007/978-1-0716-3774-6_19, 
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2024

311

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-3774-6_19&domain=pdf
https://doi.org/10.1007/978-1-0716-3774-6_19#DOI


312 Hanneke F. M. Rhodius-Meester et al.

The field is in the dawn of major changes due to developments 
in blood-based and digital biomarkers, in artificial intelligence (AI), 
and in disease-modifying treatments [6, 7]. The transformation of 
the patient journey is crucial to prepare for a future with optimal 
dementia diagnostics and monitoring, solving current challenges 
and using novel opportunities [8]. To ensure that our healthcare 
system provides an adequate and timely diagnosis and care for all 
patients, just spending more money and increasing capacity is not 
the solution. The COVID pandemic has shown the rigidity and 
inadequacy of our current healthcare system, as well as the need for 
digital cognitive testing [9]. The solution is to use our resources 
smarter and apply novel digital tools for dementia screening and 
diagnostics [10]. This is crucial also in the light of clinical trials and 
eventually disease-modifying treatment. This means improved par-
ticipant selection (screening and diagnostics) and monitoring dis-
ease progression (outcome measures). For example, tools are 
needed to identify AD cases in a cost-effective way, avoiding unnec-
essary CSF or amyloid-PET testing. Digital tools can aid in this 
difficult challenge, separating AD from other dementias, such as 
vascular dementia, frontotemporal dementia, and dementia with 
Lewy bodies (DLB) [11–13]. Despite intense developments, AI, 
remote testing, and digital tools are not comprehensively validated 
and implemented in memory clinics, let alone used at the GP or at 
home [14, 15]. In a recent European survey, stakeholders are 
overall clearly positive toward AI and use of digital tools yet point 
out too many hurdles have to been taken for them to use AI or 
digital tools in their daily practice [16]. 

Cognitive testing with pen and paper tests is still the norm both 
in screening tests and neuropsychological assessments. Neuropsy-
chological assessment is too broad and time-consuming for screen-
ing cognitive problems and requires trained neuropsychologists to 
assess and interpret the test results. Short paper and pencil-based 
cognitive screening tests such as Mini-Mental State Examination, 
Montreal Cognitive Assessment, and the CERAD cognitive battery 
have proved to be accurate in detection of dementia disorders. 
However, web-based cognitive testing provides several advantages 
as compared to paper and pencil tests, such as enhanced precision of 
measurements and standardizing measurements between hospitals. 
Web-based tests may increase the availability of testing and help to 
reduce costs at the same time [17, 18]. In addition digitized results 
can be more easily integrated to electronic patient data platforms 
[19]. Web-based cognitive tests have been found to be promising in 
measuring cognition in general population [20] and in detecting 
mild cognitive impairment (MCI) and dementia [21, 22].However, 
test performance can vary depending on test devices [20, 23, 
24]. Also retest reliability of self-administered cognitive tests and 
their correlation to the traditional neuropsychological tests vary 
[20, 22, 25]. Finally, online cognitive testing at home can provide



a less stressful environment for patients and enable more flexible 
and cost-efficient patient pathways for clinics and pharma 
companies. 
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Despite clear benefits and potential of web-based cognitive 
tests, they are clearly underutilized in clinical settings. We therefore 
developed in an European project, a web-based self-administrable 
cognitive test tool, cCOG, designed for early detection of neuro-
degenerative disorders. Different tasks of cCOG were developed 
based on traditional cognitive tests to maintain the internal validity 
and to support clinicians to interpret the results. As a result, cCOG 
shows high correlation with standard neuropsychological tests 
which represent the gold standard of cognitive assessment. cCOG 
can be applied as a cognitive screening tool in clinics and clinical 
trial settings, but also as a follow-up tool to detect individual-level 
cognitive change in a standardized manner. 

2 Materials 

2.1 Test Subjects The cCOG test can be executed on a standard personal computer 
(PC), laptop, or tablet with an Internet connection and a web 
browser (see Note 1). A touch screen, external mouse, or a laptop 
mouse can be used as a pointing device. When the test is done at 
home, the test subject should also have an email account because 
the test is launched from an email link. 

As in any cognitive testing, the test subject should not be tired, 
his/her mood should be within normal variation, and there should 
not be external distractors or interruption during the session. It is 
instructed to reserve about 20 minutes in a quiet environment for 
doing the test. It is recommended that the questionnaire on symp-
toms is filled together with their closest one. 

2.2 Healthcare 

Specialists 

The administration tools for healthcare specialists are available 
through a web portal. The administrator of the clinic can invite 
new healthcare specialist users to the portal. 

3 Methods 

cCOG is composed of three questionnaires and six cognitive tasks. 
cCOG measures episodic memory (word list learning and delayed 
recall), attention and reaction time (choice reaction time test), 
visual search, processing speed and executive function (modified 
versions of Trail Making A and B tests, TMT-A and TMT-B), and 
visual object perception (fragmented letters test). cCOG has been 
shown to provide valuable information for detection of cognitive 
problems and for differential diagnostics [12, 13]  (see Note 2). 
Next, the cCOG test is described in detail.
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Questionnaire pretest: the questionnaire reminds a test sub-
ject that he/she should be alert enough for doing the test and has 
enough time. If not, the test is recommended to be done another 
time. If a healthcare specialist has not entered the age, sex, and 
education years for the subject when creating a test invite, those will 
be asked directly from the subject. 

Questionnaire on symptoms: the questionnaire is designed to 
evaluate whether the subject has symptoms that are especially typi-
cal in dementia with Lewy bodies. The questions address the fol-
lowing areas: 

1. Motor problems. 

2. Visual hallucinations. 

3. REM sleep behavioral disorders. 

4. Fluctuation in alertness. 

5. Constipation. 

6. Urinary retention. 

7. Orthostatic hypotension. 

Next, the cognitive test starts. Each task is first briefly intro-
duced in writing, and then a short video follows showing what a 
test subject is supposed to do. 

Task 1 (episodic memory, learning): The test subject is asked to 
remember 12 words shown one by one (Fig. 1). For each word, a 
written word and its picture is presented. After the words have been 
shown, the subject is asked to type as many words as she/he can 
remember. The same list of words is shown three times but each 
time in a random order (see Note 3). 

Task 2 (choice reaction time): In this choice reaction time test, 
stimuli are letters indicating the directions right and left to which 
the subject should react by pressing the arrow buttons as quickly as 
possible. The subject is supposed to press the right and left arrow 
buttons when she/he sees the letter “R” (right) or “L” (left). The 
letters used depend on the language used in the test. 

Task 3 (fragmented letters): The test subject is shown 20 letters 
with incomplete shape and asked to type the corresponding letter 
(Fig. 2). 

Task 4 (modified Trail Making Test A): The numbers from 1 to 
24 are shown in random locations on the screen. The subject is 
asked to select the numbers in ascending order as quickly as possi-
ble. The task ends when the subject reaches number 12. 

Task 5 (modified Trail Making Test B): The subject must again 
select numbers in order, but this time each number is presented 
both in a circle and a square (Fig. 3). Altogether 48 stimuli are 
shown on the screen. The subject is asked to select the numbers in 
ascending order but alternating between circles and squares. The 
sequence is started from the number 1 within a circle, then number
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Fig. 1 Episodic memory task: learning 

Fig. 2 Fragmented letters task 

Fig. 3 Modified Trail Making Test B task



2 within a square, then number 3 within a circle, and so on. The 
subject is supposed to continue alternating as quickly as possible 
until she/he reaches number 12.
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Task 5 (episodic memory – delayed recall): After the delay, the 
subject is asked to recall and type the words from Task 1. 

Questionnaire post-test.: The questionnaire checks whether 
the test subject had any issues during the test. The subject is asked 
about the level of concentration, distractions, possible help 
obtained during the test, the place where the test was done, and 
the device used. 

cCOG Administration Tools 
Proper administration tools are necessary for healthcare profes-
sionals to efficiently administer a clinical trial or the use in clinical 
practice. This section describes the main functionalities of the 
cCOG portal for healthcare professionals. 

Defining organization settings: The general settings for the 
organization, e.g., for a memory clinic, are defined first, but many 
of these settings can be personalized for each test subject. If a test 
subject does the test at home, she/he receives an email containing a 
link to the test. In the settings, an organization can define:

• The content of the invitation and reminder emails.

• The time when the link expires and when the reminder email 
is sent.

• The default language of the test (see Note 4).

• The schedule for automatically sent invites for follow-up tests 
(if activated). 

Inviting a new subject: New test subjects can be created in 
the cCOG portal. Invites can be sent immediately or scheduled 
for the future, and they can be sent directly to the patient or clinic. 
If the test is done in the clinic, it is not necessary to send any invites, 
but the test can be started from the portal. One can deviate from 
the general organization settings if desired, e.g., change the lan-
guage of the test. 

Managing existing subjects: The test subjects of the organiza-
tion can be filtered based on their status, e.g., whether she/he has 
done the test, failed in completing the test, or the test has been 
scheduled for the future. 

Reviewing results After a test subject has completed the cCOG 
test, the report and additional information are available in the 
portal. The report contains results for each task (learning, delayed 
recall, modified Trail Making A and B, reaction time, and fragmen-
ted letters) and the overall score called global cognitive score 
(Fig. 4). The black ring shows the value measured from the test 
subject, and the green and purple bars denote the distribution of



values in cognitively normal and mild Alzheimer’s disease patients, 
respectively, when normalized for age, sex, and education years. 
The bars show the range within which 80% of people in the 
corresponding diagnostic group fall. In other words, the left edge 
of the bar indicates the test result value for the 10th percentile and 
the right edge for the 90th percentile. The white vertical bar in the
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Fig. 4 cCOG report (Percentile for a test result value is the share of people in a population having a smaller 
value)



middle shows the median value (50th percentile) for the 
corresponding diagnostic group.
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The values of test result and their percentiles are shown in the 
table. If the value falls between 0–5th and 5–10th percentile for the 
learning, delayed recall, or fragmented letters test, the value is 
highlighted in a red or a light red color, respectively. The values 
between 95–100th and 90–95th are highlighted consequently for 
modified TMT-A, TMT-B, and reaction time tests. The final col-
umn, Notes, indicates if a test subject reported something that 
might impact the test results. The number 1 denotes poor concen-
tration, 2 distractions during testing, and 3 help obtained in doing 
the tasks, e.g., tips for remembering the words (see Note 6). 

The results from the questionnaire on symptoms are shown in 
the bottom. If a test subject reports symptoms, the values are 
highlighted in red. 

4 Notes 

1. The screens of mobile phones are often too small for the 
modified Trail Making B test making the reliable selection of 
correct items challenging on the screen. 

2. In [12], cCOG was shown to separate cognitively normal 
people from mild cognitive impairment (MCI) with area 
under the curve, AUC = 0.84, while the performance was 
AUC = 0.75 for MMSE and AUC = 0.77 for a combination 
of paper and pencil tests used in clinical practice (MMSE, 
RAVLT/CERAD wordlist, TMT-A, TMT-B, categorical ver-
bal fluency, and forward and backward digit span tests) in the 
same population. Consequently, AUC = 0.92, AUC = 0.84, 
and AUC = 0.91 were reported for cCOG, MMSE, and com-
bination of clinical cognitive tests, respectively, in separating 
cognitively normal people from early dementia cases 
(MMSE = 27.2 ± 1.9). In [13], cCOG was tested in differen-
tial diagnostics of Alzheimer’s disease (AD), dementia with 
Lewy bodies (DLB), and cognitively normal people (CN). 
The combination of the questionnaire on symptoms and cog-
nitive tests produced the following performance: AUC = 0.94 
for DLB vs. CN, AUC = 0.87 for AD vs. DLB, and 
AUC = 0.88 for AD vs. CN. Nearly 90% of test subjects did 
the test at home. 

3. cCOG contains six wordlists which are gone through sequen-
tially for each test subject. Each list contains words from 
corresponding categories, e.g., one word for furniture, one 
for body parts, etc. To minimize the learning effect, the num-
bers in the modified trail making tests are also shown in a 
random order on the screen.
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4. cCOG supports currently (4/2023) the following languages: 
English, German, Italian, Dutch, Swedish, and Finnish. 

5. If a test subject fails to complete the test or does not do the test 
within given time (despite of reminders), it is worth of con-
tacting her/him and check the reason before sending a new 
invite. 

6. A test subject can report three different types of help received in 
typing the words/letters, in understanding the instructions, 
and/or in doing the tasks, e.g., received tips about the words 
to be remembered. If an assistant does not help in remember-
ing the words, the help in typing or understanding instructions 
does not impact the results, and the value is not highlighted 
in red. 
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Chapter 20 

In Silico Models to Validate Novel Blood-Based Biomarkers 

Angélique Sadlon 

Abstract 

Biological validation of preliminary findings is a key prerequisite in biomarker discovery. In recent years, the 
development of advanced large-scale sequencing technologies combined with high-throughput computa-
tional analysis methods led to the extraction of considerable amount of data from healthy and diseased 
tissues. Stored in large open-access repositories, these data can be accessed and interrogated by researchers 
aiming at understanding the biological rationale behind their results. These so called in silico analyses, in 
opposite to in vitro analyses, have gained increasing importance in recent years, becoming a major 
component of research projects and publications. However, making sense of the large amount of data 
available can be challenging and may lead to a misinterpretation of the data. To reduce the dimensionality of 
this data, recent years have seen the development of statistical m\ethods and advanced graph analytics which 
help researchers summarize the available data and draw appropriate conclusions. In this chapter we will 
describe three in silico methods to investigate the biological underpinnings of a panel of seven blood-based 
biomarkers of Alzheimer’s disease. 

Key words In silico analysis, Functional enrichment analysis, Omics, Graph analytics, Network 
analysis 

1 Introduction 

Biomarkers are measurable characteristics of physiological and 
pathological states, which have become the cornerstone in the 
screening, diagnosis, and risk stratification of diseases as well as in 
the monitoring of therapies [1]. Biomarker discovery and develop-
ment are lengthy and costly processes, and only a minority of 
biomarkers will be implemented in clinical practice [2]. Conse-
quently, exploring the biological plausibility behind preliminary 
findings is an essential prerequisite before progressing to the next 
stages. 

Recently, advanced large-scale sequencing technologies have 
helped gathering considerable amount of biological data from 
healthy and diseased tissues. Stored in large open-source databases, 
these data can be leveraged by researchers to test hypothesis,
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explore biological correlates underlying clinical conditions, and 
most importantly, make sense of findings by linking these to under-
lying biological processes. These so called in silico models, in 
opposite to in vitro models, have become essential components of 
research projects. In recent years, the number of databases and 
bioinformatics resources to conduct in silico analysis has risen 
exponentially, each providing various data types (e.g., DNA, 
RNA, and protein sequence data, gene expression data, methyla-
tion data) from healthy tissues (e.g., the Genotype-Tissue Expres-
sion (GTEx) project [3]), diseased tissues (e.g., The Cancer 
Genome Atlas for cancer tissues [4]), or both (e.g., Gene Expres-
sion Omnibus—GEO [5]). Additionally, research institutes such as 
the National Center for Biotechnology Information (NCBI), the 
Broad Institute, and the European Bioinformatics Institute provide 
a large palette of tools and resources to compare, process, analyze, 
and visualize omics data. In parallel, annotation databases such as 
the Gene Ontology (GO) [6], REACTOME [7], or KEGG [8] 
map genes to biological or disease pathways allowing researchers to 
identify pathways or diseases potentially affected by the molecules 
under investigation.
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With the accumulation of data to leverage, it has become 
essential to summarize the information and prioritize the data at 
hand, while reducing the noise. One frequently used technique is 
functional/pathway enrichment analysis, which applies statistical 
methods to explore whether a selected list of genes (for instance, 
genes found to be down- or upregulated in a particular condition) 
is enriched in gene sets of biological or disease pathways [9]. Last 
decades have observed a surge in functional enrichment analysis 
methods, available as tools accessible either online and/or as list of 
codes (grouped into packages) written for R or Python (e.g., 
WebGestalt [10], g:Profiler [11], DAVID [12], ToppGene [13], 
GOrilla [14], PANTHER [15], Enrichr [16]). 

While validating findings using post hoc analyses has become a 
critical step in a growing number of research projects, the impor-
tance of visualizing these results is gaining increasing importance. 
Indeed, functional enrichment analysis results often provide a long 
list of prioritized biological functions, and interpreting these can be 
challenging. To reduce the dimensionality of the results, advanced 
visualization tools (e.g., EnrichmentMap [17], BiNGO [18], 
GOSim [19]) relying on graph analytics have been developed, 
many of which are implemented as packages in R or as stand-
alone softwares developed for advanced visualization of biological 
data and networks (e.g., Cytoscape [20]). 

In this chapter, we will describe three steps which allow 
researchers to efficiently mine relevant biological information in 
key databases, analyze and summarize the information, and even-
tually visualize their findings.
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2 Materials 

2.1 Computational 

Requirements 

8 GB or RAM (required for Cytoscape). 

Java Standard Edition to run Cytoscape. 

Internet browser. 

2.2 Programs Used R, version >3.5. We used R Studio, an integrated development 
environment (IDE) for R. Details on how to install R and the R 
Studio desktop application can be found here: https://posit.co/ 
download/rstudio-desktop/. 

For this chapter, we have added comments to R codes to 
improve the understanding of the codes; these comments are 
marked with # and will appear in a different color from the code 
lines in a text editor (e.g. RStudio). 

Cytoscape, version >3.7. This software offers a large range of 
apps, which can be installed according to the researcher’s aims (see 
Subheading 2.3, Cytoscape Apps). 

2.3 R Packages ggplot2, dplyr, tidyr, tidyverse, gprofiler2, purrr, grid, ggpubr, 
janitor, data.table, ggseg, ggseg3d, ggsegCampbell, gtable, 
ActivePathways. 

The packages can be installed using following R commands: 

####--STEP1: install the packages which are not 
yet installed--#### 
list.of.packages <- c("ggplot2", "dplyr", "tidyr", 

"tidyverse",  "gprofiler2","purrr","grid",  
"ggpubr","janitor","data.table","ggseg",  
"ggseg3d","ggsegCampbell","gtable", "magrittr", 
"ActivePathways") 

new.packages <- list.of.packages[!(list.of. 
packages %in% installed.packages()[,"Package"])] 

if(length(new.packages)) install.packages(new. 
packages) 

####--STEP2: load the packages--#### 
library(ggplot2) 
library(dplyr) 
library(tidyr) 
library(tidyverse) 
library(gprofiler2) 
library(purrr) 
library(grid) 
library(ggpubr) 
library(janitor) 
library(data.table)

https://posit.co/download/rstudio-desktop/
https://posit.co/download/rstudio-desktop/


library(ggseg3d) 
library(ggseg) 
library(ggsegCampbell) 
library(ActivePathways) 
library(magrittr) 
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2.4 Cytoscape App EnrichmentMap. Details on how to install the app can be 
found here: 

https://apps.cytoscape.org/apps/enrichmentmap. 

The chapter materials can also be found in the following 
GitHub repository: 

https://github.com/ansmor/springer_chapter. 

3 Methods 

3.1 Experimental 

Design 

For this tutorial, we will use the data from a 2022 systematic review 
of blood-based diagnostic biomarker panels for Alzheimer’s disease 
[21]. Among others, the authors described seven potential blood-
based biomarkers (neurogranin (NRGN), synaptosome associated 
protein 25 (SNAP25), synaptotagmin-1 (SYT1), growth-
associated protein 43 (GAP43), very low-density lipoprotein recep-
tor (VLDLR), synaptopodin (SYNPO), and synaptophysin (SYP)) 
linked to synaptic dysfunction. 

3.2 Genetic 

Landscape 

A detailed description of each gene (e.g., genomic locations, func-
tions, risk variants and genome-wide association studies results, 
involvement in pathways, and so on) can be found in GeneCards 
[22] (https://www.genecards.org/) (Fig. 1). 

3.3 Blood-Based 

Biomarker Expression 

in the Brain 

Before undertaking the functional enrichment analysis, we are 
interested in exploring these biomarkers’ expression in healthy 
brain tissues. A large palette of tools and database providing gene 
and protein expression is available (e.g., GTEx [3], the Human 
Protein Atlas [23]), some providing their own data, others 
providing curated or processed data from external resources. For 
this tutorial we will use the Human Protein Atlas protein expression 
profiles measured by immunohistochemistry; 15,318 genes (76% 
of all annotated genes) are covered (access date: 04.2023). The 
data can be downloaded on the HPA website (https://www. 
proteinatlas.org/about/download) and imported in R where we 
can obtain a brief overview of the brain expression data for the 
seven biomarkers. Here, we considered only data with an enhanced 
reliability score (i.e., one or more validated antibodies are targeting 
nonoverlapping sequences within the same gene).

https://apps.cytoscape.org/apps/enrichmentmap
https://github.com/ansmor/springer_chapter
https://www.genecards.org/
https://www.proteinatlas.org/about/download
https://www.proteinatlas.org/about/download
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Fig. 1 Screenshot of the GeneCards website for the SNAP25 gene. The database provides detailed information 
on genomic locations, aliases, risk variants, functions, etc. 

####--STEP1: read human protein atlas data “nor-
mal_tissue.tsv” from your current working direc-
tory--#### 
hpa<-data.table::fread("normal_tissue.tsv") 
#clean columns names and filter for data with en-
hanced reliability score# 
hpa<-hpa %>% 

janitor::clean_names() %>% 
filter(reliability=="Enhanced") 

#see tissues and cell types which are available# 
hpa.cell_types<-unique(hpa$cell_type) 
hpa.tissues<-unique(hpa$tissue) 
hpa.tissues 
hpa.cell_types 

#select brain tissues# 
hpa.brain.tissues<-c("caudate","cerebellum","cer-
ebral cortex","pituitary gland","choroid plexus") 
hpa.brain.tissues 

#extract cell types available from brain tissues#



hpa.brain.celltypes<-hpa %>%
filter(tissue%in%hpa.brain.tissues) %>%
distinct(cell_type) %>%
pull(cell_type)

#get genes with low, high or medium expression in
the brain#
hpa.brain<-hpa %>%

filter(tissue%in%hpa.brain.tissues) %>%
filter(level=="High"|level=="Medium"|level=="-

Low") %>%
distinct(gene_name) %>%
pull(gene_name)

####--STEP2: analysis and visualisation of HPA
data--####
#create a vector with the biomarkers we are inter-
ested in#
biom<-c("NRGN","SNAP25", "SYT1", "GAP43", "VLDLR",
"SYNPO", "SYP")

#create the first graph showing the expression
profile by cell type#
gA<-hpa %>%

filter(gene_name%in%biom) %>%
filter(tissue%in%hpa.brain.tissues) %>%
group_by(gene_name,cell_type, level) %>%
summarise(N=n()) %>%
ungroup() %>%
add_row(gene_name=setdiff(biom,unique(.$gene_-

name)),cell_type=unique(.$cell_type),level="Not
detected",N=1) %>%

tidyr::complete(gene_name,cell_type) %>%
replace_na(list(level="Not detected")) %>%
mutate(level2=factor(level,levels=rev(c("Not de-

tected","Low","Medium","High")))) %>%
ggplot(.,aes(x=gene_name,y=cell_type,fill=le-

vel2))+
geom_tile(colour="black") +
scale_fill_brewer(palette=2,direction=-1,

name="",na.value="grey90")+
theme(axis.text.x=element_text(face="bold"))+
theme_light()+
theme(

axis.ticks=element_line(size=0.4),
plot.background=element_blank(),
panel.border=element_blank(),
axis.text.x=element_text(face="bold", angle=90,

vjust=1),
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plot.title.position = ’plot’)+
ylab("")+xlab("cell type")+
ggtitle("A. Expression by brain cell type")

#show the graph#
gA

#create the second graph showing the expression by
brain regions#
#use the aseg (Automatic subcortical segmentation)
atlas to show the subcortical regions#
dfaseg<-aseg$data$region %>%

as.data.frame(.) %>%
’colnames<-’(c("region")) %>%
mutate(region2=region) %>%
mutate(region2=ifelse(region2=="cerebellum cor-

tex","cerebellum",region2))

data.aseg<-hpa %>%
janitor::clean_names() %>% #nice function to

clean names
filter(gene_name%in%biom) %>%
filter(tissue%in%hpa.brain.tissues) %>%
group_by(gene_name,tissue,level) %>%
summarise(N=n()) %>%
filter(level%in%c("Medium","High")) %>%
distinct(gene_name,tissue) %>%
group_by(gene_name,tissue) %>%
summarise(N2=n()) %>%
merge(.,dfaseg,by.x="tissue",by.y="region2",all.

y=T) %>%
dplyr::select(-tissue) %>%
ungroup() %>%
tidyr::complete(gene_name,region) %>%
filter(!is.na(gene_name)) %>%
add_row(gene_name=biom,N2=NA,region=NA)

gB<-ggplot(data.aseg) +
geom_brain(atlas = aseg,

aes(fill = N2)) +
scale_fill_viridis_c(option = "magma", direction

=1 ,na.value="grey90") +
theme_void() +
labs(title = "B. Detected expression in subcorti-

cal regions \n")+
facet_wrap(~gene_name)+
theme(legend.position = "none",

plot.title.position = ’plot’)
#show the graph#
gB
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#use the Campbell atlas to show the cortical regions 
(HPA only provides data for “cerebral cortex” and 
does not specifies the regions (frontal, parietal, 
etc. . .)) 
dfcampbell<-campbell$data$region %>% 

as.data.frame(.) %>% 
’colnames<-’(c("region")) %>% 
mutate(region2=region) %>% 
mutate(region2=ifelse(!is.na(region2),"cerebral 

cortex",region2)) 

data.campbell<-hpa %>% 
filter(gene_name%in%biom) %>% 
filter(tissue%in%hpa.brain.tissues) %>% 
group_by(gene_name,tissue,level) %>% 
summarise(N=n()) %>% 
filter(level%in%c("Light","Medium","High")) %>% 
distinct(gene_name,tissue) %>% 
group_by(gene_name,tissue) %>% 
summarise(N2=n()) %>% 
ungroup() %>% 
tidyr::complete(gene_name,tissue) %>% 
merge(.,dfcampbell,by.x="tissue",by.y="region2", 

all.y=T) %>% 
dplyr::select(-tissue) %>% 
ungroup() %>% 
filter(!is.na(gene_name)) %>% 
add_row(gene_name=setdiff(biom,unique(.$gene_-

name)),N2=NA,region=unique(.$region)) %>% 
add_row(gene_name=biom,N2=NA,region=NA) 

gC<-ggplot(data.campbell) + 
geom_brain(atlas = campbell, hemi="left", col-

our="white", 
aes(fill = N2)) + 

scale_fill_viridis_c(option = "magma", direction 
=1 ,na.value="grey90") + 

theme_void() + 
labs(title = "C. Detected expression in cerebral 

cortex \n")+ 
facet_wrap(~gene_name)+ 
theme(legend.position = "none") 

#show the graph# 
gC 

#create the final graph (Figure 2 in this tutorial)# 
ggarrange(gA, ggarrange(gB,gC,nrow=2),ncol=2) 
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After running the R commands, the summary graph shows that six 
biomarkers (all except VLDLR) are expressed in healthy brain



tissues. All six biomarkers show a medium to high expression in the 
neuropil, while high expressions of GAP43 and neurogranin are 
found in neuronal cells. Using the ggseg package [24] (and depen-
dencies, ggseg3d and ggsegCampbell), we can also efficiently visua-
lize the cortical and subcortical brain regions in which at least mild 
expression of any of the six proteins is found (Fig. 2). 
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Fig. 2 Summary graph showing the seven biomarkers’ expression in healthy brain tissues. Panel A. Expression 
by brain cell type. Panel B. Detected expression in subcortical regions using the aseg (automatic subcortical 
segmentation) atlas. Highlighted regions include caudate nucleus and cerebellum. Panel C. Detected expres-
sion in the cerebral cortex. The Campbell Atlas (1905) was used as an illustration (note, the Human Protein 
Atlas does not specify the cortical regions (i.e., frontal, parietal, etc.)). Other atlases can be found under: 
https://github.com/ggseg/ggsegExtra) 

3.4 Functional 

Enrichment Analysis 

The three main categories of functional enrichment analysis include 
overrepresentation analysis (ORA), functional class scoring (FCS), 
and pathway topology methods. In ORA, statistical tests such as 
Fisher’s exact or chi-square tests are used to test whether a priori 
defined genes from a gene set (for instance, GO gene set 
“GO:0031547: brain-derived neurotrophic factor receptor signal-
ing pathway”) are more present (‘overrepresented’) within a set of 
interesting genes (in our case, the seven examined genes) than what 
would be expected by chance (taking into account a background set 
of genes—for instance, all the genes annotated in a species) (see 
Note 1)  [31]. In FCS, gene expression data is used to rank path-
ways using a permutation method while in pathway topology-based 
methods, a score is assigned based on a gene’s position and inter-
actions with other genes in a pathway [9]. The choice regarding the 
type of functional enrichment analysis to use depends on the exper-
imental design of the study, the data type available (gene expression

https://github.com/ggseg/ggsegExtra


data versus list of significant genes, see Note 2), and the purpose. 
Here, we will use the ORA approach as implemented in g:Profiler 
[11]. This tool is available both online (https://biit.cs.ut.ee/ 
gprofiler/gost) and in R. 
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In this tutorial, we use the gprofiler2 [25] R package and 
provide a list of codes allowing for a smooth visualization of the 
results. The enrichment analysis is undertaken using the gost function 
which offers a wide range of advanced options to personalize the 
functional enrichment analysis: choice of multiple comparison test-
ing methods (FDR, Benjamini Hochberg, g:Profiler own correction 
method called g:SCS), choice of annotation databases (we suggest 
choosing the database more relevant to your research question, see 
Note 3), choice of background gene list, and choice of genes to 
consider (annotation which was computationally identified vs manu-
ally curated). To reduce the noise and increase the specificity of the 
results, it is further recommended to filter for gene set sizes with a 
minimum of 2–5 and a maximum of 200–500 genes (see Note 4). 
The filtered annotation database can be submitted as GMT file (see 
Note 5). The annotation database (Gene Ontology in our case) in 
gmt format can be downloaded from http://www.gsea-msigdb.org/ 
gsea/msigdb/collections.jsp. (Fig.  3). Once the file is downloaded, 
you can filter the gene sets by size using following R commands. 

Fig. 3 Screenshot from the Human MSigDB Collections. Here we downloaded the GO: Gene Ontology gene 
sets. Two files are available depending on the format of your gene name (gene symbols: SNAP25 vs NCBI 
Entrez gene IDs: 6616). In this tutorial, our gene names are formatted as gene symbols

https://biit.cs.ut.ee/gprofiler/gost
https://biit.cs.ut.ee/gprofiler/gost
http://www.gsea-msigdb.org/gsea/msigdb/collections.jsp
http://www.gsea-msigdb.org/gsea/msigdb/collections.jsp
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#define two functions to read and write the GMT 
files: readGMT and writeGMT# 
#these functions are available in a R package (rWi-
kiPathways [26]) or can be defined separately here:# 
####OPTION 1#### 
#download the rWikiPathways package – you will need 
to install BiocManager first# 
BiocManager::install("rWikiPathways") 

####OPTION 2#### 
#define the two functions separately (without down-
loading the complete package)# 
readGMT <- function(file) { 

x <- readLines(file) 
res <- strsplit(x, "\t") 
names(res) <- vapply(res, function(y) y[1], char-

acter(1)) 
res <- lapply(res, "[", -c(1:2)) 
wp2gene <- stack(res) 
wp2gene <- wp2gene[, c("ind", "values")] 
colnames(wp2gene) <- c("term", "gene") 
wp2gene[] <- lapply(wp2gene, as.character) #re-

place factors for strings 
return(wp2gene) 

} 

writeGMT <- function(df, outfile){ 
# Assess and prep data frame 
df.len <- length(df) 
if(df.len < 2){ 

stop("The input data frame must include at least 
two columns.") 

} else if(df.len == 2){ 
df$desc <- df[,1] 
df <- df[,c(1,3,2)] 

} else if(df.len > 3){ 
id.cols <- names(df[,seq(1,df.len-2)]) 

message(paste0("Concatenating the following 
columns to use as Identifiers: ",paste(id.cols, 
collapse = ", "))) 

df[,df.len+1] <- apply(df[,id.cols],1,paste, 
collapse="%") 

df <- df[,!(names(df) %in% id.cols)] 
df <- df[,c(3,1,2)] 

} 
# Generate file 
genelists = lapply(unique(df[,1]), function(x){ 

paste(df[df[,1]==x, 3], collapse = "\t") 
})



gmt = cbind(unique(df[,1]), df[!duplicated(df 
[,1]),2], unlist(genelists)) 

write.table(gmt, outfile, sep = "\t", row.names = 

FALSE, 
col.names = FALSE, quote = FALSE) 

} 

#read the downloaded gmt file (in our case called 
“c5.go.v2023.1.Hs.symbols.gmt”)# 
#make sure to define the correct path for your file# 
GeneSetsGOALL<-readGMT("c5.go.v2023.1.Hs.symbols. 
gmt") 
#show how many gene sets have been loaded# 
length(unique(GeneSetsGOALL$term)) 

#remove gene set sizes <2 and >500# 
#took about 22 sec on a Apple M1# 
GeneSetsGOALL.sel<-GeneSetsGOALL %>% 

group_by(term) %>% 
mutate(N=n()) %>% 
filter(N>2&N<500) %>% 
rowwise() %>% 
mutate(genesetid=unlist(str_split(term,"%")) 

[3]) %>% 
mutate(description=unlist(str_split(term,"%")) 

[1]) %>% 
ungroup() %>% 
dplyr::select(description,gene) %>% 
as.data.frame(.) 

#write the new gmt file (for future use)# 
#takes about 30 sec on a Apple M1# 
writeGMT(GeneSetsGOALL.sel,"GeneSetsGOALL.sel. 
gmt") 

#upload the new gmt file# 
upload_GMT_file(gmtfile = "GeneSetsGOALL.sel.gmt") 
#following message will pop up (the custom annota-
tion ID can be different)# 
# Your custom annotations ID is gp__xOQr_REfT_llE 
# You can use this ID as an ’organism’ name in all 
the related enrichment tests against this custom 
source. 
# Just use: gost(my_genes, organism = ’gp__xOQr_-
REfT_llE’) 
# [1] "gp__xOQr_REfT_llE"

332 Angélique Sadlon



Bioinformatics in Biomarker Discovery 333

In this example, we run the functional enrichment using the 
Gene Ontology (GO) annotation database (molecular function 
(GO:MF), biological process (GO:BP), and cellular components 
(CC) annotations), applied the Benjamini Hochberg FDR correc-
tion (FDR <0.05), and provided a list of genes with expression in 
the brain (using the HPA proteomics data) (see Note 6). 

#REMINDER of vectors which have been defined in 
previous steps# 
#biom = vector of biomarkers we are interested in# 
#hpa.brain = vector of genes found to be expressed 
in the brain in the HPA# 

#run the functional enrichment analysis, with the 
organism ID defined previously (here: gp__xOQr_-
RefT_llE)# 
enr<-gprofiler2::gost(query=biom, organism="gp__-
xOQr_REfT_llE", significant=TRUE, 

user_threshold=0.05, evcodes=TRUE, 
exclude_iea = FALSE, custom_bg = 

hpa.brain, 
correction_method="fdr") 

class(enr) #enr is a list 
#element of this list can be visualised as follows# 
names(enr) 
#the results are stored in the first element (called 
"result)# 
#we add those results in a dataframe, which we call 
dfenr and add a column showing the database source # 
(GO_BP, GO_CC or GO_MF) 
dfenr<-as.data.frame(enr$result) %>% 

mutate(source=ifelse(term_name%like%"GOBP","-
GO_BP", 

ifelse(term_name%like 
%"GOCC","GO_CC","GO_MF"))) 
#show the first 6 lines of the results# 
head(dfenr) 
#explore other information provided by gprofiler2# 
colnames(dfenr) 

#explore the results# 
#number of significantly enriched pathways: 
nrow(dfenr) 

#the next lines will create a summary graph 
(as shown in Figure 4)# 
#graph 1: identify the annotations databases in



which significantly enriched pathways were found#
g1<-dfenr %>%

group_by(source) %>%
summarise(N=n()) %>%
ggplot(.,aes(x=source,y=N,fill=source,label=N))+
geom_bar(stat="identity",colour="black",width =

0.5)+
scale_fill_brewer(palette=1,direction=1)+
geom_text(vjust=1.4)+
ggtitle("A. Database sources of significant path-

ways")+
theme_bw()+
theme(plot.title.position = ’plot’)

#graph2: identify the number of enriched pathways
by genes
g2<-dfenr %>%

group_by(intersection) %>%
summarise(N=n()) %>%
ggplot(.,aes(x=reorder(intersection,N),y=N,

fill=N, label=N)) +
geom_bar(stat="identity",colour="black")+
xlab("")+
coord_flip()+
scale_color_continuous()+
ggtitle("B. Number of enriched pathways by genes/

intersections")+
theme_bw()+
geom_text(hjust=-0.3,size=2.5)+
theme(plot.title.position = ’plot’)+
theme(axis.text.y= element_text(face="bold",

size=8),
legend.position = "none")

#graph3: create a graph showing the size and dis-
tribution of the enriched pathways
mx<-max(dfenr$term_size)-10
q1<-round(as.numeric(quantile(dfenr$term_size,1/
4)),0)
q3<-round(as.numeric(quantile(dfenr$term_size,3/
4)),0)

txt1<-paste0("mean(SD): ", round(mean(dfenr$term_-
size),0)," (",round(sd(dfenr$term_size),0),")")
txt2<-paste0("median[IQR]: ", round(median(dfenr
$term_size),0)," [",q1,"-",q3,"]")
txt3<-max(dfenr$term_size)
txt4<-min(dfenr$term_size)
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dx <- density(dfenr$term_size) 
xnew <- mx 
approx(dx$x,dx$y,xout=max(dfenr$term_size)) 

g3<-dfenr %>% 
ggplot(.,aes(x=term_size))+ 
geom_density(linewidth=0.5,fill="grey90",col-

our="black")+ 
geom_vline(aes(xintercept=mean(term_size)), 

color="coral1", linetype="dashed", 
linewidth=0.5)+ 

geom_vline(aes(xintercept=median(term_size)), 
color="coral4", linetype="dashed", 

linewidth=0.5)+ 
xlab("gene set size")+ 
labs(title="C. Summary statistics for the signif-

icant gene set sizes", 
subtitle = paste0("N total=", nrow  

(dfenr),"\n", 
txt1," ",txt2,"\n", 

"max gs size =",txt3,", ","min gs 
size =",txt4))+ 

theme_bw()+ 
theme(plot.title.position = ’plot’, 

plot.subtitle = element_text(size=10)) 

#create a final graph 
summary.graph<-ggpubr::ggarrange(g1,g2,g3,nrow=3, 
ncol=1) 
annotate_figure(summary.graph, top = text_grob 
("gProfileR results", 

color = "black", 
face = "bold", size = 12), 

bottom = text_grob("Legend: 
dark red dashed line= 

median; 
light red dashed line= 

mean", color = "black", 
hjust = 1, x = 1, face = 

"italic", size = 8)) 
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The analysis yielded a total of 49, 26, and 13 significant path-
ways from GO_BP, GO_CC, and GO_MF, respectively, and the 
median (IQR) gene set size was 30 [6–58] (Fig. 4).
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Fig. 4 Summary graph for the functional enrichment analysis conducted using g:Profiler in R. Panel A. 
Database sources of significant pathways (GO_BP = Gene Ontology Biological Process, GO_CC = Gene 
Ontology Cellular Component, GO_MF = Gene Ontology Molecular Function). Panel B. Number of significantly 
(PFDR < 0.05) enriched pathways by genes/intersections. Panel C. Summary statistics for the significant gene 
set sizes 

3.5 Network 

Analysis 

In the above step, we found that the seven genes are overrepre-
sented in 88 different pathways. Although these results already 
provide a first understanding of the functional pathways our seven 
genes are involved in, we would like to understand the relationships 
between these gene sets: do they share common genes? Is there a



biological function which plays a more central role and what is the 
position of a particular biological function among the enriched path-
ways? These questions can be answered using advanced graph ana-
lytics where enriched gene sets represent nodes and where edges 
(i.e., the connection between two nodes) represent the shared 
characteristics between the two nodes (for instance, the number 
of shared genes between two gene sets, measured by a similarity 
coefficient). In order to undertake this analysis, we will use Enrich-
mentMap [17], a widely used network-based visualization applica-
tion, which is available as an add-on app in Cytoscape. If you run 
your functional enrichment analysis in the web-based g:Profiler, the 
results can be exported in a format allowing direct import into 
EnrichmentMap. As we used g:Profiler in R, we first need to 
prepare the dataset accordingly using the following R commands: 
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#define the columns needed to import the dataframe 
in EnrichmentMap in Cytoscape# 
col_oi_EM<-c("term_id","term_name","p_value","F-
DR","origin","Gene") 
#create the dataframe# 
dfenr_cyto<-dfenr %>% 

mutate(origin=1, FDR=p_value) %>% 
rename(Gene=intersection) %>% 
select(all_of(col_oi_EM)) 

#save the dataframe# 
write.table(dfenr_cyto,file="dfenr_cyto.txt", 
sep="\t",row.names=FALSE,quote = FALSE) 

In Cytoscape, open the EnrichmentMap app in the Apps tab. 
This will prompt a window Create Enrichment Map. Using the + 
button, you can load the result file you have just created in R and 
define your network’s parameters as follows: Name = enter the 
name of your network; Analysis Type = chose Generic/gProfi-
ler/Enrichr; Enrichments = click on the . . .  button, this opens a 
window where you can select the result file to load; FDR q-value 
cutoff = 0.05 (the g:Profiler output only includes q-values <0.05). 
Once we have entered those parameters, we click on Build. The 
network is created. 

3.5.1 Style We can adapt the network style in the Style tab in Cytoscape (label 
A in Fig. 5). We are interested in adapting the nodes’ sizes (larger 
nodes reflecting larger gene sets sizes), the nodes’ colors (different 
color depending on which gene of interest is enriched in the gene 
set), the nodes’ labels (lower case), and the edges width. To do so, 
we create a file in R which includes all the attributes necessary to 
adapt the style. After exporting the node table (label B in Fig. 5) 
using the Export Table to File option (label C in Fig. 5), we create 
the attribute file using following R commands:
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Fig. 5 Styling options in the Cytoscape environment. The style can be adjusted under the Style tab (label A). To 
export the node table, the Node Table tab (label B) followed by the option Export Table to File (label C) should 
be selected. A further style adjustment can be undertaken using the Layout Tools (label D). The graphical panel 
at the top right shows the default network 

#read the exported node file from Cytoscape (called 
“AD_biomarkers_default_node.csv”# 
cyto<-read.csv("AD_biomarkers_default_node.csv", 
sep=",",header=TRUE) 
#make node names lowercase# 
cyto$transf.name<-tolower(cyto$EnrichmentMap.. 
GS_DESCR) 
#add colours column# 
dfcolours<-data.frame( 

colours=sample(colors(),length(unique(cyto$En-
richmentMap..Genes))), 

intersection=unique(cyto$EnrichmentMap..Genes)) 
%>% 

mutate(intersection=gsub(",","|",intersection)) 
%>% 

rowwise() %>% 
mutate(colours=ifelse(length(grep("\\|",inter-

section))>0,"multi",intersection)) 
#add to main dataframe# 
cyto2<-cyto %>%



merge(.,dfenr %>% dplyr::select(term_id,term_-
size),by.y="term_id",by.x="shared.name",all.x=T) 
#add a column gs size which can be used to change the 
size of the nodes# 
cyto3<-cyto2%>% 

mutate(gs_cat=cut(term_size,  breaks=c 
(0,5,10,20,50,100,200))) %>% 

mutate(shared.name=paste0("\"",name, "\"")) %>% 
merge(.,dfcolours,by.y="intersection",by.x="En-

richmentMap..Genes",all.x=T) %>% 
relocate(c(name,transf.name,gs_cat,colours, 

term_size)) 
#write the file# 
write.table(cyto3,file="nodes_attributes.txt", 
sep="\t",row.names=FALSE,quote=FALSE) 
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The file can be imported in Cytoscape as follows: 
File > Import > Table from file. After selecting the attributes 
file, a window will pop up where you can load the file (Fig. 6). The 
node table now includes the additional columns term size, gs_cat, 
and colours which can be used to adapt the style of our nodes in the 
Style tab using the Fill Color, Shape, Size, and Edge options 
(Fig. 7). 

3.5.2 Layout and 

Network Density 

Should the network be too dense, the Node Cutoff Q value and 
Edge Cutoff Similarity value can be used to remove less significant 
nodes and connections with less similarity, respectively. 

3.5.3 Clustering into 

Biological Functions 

Finally, the labels show that many gene sets share similar biological 
function (e.g., binding of neurotransmitter vesicle to the synaptic 
membrane). We can group these nodes into cluster of similar func-
tions. To do so, we can either use the AutoAnnotate [27] app in 
Cytoscape or define the clusters manually. To perform the latter, 
node names can be exported into a text editor (for instance, Excel), 
categorized into biological functions, and then exported as a csv 
document. To create the file, we used the following R commands: 

#we use the previously created cyto3 dataframe and 
save the gene set names# 
write.csv(cyto3$transf.name,file="cluster.txt", 
quote=FALSE,row.names = FALSE) 
#we open the file in excel or any tabular text 
editor and manually identify clusters of similar 
biological function and then reload the file in R# 
cluster<-read.table("cluster.txt",sep="\t", 
fill=T,header=T) %>% magrittr::set_colnames(.,c 
("transf.name","cluster"))



#and add the cluster to the main dataframe# 
cyto4<-cyto3 %>% 

merge(.,cluster,by.x="transf.name",all.x=T) 
#save the file to be exported into Cytoscape# 
write.table(cyto4,file="cytoscape_cluster.txt", 
sep="\t",row.names=FALSE,quote=FALSE) 
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Fig. 6 Importing the attribute file in Cytoscape. The attribute file can be imported using File > Import > Table-
from file. Once the file is chosen, the columns to import can be selected. We recommend first selecting “Select 
None” and then only selecting the columns of interest. The column type (attribute vs key column) can be 
selected by clicking on a column. It is important to select the correct “key column” otherwise the import 
will fail 

For this tutorial, we identified 12 biological functions. We can 
now import the cluster file into Cytoscape using the same approach 
as above (File > Import > Table from file). Then, in the Layout 
tab, the option Group Attribute Layout should be selected. This will 
arrange the nodes by cluster (in a circle format). Within each 
cluster, we can further adjust the layout in the Layout tab using 
the Prefuse Force-Directed Layout based on the similarity coeffi-
cient. Nodes can be further moved manually to improve the clarity 
of the graph. Finally, we can add circles and annotations for each 
cluster using the Annotation tab (Fig. 8).
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Fig. 7 Example of style adaptation in Cytoscape. Additional adaptations can be made according to your taste 
(both in the Node and Edge tabs in the Style section) 

3.6 Final Remarks After this tutorial you should be able to conduct a post hoc in silico 
analysis using open access databases. Our analysis shows that six out 
of seven blood-based biomarkers of synaptic dysfunction in AD 
show medium to high expression in the neuropil in healthy indivi-
duals. Our findings highlight that, in addition to participating in 
biological pathways related to synaptic function, several of these 
biomarkers are involved in calcium and lipid-dependent signaling. 
Finally, our results confirm that these biomarkers play a key role in 
learning and memory. 

4 Notes 

1. The choice of the background genes is essential. As an example, 
if you are interested in testing the role of a selected list of genes 
in biological pathways in the brain, you should only consider 
genes expressed in the brain as background genes and not the 
total number of genes (or proteins) annotated in a species 
[9]. A customized list of genes can be added using the cus-
tom_bg option in the gost function in g:Profiler.
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Fig. 8 Example of enrichment map for the seven blood-based biomarkers

2. Depending on the experimental design, the gene list can con-
tain additional information, such as an effect size, a direction of 
change (upregulated or downregulated), or a p-value. Overrep-
resentation analysis does not consider gene ranking, while, for 
instance, gene set enrichment analysis (GSEA), a functional 
class scoring approach, uses ranked gene list [28]. In ORA, 
only genes passing a threshold in the experimental design (for 
instance, PFDR < 0.05) are considered, while in GSEA, all 
genes are considered. 

3. Each functional annotation database (e.g., KEGG, REAC-
TOME, Gene Ontology) has its own classification and hierar-
chical structure resulting in different annotations and gene 
mapping. It is therefore important to choose the source wisely, 
depending on the biological question under investigation. 
Some annotation databases are more specific to biological or 
functional pathways, other to diseases, enzymatic pathways, or
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regulatory motifs [29]. It is also common to include different 
annotation databases when performing a functional enrich-
ment analysis. 

4. Gene sets can be very large (i.e., contain >5000 genes) and are 
not very informative. Small gene set sizes (<2–5 genes) reduce 
the statistical power. It is therefore common practice to include 
only gene sets of a minimum size (2–5 as a cutoff) and maxi-
mum size (200–500) to reduce the noise of the data and 
improve the specificity of the data [30]. 

5. We highly recommend checking when the database was last 
updated and be cautious about outdated databases. In gprofi-
ler2, this can be undertaken using following R command: 

get_version_info(organism = hsapiens) 

Updated gene sets from various databases can also be 
found on the Bader Lab, University of Toronto. http:// 
download.baderlab.org/EM_Genesets/. 

6. g:Profiler provides a large palette of input options as well as 
output information. A detailed description can be found here: 
https://biit.cs.ut.ee/gprofiler/page/apis.
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