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Foreword
By her Honorable Beatrice Fihn, former Director of the International
Campaign to AbolishNuclearWeapons, Nobel Peace Prize Laureate
2017

Military developments in artificial intelligence (AI) demand our attention, urgently.
Autonomous Weapon Systems (AWS) will drastically change how our world oper-
ates, and it’s imperative that what we’re trying to undo at the International Campaign
to Abolish Nuclear Weapons (ICAN)—decades of indoctrination that said that a
particular type of weaponry, in our case nuclear weapons, was special, magical,
stability-creating, powerful—is not repeated here. Not only do AWS heighten exist-
ing risks of nuclear weapons, in both predicted and unpredicted ways, but emerging
autonomous technologies have the potential for unprecedented unintended conse-
quences that we have no capacity to understand. If we’re going to automate military
systems, and, further, if we’re going to automate responses to adverse military action,
including with nuclear weapon systems, we very well could start a nuclear war.
As we learnedwith the 2017Treaty to ProhibitNuclearWeapons, it gets a whole lot

harder to deal with something once it’s been developed. Thus, it is extremely urgent
that we deal with military AI systems and autonomous weapons alike now, in a pre-
ventive state, rather than wait for countries to develop them. The Campaign to Stop
Killer Robots, of which my organization is member, calls upon all states to commit
to an immediate moratorium on autonomous weapon systems so that this regula-
tory framework can be created. As more and more states realize the full extent of
harm that autonomous weapons present, and as the space for freely developing them
decreases, we can and will slowly chip away at the legitimacy of these weapons. That
begins with this book.
At ICAN, we’ve built a campaign around the humanitarian consequences of

nuclear weapons, and in this book Denise Garcia builds her own campaign around
the consequences of the militarization and weaponization of AI and also the unre-
strained use of autonomous weapons. This book explores the complexities of the
humanitarian processes and high-level diplomacy surrounding these pressing mat-
ters around the world. There is no doubt that this book’s proposal for inclusive and
humane ways to forge cooperation between states will be the impetus for an age of
common good governance, in all areas of international cooperation, starting with AI.
Human control over the use of violent force is essential for ensuring the protection
of civilians, and we must do everything in our power to ensure it remains the cen-
terpiece of weapons development around the world to ensure humanity’s security, as
Garcia proposes.
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Introduction
Artificial intelligence tobenefit
humanity

The world is at a critical juncture. Ill-considered conceptions of national security
have led to imprudent wars, millions of lives lost, and trillions of dollars wasted
without making anyone more secure. Now, the world is at an extreme point of inse-
curity. The very same permanent members of the United Nations Security Council,
charged with saving future generations from the scourge of war, flagrantly violate
international law and threaten to undermine nearly a century of progress toward
peace. Great power competition is a folly thatmust end, as it diverts critical resources
away from truly important global issues. Its worst possible outcomes range from
nuclearwar to dystopian autonomousweapons and surveillance systems in the hands
of despots. It is not possible to achieve genuine security on a unilateral basis in
the world today. Common good governance toward humanity’s security is the way
forward.

Wemust face the interconnected catastrophic global risks—from climate change to
pandemics to nuclear weapons andmilitarized artificial intelligence (AI)—with gov-
ernance toward the global common good. The proliferation of military AI is making
the world less safe. The unrelenting pursuit of more militarization does not pro-
tect; it imperils future generations. It happened with nuclear weapons proliferation
and it is happening with AI-enabled weapons as well. Our efforts must rise in ambi-
tion to meet the scale of our problems. They must include structural reforms to our
aging global political infrastructure, beginning with comprehensive United Nations
reform. This book urges a return to constructive international cooperation so that
we may all enjoy global public goods and build humanity’s security together on a
planetary scale.

The bookʼs significance

Autonomousweapons threaten tobecomethe third revolution inwarfare.
Once developed, they will permit armed conflict to be fought at a scale
greater thanever, andat timescales faster thanhumans can comprehend.
These can be weapons of terror, weapons that despots and terrorists use
against innocent populations, andweapons hacked to behave in undesir-
ableways. We do not have long to act. Once this Pandoraʼs box is opened,
it will be hard to close.1

The AI Military Race. Denise Garcia, Oxford University Press. © Denise Garcia (2023).
DOI: 10.1093/oso/9780192864604.003.0001
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2 The AI Military Race

The epigraph to this introduction comes from a letter published in 2017 by a
group of concerned people convened by the Future of Life Institute, and signed by
more than 250 companies, including Google Deepmind and Tesla, and more than
30,000 technology professionals and researchers, alerting the world to the perils of
weaponizing AI and committing not to participate in or support the development of
autonomous weapons. Autonomy refers to a machine’s ability to carry out a function
or a mission on its own.2

This missive was preceded by a historic letter, published in July 2015, in which the
unique problems arising from autonomous systems were powerfully highlighted by
the world’s foremost scientists in the field of AI. They warned that an AI militariza-
tion race would be detrimental to humanity, but also reminded us that AI has great
potential to benefit humanity in many ways. They go on to state:

Just as most chemists and biologists have no interest in building chemical or
biological weapons, most AI researchers have no interest in building AI weapons—
and do not want others to tarnish their field by doing so, potentially creating a
major public backlash against AI that curtails its future societal benefits. Indeed,
chemists and biologists have broadly supported international agreements that
have successfully prohibited chemical and biological weapons, just as most physi-
cists supported the treaties banning space-based nuclear weapons and blinding
laser weapons.3

In this book, intended for readers with an interest in rapid technological develop-
ments that have an impact onwar and peace, I delve into the complexities involved in
setting global governing rules on the deployment of autonomous weapons, restrain-
ing theweaponization of AI, and exploring the intricacies of regulating themilitariza-
tion of AI, inspired by a goal to improve the common good of humanity. This book
is not about a dystopian future wherein machines will kill humans autonomously,
either embodied as robots or operating in cyberspace. It makes the point that this
“future” is already here; it is impacting on our lives right now in the way that nations
continue to divert funds to create technologically ever more advanced ways to kill
and impose control, rather than tackling other pressing concerns of global coopera-
tion of a nonmilitary nature, such as confronting the climate crisis or preventing the
next pandemic.4 With this in mind, I investigate ways to establish a peaceful future
global order characterized by a concern for the common good, where future gener-
ations will have a chance to live in a nonviolent world and without the constant fear
of an impending state of war. The only way to attain this goal is to look at the concept
of national security in an updated way that matches the challenges humanity faces.
Inward looking, solely military-focused ways to conceive security will domore harm
than good. The means to attain global cooperation shall also be updated and I offer
possible avenues here.

Our challenge is tomaximize thebenefits of the technological revolutionwhilemit-
igating and preventing the dangers. The impacts of new technologies on warfare
are a direct threat to our common responsibility to guarantee peace and security.5
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Introduction 3

For all the reasons mentioned above in Guterres’ quote, I introduce three novel
humanistic conceptions: common good governance, transnational networked coop-
eration, and humanity’s security. By exploring all the entities and actors involved,
I investigate the threats to peace in the shifting world order by exploring existing
initiatives to set global norms and principles, by a broad set of entities—not only
states—with a focus on the most daunting aspect of the rise of AI, which is its mil-
itarization. To this extent, I depict the already occurring utilization of autonomous
systems for military applications, and contend that the integration of AI in weapon
systems is perhaps the most far-reaching development in the history of conflict since
the advent of nuclear weapons, as it is likely that this will entirely remove the actions
performed by autonomous weapons from any human purview and authority.6

Many autonomous systems are already being deployed, gradually incorporating
AI, designed to search, track, and target to kill under the control of algorithms and
not human beings. Systems with various levels of autonomy are already in opera-
tion. However, thus far they are mostly deployed via preprogrammed and stationary
platforms to perform reiterated actions—for instance, the American Phalanx defense
system, used to protect vessels at sea.7 The same is true for the Israeli Iron Dome,
which can defend an area against incoming missiles by deciding on the target from
a library of preprogrammed algorithms. The new wave of weapon systems is promi-
nently represented by the Israeli Harpy, which operates with full autonomy and is a
loitering defensive weapon system. This sensor signature-detecting weapon system
can remain operationally active in the air for hours, continuously seeking the enemy’s
radar signal.8 When it detects a signal, the Harpy can destroy it autonomously with-
out human input, at the moment of action. If the final attack takes place in a heavily
populated area, surrounded by civilians or near a school or hospital, it is unlikely
that the Harpy would make the necessary distinctions, as required by international
humanitarian law. Other countries, such as China, Germany, Russia, the United
Kingdom, and the United States, have started to acquire or already possess similar
systems.

The AI scientists who contributed to the 2015 lettermade this urgent call to action:

AI technology has reached a point where the deployment of such systems is
feasible within years, not decades, and the stakes are high…If any major mil-
itary power pushes ahead with AI weapon development, a global arms race is
virtually inevitable, and the endpoint of this technological trajectory is obvious:
autonomous weapons will become the Kalashnikovs of tomorrow. Unlike nuclear
weapons, they require no costly or hard-to-obtain raw materials, so they will
become ubiquitous and cheap for all significant military powers to mass-produce.
It will only be a matter of time until they appear on the black market and in the
hands of terrorists, dictators wishing to better control their populace, warlords
wishing to perpetrate ethnic cleansing, etc.9

These scientists urged policymakers and others to recognize that the key question for
humanity is whether to continue a global military AI race, or to act preventively and
show restraint. If humanity fails to respond appropriately, the scientists warn that
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4 The AI Military Race

militarized AI will be used in assassinations, to destabilize nations, and to eliminate
particular ethnic groups or political dissidents. This race to use AI to harm will not
serve humanity well. In the 2015 letter, the signatories indicate that “there are many
ways in which AI can make battlefields safer for humans, especially civilians, with-
out creating new tools for killing people.” Over the last two decades, the dominant
trend has been to use robotic and increasingly autonomous systems in aerial, land,
and maritime operations. Such systems have been weaponized in certain instances,
such as with unmanned aerial vehicles, known as drones. In many instances, drones
have been deployed to save lives, distribute vaccines, and predict the weather. How-
ever, the proliferation of drone weaponization has occurred rapidly and has been
widespread. This general trend will be a permanent feature in the future, and it does
not look as if these technologies will be applied to save lives.

My broader argument is that the militarization of AI, especially in the absence of
any oversight rules and globally agreed forms of governance, is a developing phe-
nomenon that will impact appreciably on international relations in three ways. First,
the militarization of AI will mean higher risks for global stability. The still unpre-
dictable behavior of machine-learning AI systems when algorithms control weapon
engagements means that they may respond too quickly for humans to intervene in
case of faulty behavior.10 A consequence of this may be that the ability to maintain
global peace and security is severely compromised. What is at stake is the poten-
tial loss of human control to machines that will kill autonomously in response to
an algorithm, with no humans involved. Consequently, the threshold for initiating
war and conflict may be lowered. The use of autonomy and AI computation tech-
niques in weapon systems is not the problem per se. Instead, what is uncertain and
raises several questions is the inadequacy of the human element in overseeing each
of the operational stages of weapon systems deployment.11 Increased autonomy in
weapon systems means that human decisions are made only in the early stages of the
mission. There may be a disconnection fromwhat occurs at the end, whichmay con-
travene not only commonly agreed rules of international law, but also the principles
of ethics and morality.12 Human control means that systems should operate within
proper time limits and geographical constraints that can be deemed acceptable even
while performing functions without direct human intervention.13 Throughout this
book I highlight the need for, and the presence of, human control over the weapon’s
operation in a context-dependent and differentiated manner, to ensure that the use
of autonomous functions remains sound, protective of human dignity, and future-
proof.14 It is likely that exerting human control over AI-enabled systemswill be highly
complex, or not feasible at all.15

Second, an ongoing military race is already underway, with appreciable sums of
money allotted to research on and development of AI systems by the major mili-
tarized powers. The United States is seeking to spend $1.8 billion dollars on the
development of AI in defense in 2024.16 Intensifying rivalries among states is again
becoming a reality—especially in the search for supremacy in AI—and this signals
an impending transformation of the global order.17 By surveying the shifting global
order, one notes a few characteristics that may impact on the current discussion: the
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Introduction 5

rise of China; superpower rivalry to attain preeminence in AI knowledge; a ten-
dency by the United States to disregard the rules-based order and an accompanying
disdain for global cooperation; fragmentation of power; the fourth industrial revo-
lution, wherein the digital economy and connections prevails; and a public health
pandemic that, compounded by the climate crisis, is eroding economic and social
stability. In this new environment, the advanced technological powers have engaged
in fierce competition for supremacy. In the contest to gain a strategic edge in this new
rivalry, the development of AI takes center stage.

This situation points to a lacuna in the current geopolitical landscape—namely,
the lack of norms. Hence, the need to build international norms and global public
goods on the basis of the principles of common good governance forms the framework
that must incorporate the ideas of other groups beyond states, such as scientists and
civil society. Global public goods benefit everyone’s well-being, promote prosper-
ity, increase international security, and can only be attained by global cooperation.18
These ideas privilege the well-being of humanity and not of any state in particular. A
characteristic of the shifting world order is a decline in the levels of peace. According
to the Global Peace Index, the levels of world peace have fallen by 2.5% worldwide
since 2008.19 The Index—the only one to measure levels of peace—adopts 23 indica-
tors, including military expenditure, and applies them in 163 countries. The decline
in peace comes with a record increase in global military spending amounting to $1.9
trillion dollars in 2019, which rose to close to $2 trillion in 2020 during the pandemic,
and exceeded $2 trillion for the first time in 2022 (reaching $2.1 trillion).20 Global
military spending on AI is expected to reach about $11.6 billion dollars by 2025.21 A
global public good attained by common good governancewould be a rise in the levels
of peacefulness, building a global governance framework for AI, or reaching climate
stability at less than 1.5 ∘C; countries have to build these together.

Third, I contend that the weaponization of AI will disrupt the existing architecture
of peace and security; compounding this dilemma is uncertainty as to whether exist-
ing international law will suffice to preserve the peace. The accelerated pace of AI
technological advancements may be perilous for the future of peaceful relations. The
overall architecture of peace is based upon the regulation of the use of force and the
accompanying norms associated with the peaceful settlement of disputes (through
negotiation, mediation, conciliation, arbitration, and adjudication).22 This architec-
ture is supported by dense networks of global norms that constrain states’ behavior
with mechanisms for ensuring transparency, confidence-building, and checks on
what is permissible in war and during hostilities. This understanding aligns with a
recent adjustment in the normative foundations of the international legal order from
being purely state-centric to being aligned with human security interests.23 In this
human-centric international legal order, more voices are included in making new
global norms, not only states. My common good governance views align with such a
shift.

I provide an account of how the global order is transforming, with a growing
number of voices insisting on privileging human security, but at the same time
there is rivalry amongst the major military powers. I propose that AI should be
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6 The AI Military Race

concomitantly harnessed for humanity’s common good. The ominousmarch toward
algorithmic killing—autonomous weapons and the ongoing militarization of AI—
further risks the precarious shifting order. Several countries are developing AI for
military applications, with the United States, the United Kingdom, Russia, China,
India, Israel, South Korea, and some countries within the European Union leading
the charge. Such applications include intelligence collection and analysis, logistics,
information-gathering, command and control, and various semi-autonomous and
autonomous vehicles.24 My concern is that the increased speed at which this is
occurring increases the risk of global instability. The possibility of manipulation and
hacking by a multitude of ill-intentioned people would be considerable. The increas-
ing tempo of operations could become so rapid that humans would no longer be able
to exercise proper oversight. Escalations and unintended wars would prevail.25

I view the creation of a global framework onmilitary AI as an indispensable global
public good to maintain world peace. To chart possible avenues toward the creation
of common good governance to govern the military use of AI, I address both current
and future problems and challenges at the intersection of renewed great power rivalry
and loss of human dignity. At present, this includes the intensified use of autonomy
in weapons and the trend toward incorporating AI computational techniques such as
machine learning into parts or functions of weapon systems, along with developing
new ones—in other words, the weaponization of increasingly autonomous technolo-
gies, including autonomy that is incorporated into weapon systems. Furthermore, I
also warn of the problems that can arise in the near and the long-term future: AI
systems will be programmed to kill people and change the course of operations as
they proceed without any human involvement and oversight. War would lose its last
modicum of humanity. Machines would decide the fate of combatants and civilians
alike. The future we want to ensure is one wherein humanity can hold firmly onto
its moral and legal obligations to present and future generations by creating common
good governance for these emerging technologies.

Common good governance arises from the combined efforts of multiple gov-
ernments and other entities’ endeavoring to create global public goods to ensure
the mutual benefit and common good of all peoples. Examples would be a global
framework on AI, combating the climate crisis, preventing the next pandemic, and
eliminating nuclear weapons, leading to the better living conditions that those com-
mitments would create for the whole of humanity, including for future generations.
As a result, common good governancewould arise from the collective attempts to cre-
ate processes of global cooperation involving a multitude of actors (states and civil
society alike), mainly within the frameworks sustained by the different transnational
networks that form anew or within existing international and regional organizations.
Their iterated practices promote cooperation. Common good governance is opera-
tionalized when different networks combat a mutual challenge cooperatively and
create new global public goods.26

One prominent area where AI is being used for the common good is in scaling up
the application of AI for climate action. The estimation is that greenhouse gas emis-
sions will be cut by almost 16% through AI-enabled projects over the next five years.
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Introduction 7

The use of AI-enabled climate action projects is also expected to improve power gen-
eration for electricity and industrial efficiency, and to reducewaste.27 Another promi-
nent area where AI could be used exclusively for the common good of humanity is
in achieving the United Nations Sustainable Development Goals (Chapter 3).28 To
help attain these goals, themore AI is integrated into cities’ electrical grids, countries’
financial systems, autonomous cars, and healthcare provision, the more it becomes
essential that AI algorithms are robust and beneficial, especially in areas where their
misuse “could have catastrophic effects, such as with autonomous weapons.”29

Most of the energy in AI innovation in the United States and Europe is generated
within academic institutions, as well as prominently within the private sector, large
and small companies, and innovators. Names that come to mind immediately are
Apple, Google, Facebook, and Microsoft. As Maaike Verbruggen says, “autonomy is
mostly a software endeavor,” and it is not a given that innovationsmade in the civilian
sector will be transferred to the defense sector. The former is more agile, with larger
network collaborations and open-source technologies.30 Batteries, sensors, and other
components have become abundant and accessible, but these and other systemsmust
be robust and safe when they are applied to the military sphere, especially when
issues of life and death are on the line. It is not clear that safety concerns are at the
forefront. It seems that there are already premature applications, and that the mili-
tary AI race is leading to hastiness where judicious andmeticulous actions should be
applied instead.31 Compounding the concern expressed here is the fact that dual-use
technologies always proliferate faster.32 Take drones, for example, and bear in mind
that there is still a human being in remote control in their deployment: The United
States started using drones in Iraq in 2003, and their use grewmore widespread even
in countries that the United States is not at war with, such as Pakistan, Yemen, and
Somalia. Now almost 100 countries use drones, and nearly 20 of these have armed
them. If this development is a yardstick of what will occur in times to come, the world
is facing a precarious future where countries will arm themselves with autonomous
weapons (with no human in control) and will more easily initiate war, lowering the
acceptable threshold for making the initiation of war permissible under established
international law.33

In sum, the story I tell is an account of how a few technologically powerful coun-
tries are seeking to weaponize AI. Just as troubling, they may want to employ AI in
military situations that are not clearly defined as wars under international law, with
a concomitant deterioration of human security worldwide. With no global frame-
work to regulate the military use of AI, the world is heading for perilous uncharted
waters. The power and ingenuity of humanity must prevail to create a better world
for future generations by containing the capacity for autonomous killing, which is a
mounting affront to human dignity. Fundamentally, the purpose of my research is
to address the foundations for the means—technological, legal, and moral—to con-
strain the surge of the capacity for autonomous killing, enhanced by militarizing AI.
I intend to sound the alarm about how this process foreshadows an uncertain future
that may be unstable and destabilizing for future work on peace, development, and
prosperity.
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8 The AI Military Race

Civil andmilitary AI

The AI-enabled technologies that are useful to and that may appeal to human beings
now—such as speech and object recognition (smartphone voice assistants), favorite
pattern selection (Netflix movie choices), navigation (GPS), and autonomous vehi-
cles, amongst others—are all already also being used to identify targets and attack
them on the battlefield. Such uses are often already occurring without human con-
trol or supervision. Since 2014, I have met several of the scientists involved in
the creation of the movement responsible for the scientists’ letters mentioned ear-
lier, including Max Tegmark (MIT), Toby Walsh (University of New South Wales),
and Stuart Russell, professor of Computer Science and founder of the Center for
Human Compatible Artificial Intelligence at the University of California, Berkeley,
and author of the most influential AI manual, adopted worldwide. Russell cautions
against the perils of weaponizing AI, a technology that could and should be used
solely for the common good.34 Russell, Walsh, and I have participated in several
meetings at the United Nations and have given our testimonies to the member states.
They and others represent a convincing mosaic of change makers who are reshap-
ing the global debate about what is morally and ethically acceptable. This work
has started to influence the creation of a different and more beneficial future for
humanity. My concept of common good governance aligns with this more humane
orientation to forge global public goods.

AI is already being used for military purposes, primarily to assist physical mil-
itary hardware with specific functions and tasks such as flight, surveillance, and
navigation. Autonomous systems are increasingly being deployed to kill in war, as
well as in extra-legal (or extrajudicial) conflicts—with countries not at war—in law
enforcement situations (police operations) and cyberspace. Cyberattacks do not nec-
essarily kill individuals directly, but instead can cause great harm by dismantling or
disabling infrastructure (electricity grids, hospitals, power sources) or damaging it;
furthermore, autonomous systems can be hacked, such as the Solar Winds cyberat-
tack on the Pentagon, the State Department, and others.35 Stuart Russell warns that
autonomous weapons will greatly reduce human security at all levels: personal, local,
national, and international.36

To create common good governance frameworks, it is essential tomake a distinction
between the global attempts at creating governance mechanisms within the civilian
realm and the uses of AI in the military realm.37 I focus on the latter but will dis-
cuss aspects and major initiatives relevant to the former throughout the book. It is
essential to note that states are muchmore willing to create principled AI and ethical
principles on the civilian realm of AI, but are less inclined to specify the contours
of governance mechanisms in the military realm. This reluctance is an aspect of the
ongoing race in AI militarization that is leading to states being rather secretive about
their aims and ultimate objectives—even the United States, which generally tends to
bemore transparent. For instance, theGlobal Partnership on AI—initiated by France
andCanada, and involving the EuropeanUnion and the United States—is a welcome
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Introduction 9

multistakeholder initiative, based upon shared values and human rights, but it does
not address themilitary aspects of the use of AI. This reaffirms the point that there is a
rich landscape of global transnational networked cooperation in the realm of civilian
AI applications, but highlights the dearth of similar global initiatives in the military
domain. The exception is the first summit of military AI held February 15–16, 2023,
organized by the Netherlands and the Republic of Korea, that called for the responsi-
ble use of AI in themilitary.38 The new concept of “responsible AI” remains an empty
shell, but reinforces the need for action in networked cooperation includingmultiple
actors, as I contend here.39

This book is the first to attempt to address the formation ofwhat I call transnational
networked cooperation in themilitary AI domain, where there is little explicit motiva-
tion from themajor technological powers to cooperate. Since 2014, themajor powers
have relegated part of the discussion to the United Nations in Geneva, within a nego-
tiating forum called the Convention on Certain Conventional Weapons (CCW),
where the use of autonomous weapons started to be discussed and then evolved to
becomemore formal deliberations within the CCWGroup ofGovernmental Experts
(GGE), also at theUnitedNations inGeneva, on emerging technologies in the area of
lethal autonomous weapon systems. But the pace has been glacial in this negotiating
forum, where everythingmoves by consensus and where the wider discussion on the
broader aspects of the militarization of AI has been avoided by the major powers by
attempting to focus solely on autonomous weapons. When I started observing these
critical deliberations back in 2014, there was a fairly open window of opportunity as
there were only prototypes of autonomous weapon systems at the time, and the uti-
lization of AI in these systemswas not yet widespread. This windowhas now virtually
closed. Therefore, it is has become even more urgent to discuss the way forward in a
collective way. Autonomous systems, and increasingly AI-assisted systems, are pro-
gressively being deployed ubiquitously—for example, algorithms for facial and voice
recognition are now prevalent despite having been shown to be discriminatory and
biased.40

From themilitarization to the weaponization of AI

There have been jointmilitary–civilian applications of technology inwar before now.
Nuclear technology is a good example: employed both to generate electricity and to
create weapons that kill. This time around the infiltration and diffusion of auton-
omy and AI have been more rapid and multifaceted, and this affects everyone. The
ubiquitous use of AI is already permeating every part of human society (autonomous
cars, Facebook algorithms that give you a personalized newsfeed, phone voice assis-
tants, Netflix movie selections); this is different from nuclear technology, which was
developed by a few nations and offered a small group the possibility to weaponize
it. As Stuart Russell reminds us, “many hands hold AI cards,” and so what is hap-
pening to the attempts to create global governance for AI today is distinct from what
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10 The AI Military Race

has happened since the use of the nuclear bomb and the subsequent widespread uti-
lization of atomic energy.41 The UN International Atomic Energy Agency started
in 1957 to oversee the safe and beneficial use of nuclear energy. In contrast, AI is
accessible ubiquitously and is widely distributed across the individual, public, and
private spheres, with dual civilian and military uses at multiple levels. We are talking
about something so omnipresent and all-encompassing that it cannot be framed as
an “arms race.”42 Therefore, the militarization of AI to achieve strategic superiority
is perilous. It will lead to a precarious world and will compound the risks posed by
the continuing existence of nuclear arms (Chapter 3).

To reiterate, the use of autonomy and AI computation techniques inmilitary oper-
ations is not the problem per se. Instead, what is uncertain, and what raises serious
questions, is the inadequacy of human involvement in overseeing the lifecycle stages
of weapon systems during system design and during operations. Increased autonomy
in weapon systems means that human decisions are made only in the early stages of
the mission, and there may consequently be a disconnection from what is actually
done at the end. As the International Committee of the Red Cross (ICRC) states:

It is important to recognize that not all autonomous weapons incorporate AI
and machine learning: existing weapons with autonomy in their critical func-
tions, such as air-defense systems with autonomous modes, generally use sim-
ple, rule-based, control software to select and attack targets. However, AI and
machine-learning software—specifically of the type developed for “automatic
target recognition”—could form thebasis for future autonomous systems, bringing
a new dimension of unpredictability to these weapons, as well as concerns about
the lack of explainability and bias.43

It is vital to bear in mind that, on the one hand, not all already deployed autonomous
weapons integrate AI, and, on the other hand, some AI-enhanced military robotic
systems are not autonomous weapons. They are used for different functions, such
as detecting patterns in surveillance or disarming an area of explosive ordinances to
protect soldiers and civilians.44 Some aspects of the militarization of AI are perhaps
not as visibly problematic per se—for example: mobility (navigation, take-off and
landing), intelligence (detection of explosives, objects, gunfire, data acquisition, map
generation, threat assessment), certain levels of interoperability (ability of troops
and systems to cooperate with others), and health management (detection of faulty
systems, hacking and interference, ability to self-repair and deactivate).45

However, other aspects of the militarization of AI are indeed highly contentious
and questionable, and are viewed as destabilizing to international security, as well
as raising legal and ethical questions. These aspects are tantamount to weaponiz-
ing AI: this happens when autonomous systems are increasingly powered by AI for
targeting (i.e., identification, tracking, prioritization and selection of targets), image
discrimination, and target engagement (“engagement” is a euphemism for killing and
destroying). Among all the functions in existing autonomous systems, the Stockholm
International Peace Research Institute (SIPRI) has identified “mobility” as the one
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feature that leads the greatest frequency of use of autonomous functions with which
are used, and about 83 out of 381 of these systems were armed when this dataset was
first launched in 2017. The second most used autonomous function is “targeting”;
about 130 armed systems are already in use.46 The function of “targeting” is one of the
most problematic aspects of the use of autonomous and AI-enabled systems. It is in
the “critical functions”—that is, targeting, identification, tracking, prioritization and
selection of targets; image discrimination; and target engagement (i.e., killing), as the
ICRC calls it—that the dehumanization of war is more pronounced and where the
likelihood of nonobservance of current international law is higher. In other words, it
is the delegation of decisions to target and to kill to an autonomous system, and to an
algorithm that is more likely to contravene moral, ethical, and legal frameworks. The
Automated Decision Research confirmed these trends of heightened use of systems
for targeting more recently.47

It is essential to determine what the acceptable uses of AI are, and more pub-
lic discussion is needed to understand the extent to which the use of autonomous
killing by countries will diminish their ability to live in peace, and to maintain inter-
national security and stability. As the United Nations Institute for Disarmament
Research (UNIDIR) has pointed out, advancements in the hardware (i.e., the com-
ponents) and in the software (i.e., AI learning algorithms and use of big data) will
enable increased autonomy in weapon systems. Both are taking place at an unprece-
dented rate. What is hardest to deal with in creating new global governing rules is
that autonomy enhances the capacity of different functions and tasks. Autonomy
can be deployed to different parts of multiple weapon systems (mobility, navigation,
identification and selection).48 Therefore, according to pioneering projects led by
UNIDIR and by the Stockholm International Peace Research Institute (SIPRI), in
the creation of new governingmechanisms and principles the focus should be on the
autonomy of the weapon systems specifically, not on autonomous systems per se.49
The “characteristic/attribute” component that AI will add to new systems is differ-
ent from previous global challenges for existing weapon systems.50 AI amplifies the
attributes already introduced by autonomy. This is what makes this global challenge
different from previous attempts to govern and set global rules for weapons prolif-
eration. In other words: in earlier global governance of weapon systems, one could
count the systems (one/two/three thousand nuclear weapons/tanks/landmines, so
on). At stake in this case is the addition of new autonomous attributes to different
parts of diverse systems. It is mostly about the software (not the hardware, as pre-
viously). Therefore, the focus of the creation of new global governing rules shall be
on the relations between machines and humans. The goal of new norms is to clar-
ify how humans can interact with the enhanced (autonomous or AI) systems whilst
remaining compliant with international law and protective of human dignity by not
delegating the principal decisions to algorithms.

Ideally, autonomy and AI in weapon systems should aim to approximate the
initial assumptions of the weapon users during the initial operation and the final
targeting to reduce risks to life and human dignity as well as avoiding violations
of existing legal, ethical, and moral constraints.51 In order to ensure that human
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12 The AI Military Race

control remains present, or at least valid (from the initial assumptions and decisions
onwards), and to attain the goal ofminimizing harm, each of the lifecycle stages of any
weapon system—design, development, testing, deployment, monitoring and opera-
tion, maintenance, and disposal—should strive to meet the goal of minimal harm.
The observance of this basic goal ensures that systems with increased autonomy and
those that use AI remain under the purview of humans and are human centered.52
In other words, the focus of each stage of the operation of any weapon system must
remain on the primacy of human control, and thismakes it necessary to examine and
scrutinize how the level of human involvement is upheld in the operational context
of each mission.

The intensifying utilization of autonomous weapons, as well as those enhanced by
AI, signals the loss of our humanity and of effective human control in waging war
and in law enforcement situations. One of my concerns is the disintegrating effect on
the commonly agreed global norms of international law, especially those relevant to
restraining the use of military force in international relations and to the protection
of civilians during times of war and in peace. This breakdown of global norms is
already evident in conflicts in Yemen, Syria, Libya, and beyond. The world is headed
toward an uncertain future of precarious security and fragile peace. The protection of
civilian populations must take center stage again. Throughout this book I highlight
the need for, and the centrality of, the human element at every stage, which is the
only way to ensure that the use of such technologies remains sound, protective of
human dignity, and future-proof. By this I mean that a new international agreement
should stand the test of time. Even in the light of new technological advancements
and discoveries, human dignity should not be infringed upon.

Readers will be informed about how taxpayers’ money is being allocated for war
and law enforcement guided by algorithms rather than by human reasoning and dis-
cretion. I suggest that these vast investments could be channeled toward improving
social problems through the beneficial use of technology that AI makes possible. A
comparable abuse of power has occurred before, when a few technologically pow-
erful nations invented nuclear technology and weaponized it instead of using it
solely for the common good of humanity. They instead amassed vast quantities of
nuclear weapons under the guise of preserving “security” and “stability.”53 This kind
of irresponsibility and contempt for humanity resulted in the diversion of spectacu-
lar financial investments to the production of thousands of nuclear weapons and the
creation of a palpable existential threat of nuclear annihilation of humanity; to this
day, there are still 13,080 nuclear weapons in existence. The risk of accidents, diver-
sion, and malicious use is high because 3,825 are deployed in high alert.54 A related
concern is that the bulk of the investment in commercial and academic research on
AI, especially computer vision and image recognition, as well as other areas, could
be applied to the military realm by states or other groups such as criminal networks
and terrorists.

The militarization of AI generates concerns about the future and the impact and
undesirable effects of AI on human life. Enthusiasm for the potential of AI has
rightly increased over the past few years, capturing the public’s imagination and
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the attention of the media. Advancements in AI are a result not only of improve-
ments in software programs and computational techniques, but also of two other
factors. One is the emergence of big data generated by billions of Internet users
around the world, ubiquitous sensors, and observation information from satellites in
record numbers (Chapter 2); the other is the declining cost of the massive process-
ing power of computers. These two factors allow for the unprecedented development
and commercialization of machine learning that have enabled many AI discoveries,
particularly in image and voice recognition as well as data modeling. There is thus
an urgent need to determine the acceptable and nonacceptable uses of AI.

This book will also inform readers about the relevant legal and political frame-
works under international law. These are the tools that can address the challenges
ahead and confront the perils and obstacles. Readers will appreciate the indispens-
able role of rules and norms under international law in everyone’s lives in this
century, and will understand the risk of failing to agree on the necessary rules. They
will gain a perspective on the possibilities of, and avenues toward, a nonviolent future
global order where peace is predominant. In this world, AI will fulfill its potential to
be employed for the common good of humanity.

Key definitions

The utilization of autonomous functions for military applications and the way that
this process is progressively heightened by AI raises the following question: To what
extent should AI be applied in the military arena, or should it mostly and broadly
promote the common good of humanity? To address this, I investigate how AI can
be harnessed for the common good of humanity and not be used to kill. Therefore, it
is essential to inquire in tandem:Will global norms and the rule of law under existing
international law be able to stand the test of time in the face of the militarization and
weaponization of AI?

I adopt the definition of international law as “the legal order which is meant to
structure the interaction between entities participating in and shaping international
relations.”55 This is a broad, more encompassing understanding of international law
that does not depend on the state as the primary mover in international relations.
Instead, the definition references and takes into account thework and impact of inter-
national organizations, scientists, nongovernmental organizations, and other change
makers who create rules and norms, and, more recently, do not necessarily act on
behalf of any single state. The definition also takes into account how international
law has evolved to be a law of coordination and a guiding framework of action for all
actors operating in the international system to deal concretely not only with themost
prominent global problems of cooperation, but also to steer humanity away fromwar
and violence.

I am interested in the power of humanity, using the rule of law globally agreed
by all nations, to create a world equipped to safeguard future generations from the
scourge ofwar. I consider the role of the foundational human right—namely, the right
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14 The AI Military Race

to dignity. In Chapters 2 and 5 I also highlight several cases where global coopera-
tion has been successful in protecting the people and the planet from environmental
harms, and from the excesses of weapons proliferation, from conventional arms to
nuclear and chemical weapons. Additionally, I use tried and tested foundational prin-
ciples of international law, such as precaution, the common heritage of humanity,
intergenerational equity, and the broader application and practice of international
law in other areas to prevent the harmful impacts of the weaponization of AI. Com-
mon good governance will construct an avenue to combat the imminent affront to
human dignity represented by the march toward the weaponization of AI.

AI is an umbrella concept applied to a vast intellectual domain, with many areas
and fields, including computational techniques that use a set of rules that spec-
ify how to solve a problem (an algorithm) to accomplish goals, make predictions,
and classify objects (Table I.1). “Machine learning” is a subcategory of AI that has
recently achieved significant breakthroughs in speech recognition, image process-
ing, and other areas.56 These tasks that had been the sole province of human beings
are now delegated to computers to carry out. Algorithms find data patterns using
large samples of data and ever-increasing computer processing power. Therefore, the
implications of technological advancements as they pertain to the subject of this book
are more about the software and the algorithms than the hardware. It is essential to
make a distinction between narrow AI (single-task performance by a machine, such
as speech and image recognition), general AI (the machine can understand the envi-
ronment, has situational awareness and the ability to construct a logical sequence;
these features are still in the developmental stage), and super AI (whenmachines will
surpass human capabilities). This book is situated at the intersection between nar-
row and general AI to account for the problems of the present and those of the future.
Technological advancement is fast outpacing the slow progress of discussions at the
United Nations. Still, it is essential to clarify that we are not yet at the point where

Table I.1 Definition of artificial intelligence

“Artificial intelligence (AI) systems are software (and possibly also hardware) systems
designed by humans that, given a complex goal, act in the physical or digital dimension
by perceiving their environment through data acquisition, interpreting the collected
structured or unstructured data, reasoning on the knowledge, or processing the
information, derived from this data and deciding the best action(s) to take to achieve the
given goal. AI systems can either use symbolic rules or learn a numeric model, and they
can also adapt their behavior by analyzing how the environment is affected by their
previous actions. As a scientific discipline, AI includes several approaches and
techniques, such as machine learning (of which deep learning and reinforcement
learning are specific examples), machine reasoning (which includes planning,
scheduling, knowledge representation and reasoning, search, and optimization), and
robotics (which includes control, perception, sensors and actuators, as well as the
integration of all other techniques into cyber-physical systems).”

Independent High-Level Expert Group on Artificial Intelligence European Commission (2019).
High-level expert group on artificial intelligence. Ethics guidelines for trustworthy AI.
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machines aremore capable and possess more abilities than humans. Therefore, “Ter-
minator” analogies (super AI) are not helpful in elucidating the complexity of what
I am examining—namely, the existing problems arising from the applications of
narrow and general AI.

The application of AI to weapon systems is challenging to regulate globally under
rules commonly agreed to by all countries. The technologically powerful coun-
tries are reluctant to share information or to be transparent about algorithm-based
decision-making to carry out tasks and increased autonomy in operations. Addi-
tionally, the militarized major powers ascribe significant importance to achieving
a competitive advantage through acquiring a dominant position in AI development.
In other words, themajor powers, especially China and theUnited States, are looking
to be the AI superpowers of this century.

AI needs to be distinguished from autonomy, but their interaction creates new
challenges and raises ethical considerations, especially the new systems that utilize
machine learning that, in turn, gives rise to issues of scrutiny and lack of pre-
dictability.57 Autonomy entails the delegation of human authority to machines to
perform different tasks. Eventually, therefore, autonomous weapon systems will be
able to generate new goals and chart their own paths of algorithmic killing and
decision-making. However, the increasing autonomy in weapons at present has been
made possible by heightened capabilities in components and operational capac-
ity and power. The limited ability to interrogate the outcomes of machine-learning
algorithms—because of how difficult it is to determine how outputs result from data
inputs (i.e., how the machine came to its conclusions)—is problematic. If the con-
tinuous learning occurs online and after the system has been deployed onto the
battlefield, then the possibility of scrutinizing and assessing any outcomes becomes
even harder. If a weapon system changes its behavior due to the abilities and capac-
ities provided by machine-learning, and if this occurs mainly with the continuous
feeding of online data, then it becomes ever more arduous to exercise human con-
trol.58 It is essential to add a caveat to this affirmation: “machine learning” is not
unpredictable per se. However, the decision-making system is like a black box that
we donot yet fully understand. Further academic research is needed so thatmachine-
learning systems can be opened up to better understand how they arrive at a decision.
Therefore, the challenge is that because we may not understand the underlying
model, we can be surprised or even confounded by its decision-making system. In
addition, machine learning models are often opaque—a black box wherein we can-
not undertake an inspection of the decision-making system. Finally, these machine
models can also be “fragile” in the sense that an adversary may manipulate the envi-
ronment/scene in such a way that the algorithm incorrectly believes it has found a
correct pattern.

The following definition of autonomous weapons is illuminating here, because it
could encompass systems enhanced by AI:

a weapon system that, once activated, can select and engage targets with-
out further intervention by a human operator. This includes human-supervised
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16 The AI Military Race

autonomous weapons systems that are designed to allow human operators to
override the operation of the weapon system but can select and engage targets
without further human input after activation.59

Certain existing weapon systems already possess autonomy, which is a characteris-
tic that can be included in any present and future weapon system. Autonomy enables
weapon deployment to occur based upon initial assumptions and decisions about the
mission’s objectives as well as the time, target, and location. However, the exact final
target, timing, and location are determined by a library of algorithms. The final deter-
mination often occurs without human control and oversight and does not take into
account changed circumstances. Therefore, there is a separation, and a disjunction
can occur between the initial assumptions and the actual execution of the mission.

To be clear, any new weapon system is subject to international humanitarian law
(IHL)—the branch of international law that sets rules about what is lawful and
unlawful conduct during war—as a guiding regulatory framework. Therefore, we
cannot say that the use of autonomous weapons is taking place in an international
legal vacuum. Not only is IHL a vital source of what all states’ legal obligations
are, but many other parts of the oldest system of rules and global norms governing
international relations, namely international law, may furnish guidance for the ways
that states will create limitations and regulations not only relating to autonomous
weapons but also to the militarization of AI. In this story, however, it is not only
states that are likely to construct forms of governance, but also other entities such as
those I examine in my transnational networked cooperation analysis, which include
scientists, civil society, and international organizations; hence, global governance
will clearly be composed of a complex network with a diverse range of actors. In
general, restrictions on methods of warfare since the first Hague Summit of nations
in 1899—and even before that, when the first Geneva Convention was adopted in
186460—have emerged in two ways: the first is the formulation of general principles
and rules that apply to all means of warfare, and the second is through prohibition
and regulation treaties (for instance, the 1993 Chemical Weapons Convention or
the 1997 Landmines Treaty). The first caveat here is that these laws evolved in the
first instance to address wars on an international scale (World Wars I and II, for
example), and then applied in more localized civil conflicts (Yemen and Syria, for
instance). I explore the legal and political architecture that governsmanyweapon sys-
tems and investigate its role in maintaining peace and security that could illuminate
legal pathways toward the regulation of autonomous weapons under international
law. Additionally, I inspect other areas where global cooperation worked before to
protect humanity and the planet from threats and perils (Chapter 2).

Transnational networked cooperation

I examine the conditions under which common good governance could be enacted to
safeguard the future of peace and security, in particular the role of transnational net-
worked cooperation in the creation of a global public good: that is, no weaponization
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of AI. I also observe how different change makers are spearheading new norms and
new forms of global governance on their own, since somemember states at theUnited
Nations—namely, the militarized great powers—may be falling behind in their duty
to act as custodians to protect peace. The extent to which new challenges are dealt
with in the international system, mainly because new advances are being made more
quickly than global governance can take shape, is of great concern. It is not clear how
international law will address these emerging challenges, or if the prevailing global
norms will be sufficient to deal with them. To understand the range of conditions
necessary for common good governance to develop, I will assess the relationships
between, significance of, and role of the various actors and entities shown in the
chronology (Table I.2), starting with the role of scientists and then reviewing the
work of the United Nations in this discussion over recent years. I also devote atten-
tion to the transnational and interdisciplinary groups of people who founded the
international Campaign to Stop Killer Robots. I delve into and investigate the role of
private sector actors, as well as weapons producers, Nobel Peace laureates, and the
United Nations Secretary-General, among many others involved.

There are noticeably widening gaps between developments in the technology of
warfare and the international law regimes to regulate them. Systematic investiga-
tion is needed into issues of accountability for violating international law, as well
as to understand current attempts at developing satisfactory legal regimes. The rise
of the militarization and weaponization of AI marks a fundamental shift in interna-
tional politics and signals a changing global order at the intersection of the fourth
industrial revolution—characterized by autonomous decision-making, cyberspace,
AI, and the possibilities of weaponization the new technologies—and the third revo-
lution inwarfare.61 The first revolutionwas enabled by gunpowder, the second by the
invention of nuclear weapons; the third is differentiated from the preceding two by
machine autonomy and robotics with enabling AI technologies that will make them
increasingly autonomous. The confluence of the fourth industrial revolution and the
third revolution in warfare creates opportunities but also heralds the risks created
by a shifting global order. There is thus an admonitory dimension to this book.62
Humanity is entering the fourth industrial revolution, as Klaus Schwab, the Presi-
dent of the World Economic Forum, has noted.63 In this world, the digital economy
will be ubiquitous, breaking the barriers between the biological, digital, and physical
realms, and affecting all people on the planet in ways that the previous revolutions
did not. The rapid development of AIwill be a predominant feature of this newworld.

The United Nations has been discussing what do about such new developments
and technologies in war since 2014. There is widespread consensus that human con-
trol and judgment over decisions should prevail when force is applied and lives are
taken. A growing chorus of countries is clamoring for new global governance in the
areas of autonomy in war: they would like to see a new international treaty. All
55 countries of the African Union would like it. Thirty countries have requested a
preventive prohibition of autonomous weapons. Austria, Brazil, and Chile formally
proposed the start of negotiations toward a legally binding treaty that will ensure
“meaningful human control” over critical functions (i.e., the ones used to kill) of
autonomous weapon systems. The forms of governance emerging to grapple with the
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18 The AI Military Race

Table I.2 Raising global attention

2009: The International Committee for Robotic Arms Control is founded. The
following scientists sounded the alarm regarding robotic systems that are
autonomous: Noel Sharkey, Peter Asaro, Jürgen Altmann, Robert Sparrow.
2011: The International Committee of the Red Cross (ICRC) mentions
autonomous weapons in a statement for the first time.
2012: The United States is the only country to make autonomy an official
component of its national security strategy in the Department of Defense Directive
3000.09.64
Human Rights Watch issues a report, Losing Humanity: The Case against Killer
Robots, arguing against the use of autonomous weapons.
2013: The Campaign to Stop Killer Robots is launched.
The UN Human Rights Council debates the issue. The UN Special Rapporteur on
extrajudicial, summary, or arbitrary executions, Christof Heyns, publishes a
seminal report. Heyns laments that if the application and widespread use of lethal
robotics in war goes unchecked and rapid technological advancement occurs,
especially on the heels of the violation of international law through the use of
drones, this “could undermine the ability of the international legal system to
preserve a minimum of global order.”65 Nobel Peace laureates add their influential
voices. The campaign has shown impressive growth since its creation, with more
than 100 nongovernmental organizations in over 50 countries participating.
2014: May 13–15. Autonomous weapons and new technologies are discussed for
the first time at a historic meeting of the United Nations member states in Geneva.
2015: April 13–17. Second Informal Meeting of Experts at the United Nations,
chaired by Ambassador Michael Biontino of Germany.
2016: April 11–15. Second Informal Meeting of Experts at the United Nations,
chaired by Ambassador Michael Biontino of Germany. Widespread mention of
“meaningful human control.” He decides to call for the first formal meeting by
establishing a Group of Governmental Experts (GGE).
2017: Ambassador Amandeep Singh Gill of India chaired two formal GGE
sessions. For details, Chapter 3. Most countries called for an international treaty,
but Germany, Australia, Turkey, the United States, and Israel were opposed to this.
2018: April 9–13. GGE formal meeting chaired by Ambassador Amandeep Singh
Gill of India. Thirty countries called for a preventive prohibition treaty.
August 27–31: outcome document—“Possible Guiding Principles” (Chapter 1)
Twelve countries do not support a new treaty (Chapter 3): Australia, Belgium,
France, Germany, Israel, Republic of Korea, Russia, Spain, Sweden, Turkey, the
United States, and the United Kingdom.
2015–2019: A dense network of change makers calls for different types of global
action:

Scientific community
Private sectors (civilian and military)
Transnational advocacy community: The Campaign to Stop Killer Robots
The International Committee of the Red Cross
and the Member states of the United Nations.

2015–2019: The AI Scientists’ Letters
The first open letter was published on July 28, 2015. It received sustained
widespread attention and publicity from media worldwide.
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The letter states: “Autonomous weapons select and engage targets without human
intervention”; these weapons exclude drones where humans are in charge of the
decision-making on targets. The heart of their call for action is this: “AI technology
has reached a point where the deployment of such systems is—practically if not
legally—feasible within years, not decades, and the stakes are high: autonomous
weapons have been described as the third revolution in warfare, after gunpowder
and nuclear arms.” They add that these AI weapons will be the future Kalashnikovs
because what makes them different from nuclear weapons is that they do not
require expensive raw materials and will become omnipresent.66 They state that the
key question for humanity is whether to start a global race to militarize AI or to act
preventively. If humanity fails to act, the scientists’ warning is stark:
“Autonomous weapons are ideal for tasks such as assassinations, destabilizing
nations, subduing populations, and selectively killing a particular ethnic group. We,
therefore, believe that a military AI arms race would not be beneficial for humanity.
There are many ways in which AI can make battlefields safer for humans, especially
civilians, without creating new tools for killing people.”67

Other letters have been published since that have had a significant impact.
2017 and beyond: The AI for Good Global Movement
What I call the AI for Good Global Movement comprises initiatives that seek ways
to use AI for the benefit of humanity (i.e., for the common good). The movement
finds ways to use AI for humanitarian purposes to implement the United Nations
Sustainable Development Goals (SDGs) and to improve humanitarian relief.
2018: The European Parliament passed a resolution that calls for a ban on
autonomous killing. About two dozen Nobel Peace laureates issued a joint
statement in favor of a ban. More than 70 prominent faith leaders from around the
world released a statement calling for a ban.
2018: Over 200 technology companies and organizations from more than 36
countries and 2,600 individuals issue a pledge committing to “neither participate in
nor support the development, manufacture, trade, or use of lethal autonomous
weapons”; because of moral, accountability, proliferation, and security-related
concerns over fully autonomous weapons, the pledge states that “the decision to
take a human life should never be delegated to a machine.”68

2018: Google makes a historic announcement that it is “not developing AI for use
in weapons” and “will not design or deploy AI” for technology that causes “overall
harm” or “contravenes widely accepted principles of international law and human
rights.”
2018: António Guterres, United Nations Secretary-General: “The weaponization of
Artificial Intelligence is a growing concern.” “The prospect of weapons that can
select and attach a target on their own raises multiple alarms and could trigger new
arms races.” “The prospect of machines with the discretion and power to take
human life is morally repugnant.”69

2018: The ICRC’s position is that states must determine limitations on the type and
degree of autonomy required for lawful actions under international humanitarian
law and international law. Notwithstanding compliance, the ICRC admits its
concerns that the heart of the matter remains the discomfort about delegating the
authority for the decision to kill to computer algorithms.
2021: The ICRC publishes its new position in May, calling on states to create new
global governance through legally binding obligations.

Continued
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20 The AI Military Race

Table I.2 Continued

2018–2021: European Parliament resolution calls for an international treaty on
autonomous weapons.
United Nations member states continue meeting in Geneva and fail to reach an
agreement on what to do due to opposition from Russia. The majority of states
desire an international legally binding agreement.
2022–2025: discussions continue at the United Nations. Costa Rica leads a
coalition requesting all countries to call for urgency in establishing a new
international treaty on autonomous weapons.
2023: first summit on Responsible AI in the Military Domain (called by the
Netherlands and the Republic of Korea). This was the first times a group of
countries jointly discusses military AI.

challenges are complex, and the actions of states and what is happening at the United
Nations, even though notable, are only part of the story. To describe the complexity
of the actions on the global stage, I coined the term transnational networked coop-
eration: a discernible mosaic of different change makers trying to cope with global
challenges by using authoritative knowledge and drawing on lessons learned from
what happened in previous cases of global cooperation.

Common good governance for a shifting global order:
A more inclusive and humanistic approach

This book proposes avenues for creating a new global framework to regulate
autonomous weapons and govern the military use of AI—a global public good—
with renewed ways to operationalize more inclusive cooperation in this complex
area of international security. This novel approach includes states and scientists, civil
society, philanthropists, private sectors, and activists. In many ways, the new world
order will require innovative ways to solve problems, in addition to clear knowl-
edge of existing successful models. I examine the global trend toward militarizing
AI and, at the same time, appraise the initiatives that set principles and standards.
Common good governance is anchored in previous instruments that have established
global constraining mechanisms for earlier evolutions and revolutions in warfare,
namely those seeking to prohibit chemical warfare, control conventional arms, or
limit nuclear arms. It is in this context that I proffer reasons why the worldmust care.
I gauge and assess the instability and insecurity that may arise from the weaponiza-
tion of AI and, at the same time, review the United Nations’ endeavors to maintain
peace and sustain hybrid global governance initiatives. In the light of these under-
takings, I also evaluate the role of the United States, the European Union, China, and
others on the global stage.

The world is up against a completely new challenge because AI-associated tech-
nologies will affect every sector of society and will be available to many more people
than nuclear or conventional weapons ever could be. Therefore, it is uncertain
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whether the current forms of global governance under existing international law
frameworks will be adequate to address the challenges posed by this new transforma-
tion facing humanity, precipitated by advancements in AI that have a great impact on
peace and conflict. In terms of weapons controls and disarmament, arms are either
regulated (across categories) or prohibited (one category at a time). But we are now
up against something substantively different and unusual: this is about software in
an ever more ubiquitous technology accessible to many more people than previous
technological innovations have been.

My participation in high-level global initiatives on autonomous weapons and
applications of AI provides me with first-hand scholarly insider perspectives on—
and practical familiarity with—the communities involved in the relevant discussions
across the world. Consequently, throughout this book’s chapters:

• I offer an in-depth insider explanation of the attempts to create principles and
global norms to address the intensification of autonomy in warfare;

• I examine the intricacies of the creation of a new global framework to govern
the military use of AI;

• I investigate the challenges to existing international law, and survey the ger-
mane and pertinent parts of the political and legal architectures that relate to
the matters scrutinized here;

• I give an account of the threats to global security as a consequence of the
increasing militarization of AI;

• I reflect on the factors that imperil peace in theworld by investigating the inspir-
ing and elucidating examples of previous cases of global cooperation to protect
the climate and different parts of the planet, and also attempts to prohibit and
regulate different previous technologies of the means and methods of warfare;

• I offer three new concepts: transnational networked cooperation, common good
governance, and humanity’s security to suggest the way forward in offeringmore
humanistic approaches.

Transnational networked cooperation: this refers to an exceptional mosaic of
change makers, emerging from a multi-actor cooperative effort, who spearhead
debates about what is legally, morally, and ethically acceptable in shaping the future
of humanity. These change makers do not represent any single country and they do
not act under the auspices of a particular national leadership in the international
arena; instead, they are bound by a belief in securing a humane and just future.
Such transnational networked cooperation can emerge despite the dearth of state-
to-state cooperation and create new blueprints for action and more inclusive change
in a way that is informed by scientists, civil society members, the private sector, and
some states, including the developing countries that tend to be excluded from high-
level discussions on AI. In this book, I advance the idea that there are five requisite
criteria for the rise of transnational networked cooperation to address ways to pre-
vent autonomous killing: knowledge generation about the problem based upon a
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common humanity-based discourse; creation of precautionary governing or preven-
tive regulatory frameworks; the presence of at least one epistemic community; the
influence of a transnational advocacy network that promotes activism and attempts
to persuade; and the formation and cooperation of networks in promoting the sense
of urgency to act. I see the same formation of transnational networked cooperation
that emerged to fight the pandemic and create and distribute vaccines, and to combat
climate change. This is a concept that will be useful to fully understand other areas
of global governance.

To elaborate on the requisite criteria, I delve into the work of AI scientists, the
private sector that mostly generates the technologies in question, the global cam-
paigners, the United Nations, the European Union, and regional organizations. I
probe the nature of the collaboration between government and civil society to face
a common challenge that requires common good governance to be successful. I
see transnational networked cooperation as a shared enterprise that should include
people or representatives from different communities to be transparent and hold
leaders accountable for their decisions. It is also an initiative that can directly involve
other actors in international law, as well as civic actors such as philanthropists and
scientists.

Common good governance: the creation of a global public good that arises from
the efforts of several entities (states and others) to advance and drive global pro-
cesses, as well as combat problems in areas where there are either no global norms
or institutional foundations, a lack of political willingness and determination, or, at
best, imprecise guidelines for global action. In other words, there is neither certainty
nor specific governance in these areas—that is, there are no precise rules adminis-
tering commonly agreed behaviors among nations. Common good governance takes
into account the urgency to act by present and future generations and is therefore
based upon the already existing principles of precautionary action, the common con-
cerns and heritage of humanity, intergenerational equity, and the need for preventive
action.70 These two related terms will offer novel avenues for further exploration in
the literature to fill the ontological lacuna in this area of study within international
law and global governance. Here, they are applied specifically to the regulation of the
matters under consideration, but can be later used to investigate other areas of global
governance where state action is lagging—for example, in tackling the climate crisis,
where there are rising philanthropic, financial, and grassroots networks driving the
action. The framework the concepts offersmakes a persuasive contribution to the dis-
cussions on military AI by advancing an innovative perspective on how the debates
onmilitary AI might be framed to ensure a humanistic approach to the way that new
technologies are used in war. The chief motivation of this type of generation of coop-
eration is the attainment of the common good for present and future generations.

Notions of the common heritage of humanity, the common concern of
humankind, the principle of precaution, the distinction between civilians and com-
batants, rising principles on AI, and the existing international legal instruments in
different areas of global cooperation are the operating pillars guiding the creation of
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a framework that animates attempts to develop new common good governance struc-
tures and mechanisms for a shifting global order (Chapters 2 and 5). Containing the
unrestrained militarization of AI is a pursuit of global dimensions for the sake of
peace and security. As a result, the creation of common good governance is shaped by
utilizing the successes and failures of previous attempts at global cooperation, along
with all relevant sources of legal and political guidance, including the precaution-
ary and intergenerational principles encompassed in international law, as well as all
pertinent previous legal and political frameworks that may be applicable or used as
inspiration for something made anew.71 I will investigate the extent to which pre-
vailing ideas and mechanisms to govern global security problems (such as nuclear
or chemical weapons, protecting the ozone layer, Antarctica and other areas of the
planet) can inform what kind of new governance is needed. I also draw inspiration
from the architecture of the “common heritage of humanity,” and update and opera-
tionalize it to reflect on AI as a “global common” that should be used for the benefit
of humankind. “Global commons” are areas and spaces on the planet that cannot be
weaponized, but have to be used for peace, and no one can claim jurisdiction over
these spaces, such as Antarctica, outer space, the atmosphere, and the high seas. In
this regard, my new concept of common good governance also draws from several
areas of existing international law practice and doctrine, as well as from the princi-
ples for the advancement of sustainable development for the betterment of humanity
as a whole.

I examine the conditions under which common good governance can create global
public goods, in particular the role of transnational networked cooperation. Accord-
ingly, I observe how different change makers are spearheading new norms and
global cooperation on their own, since member states at the United Nations Secu-
rity Council—the arbiter of peace and security—may be falling behind in their duty
to act as custodians of the peace. The extent to which new challenges are governed in
the international system, mainly because new advances are beingmademore quickly
than global governance can take shape, is of great concern. It is not clear how interna-
tional lawwill address these emerging challenges or if the prevailing global normswill
be sufficient to deal with them. Significant gaps are growing between developments
in the technology of warfare and the international law regimes to regulate them.

Finally, humanity’s security is an effort to challenge the outdated notion of national
security—with its military focus on what constitutes a threat and a typically insular
way to tackle problems—that serves little purpose today where all problems facing
humanity necessitate a concerted approach. Humanity’s security requires states to
pool their resources, capacities, and strengths for the common good of humankind
to attain global public goods on a planetary scale. At the center of this new concept
is the idea that the security of states is fundamental (national security). However,
the safety of individuals, especially vulnerable populations, must also be safeguarded
(human security); crucial is the realization that the security and safety of states and
individuals in one country are inextricably intertwined with the security and safety
of individuals in all countries. The notion of humanity’s security emphasizes that the
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fate and well-being of individuals in one country are tied to and depend upon the
welfare of all individuals in all other countries.

The pandemic has proven that no one is safe until everyone is protected, and cli-
mate change has shown that there is no place from which stand by and watch from
afar. The effects of anthropogenic interference with the climate at calamitous levels
are ongoing everywhere. What is different about humanity’s security, derived from
the concepts of national and human security, is that it attests to the urgent need
for solutions that must come from all countries, in collective, preventive action, to
respond to the threats by pooling their resources. Additionally, humanity’s security
calls for a more self-aware and purposeful integration between human beings and
their natural environment and ecological systems. Without the realization of this
inextricable connection, therewill be no easyway out of the conundrum that humans
face. Humanity—the partnership between governments, scientists, individuals, abo-
riginal communities, and international institutions—is at the center of the communal
and global changes needed to contain the ongoing planetary mega threats. Instead of
privileging only the state as the hub for action, I argue that the state remains essen-
tial but is no longer capable of acting alone, so it must rally the necessary strategic
partnerships: scientific, collective, and practical. Combined, these three concepts
will guide consideration of how to create frameworks to halt the march toward
autonomous killing, and a race to the bottom led by the competition to militarize AI.

The global geopolitical context

War among states is again a reality—in a markedly worrying trend since the decline
in international wars after 1945. We are in a phase where there is a confluence of new
and potentially contending challenges marked by renewed global power rivalry: the
fourth industrial revolution (the digital economy), the diffusion of AI that is affect-
ing many aspects of human society, the third revolution in warfare, and a retreat
from globalism and from long-held norms of international law. These are daunting
challenges and raise difficult questions that need to be answered. I confront such
challenges head-on with an examination of the increasing rivalry among the techno-
logical superpowers to militarize and weaponize AI. The amounts of money being
spent on this are astounding and so, with no global legal framework to govern the
military use of AI, the road to the future is fraught with uncertainty.

In order to construct common good governance, I address several questions in turn.
First, can algorithms meet the obligations and lawful constraints set by international
law? Second, can the legal scope of responsibilities in current and prevailing law—for
instance, IHL—be codified in computer-controlled processes that will then oper-
ate predictably in hardware or in cyberspace? Third, even if this is technologically
and legally feasible, should humanity yield its capacity to authorize the decision to
kill?72 In the latter case, I explore whether there are fundamental ethical and moral
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impediments to granting permission for autonomous killing that are independent
of technological prowess and advancement. These constraints would include the
need to preserve human dignity as a permanent right from which observance can-
not be exempted, and to avoid the breach of responsibility that would occur with
the distancing that technology would enable between the humans supervising or
monitoring operations and the systems that conduct killings.73 This breach would
be objectionable as the responsibility, or lack thereof, pertains to the thresholds that
can be put in place to enable operators to confirm or deny the permissibility of
autonomous killing. Likewise, within the legal realm, the law of state responsibility,
an old foundational component of international law, would advise that responsibil-
ity is inextricably connected to human agency. International law has evolved with
human intent as a central precept for its functioning. In this discussion, a sim-
ple antipersonnel landmine or a sophisticated AI-enabled weapon would raise the
same set of concerns that go above and beyond their technological capabilities to
address the humanitarian aspects of their use. Consequently, they can be deemed
unacceptable for the conscience of humanity to bear.74

Asmentioned, autonomy is a characteristic that can be added to any civilian ormil-
itary components of any current or future system. Such flexibility will add enormous
complexity to creating and administering new forms of global governance. Cur-
rently, there are highly autonomous components and attributes in systems already
being deployed. In terms of prevailing international law frameworks, the inclusion
of autonomy is not illegal per se. However, its attributes and features might be linked
and programmed inways thatmay violate international law prescriptions. Theremay
also be morally and ethically questionable uses that may be intolerable or unlaw-
ful under international law. The question here is: will it be ethically acceptable for
weapons with AI software to be programmed to independently select and target peo-
ple to kill? Furthermore, machine learning will occur because of progress in AI,
meaning that software with learning capabilities now prompts significant questions
about predictability: machine learning systems may be inconsistent and therefore
inscrutable, consequently raising the risk that international norms and laws may be
violated.75

In sum, increased autonomous weapon systems raise ethical and moral questions:
will it be right, even if technologically possible, to allow an algorithm to take a human
life? Is the contest among the technological superpowers to militarize AI unavoid-
able? In what ways can the 193 member states of the United Nations prevent it? AI
weapons will be cheap and abundant, according to scientists, so how can the interna-
tional community stop terrorists from acquiring them?What global norms should be
in place? What will happen when autonomous cyber weapons become operational?
The international community must act preventively to stop the development of AI
technologies capable of being utilized for military purposes. The global competi-
tion to militarize AI and to develop autonomous arms is underway. If this cannot be
stopped—which would be desirable—it must be regulated under international law.
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The precedents to autonomous killing

Unmanned aerial vehicles, commonly known as drones, have been weaponized and
are increasingly used in warfare and in situations that are not considered to be states
of war, with no multilaterally agreed rules under international law. While a human
remains in the control loop, the use of drones has lowered the threshold for the
use of military force in international relations. Targeted killings have become com-
monplace. But drones are different from autonomous weapons, AI-enhanced or not.
There is still a human in the decision-making control loop who decides to kill. The
terrorist attacks against the United States in 2001 prompted the country to start
weaponizing its drones. In 2002 the United States was the only country develop-
ing armed drones, but now this technological innovation has proliferated. Armed
groups are also in possession of such systems.76 The United States and other coun-
tries, including China, France, Germany, India, Israel, Russia, South Korea, and
the United Kingdom, are working to increase the autonomy of military systems,
and different examples are already in place. Drones are not autonomous weapons,
which are qualitatively different because no humans are controlling the use of
force.

The use of armed drones in the last few years serves as an indication of what lies
ahead. First, armed drones have proliferated rapidly77 and with this proliferation
comes a decline in cost. Thus,more disruptive opportunities arise asmore actors have
access to the new technology at lower prices.78 That being said, the decisions that
states make on peace and security are profoundly informed by international law.79 If
they disrespect IHL and human rights law, their reputation and prestigemay be com-
promised.80 For instance, there are heated discussions on the legality and legitimacy
of the use of armed drones to conduct extrajudicial killings through extraterritorial
targeting (targeted killings).81 Even though there is nothing inherently illegal in the
use of drones and their remote operators may be fully able to comply with the rules
of IHL, their current use may disrespect and distort other branches of international
law, such as human rights law, as well as the rules on the legality of the use of force
that have been responsible for sustaining the long peace among nations since World
War II.82

A robot world

The benefits of the increased use of robotics in society are significant and ground-
breaking.83 Robots with increasing levels of autonomy are already an integral part
of life in this century and will gradually play an ever more significant role in
medicine, in the judicial system, and in the entertainment industry. As Stuart Rus-
sell says, the future is super intelligent.84 Especially noteworthy is the new breed
of robots, which will be more autonomous and decide independently on their
courses of action. Autonomy in robotics will be made even more possible with fur-
ther progress in AI and the growing availability of data from which AI systems
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can learn. These phenomena characterize the shifting global order toward full
autonomy—characterized in particular by the automation of the use of force—and
by an economy that is dominated by digital technology and the digital economy.

A global legal framework governing military AI is of the essence and warrants
global cooperation. The weaponization of AI is disruptive; it represents a paradigm
shift in the way wars are waged, law enforcement is conducted, and violence in
enacted. Autonomous killing is likely to become the dominant aspect of the new AI
military race of the 21st century, which is developing fast via the increasing adop-
tion of autonomous weapons, the progressive militarization of AI, and other means
of enacting violence. Nonetheless, there is a caveat: this “race” is not like those of
the past (e.g. the nuclear arms race), because innovations will not be exclusive to
nation states and “autonomous weapons” do not necessarily have to be embodied in
an object or hardware (as in previous weapon systems). Many of the autonomous
weapon systems we will start to see can be derived from consumer products, modi-
fied to become weapons. The crux of the problem is more about the software and
the algorithms than the hardware. One consequence is a continued escalation of
asymmetric warfare, terrorism, and cyberattacks (in peace time), for instance. An
autonomous weapon can be as simple as a mass-produced drone with an explosive
payload attached to it. In the future, open-source drone software could enable swarms
of low-cost drones to become significant weapons. The new technology of 3D print-
ing and plentiful civilian technology (motors, batteries) would also allownewdevices
to be created directly, bypassing traditional supply chains and the enforcement of
customs regulations. For all these reasons, the weaponization of AI marks a critical
shift not only in the nature of warfare but also in international security. The pro-
liferation of autonomous weapons will occur more rapidly, at a lower cost, and in
different ways from anything we have experienced in the development of any other
conventional weapons or weapons of mass destruction.

The changing relationship between humanity and technology will have profound
consequences for peace and security in a way that is already affecting the current
global order in unfavorable and detrimental ways.85 There is a connection between
the use of force and the violation of the bodily integrity of people. In terms of the
expectations of international law, the use of lethal force is only to be carried out in
exceptional cases. The use of force in a nonattributable way increases the risk of war.
If it becomes easier to initiate conflict with readily accessible technologies that will
permit more states not to have to risk the lives of their soldiers, then more conflicts
will take place. In addition, given the capacity for states to develop and use military
force incrementally through autonomous systems that are nonattributable, it may be
very difficult to determine how the action was initiated. It will therefore not be possi-
ble to hold anyone accountable through the existing global governance mechanisms
of international law.86

At this critical juncture for humanity, the weaponization of AI would divert the
world’s resources away from attempts to reverse catastrophic climate change. Com-
pounding the challenges ahead, these new technologies all have dual applications:
civilian and military. We are talking about applications of technology that will
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soon be accessible to individuals for legitimate and beneficial purposes in medicine,
assisted care, and life in general, but they will also be available to criminals, terrorists,
and dictators oppressing their populations. This heightens the need for the creation
of common good governance for all, thereby achieving prosperity and well-being on
a global scale.

The protection of human dignity should guide conduct in war and peace; deci-
sions over life and death shall not be done on the basis of algorithms in software. My
premise is that all powerful technologies must serve humanity. Common good gov-
ernance frameworks will be needed to set guidelines and to coordinate global action
to attain humanity’s security. Countries cannot relinquish their international legal,
moral, and ethical responsibilities, or their humanity in war and at peace. The quest
for peace should be undertaken through cooperative diplomacy for a better world,
despite the resistance of the few technologically powerful nations. This is about what
kind of future we want for all people living now, and for future generations.

Notes

1. An Open Letter to the United Nations Convention on Certain Conventional Weapons
(Future of Life Institute, 2017), https://futureoflife.org/2017/08/20/autonomous-
weapons-open-letter-2017/.

2. Paul Scharre, Army of None: Autonomous Weapons and the Future of War (W. W. Norton
& Company, 2018): p. 27; Paul Scharre, “Killer Apps: The Real Dangers of an AI Arms
Race,” Foreign Affairs (May/June 2019), https://www.foreignaffairs.com/articles/2019-
04-16/killer-apps.

3. Toby Walsh, Autonomous Weapons: An Open Letter from AI & Robotics Researchers
(Future of Life Institute, 2015), https://futureoflife.org/2016/02/09/open-letter-
autonomous-weapons-ai-robotics/.

4. Denise Garcia, “Redirect Military Budgets to Tackle Climate Change and Pandemics.”
Nature, vol. 584, no. 7822 (August 2020): pp. 521–523, doi:10.1038/d41586-020-02460-9.

5. António Guterres, United Nations Secretary-General. General Assembly, September
2018.

6. Philip Feldman, Aaron Dant, and Aaron Massey, Integrating Artificial Intelli-
gence into Weapon Systems (arXiv, Cornell University, May 10, 2019), https://
arxiv.org/abs/1905.03899; Michael C. Horowitz et al., Artificial Intelligence and Interna-
tional Security (Center for a New American Security, July 2018), https://www.cnas.org/
publications/reports/artificial-intelligence-and-international-security.

7. Vincent Boulanin and Maaike Verbruggen, Mapping the Development of Autonomy in
Weapon Systems (SIPRI, November 2017): p. 38.

8. Ibid; Scharre, Army of None: Autonomous Weapons and the Future of War.
9. Walsh, Autonomous Weapons: An Open Letter from AI & Robotics Researchers.

10. Jürgen Altmann and Frank Sauer, “AutonomousWeapon Systems and Strategic Stability.”
Survival, vol. 59, no. 5 (2017): pp. 117–142, doi:10.1080/00396338.2017.1375263.

11. Daniele Amoroso and Guglielmo Tamburrini, “In Search of the ‘Human Element’:
International Debates on Regulating Autonomous Weapons Systems.” The International
Spectator, vol. 56, no. 1 (February 2021): pp. 1–19, doi:10.1080/03932729.2020.1864995.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424283987 by Sun Yat-Sen U

niversity user on 11 January 2024



Introduction 29

12. Vincent Boulanin et al., Limits on Autonomy in Weapons Systems: Identifying Practical
Elements of Human Control (ICRC & SIPRI, June 2020).

13. In appreciation of Frank Sauer’s advice.
14. Frank Sauer, “Stepping Back from the Brink: Why Multilateral Regulation of Autonomy

inWeapons Systems is Difficult, yet Imperative and Feasible.” International Review of the
Red Cross, vol. 102, no. 913 (April 2020): pp. 235–259. doi:10.1017/S1816383120000466.

15. Michael Boardman and Fiona Butcher, An Exploration of Maintaining Human Control
in AI Enabled Systems and the Challenges of Achieving it (NATO, 2019), STO-MP-
IST-178-07. Elke Schwarz, “Autonomous Weapons Systems, Artificial Intelligence, and
the Problem of Meaningful Human Control.” The Philosophical Journal of Conflict and
Violence, vol. 5, no. 1 (2021). doi:10.22618/TP.PJCV.20215.1.139004.

16. Statement by Secretary of Defense Lloyd J. Austin III on the President’s Fiscal Year 2024
Budget, Department of Defense Releases the President’s Fiscal Year 2024Defense Budget,
US Department of Defense, March 13, 2023.

17. Ronald O’Rourke, Renewed Great Power Competition: Implications for Defense—Issues
for Congress (Congressional Research Service, 2020), https://sgp.fas.org/crs/natsec/
R43838.pdf; The Economist Newspaper Limited, “The Growing Danger of Great-
PowerConflict,” January 25, 2018, https://www.economist.com/leaders/2018/01/25/the-
growing-danger-of-great-power-conflict.

18. Inge Kaul, Isabelle Grunberg, and Marc Stern, Global Public Goods (New York-Oxford:
Oxford University Press, 1999); Séverine Deneulin and Nicholas Townsend, “Public
Goods, Global Public Goods and the Common Good.” International Journal of Social
Economics, vol. 34, no. 1/2 (2007): pp. 19–36.

19. Institute for Economics & Peace, Global Peace Index 2021: Measuring Peace in a
Complex World (IEP: Sydney, 2021), https://www.visionofhumanity.org/wp-content/
uploads/2021/06/GPI-2021-web-1.pdf.

20. Diego Lopes da Silva et al. Trends in World Military Expenditure (SIPRI, 2022).
21. Artificial Intelligence in Military Market by Offering (Software, Hardware, Services),

Technology (Machine Learning, Computer vision), Application, Installation Type, Plat-
form, Region—Global Forecast to 2025. Markets & Markets, Market Research Report,
March 2023.

22. Denise Garcia, “Lethal Artificial Intelligence and Change: The Future of Interna-
tional Peace and Security.” International Studies Review, vol. 20, no. 2 (May 2018),
doi:10.1093/isr/viy029.

23. Ruti Teitel, Humanity’s Law (Oxford University Press, 2011).
24. Daniel S. Hoadley and Kelley M. Sayler, Artificial Intelligence and National Security

(Congressional Research Service, January 2019); fas.org/sgp/crs/natsec/R45178.pdf.
25. See the International Panel for the Regulation of AutonomousWeapons reports, available

at https://www.ssoar.info/ssoar/discover?query=iPRAW&submit=.
26. I thank Carlos Arriaga Serrano and my Global Governance class of Fall 2020 for our

conversations.
27. Capgemini Research Institute, “Climate AI: How Artificial Intelligence can Power your

Climate Action Strategy,” December 2020, https://www.capgemini.com/wp-content/
uploads/2021/05/Report-Climate-AI-4.pdf.

28. Ricardo Vinuesa et al., “The Role of Artificial Intelligence in Achieving the Sus-
tainable Development Goals.” Nature Communications, vol. 11, no. 233 (2020),
doi:10.1038/s41467-019-14108-y.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424283987 by Sun Yat-Sen U

niversity user on 11 January 2024



30 The AI Military Race

29. Ibid., 7.
30. Maaike Verbruggen, “The Role of Civilian Innovation in the Development of Lethal

Autonomous Weapon Systems.” Global Policy, vol. 10, no. 3 (2019): pp. 338–342,
doi:10.1111/1758-5899.12663.

31. On May 17, 2021, SIPRI’s, Vincent Boulanin participated in a virtual United Nations
Security Council Arria-formula meeting entitled “The Impact of Emerging Technologies
on International Peace and Security.”

32. Michael C. Horowitz, “Artificial Intelligence, International Competition, and the Balance
of Power.”TexasNational Security Review, vol. 1, no. 3 (May 2018), http://hdl.handle.net/
2152/65638.

33. Stuart J. Russell, Human Compatible Artificial Intelligence and the Problem of Control
(Penguin Books, 2019), p. 113.

34. Stuart J. Russell and Peter Norvig, Artificial Intelligence: A Modern Approach, 3rd ed.
(Pearson Education, 2003).

35. Isabella Jibilian and Katie Canales, “The US is Readying Sanctions Against Russia
Over the SolarWinds Cyber Attack.” Business Insider, April 15, 2021. https://www.
businessinsider.com/solarwinds-hack-explained-government-agencies-cyber-security-
2020-12.

36. Russell, Human Compatible Artificial Intelligence.
37. I thank Eugenio V. Garcia for our conversations about this point and for all his advice.
38. Responsible AI in the Military Domain Summit, REAIM, The Hague, The Nether-

lands, February 15–16, REAIM Call to Action. https://www.government.nl/ministries/
ministry-of-foreign-affairs/news/2023/02/16/reaim-2023-call-to-action.

39. Vincent Boulanin andDustin A. Lewis, “Responsible Reliance ConcerningDevelopment
and Use of AI in the Military Domain.” Ethics and Information Technology, vol. 25, no. 8
(2023).

40. Daniel Varona, Yadira Lizama-Mue, and Juan Luis Suárez, “Machine Learning’s Limita-
tions in Avoiding Automation of Bias.” AI and Society, vol. 36, no. 1 (2021): pp. 197–203,
doi:10.1007/s00146-020-00996-y.

41. Russell, Human Compatible Artificial Intelligence, p. 249; I thank my conversations with
the always prescient Benoît Pélopidas.

42. Heather M. Roff, “The Frame Problem: The AI ‘Arms Race’ Isn’t One.” Bulletin of the
Atomic Scientists, vol. 75, no. 3 (2019): pp. 95–98.

43. International Committee of the Red Cross, “Artificial Intelligence andMachine Learning
in ArmedConflict: AHuman-Centered Approach.” International Review of the Red Cross,
no. 913 (March 2021): p. 4, https://www.icrc.org/en/document/artificial-intelligence-
and-machine-learning-armed-conflict-human-centred-approach.

44. Ibid.
45. See SIPRI reports since 2017, https://www.sipri.org/research/armament-and-

disarmament/emerging-military-and-security-technologies/artificial-intelligence.
46. Boulanin and Verbruggen, Mapping the Development of Autonomy in Weapon Systems.
47. Automated Decision Research, “Artificial Intelligence and Automated Decisions: Shared

Challenges in the Civil and Military Spheres,” September 2022 Report. Available at:
https://automatedresearch.org/news/report/artificial-intelligence-and-automated-
decisions-shared-challenges-in-the-civil-and-military-spheres/.

48. According to a database by Heather Roff, formerly available here: https://globalsecurity.
asu.edu/robotics-autonomy. [Last accessed December 10, 2018; no longer publicly
available.]

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424283987 by Sun Yat-Sen U

niversity user on 11 January 2024



Introduction 31

49. Kerstin Vignard, The Weaponization of Increasingly Autonomous Technologies: Consider-
ing Ethics and Social Values, UNIDIR Resources 3 (UNIDIR, 2015), https://unidir.org/
files/publications/pdfs/considering-ethics-and-social-values-en-624.pdf; Paul Scharre
and Michael C. Horowitz, An Introduction to Autonomy in Weapon Systems (Center
for a New American Security, 2015), https://www.cnas.org/publications/reports/an-
introduction-to-autonomy-in-weapon-systems; Vincent Boulanin, Mapping The Devel-
opment of Autonomy in Weapon Systems: A Primer on Autonomy (SIPRI, 2016).

50. Kerstin Vignard, “The Weaponization of Increasingly Autonomous Technolo-
gies: Concerns, Characteristics and Definitional Approaches: A Primer,” UNIDIR
Resources 6 (Geneva: UNIDIR, 2017), https://unidir.org/files/publications/pdfs/the-
weaponization-of-increasingly-autonomous-technologies-concerns-characteristics-
and-definitional-approaches-en-689.pdf; Boulanin and Verbruggen, Mapping the
Development of Autonomy in Weapon Systems.

51. International Panel on theRegulation of AutonomousWeapons,Building Blocks for a Reg-
ulation on LAWS and Human Control: Updated Recommendations to the GGE on LAWS
(July 2021), https://www.ssoar.info/ssoar/discover?query=iPRAW&submit=.

52. ICRC, Artificial Intelligence and Machine Learning in Armed Conflict.
53. Ray Acheson, Banning the Bomb, Smashing the Patriarchy (Rowan and Littlefield, 2021).
54. SIPRI Yearbook, Armaments, Disarmament, and International Security, July 2021. Fed-

eration of American Scientists, Status of the World’s Nuclear Forces 2021.
55. Samantha Besson, “Theorizing the Sources of International Law.” In The Philosophy of

International Law, ed. Samantha Besson and John Tasioulas (Oxford University Press,
2019), pp. 163–185; see also Rüdiger Wolfrum, “International Law.” In Max Planck
Encyclopedia of Public International Law (Oxford University Press, 2012): p. 1.

56. The most elucidating author who guides my writing is Cassie Kozyrkov, the Chief Deci-
sion Intelligence Engineer at Google. See her pieces on Medium at https://kozyrkov.
medium.com/. For this part, I am very thankful to software engineer Rebecca Leeper and
scientist Robert Mason, a computer engineer and managing founding partner at Argon
Ventures for their insights.

57. The Pentagon Defense Innovation Board, AI Principles: Recommendations on the Ethical
Use of Artificial Intelligence by the Department of Defense (October 2019).

58. Lex Fridman et al., “Arguing Machines: Human Supervision of Black Box AI Sys-
tems that Make Life-Critical Decisions.” Paper presented at IEEE/CVF Conference on
Computer Vision and Pattern Recognition Workshops, Long Beach CA, June 2019,
doi:10.1109/CVPRW.2019.00173.

59. US Department of Defense, “DoD Directive 3000.09: Autonomy in Weapon Sys-
tems” (Incorporating Change 1, May 8, 2017), November 21, 2012, https://www.esd.
whs.mil/portals/54/documents/dd/issuances/dodd/300009p.pdf; The Department of
Defense Directive 3000.09, “Autonomy in Weapon Systems,” clarifies policies on semi-
autonomous and autonomous weapon systems and “allow[s] commanders and operators
to exercise appropriate levels of human judgment over the use of force,” along with
weapons review processes to assess the compliance of any new system with international
humanitarian law; I am thankful for pertinent comments by Frank Sauer and
Peter Asaro.

60. Convention for the Amelioration of the Condition of theWounded in Armies in the Field
(Geneva Convention of August 22, 1864) (entered into force June 22, 1865); The 1864
Convention gave rise to the International Committee of the Red Cross, which became
and remains the guardian of the rules of war and has since assisted all states in reviewing

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424283987 by Sun Yat-Sen U

niversity user on 11 January 2024



32 The AI Military Race

and implementing the tenets of international humanitarian law that has now produced a
densely regulated part of international law with hundreds of treaties.

61. Humanity is entering the fourth industrial revolution, as Klaus Schwab, the President of
the World Economic Forum, has described it. In this world, the robot economy will be
preponderant, affecting all people in ways that the previous revolutions did not. Klaus
Schwab, Shaping the Fourth Industrial Revolution (World Economic Forum, 2018). The
other revolutionswere, respectively,mechanization and steampower,mass assembly-line
production after the invention of electricity, and computers and automation; the fourth
revolution is now taking place, characterized by the use of autonomous and cyber digital
systems.

62. Stuart Russell and John Bohannon, “Artificial Intelligence: Fears of an AI Pioneer.” Sci-
ence, vol. 349, no. 6245 (New York, July 2015), p. 252, doi:10.1126/science.349.6245.252.

63. Klaus Schwab, The Fourth Industrial Revolution (World Economic Forum, 2016).
64. US Department of Defense, “DoD Directive 3000.09.”
65. Christof Heyns, Report of the Special Rapporteur on Extrajudicial, Summary or Arbitrary

Executions to the United Nations Human Rights Council A/HRC/23/47 (United Nations,
April 9, 2013): p. 21.

66. I thank Robert Mason and Rebecca Leeper for several comments regarding this topic.
67. Walsh, Autonomous Weapons: An Open Letter from AI & Robotics Researchers.
68. Sundar Pichai, AI at Google: Our principles (Google, June 7, 2018), https://blog.google/

technology/ai/ai-principles/.
69. António Guterres, Secretary-General’s Address to the General Assembly (United

Nations, September 25, 2018), https://www.un.org/sg/en/content/sg/statement/2018-
09-25/secretary-generals-address-general-assembly-delivered-trilingual.

70. Ruti Teitel, Humanity’s Law (Oxford University Press, 2011); Antônio Augusto Cançado
Trindade, International Law for Humankind, 2nd ed. (The Hague Academy of Interna-
tional Law Monographs and Martinus Nijhoff, 2013); Edith Brown Weiss, “In Fairness
to Future Generations and Sustainable Development,” American University International
Law Review, vol. 8, no. 1 (1992): pp. 19–26; Dinah Shelton, “Common Concern of
Humanity.” Environmental Law and Policy, vol. 39, no. 22 (2009): pp. 83–86.

71. I thank Francesca Batault for her thoughtful comments.
72. I am grateful to Kerstin Vignard of UNIDIR for her writings and years of conversations

that inspired me to think through these issues in a much more nuanced way.
73. I thank Peter Asaro, a philosopher of science and technology, whose work has inspired

me in recent years.
74. The Ottawa Convention orMine Ban Treaty prohibited landmines; its official title is The

Convention on the Prohibition of the Use, Stockpiling, Production and Transfer of Anti-
PersonnelMines and on Their Destruction. It was adopted in 1997 and entered into force
on March 1, 1999.

75. My thanks go to Robert Mason, a computer engineer, Trustee of the Awesome Founda-
tion, and angel investor.

76. New America, “Who Has What: Countries Developing Armed Drones.” https://www.
newamerica.org/in-depth/world-of-drones/4-who-has-what-countries-developing-
armed-drones/.

77. Denise Garcia, “The Case Against Killer Robots—Why the United States Should
Ban Them.” Foreign Affairs (May 2014), https://www.foreignaffairs.com/articles/united-
states/2014-05-10/case-against-killer-robots.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424283987 by Sun Yat-Sen U

niversity user on 11 January 2024



Introduction 33

78. Greg Allen and Taniel Chan, Artificial Intelligence and National Security (Harvard
Kennedy School Belfer Center for Science and International Affairs, July 2017), https://
www.belfercenter.org/publication/artificial-intelligence-and-national-security.

79. Cecilia Marcela Bailliet and Kjetil Mujezinovic Larsen eds., Promoting Peace Through
International Law (Oxford University Press, April 2015), doi:10.1093/acprof:oso/
9780198722731.001.0001.

80. Jennifer L. Erickson, Dangerous Trade: Conventional Arms Exports, Human Rights, and
International Reputation (Columbia University Press, 2015).

81. Nils Melzer, Targeted Killing in International Law (Oxford University Press, 2008).
82. Janina Dill, Legitimate Targets? Social Construction, International Law and US Bombing

(Cambridge University Press, 2014); Jelena Pejic, “Extraterritorial Targeting byMeans of
Armed Drones: Some Legal Implications.” International Review of the Red Cross, vol. 96,
no. 893 (2014): pp. 67–106; Stuart Casey-Maslen, “Pandora’s Box? Drone Strikes Under
Jus Ad Bellum, Jus In Bello, and International Human Rights Law.” International Review
of the Red Cross, vol. 94, no. 886 (2012): pp. 597–625.

83. Wendell Wallach, A Dangerous Master—How to Keep Technologies from Slipping Beyond
Our Control (Basic Books, 2015); Toby Walsh, Machines that Think: The Future of
Artificial Intelligence (Prometheus Books, 2018).

84. Stuart Russell, “Artificial Intelligence.” Nature, vol. 548, no. 7669 (August 2017):
pp. 520–521, doi:10.1038/548520a.

85. Lyria BennettMoses, “WhyHave aTheory of Law andTechnological Change.”Minnesota
Journal of Law, Science & Technology, vol. 8 (2007): p. 589.

86. I thank Francesca Batault and Matthew Kokkinos for their comments.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424283987 by Sun Yat-Sen U

niversity user on 11 January 2024



Chapter 1
Transnational networked cooperation

The AI Military Race. Denise Garcia, Oxford University Press. © Denise Garcia (2023).
DOI: 10.1093/oso/9780192864604.003.0002

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424284726 by Sun Yat-Sen U

niversity user on 11 January 2024



PART I

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424284726 by Sun Yat-Sen U

niversity user on 11 January 2024



D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424284726 by Sun Yat-Sen U

niversity user on 11 January 2024



From autonomous weapons to themilitarization of
artificial intelligence

Artificial intelligence (AI) is not to be trusted when the risks and stakes are high.1 It
is hard to imagine a use of AI where the stakes are higher than applying it to kill peo-
ple. Autonomy is an attribute that has been used in weapon systems since the 1960s.
Nonetheless, the growing advancements in AI are progressively amplifying the scope
and reach of autonomous systems, beyond the initial realms of navigation and radar
detection, to include data analysis for target acquisition, facial software, swarming,
and teaming capacities. In November 2018, the United Nations Secretary-General
António Guterres stated: “For me there is a message that is very clear—machines
that have the power and the discretion to take human lives are politically unaccept-
able, are morally repugnant, and should be banned by international law.”2 Such talk
of “killer robots” is highly emotive. It conjures up images of the Terminator—a fully
autonomous robot as a relentless killing machine.

There is an abundance of sci-fi movies and books depicting a future where robots
roam about killing humans. This has become a pervasive subconscious concern.
Can this be a possible future? Some say that talking about the problem of “killer
robots” in the future may distract from facing the implications of what is already
occurring, namely greater autonomy in existing systems. The increasing presence
of autonomous features in operational weapon systems raises ethical concerns, the
most troubling of which is the employment of computational techniques associated
with AI, such as machine learning and other mathematical pattern organizers and
identifiers that permit greater autonomy to drive decision-making in several areas.
We do not have movie-type Terminators yet, but we are on the road toward more
autonomous systems in all areas of society, including the military and warfare, and
this journey includes the increasing weaponization of AI, a set of technologies that
could potentially be used exclusively for the common good of humanity.

In this book, I explain the broader features of the militarization of AI, focusing
specifically on the risk of ever greater reliance on autonomous systems—by which I
mean systems ormachines that have increasing levels of autonomy to search, destroy,
and kill without human input and involvement—features that can also be enabled
or enhanced by AI. It is vital to understand that many of the autonomous weapons
already deployed do not have integrated AI, and that some AI-enhanced systems are
not autonomous weapons. Several facets and uses of the militarization of AI are not
problematic per se: for example, navigation, detection of explosive devices, map-
ping and data generation, and assessing threats. Conversely, some aspects of the
militarization of AI are controversial and raise a host of legal, ethical, and strategic
challenges, and could be destabilizing to international security, namely weaponiz-
ing AI, which includes identification, tracking, selection, and engagement of targets
without human involvement, or not allowing sufficient time for humans to intervene
appropriately to avert potentially fatal problems.
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I start by explaining the circumstances that first highlighted the concerns around
autonomous weapons and eventually attracted attention at the highest levels of world
politics, and how this high-level focus on autonomousweapons at theUnitedNations
also started to shine a light on the larger phenomenon of the militarization and
weaponization of AI. Renewed and heightened competition among the superpowers
has driven the pursuit of dominance in AI for military purposes. Scientists, Nobel
Peace laureates, civil society peace movements, and others came together to sound
the alarm. Many aspects of the militarization of AI are perhaps not as visibly prob-
lematic, as I will show; however, it is the weaponization of AI that creates a global
problem that could potentially have as great a global impact as climate change or the
onset of pandemics, and it is so pressing because it may represent a paradigm shift
for humanity. The intensification of the risk of “autonomous killing” through the use
of autonomous weapons and the growing militarization of AI signal a fundamental
transformation in the nature of warfare. In response to that, what I call transnational
networked cooperation has emerged and is intensifying; this is characterized by novel
global governing cooperation networks attempting to curtail the dangerous side of
how technology is reshaping international relations. The concept of transnational
networked cooperation can also be applied to address climate change, for instance,
and other areas where states may be failing to act but other actors are more actively
engaged. My focus will be on examining the role of transnational networked cooper-
ation in restraining the progression of autonomous killing systems in international
relations.

I put forward the term transnational networked cooperation to embody the kind
of cooperation that can form and be viable even in the absence of sufficient state
involvement, especially from the major military powers. This implies that collabora-
tion and coordination can still occur despite a dearth of international cooperation
between states: norms can emerge and blueprints for action can be formulated with
innovative mandates and structures by other movers and shakers in international
relations. In other words, in a shifting global order within which we are moving
toward declining sustained international cooperation at the state level, I see a rise in
transnational networks of cooperation that are formed by five types of groups: scien-
tific and educational organizations (technology workers, scientists, and academics),
members of civil society (individuals, nongovernmental organizations, the media,
indigenous and religious groups), the private sector (including financial organiza-
tions), international and regional organizations, and governments (including some
middle and major powers).

This innovative governing architecture, shaping a hybrid form of governance
(Chapter 3), is composed of a complex tapestry wherein action is taken by a
multiplicity of changemakers, beyond the formal state level, in several areas of inter-
national relations, from climate to global public health, and even in the domain
of security, which is the one I will investigate. Public–private partnerships are an
increasingly a dominant feature allowing alliances for change to occur. In the realm
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of security, however, the transformation of the status quo (i.e., change) occurs slowly,
or may even occur only rarely, because power politics is the dominant operating
principle preserving national security and there is thus scant motivation for change.
However, even in thismore impenetrable domain, transformation is taking place and
the possibility of a more inclusive multilateral order where many voices are heard is
emerging.

Transnational networked cooperation is a practical way of characterizing how such
modes of collaboration can materialize to forge common good governance: by means
of networks, such as those listed in Table 1.1, that link and bind together engaged
and concerned individuals fromdifferent segments ofmany countries that would not
otherwise have the opportunity to form alliances in a true collective endeavor. Each
segment has a strength, and all are mutually complementary. States find solutions to
global problems typically by negotiating treaties. However, treaties are no longer the
sole form of managing global problems. Each node in the network of cooperation
buttresses the others by creating novel forms of global action, heralding a power-
ful debate about what is ethically and morally acceptable in shaping the future for
humanity and charting new courses of action. Change makers can act in the absence
of any national leadership in the international arena; they are instead bound by a
belief in a humane and just future, free of violence.

I will demonstrate that transnational networked cooperation endeavors to create
new global public goods by means of common good governance. The technologically
advanced nations relentlessly pursue attaining an ever higher competitive edge to
enhance their own national security and international military standing by intro-
ducing greater autonomy into weapon systems and by militarizing AI. A global
framework to govern military AI would be an indispensable global public good as
this ongoingmilitary competition takes place at the risk of jeopardizing international
stability and security, and with scant regard for considerations of ethics, interna-
tional law, or threats to peace. The use of computation techniques that will enable
further autonomy, especially with the rapid progress of such techniques in the realm

Table 1.1 List of changemakers relevant to transnational networked
cooperation

Transnational Networked Cooperation
Inclusive multilateralism3

Change makers
Scientific and educational organizations, technology workers
Members of civil society: individuals, nongovernmental organizations, the media,
indigenous and religious groups
The private sector (including financial organizations)
International and regional organizations
Governments
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Table 1.2 Five requisite criteria for transnational networked
cooperation

Transnational Networked Cooperation

Five requisite criteria
Generation of authoritative knowledge using a humanity-based discourse
Creation of precautionary governing frameworks
Presence of at least one epistemic community
Existence of an activist transnational advocacy network
Cooperation among networks to publicize matter’s urgency

of AI in war, may have a destabilizing impact and significantly alter the ability of
nations to continue to live at peace under established global norms of international
law. Therefore, my contention is that there are five requisite criteria for the formation
of transnational networked cooperation; they do not necessarily manifest in a linear
or causal way and may occur in parallel. These criteria are listed in Table 1.2 and are
described after the table.

Authoritative knowledge is initially articulated to raise the alarm regarding a crit-
ical issue and suggesting possible courses of action that should be taken in response;
this is done by scientists using a common humanity-based discourse or by activists
who construct a discourse premised upon universal legal frameworks of human
rights and the laws of war, namely human rights law and international humanitar-
ian law. In combination, these two humanity-based branches of international law
provide an essential foundation for upholding human dignity and ensuring human
survival, and for taking all the necessary precautions to avoid harm. The march
toward autonomous killing systems foreshadows the disruption of such respect for
human values and breaches the essential tenets of the legal foundation established
from the time of the birth of the United Nations that advanced the foundational
norms to prevent a third world war and safeguard the basic rights of all.

The search for precautionary action and preventive global governance arrange-
ments reaches the highest level ofworld politics at theUnitedNations, with an agenda
directing international deliberations. Concerns about the future of humanity’s secu-
rity and the loss of dignity are central features in this agenda. Human rights law
and international humanitarian law represent the advancement of international law
toward the protection of the individual and “the turn toward humanity in Interna-
tional Law”—as Ruti Teitel and the late International Court of Justice judge Antônio
Augusto Cançado Trindade suggest—or a shift toward a legal order centered on
human security that has been taking place since the establishment of the United
Nations (Chapter 4). The search for competitive dominance in the military realm
using AI represents a significant challenge to this order and may in fact put it at
risk. However, the constant participation of actors in the evolving transnational net-
worked cooperation and in the transnational legal process helps to reconstitute and
transformnational interests, develop norms, and, eventually, secure compliance with
preventive governing frameworks, namely by creating common good governance.4
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Momentum and strength are achieved when a broader array of scientists joins the
ranks, bringing authoritative scientific expertise to relieve uncertainty and help all
to navigate the technical complexities. The combined moral clout of the scientists
and workers who create the technology employed in autonomous killing—including
their resistance to the potentially malicious and evil uses of their creation—adds a
compelling and overriding impetus to transnational networked cooperation. In many
ways this cooperation is built upon the existence of epistemic communities and other
such communities that share a common set of normative principles and perspec-
tives on the course of action to be adopted.5 The most widely accepted definition
of an epistemic community, by Peter Haas, underpins my concept of transnational
networked cooperation: an epistemic community is formed by professionals from
a variety of disciplines and backgrounds who share a set of normative and prin-
cipled beliefs that provide a rationale for action and serve as a basis for clarifying
the multiple connections between action and outcome. These professionals’ pooled
methodologies across expertise domains and professional competence are directed
to improving human welfare.6 This means that the shared principled beliefs arise
from the combined strength of different methodological and world views that lead
to collective engagement. As such, epistemic communities (which are composed not
only of natural scientists, but of many other types of professionals too) are conduits
for knowledge sharing and the generation of initial principles that act as the guiding
posts for the formation of new norms.7

Common humanity-based discourse is reinforced when transnational advocacy to
elevate human rights and dignity is energized by groups of civil societymemberswith
previous experience in related areas who support the cause, which will in turn con-
solidate the networked cooperation concomitantly with the work of the scientists.
Epistemic communities share the ethical standards that arise from the commonly
shared, principled approach toward taking action for change. In the case I investi-
gate, scientists perform an essential role in informing the course of the transnational
networked cooperation in their belief that technology must serve the common good.
Characteristically, members of an epistemic community work toward the improve-
ment of the collectivity. This is exactly what the scientists in this instance attempt to
do. Their work is enhanced by other overlapping epistemic communities that form a
powerful transnational advocacy network. Combined, epistemic communities and
advocacy networks produce what I call transnational networked cooperation as a
result of their collective work of knowledge generation, persuasion, education on the
technical aspects of the issue in question, and the generation of policy solutions for
the world to embrace. This is arduous work as the powerful support of the major
powers may not necessarily be forthcoming.

In sum, my concept of transnational networked cooperation builds upon previous
ground-building concepts: transnational advocacy networks and epistemic commu-
nities. It is important to elucidate how my novel concept contributes to this already
existing essential literature. It does so by taking an enlarged pool of players into
account in a network. The diffusion of ideas and new norms is not necessarily tied to
the agendas of themost prominent actors.8 I explain, in turn, how the changemakers’
networked actions contribute to generating novel forms of governance and give rise
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to forms of “hybrid governance” where multiple types of partnerships abound—for
instance, private and public (Chapter 3).

The International Committee of the RedCross (ICRC) is a highly prominent actor
in this realm. It published its definitive position on the matter only in May 2021,
a decade after the first alarm bells started ringing to alert the world to the perils
of autonomous warfare (Chapter 4). In other words, the salience of an issue stems
from a networked mosaic of actors instead of a handful of major powers seeking
to impose their views about what matters most for humanity’s future. As Martha
Finnemore, a leading and influential political scientist, has stated, “states are embed-
ded in dense networks of transnational and international social relations that shape
their perceptions and their role in that world.”9 According to Finnemore, it is fair to
presume that states might not necessarily knowwhat their initial position on an issue
may be, but they can be informed and can learn. So many issues require the atten-
tion of state diplomats and officials that not even the most advanced states would
be able to adopt positions on each and every one of the issues on the diplomatic
agendas at the highest levels; some of them are highly technical, such as the mili-
tarization of AI, climate change, and the prevention of pandemics. Margaret Keck
and Kathryn Sikkink formulated the seminal concept of transnational advocacy net-
works and created a guiding framework to understand how these networks emerge.10
The first transnational networks, such as the abolitionist movement to end slav-
ery, up to those existing today encourage change to occur through persuasion in
areas in which transformation may have seemed unthinkable. However, as Keck and
Sikkink explain, persuasion does not fully account for the work the networks can
carry out, and the typology to properly explain the range of actions includes the
ability to disseminate information, to utilize symbolic storytelling to attract atten-
tion, and to leverage opportunities for weaker members to exert their influence,
as well as accountability politics where promises must be kept. This can be seen,
for example, in the negotiations that led to the 2017 Nuclear Ban Treaty, and the
Nobel Peace Prize-winning International Campaign to Abolish Nuclear Weapons
that laid its foundations (Chapter 5), which is an illustrative example of common
good governance.

Finally, knowledge is further diffused and publicized by the denser networks of
cooperation that address the urgency of precautionary action and examine the pos-
sibility of irreversible harm even in the absence of irrefutable scientific certainty (as
in the case of the 1987MontrealOzone Protocol, considered to be themost successful
environmental treaty to date), now drawing on the combined force of different strate-
gies and multidisciplinary expertise. The matter I am examining is still evolving, but
I shall address the issue of whether the standards set in the absence of major power
involvement will still guide state behavior. It seems to me that the chance of such
compliance is higher in the broad area of AI, where much of the creative impetus
originates with private actors. This is all the more true in cases where strengthen-
ing cooperative networks can produce new modes of resistance and activism by
which ideas of common good governance can be reinforced in a networked world
where nonstate and private actors have acquired greater force and significance.11

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424284726 by Sun Yat-Sen U

niversity user on 11 January 2024



Transnational networked cooperation 43

I offer an approach through which to harness a more fruitful perspective on global
governance—one that explains and focuses on the transnational networks that have
been cooperating on the issue of autonomous weapons, and the other networks on
the broader matter of the weaponization of AI, as a mode of mustering common good
governance.

Other extraordinary movements for change in the unfathomable and often
inscrutable domain of national security have arisen before andmany scholars (myself
included) have documented them extensively in previous publications. Change
was sought by regulating or prohibiting certain weapon systems with the aim of
improving human security. A notable example is the century-long movement to ban
chemical weapons, as well as the banning of landmines and cluster munitions, which
are appallingly inhumane weapons that cannot discriminate between civilians and
combatants, and that have harmed communities all over the world during and since
the Cold War. More recently, a ban was levied on nuclear weapons in 2017; prior
to this, and also notable, was the preventive prohibition of blinding laser weapons
in 1995. The regulation of uncontrolled conventional arms and nuclear weapons
is the purpose of an extensive web of international treaties under international law
(Chapter 5).12

Nonetheless, the present situation to address and curb the development of auto-
mated weapons and the heightened militarization of AI is qualitatively different.
What I observe now has never occurred before because we are not talking about
the banning or prohibition of a single weapon system. This is about a whole range
of technologies. Previous movements to ban and regulate weapons, to bring about
change and improvement to international politics and human security, were extraor-
dinary and involved different groups of change makers (or change agents)13 who
effectively worked persuasively with states to initiate change that benefited com-
munities in postwar and at-peace situations everywhere. Several factors make this
instance an exceptional turning point that signals the rise of a new global governing
world order as well as opportunities to forge common good governance. Militaries
of the highly technologically advanced countries are actively pursuing and already
deploying AI to enhance their military operations. Projects that seek to enhance
“man–machine teaming” or “hybrid intelligence” are in vogue. A startling state-
ment by the former US Vice Chairman of the Joint Chiefs of Staff, General Paul
Selva, demonstrates the urgent need to create commonly agreed rules to contain
a race that could leave everyone worse off and lead to a more anarchical state of
affairs in war: “Wouldn’t it be cool if you could shoot somebody in the face at
200 kilometers and they don’t even know you’re there?”14 Certainly, the United
States would not wish for itself the same fate of being shot in the face, from a dis-
tance, by other armies; therefore, it is evident that more international legal rules
are necessary to prevent a descent into disorder and chaos due to the lack of global
regulations.

Another instance is the Pentagon’s Project Maven, which attempts to incorporate
AI across all the Department of Defense’s operations; this was justified at the outset
and framed as necessary to counter a relentless military race between China and the
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United States. Military officials have been trained to assume a zero-sum scenario of
losers and winners, and one can only win if the other side loses. The major powers’
framing of the “imminent threat,” first in the suicidal nuclear deterrence mutually
assured destruction, then in the war against terror, and now in the notion of end-
less wars with the continuous use of armed drones in countries the United States
is not at war with but engaged in hunting for legitimate targets all justify the mil-
itaries seeking more autonomy and further reliance on military AI to contain new
threats. As Lucy Suchman notes, the promise of algorithmic warfare is futile because
it conflates the speed of operations with the supposedly desired results. Rather than
continuing down this path of violence, and notwithstanding the proclamations of the
inevitability of an AI race, nations should instead redirect their investments toward
diplomacy and social justice. This would enable them to tackle the geopolitical and
planetary threats to global security more effectively.15 Like Suchman, I would cau-
tion against the rush to remilitarize ormilitarize evenmore intensively by saying that
it is imperative to halt an utterly inequitable and unbalanced state of affairs where
the technologically dominant countries continue to overmilitarize and to create new
Cold Wars in the name of their national security. Meanwhile, the actual threats to
global security, which are now predominantly of a nonmilitary nature, remain poorly
addressed.16

I develop my concepts of common good governance (Chapter 2) and transnational
networked cooperation to demonstrate that, given the critical juncture at which the
world currently finds itself, everyone will lose in the relentless pursuit of milita-
rization and the world will become increasingly less safe.17 To avoid this hopeless
fate, and to point the route toward a new approach of multilateralism, transna-
tional networked cooperation offers a more inclusive way to look at the solutions
for the contemporary problems of global cooperation. In this case, there are three
dynamics at play. First, the transnational cooperation examined here is formed by
a fascinating mosaic of different groups that have converged around the need to
restrain autonomous killing. Thismatter has acquired great significance on the global
agenda and is receiving increasingly sustained attention with every year that goes
by. These groups include scientists who create and employ AI, legal scholars, social
scientists, the ICRC, the United Nations, think tanks, civilian private sector compa-
nies and technology workers, Nobel Peace laureates, and a transnational movement
composed of civil society members worldwide. International cooperation, namely
between states, seems to be assuming a new form as well, in which the major pow-
ers are not intrinsically involved but multiple cooperative alliances between different
countries are being forged.

Second, not only has the intensified use of autonomous weapons received sus-
tained attention, but the attempts to set rules and limits have been rigorous. At
the highest level of conversations at the United Nations, member states refer to
“autonomous weapon systems,” “lethal autonomous weapon systems,” and “fully
autonomous weapon systems.” Yet, it has proven difficult to agree on new interna-
tional law to address the challenges posed by the increased autonomy of weapon
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systems, or even to agree on what these challenges are. Perhaps the source of the
difficulties lies in the fact that global governing mechanisms will have to be sought
anew. Some states continue to maintain, deceptively, that existing legal mechanisms
will suffice, so they can pay lip service to the urgency of the need for regulation
and at the same time disguise their unwillingness to move responsibly and create
new legal norms with globally agreed rules of behavior that will withstand the chal-
lenge presented by these technologies in warfare and beyond. The added difficulty
is that the existing international regulatory architecture will not suffice, and current
international law that governs previous bans and regulations of weapons can neither
fully account for these new technologies nor serve as a good model for action in the
future.18 This is where transnational networked cooperation may serve to drive the
necessary development of novel forms of global governance.

Third, the issue at hand is about software and the decision-making algorithms.
Rarely has an issue been so challenging to discern precisely and to clarify in com-
monly agreed terms at the international level. Previous bans and regulatory processes
to restrain a weapons system had to do with one weapon or a set of weapons. With
the issue at hand, the analogies with arms control will help only to a limited extent.
In addition to the complexity of this novel situation, controlling weapons is always a
delicate issue to manage on the political spectrum because states often do not want
to accept any interference in the way that they manage their weapons. States want to
retain the discretion to produce, use, and transfer weapons as they see fit. This issue is
at the core of national security. Martha Finnemore points out that it is precisely their
control over the use of weapons that states guard most jealously. The development of
wide-scalemilitary AI, as such a transformative technology, adds awhole newdimen-
sion to this scenario, even beyond the issue of autonomous weapon systems. What
are the possibilities of controlling the ongoing weaponization of AI, and what forms
of prevention are in place that demonstrate sufficient precautionary vision to avoid
a precarious and perilous future? This book explores these possibilities and offers
a path for coordinated global action seeking to create global public goods through
common good governance.

The global investment in themilitarization of AI
and autonomous killing

Reliable figures for spending on AI and autonomy for weapon systems that increas-
ingly rely on the advances in AI computational techniques are not always readily
available publicly, nor are they always trustworthy. However, the launch of theGlobal
Partnership on AI (led by Canada and France, with Australia, Germany, India, Italy,
Japan, Mexico, New Zealand, the Republic of Korea, Singapore, Slovenia, the United
Kingdom, theUnited States, and the EuropeanUnion) and theOrganization for Eco-
nomic Cooperation andDevelopment (OECD) AI Policy Observatory andNetwork
of Experts on AI in 2020 brings more clarity and makes more data available in the
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civilian realm, even if the data remain sparse on the military realm of AI applica-
tions.19 It is prudent to start by examining what countries’ broad-scope plans are for
developing AI to gauge where they are.

The United States became the first country to publish a “Political Declaration
on Responsible Military Use of Artificial Intelligence and Autonomy,” in 2023.20
The strong points in this declaration include the following: human control should
be maintained over nuclear weapons; deployment should occur within the bounds
of international law; states should develop AI with auditable methodologies, data
sources, and documentation; and, finally, states should develop systems that can
detect failures and deactivate those that display unintended behavior. However, the
declaration fails to meet the growing calls for strong, legally binding frameworks
to prohibit systems that target humans and unpredictable systems that can operate
without human control. It is elusive in offering a substantive framework and param-
eters for what responsible military use of AI means, lacking leadership to move the
global matter forward on the diplomatic stage. The US Declaration was launched at
the first ever state summit on military AI, which took place in February 2023, hosted
by the Netherlands. At the Responsible AI in the Military Summit, more than 60
countries—including the United States and China—endorsed a Call to Action on
“responsible AI.”21 Even though the Call to Action thrusts military use of AI onto
the international stage, and offers a preliminary contribution to creating new global
governance in this area, it does not delineate the scope of “responsible use,” and it
does not make concrete inroads into developing new international law by providing
a tangible legal framework that would assuage the ethical, legal, and moral concerns
raised in this book. Responsible use of AI in the military remains elusive.

Canada was the first country to publish its AI strategy, in 2017. Therein, it posi-
tions itself as a thought leader in the ethical and legal implications of AI. Also, in
2017 China released a high-level blueprint, deemed to be the most comprehensive
plan in the world, which acknowledges that AI has become a new focus of interna-
tional competition and a tool to protect its national security. At that point, it boasted
that it was one of the countries with the highest number of papers on AI, second only
to the United States, and the leader in voice and visual recognition technology; it
was poised to lead in “hybrid intelligence” where human–machine teams cooperate
to optimize information generation and “behavioral strengthening through human-
machine smart symbiosis and brain-machine coordination” and swarm intelligence
technologies.22 China’s strategy positions it to become the world’s leader in AI by
2030 as the primary innovation center. In terms of defense, China plans to develop
autonomous intelligence and unmanned systems and to depend on AI as a strong
foundation for command, decision-making, and defense innovation. The blueprint
commits China to participate in the global governance of AI, and to deepen inter-
national cooperation on AI laws and regulations to cope with global challenges. In
2019 the strategy was updated to launch a multistakeholder coalition that included
academic institutions and Baidu and Tencent—technology companies that are the
equivalent of Google and Yahoo in the United States. It is important to bear in mind
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that in China the military, defense, and civilian domains, where the inventions and
innovations are taking place, are inextricably intertwined. There is a fusion of mili-
tary and civilian applications, and the AI strategy makes clear that all sectors work
to enhance the aspirations set by the central government.23 In the United States and
the European Union, there is much greater separation between and independence
of the respective sectors. The United States remains the leader in the development
of autonomy in the civilian sector but also in weapon systems. The predominant use
of AI is in civilian applications, in large part because of the operations of Amazon,
Apple, Facebook, Google, and Microsoft.24 In the United States, the Pentagon may
try to woo the major innovators in the private sector, such as Google, Facebook, and
Microsoft, to work on defense projects.25 Talented engineers and technology pro-
fessionals in the United States and at the European Union resist working with the
defense applications of AI, whereas in China they would have less choice.26

The European Union Commission published its long-term strategy on AI in April
2018; it involves Norway and Switzerland (non-EU member states).27 From the
outset, the Union has been clear that its strategy is “human-centric” and will be mar-
shaled toward resolving the most pressing global challenges—from climate change
to preventing pandemics. The EU is the most advanced region in terms of creating a
comprehensive policy on AI.28 The European Commission started by establishing a
High-Level Expert Group on Artificial Intelligence early in 2018, which formed the
basis for all action from then on. At the core is the AI Alliance, which would fit as
a form of transnational networked cooperation: it is a multistakeholder forum that
joins businesses, trade unions, and civil society and engages them in discussion on
AI policy while eliciting concrete feedback on the direction of travel. The blueprint
recommends that the EU spend 20 billion euros a year. The General Data Protec-
tion Regulation (GDPR) precedes the EU blueprint, establishing a foundation for
the protection of fundamental human rights as data are generated and used in the
development of AI, enhancing its human-centric stance. This sets the EU apart from
and ahead of other major powers in their quest for AI superiority. Additionally, the
EU’s AI strategy recognizes that the use of AI inweapon systems fundamentally trans-
forms the nature of war, which in turn raises significant questions and concerns. The
strategy shows that the EU position is that human control must be retained in the
use of force and that human rights and international humanitarian law apply. In Jan-
uary 2021 the EUParliament issued its Guidelines onMilitary andNon-Military Use
of AI and AI in Healthcare and Justice. It is noteworthy that autonomous weapon
systems are only lawful if deployed under human control; AI does not replace
human judgment and decision-making. In April 2021 the EU published the first ever
legal framework, the AI Act, based upon protecting human rights and carrying its
human-centric mandate further.29 The Act categorizes the societal application of AI
according to a hierarchy of risks, from minimal risk (most applications), to limited
risk (emotion recognition, deep fakes), unacceptable risk (education, employment,
immigration assessments), and high risk (facial recognition and other risks to the
health and safety or fundamental rights of persons).
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Themajor powers leading investment in AI are China, the EuropeanUnion, South
Korea, Russia, and the United States, followed by India and Israel. The largest arms-
producing companies are in the United States, followed by the European Union;
China has four weapon manufacturers.30 All have a clear intention to develop
lethal autonomous systems31 (Chapter 3). Overall, there is little public scrutiny and
debate—except within the European Union—or accountability for expenditure, or
any indication of how the billions are allocated and spent to advance novel uses
of AI technologies as applicable to the military domain in each of these countries.
This spending is considered necessary to preserve and protect the core of national
security—that is, fighting enemies more efficiently and maintaining secrecy.32 The
European Union includes a few countries that are leading investment in research.
For instance, Germany’s defense establishment is investing substantially to advance
the dual-use industrial development of robotics; France is seeking to make AI a
major part of its military strategy; the United Kingdom wants to continue its lead-
ership role as one of the leading arms exporters and wants to maintain its edge in
the development of autonomous systems.33 To attain this goal, it has increased its
defense spending to $21.8 billion dollars over the next half a decade to update its AI
capacities.34

The AI Partnership for Defense includes Australia, Canada, Denmark, Estonia,
Finland, France, Israel, Japan, Norway, South Korea, Sweden, the United Kingdom,
and theUnited States. It is hosted by the Pentagon’s Joint Artificial IntelligenceCenter
under theAmericanAI Initiative, launched in 2018. The center is expected to convene
like-minded states to chart a common course fromhardware- to software-centric and
data-focusedmilitaries to confront shared threats such as natural disasters together.35
This is a promising initiative that focuses on nonmilitary threats to security. This
is where the energy and resource expenditure should be. However, the initiative is
clouded by the fact that details of the Department of Defense’s investment in AI were
withheld from publication for “national security reasons” and hence are not publicly
available. However, the estimate is that the combined American military budget for
AI R&D in FY 2021 was $5.0 billion.36 Surely, the prevailing talk of a new Cold War
will prompt all sorts of justifications to spendmore onmilitarizing AI, as was the case
with nuclear technology after World War II.37

The path toward greater autonomy in warfighting in the United States started in
1983 with a modest $1 billion for “strategic computing,” and this figure has since
increased. The United States was the first country to weaponize unmanned aerial
vehicles, colloquially known as “drones,” after 2001 in the aftermath of terrorist
attacks against the country. Up until 2015, it spent $2–6 billion each year on improv-
ing the lethality and accuracy of drones. The projects that will be at the center of
the militarization of AI in the coming years are: 1) Rapid Capability Development
and Maturation, by the US Army ($284.2 million); 2) Counter-WMD Technolo-
gies and Capabilities Development, by the DoD Threat Reduction Agency ($265.2
million); 3) Algorithmic Warfare Cross-Functional Team (Project Maven), by the
Office of the Secretary of Defense ($250.1 million); 4) Joint Artificial Intelligence
Center (JAIC), by the Defense Information Systems Agency ($132.1 million); and
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5) High-Performance Computing Modernization Program, by the US Army ($99.6
million). Moreover, the Defense Advanced Research Projects Agency (DARPA) has
invested $568.4 million in AI R&D annually since 2021.38 The public expenditure
allocated to the Department of Defense already outpaces the next ten agencies by
several millions of dollars, and is only expected to grow now that the JAIC has been
launched and become central to attempts to increase the use of AI for military pur-
poses. The American AI strategy seeks to maintain the US strategic position and
prevail on future battlefields.39

At the same time, the market demand for military AI is swiftly intensifying: for
unmanned drones it is estimated to reach $16.5 billion, and global military spend-
ing on AI is expected to reach about $20 billion by 2025.40 Drones are ubiquitous
and are used for intelligence acquisition, surveillance, and reconnaissance; target-
ing; communications; and direct attack by militaries around the world.41 Software
and cybernetics are expected to generate the largest market share by 2030, at $8.07
billion dollars. Themarket formilitary AI is projected to reach almost $40 billion dol-
lars by 2028; all segments in the military AI market are expected to grow worldwide
by 2025, reaching an estimated $11.6 billion dollars.42 AI-enabled systems already
permeate every aspect of the battlefield and are endowed not only with greater speed,
scale of operation, and autonomy, but also lethality.43

The erosion of the fundamental norms of international law against the use of force,
which have prevented the major powers from going to war against one another for
almost 80 years, may have even worse consequences in the future (Chapter 4). The
lowering of the threshold for what is acceptable in war has already begun with the
use of armed drones, with no public accountability in the United States, whereby
successive American presidents have taken the decision to use drones for military
purposes, but what lies ahead could further imperil global peace.44

Autonomy and AI for war

Autonomy refers to amachine’s ability to conduct a task without human intervention
or input in different environments.45 I will trace how the international discussion on
autonomy has evolved to the point of favoring the “functional approach” in diplo-
matic discussions toward anewglobal governance to limit autonomy inweapons (i.e.,
a focus on the critical functions that kill and destroy). When autonomy is applied
to different parts of weapon systems, ascertaining the limit to the autonomy that a
weapon system can or should possess, and whether that limit is ethically acceptable
or not, or lawful or unlawful, is tied to the answer to the following question: Is it
autonomous in its critical functions?After all, there is nothing inherently problematic
about autonomous navigation and other functions.46

Increasingly autonomous technologies are a feature of todayʼs world—and touch
many aspects of our lives—from the factory floor to the “smart appliances” in
our homes to robot-assisted surgery. Whether we realize it or not, we already
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rely on machines with considerable autonomy—and this is only going to increase.
Advances in robotics, machine learning, AI, computational power, networking,
engineering, and other disciplines are driving increasing autonomy in machines
and systems. Such technologies promise (or are already delivering) significant
benefits to those who have access to them.47

It is essential to bear in mind that, on the one hand, not all already deployed
autonomous weapons integrate AI, and, on the other hand, some AI-enhanced mil-
itary robotic systems are not autonomous weapons. They are used for different
functions, such as detecting patterns in surveillance or object recognition.48 Some
aspects of the militarization of AI are not problematic per se: mobility (naviga-
tion, take-off and landing), intelligence (detection of explosives, objects, gunfire,
data acquisition, map generation, threat assessment), certain levels of interoperabil-
ity (ability of troops and systems to cooperate with others), and health management
(detection of faulty systems, hacking and interference, ability to self-repair and
deactivate). However, other aspects of militarization are hugely contentious and
debatable. They are viewed as destabilizing to international security, as well as raising
fundamental legal and ethical questions. These aspects are tantamount to weaponiz-
ing AI; such as: the use of autonomous systems, and many of them are increasingly
amplified by AI for targeting, i.e., identification, tracking, prioritization and selec-
tion of targets, image discrimination and target engagement (i.e., kill or destroy).
The different dimensions of autonomy and the way that it can be set out along three
concurrent spectrums are indicated in a useful framework developed by Michael
Horowitz and Paul Scharre.49

At the United Nations, the dimensions along different spectrums of machine
sophistication (outlined in Table 1.3) led to three main approaches to the question
of definitions, which partly explains the delay and even stalemate in the progress
toward shaping new global governance mechanisms. Kerstin Vignard explains that
the choice of one of the three approaches, presented in Table 1.4, by different
countries has complicated the negotiations. She suggests that

starting with a human-centric approach allows us to reaffirm human responsibili-
ties and legal frameworks, regardless of the specific new technology. Then, turning
to identifying the key critical features or tasks that we have uncertainties or con-
cerns about when autonomy is applied to them will help narrow down the scope
of the discussion. Finally, after determining the appropriate and necessary human
role, as well as the tasks of concern, one can turn to a tech-centric conversation.50

The way to maintain control as the machine’s complexity increases is the cen-
tral question; more specifically, how will these advances change the extent to which
humans can exercise control over the use of military force? Let us take the typol-
ogy above and apply it to existing military systems, some of which have been in use
for several decades. Bonnie Docherty from Harvard University, one of the first legal
scholars to write about autonomous weapons, explains that there are three categories
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Table 1.3 Machine complexityʼs independent dimensions along different
spectrums

Machine complexity’s independent dimensions along different spectrums

Human–Machine Relation & Command-and-Control Relation
Human-in-the-loop: semi-autonomous—human input is needed in different phases
Human-on-the-loop: human-supervised autonomous—machine performs on its own,
but human can intervene
Human-out-of-the-loop: autonomous—machine performs and humans cannot
Intervene
Machine’s Complexity
Automatic: bread toaster, landmine
Automated: rules-based systems: self-driving car, thermostats, many weapon systems
Autonomous: free to select course of action and learn from it and modify course, and
sometimes exhibiting human-like level of cognition for narrow tasks: some weapon
systems, Alpha Go
Type of Decision to be Automated
Tasks and functions must be specified, and these questions posed:

• Which function, or task, makes a machine autonomous (homing, surveillance,
target acquisition)?

• Is a task limited in time?
• Only in determined environments (air, land, sea, cluttered environments, cities)?

of unmanned robotic weapons, characterized by the relationship between human
involvement and the degree of autonomy:

• Human in the loop: robots select targets and deliver force under human
command;

• Human on the loop: robots select targets and deliver force under the control of
a human operator, who can override the robots’ actions; and

• Human out of the loop: robots can select targets and deliver force without any
human input or interaction.51

Two widely publicized studies may serve to demonstrate the difficulty of determin-
ing the threshold of the amount of autonomy that a weapon system can or should
possesses, and whether that threshold is ethically or legally problematic.52 Auton-
omy functions in complex applications for different functions and tasks, and the
decision-making power that machines will eventually acquire will function along
a continuum. The first study was published by the Stockholm International Peace
Research Institute (SIPRI) in 2017.53 It investigated 154 existing unarmed and armed
military systems. Of these systems, 50 had a “human in the loop,” where a human
operator retains the power to decide to engage the target; in the case of 31 systems
it was unclear whether a human could intervene in the autonomous engagement
of the system; and 49 armed systems had “human on the loop” and “human out
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Table 1.4 Different approaches to autonomous weapons

Types of Definitional Approaches to Autonomous Weapons

Technology-centric approach
A few governments prefer the technical definition route in which a physical object is
described. This is in line with what has traditionally been done when tackling arms control
issues: specific type of weapon, range, payload, and the scope of deployment. The problem
is that increased levels of autonomy can be implemented in already existing systems and in
different parts of each system (navigation and homing, for example).
A technology-centric definition has two major disadvantages: first, it is unlikely to capture
the range of characteristics and variations that can occur between human and machine, or
the scope and quality of control; second, it is likely to be outdated by the progress of new
technologies.
Human-centered approach (meaning ful human control)
This second approach focuses on the human–machine relationship. Systems with increased
autonomy are a result of the delegation of authority and control by a human to a part of a
machine system, but humans remain “in,” “on,” or “out” of the loop of command and
control. Within this framework, the discussions at the United Nations saw the emergence
and consolidation of the concept of “meaningful human control” that emanates from
existing legal and political frameworks under international law.
Task/functions approach
This third approach to the definition centers on the tasks or functions that a machine
performs autonomously. The ICRC calls these “critical functions”: i.e., search, detect,
identify, track, and select to apply the use of force without human decision-making. This is
the most comprehensive and useful approach because it takes into account the
human–machine relationship, and the need for effective control.

of the loop” attributes, where the system was able to engage the targets without
human supervision (but note that “human on the loop” systems can still have their
actions overridden by the human operator). The second study was published by the
Future of Life Institute and conducted by Heather Roff and Richard Moyes, influ-
ential pioneering observers in the area of autonomy. They differentiated five areas
where autonomy is applicable in a range of instances.54 The amplest use of auton-
omy is in the area of mobility, followed by, in this order, homing, target acquisition,
navigation, and target-image discrimination. Roff usefully traced the steep increase
in the degree of greater autonomy in each of these areas or military applications
since 1961. Her finding was that the degree of autonomy increased exponentially
in each area. Autonomy is a characteristic, an attribute. It can be applied to any
weapon systemor to any civilian object. It is already being employed in different parts
of different systems for positioning, navigating, and targeting. The uses of auton-
omy in deployed functions are “homing” (offensive and defensive target identifica-
tion); loitering; autonomous capacity; missile- and rocket-defense weapons; vehicle
“active-protection” weapons; antipersonnel “sentry” weapons; sensor-fused muni-
tions, missiles, and loitering munitions; and torpedoes and encapsulated torpedo
mines. Many systems are constrained in the tasks they are used for (e.g., defen-
sive rather than offensive operations), the types of targets they attack (vehicles and
other objects rather than personnel), the circumstances in which they are used (in
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simple, relatively predictable, and constrained environments rather than complex,
unpredictable environments), and/or the time frame of their autonomous operation.
Some are also supervised in real time by a human operator. Generally, these weapons
incorporate a radar to detect incoming projectiles or aircraft, and a computer-
controlled “fire-control system” to aim and fire the weapon. The weapons system
selects an incoming projectile, estimates its trajectory, and then fires interceptor
missiles or bullets (depending on the system) to destroy it.

Maintaining human control

A new principle referred to asmeaning ful human control has rapidly gainedmomen-
tum and achieved widespread recognition. How can meaningful human control be
applied over autonomous weapon systems that can select and engage targets without
further human intervention once they have been launched?55 The original concep-
tion of the principle appeared in 2015 in the publication Killing by Machine: Key
Issues for Understanding Meaning ful Human Control.56 The authors (Heather Roff
and RichardMoyes) explain that human control must be present in every individual
attack. Therefore, in autonomous systems, there are two key aspects: first, the con-
straints set on the target’s limits at the time of programing, along with the types of
sensors and algorithms and the way that they are linked to and input the target’s lim-
its; second, the delimitation of the geographic area of operation and the time at which
the weapon system is disconnected from human control. This understanding encap-
sulates the ethical and legal concerns that the application of autonomy for military
purposes raises because it is based on two premises. The first is that it is inconceiv-
able that a system (robotic, an autonomous weapon, or a software in cyberspace)
that uses force can do so without human involvement. The second is the inadmis-
sibility of nonsubstantial human control, or of decisions that are taken solely as a
result of inputs from a computer program (software with the rules given by sets of
algorithms). In other words, decisions should be informed by human awareness at
each step of the process.57

To maintain effective control, two components must be in order, according to the
thinking of another pioneering scholar in this field, Paul Scharre. The first is the
ability of the human operator to predict how the autonomous system will behave,
assess the potential failures, and employ it only in situations when it will perform
according to initial specifications. The second is the ability of the human operator
to intervene and correct.58 It is unlikely that the human operator will always be able
to accurately predict the machine’s behavior; the level of risk is high. Additionally,
complex systems can interact in ways that are not anticipated and that may cause
disaster. It is alarming that more autonomous systems capable of applying force are
being developed without the knowledge of the public at large, especially if there is
no certainty whether the systems are robust and safe. As Paul Scharre notes: “Given
the inevitability of failures over a long enough period of operational use, the military
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necessity of autonomous weapons must be quite high to warrant accepting the risk
of their employment.”59

SIPRI and UNIDIR conclude that the dominant focus of the discussions at the
United Nations should be on human control. A human-centered approach enables
the global discussion to capture what is already occurring and what will most
likely take place in the future. Another group that scrutinizes the complexities asso-
ciated with human control and the relationship of such control while operating
autonomous systems is the International Panel for the Regulation of Autonomous
Weapons (IPRAW). This is a multinational, interdisciplinary panel of experts cre-
ated in 2017 by theGermanMinistry of ForeignAffairs and initially led by a physicist,
Dr. Marcel Dickow, formerly at the German Institute for International and Security
Affairs in Berlin. I have been a member of IPRAW since its inception. We have pub-
lished several technical advisory reports to inform the deliberations at the United
Nations, which are available online.60 IPRAW takes into account that there are sig-
nificant legal, moral, and ethical considerations that arise in each step of the weapon
system’s engagement and targeting cycle that may be hampered or made difficult
to discern in the light of the growing autonomy of certain functions. This is the
case because increased autonomy profoundly changes the human–machine rela-
tionship. In order to maintain the need for precaution and for human dignity to
be upheld at all times, as stipulated under international law (Chapter 4), IPRAW’s
view is that the necessary human control should be exercised and be present at each
step of the engagement cycle—not only during the critical phases of targeting and
engagement—as the absence of human supervision in any given step may result in
cumulative lapses or miscalculations that may lead to erroneous judgments in the
final decision to kill and destroy.

Our work and findings indicate that there are specific requirements for human
control that should be present in a global governing mechanism to prevent
autonomous killing, as outlined here:

1. Control by Design (technical control)
1.1. Maintain situational understanding through the ability to monitor infor-

mation about the environment and the system;
1.2. Human interventionmust be possible and required in specific steps of the

engagement cycle.
2. Control in Use (operational control)

2.1. Maintain situational understanding by appropriate monitoring of the
system and the operational environment;

2.2. Capacity to intervene prior to the ultimate use of force should be a default
feature: this implies the authority and accountability of human opera-
tors and commanders under the rules of international humanitarian law
(IHL).

The requirement of the presence and persistence of human control in design and
operations should be a foundation for the global governing framework to guard
against autonomous killing. Through IPRAW’s observations of the deliberations at
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the United Nations, we notice that most states concur that human control over the
use of forcemust always be present, which affirms amounting consensus that war is a
human activity and should not be waged by robots. We have recommended to mem-
ber states at the United Nations that there must be universal recognition of human
control as the principle uponwhich newnorms of behavior should emerge to regulate
the use of autonomous weapons. In sum, we view human control as entailing situa-
tional understanding andoptions for intervention, enabled both by design and in use.
Therefore, both the life cycle of a weapon system and the targeting process should be
taken into account when implementing and operationalizing human control, with
special attention being devoted to the final step of the targeting cycle.

Some find the concept of meaningful human control elusive. One of the keenest
observers of the debate on the relation between human control and machines—
robotics Professor Mary “Missy” Cummings, a former United States fighter pilot—
argues that in future there needs to be “meaningful human certification of
autonomous weapons,” as increased autonomy would aid human decision-making,
especially in environments that are difficult to read and where there is incomplete
information.61 Lucy Suchman—another prominent observer and a member of the
International Committee for Robot Arms Control—argues that the feasibility of law-
ful autonomy is impaired especially if there is an obligation that each action adheres
to the rules of IHL. If each action is always context dependent, then it may not be
feasible for the algorithms to adapt to and be compliant with existing international
law. This stands in contrast to the notion of “rule” in the algorithmic sense (i.e., algo-
rithms are codes, rules). It is therefore unlikely that the necessary discernment that
will result in the capacity to discriminate between combatants and civilians (accord-
ing to international law) can be coded in algorithmic rules.62 The lack of clarity and
uncertainty raised in these arguments warrants new international legal rules and
globally accepted norms of behavior.
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Transnational network cooperation entails rewriting the rulebook and redesigning
the institutions that are needed for governing a nonviolent future where subsequent
generations are protected and may benefit from a humane norms-based framework.
This will involve mobilizing grassroots or bottom-up connections to change and
challenge the unyielding ways of the militarized great powers that maintain their
commitment to developing ever-increasing autonomous systems—and, in fact, using
AI to assist in this process. The way to achieve global cooperation in the absence of
the major military powers is the crux of the issue of transnational networked cooper-
ation, which starts to emerge precisely when major power championship for change
falters.63 When I started observing the diplomatic process at the United Nations in
2014, there was ample room for an incisive global treaty to restrainmilitarization that
demanded greater autonomy and application of AI. This window of opportunity has
now virtually closed as these systems have been developing rapidly and long-term
investments have been made. At the same time, while a handful of major mili-
tary powers are continuing to attempt to thwart global norm-making at the United
Nations, the majority of countries wish to promulgate new international laws to gov-
ern the unimpeded militarism of the automation of violence. The window remains
open to institute what kinds of action will be deemed unlawful and unacceptable,
such as targeting humans, and to formalize the need for human control of the critical
functions when the use of force is applied.

I attempt to understand how such grassroots connections help shape new inter-
national law by impacting on the high-level discussions at the United Nations.
International law is “the legal order which is meant to structure the interaction
between entities participating in and shaping international relations.”64 I adopt this
wide-ranging definition of international law because it is the one that most accu-
rately reflects the nature of the international legal system today. It includes the state,
implicitly, but refers to international organizations, individuals, andmany other par-
ticipants that constitute and help shape international law in the 21st century. More
recently, these groups have not necessarily been focusing on advancing action on
behalf of any single state, but are moved to act by promoting a cause or addressing
a global problem that, if fixed, will assist in the advancement of global public goods
by creating common good governance. This is especially true in disarmament and the
reduction, even prohibition, of weapons—conventional to nuclear—but also in other
areas such as climate change and pandemic prevention. Transnational networked
cooperation creates a space for the protection of human beings and offers a frame-
work to confront existential challenges to individual security and ensure human
dignity—the preeminent and foundational human right.65

There are five main groups of change makers (or change agents) that advance
transnational networked cooperation in this case:

• The scientists: the ones who imagine and create AI;
• The private sector;
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• Transnational advocacy: civil society;
• The guardian of the laws of war: The International Committee of the RedCross;
• Member states of the United Nations.

The Scientists: Sounding the alarm first and alerting
the world

The first warnings about the uncontrolled use of autonomy, and the development
of autonomous weapons in warfare, emerged from a group of scientists: Jürgen Alt-
mann, Peter Asaro, Noel Sharkey and Robert Sparrow.66 Noel Sharkey sounded the
alarm in 2007 about the potentially devastating impact of robot wars and alerted
the world to a dangerous development, noting that the first armed battlefield robots
had been deployed in Iraq, and that Israel and South Korea were already guarding
their borders with armed robots that had high levels of autonomy.67 In 2009, these
scientists formed the International Committee for Robot Arms Control, composed
of experts in various areas, including robotics technology, AI, ethics, human rights,
and international politics and law.68 As Noel Sharkey raised the alarm, the Amer-
ican Department of Defense (DoD) published the “Unmanned Systems Roadmap
2007–2032,” which planned to start prioritizing robotic weapons:69

• The Department will pursue greater autonomy in order to improve the abil-
ity of unmanned systems to operate independently, either individually or
collaboratively, to execute complex missions in a dynamic environment.”

• “Unmanned systems provide autonomous and semi-autonomous capabilities
that free warfighters from the dull, dirty, and dangerous missions that might
now be better executed robotically and enable entirely new design concepts
unlimited by the endurance and performance of human crews. The use of
unmanned aerial vehicles in Afghanistan and Iraq is the first step in demon-
strating the transformational potential of such an approach.”

• “As confidence in system reliability, function, and targeting algorithms grows,
more autonomous operations with weapons may be considered.”70

The United States, the largest military power and developer of such technologies,
started to deploy greater levels of autonomy in its military operations from 1991 dur-
ing the first Gulf War in Iraq, but two later wars marked a more decisive shift toward
greater autonomy in military systems and robotics: the 2001 Afghanistan conflict
(after the attacks against the United States on September 11), and the Second Gulf
War in Iraq in 2003; by 2008 this had reached a point where 12,000 robots were
deployed in Iraq.71 It was also after the mission in Afghanistan that the United States
started arming its unmanned aerial vehicles, known as drones, which had been used
since the wars in the former Yugoslavia. Since then, the United States has contin-
ued its quest to enhance performance in war by increasing the autonomy of certain
functions of existing weapons as well as by creating new ones. Autonomous killing
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capability represents a major change in the way war is waged, and it has a significant
impact on the existing laws of war and the protection of civilians.

The International Committee for Robot Arms Control compellingly called for
global regulations on the development, acquisition, deployment, and use of armed
drones and future autonomous robotic weapons, as well as for a global convention
that would operationalize the principle of human control over all actions in war; this
is because increases in autonomywill only serve to accelerate the tempo of utilization,
and the faster pace will increasingly overshadow human decision-making. I joined
this group of scientists in 2013, in a meeting organized by Matthew Evangelista of
Cornell University on new technologies and the necessary new norms, held in the
Italian Alps near Trento. In 2013, I hosted Noel Sharkey at Northeastern University
in the first lecture series in the area. Since 2016, I have been one of the vice-chairs on
the International Committee for Robot Arms Control, along with Jürgen Altmann
and Peter Asaro. We have participated as a delegation in the meetings at the United
Nations, in Geneva, since 2014.

From the outset, scientific knowledge has been the basis of transnational net-
worked cooperation, and two scholars have been particularly central in helping to ini-
tiate the process of raising concerns about the dangers associated with autonomous
killing at the highest level of the United Nations Human Rights Council in Geneva:
Philip Alston, and the late Christof Heyns, whose untimely death in 2021 we all
lament. Heyns and I used to meet in Geneva with our groups of students on annual
visits to the United Nations headquarters. We celebrated the 100th anniversary of
NelsonMandela’s birth with amoot court including students from around the world,
and in 2019 my students met Heyns in a private meeting at the High Commissioner
for Human Rights in Geneva. My alumna Francesca Batault, from South Africa, and
I moderated a session about increasingly higher levels of autonomy in warfare and
law enforcement situations, and the implications of this for international law.

Philip Alston, of the New York University School of Law, served as the United
Nations Special Rapporteur onExtrajudicial, Summary orArbitrary Executions from
2004 until 2010 (preceding Heyns). Alston published the first United Nations report
on the issue in 2010.72 He alerted readers not only to the perils of the rapid advance-
ment of lethal technologies associated with reduced human control, but also of the
implications of the lack public knowledge of the issue. He realized that, at first glance,
the topic of robotic technology in war seemed not to belong in human rights dis-
cussion circles, partly because the information was confined to secretive military
circles. However, he was the first to point out that the use of greater autonomy in
war (i.e., the use of weapon systems with reduced human oversight) would have
implications for the right to life and the right to dignity, arguing that there is no
reason why human rights considerations and IHL could not be factored into the
design of weapon systems. He called on the human rights community to urgently
address (and that was in 2010!) the legal, moral, ethical, and political implications of
the development of lethal robotic technology. The United States was the first coun-
try to use robotic warfare—increasingly so after the September 11, 2001 terrorist
attacks—on the battlegrounds of Afghanistan (2001) and Iraq (2003). The increased
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implementation of autonomous systems in warfare meant that systems “in the loop”
became “on the loop” with a progression that signified the increasing removal of the
human dimension from the lethal decision-making process.

Alston points to three areas that have continued to plague international discussions
to date.

• Definitions: the threshold of autonomy and what constitutes “autonomous”;
what, in fact, are robots? The public imagination identifies “fully autonomous
weapons” with an image of the Terminator, the brutal robot with humanoid
characteristics, but the reality of the development of the technology is more
ordinary, and even mundane. “Fire-and-forget” missiles were first developed
in the 1970s, but since then technological advancements have made them
more autonomous. The same advances enable greater autonomy to be applied
to already existing systems. These applications have nothing to do with the
image of machines with cognition and AI. Progress in AI techniques such as
machine learning and image recognition processing will enable more advanced
applications of autonomy.

• State responsibility and criminal responsibility: who will be regarded as
responsible for violations of human rights law and IHL arising from the
application of greater autonomy in lethal decision-making? These branches of
international law are premised upon human cognition for responsibility and
accountability. If human judgment is progressively turned over to algorithms,
then it becomes much harder to determine to whom responsibility should be
attributed (Chapter 4).

• Starting a war is made easier: the threshold of the use of force (jus ad bellum)
can be lowered, especially if not all the safeguards and testing procedures are
in place before a weapon is deployed. Here, Alston highlights the fundamental
question that needs to be addressed: Should lethal force ever be allowed to be
autonomous?

Alston’s groundbreaking and forward-thinking reports were followed by Christof
Heyns’ enduring contributions to the debate. Heyns was Professor of Human Rights
Law and Director of the Institute for International and Comparative Law in Africa
at the University of Pretoria in South Africa, and served as the United Nations Spe-
cial Rapporteur onExtrajudicial, Summary orArbitrary Executions from2010–2016.
The combined work of these two scholars was seminal to advancing awareness of the
perils of increased autonomy in weapon systems at the highest levels at the United
Nations.

Heyns was a towering figure in law in South Africa and made foundational con-
tributions toward the understanding this complex matter. In his seminal report to
the United Nations Human Rights Council in April 2013,73 he starts by saying:
“Lethal autonomous robotics are weapon systems that, once activated, can select
and engage targets without further human intervention. They raise far-reaching
concerns about the protection of life during war and peace.” Heyns warned about
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an erosion of international law that would arise because of disrespect of human
rights law and IHL, which are such vital foundations for peace and stability in inter-
national relations today. Heyns also examined the development of the increase of
autonomous lethality in military robotic systems vis-à-vis the other revolutions in
warfare, namely the invention of gunpowder and nuclear weapons. Nuclear weapons
were invented and then used in 1945, but the first international treaty created to reg-
ulate them was concluded only in 1968 with the Nuclear Non-Proliferation Treaty,
followed by the 1996 Comprehensive Test Ban Treaty, and, in 2017, the Nuclear
Ban Treaty. For the current revolution in warfare, Heyns called for a proactive
approach, in line with what I argue here, that will halt the diversion of financial
and human resources to the development of these new systems in the coming years
(Chapter 5).

Heyns also advocated limitations of autonomous weapon systems, as I had called
for in an article published in Foreign Affairs in 2014.74 Since then, I have come to
realize that an outright ban will be untenable, for all the reasons I explained earlier.
However, in a situation of armed conflict, it is the qualitative human deliberations
vis-à-vis the larger picture, unfolding events, and people’s intentions that can save
the lives of others. The quantitative capabilities of robotic systems can be useful in
many areas, but perhaps not to distill the complex set of judgments that must be
made on the battlefield, especially regarding decisions to safeguard life and protect
human dignity; such judgments represent a nuanced value- and principles-based
appreciation of the world that is beyond the capacity of algorithms.

I align my arguments here with those of Heyns when he offered a trenchant crit-
icism of the argument that new high technologies lead to lower casualties in war.
With his usual clarity and insight, he pointed out that such argumentation does not
survive closer scrutiny. What is war, then, if it becomes a demonstration of the unri-
valed power of the one side that possesses the technology and therefore bears no
human responsibility because of its use of advanced technologies? Here Heyns refers
poignantly to “riskless wars” or “wars without casualties” in which the lives of those
in countries that possess the technologies are regarded as more valuable and worth
protecting than the lives of those who are attacked.

In line with my argument in this book, Heyns lamented that rapid technologi-
cal advancement, especially on the heels of the contestation and nonobservance of
international law arising from the use of armed drones, along with the application
and widespread use of lethal robotics in war, “could undermine the ability of the
international legal system to preserve a minimum of world order.” The international
efforts to impose some level of control over autonomous killing rose to global atten-
tion with meteoric speed; this is perhaps the most rapid rise of international concern
I have encountered in the high-level politics of international security. The United
Nations Institute for Disarmament Research embraced Heyns’ call and spearheaded
an expert consultation that resulted in important work to generate knowledge and
clarification in the international discussions; this was then led by Kerstin Vignard,
whose guiding frameworks are cited here, and whom I met with every year while in
Geneva.
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The role of scientists in elucidating the complexities and in assisting to chart
the right course of action is indispensable in advancing transnational networked
cooperation. Concerted collaboration is taking place to examine the economic and
social impacts of AI for the future and to ensure that that future is more just and
equitable.75 The Institute of Electrical andElectronics Engineers (IEEE) is theworld’s
largest technical professional organization dedicated to advancing technology for
the benefit of humanity. I have been involved in the IEEE’s Autonomous Weapons
Systems Expert Advisory Committee, which aims to become a trusted and highly
utilized resource for national and international governments and nongovernmen-
tal entities to ensure safe, responsible, and trustworthy policies and technologies
related to autonomous weapons. The committee was created in 2020 and led by
Ariel Conn, who used to work for the Future of Life Institute. In 2021, after review-
ing many AI and AWS principles that various organizations and governments from
around the world adhere to, we identified ten categories of challenges associated
with applying these principles to AWS, which we outlined in the published paper
“Ethical and Technical Challenges in the Development, Use, and Governance of
Autonomous Weapons Systems.”76 The challenges we identified are: establishing
a common language, enabling effective human control, determining legal obliga-
tions, ensuring robustness, testing and evaluation, assessing risk, addressing oper-
ational constraints, collecting and curating data, aligning procurement practices,
and addressing nonmilitary uses. In essence, we recommended the development
of national and international norms regarding the degrees of human control and
accountability to reduce risks to life and human dignity, and to ensure compliance
with existing legal, ethical, andmoral constraints. The committee has now been con-
verted into a research group on Autonomy and AI for Defense Systems, convened by
the IEEE.77

There is broad consensus from the scientific community that AI is currently
developing ever more relentlessly and progressively toward greater breakthroughs.78
Scientists have also agreed upon research priorities that should guide future devel-
opments. Stuart Russell, Daniel Dewey, and Max Tegmark have gathered more than
7,000 signatures in a petition to determine what these priorities should be. The
agreement among scientists is that it will be imperative that autonomous AI-based
systems behave “robustly”—that is, intended to benefit humanity—whether they be
autonomous vehicles, medical systems, or autonomous weapons. In certain critical
systems, such as weapons, a human remains on or in the control loop, along a spec-
trum from less to more supervision, along with the observance of some parameters
discussed by Russell, Dewey, and Tegmark:

• Verification: How to prove that a system satisfies certain desired formal prop-
erties. (Did I build the system right?)

• Validity: How to ensure that a system that meets its formal requirements does
not have unwanted behaviors and consequences. (Did I build the right system?)
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• Security: How to prevent intentional manipulation by unauthorized parties.
(What would be ways to prevent intentional manipulation?)

• Control: How to enable meaningful human control over an AI system after it
begins to operate. (The system is not operating as intended; can I fix it?)79

Taken together, the need to provide verification, validity, security, and control
may still be faced with two palpable difficulties. First is the possibility of using AI
in cyberspace to launch malicious attacks. On the one hand, AI-based attacks in
cyberspace may be very effective as scientists predict that machine-learning tech-
niques can be used to perpetrate cyberattacks. On the other hand, AI could make
systems less vulnerable. Second, it is still uncertain whether it will be possible to
check verification and validity robustly to ascertain whether AI machine-learning
systems are aligned with societal values, both ethical and moral, in line with the
interpretation of law and legal codes.

The principles of common good and safe AI

Keeping AI beneficial for humanity was first discussed comprehensively at the 2017
Asilomar Conference, which came up with a foundational set of 23 principles led by
Massachusetts Institute of Technology (MIT) professor Max Tegmark, the founder
of the Future of Life Institute. To date, the principles have been signed by 1,797 AI
and robotics researchers, and 3,923 others.80 I invited Tegmark to give a lecture on
these principles at the Future of Life Institute at Northeastern University in the fall
of 2018. The ideas discussed with Tegmark further advanced my ideas on common
good governance. The Asilomar (Future of Life Institute) principles encompass sev-
eral critical components of the larger role of AI in the world, and, more specifically,
the weaponization of AI. The principles could serve as foundational frameworks
for common good governance of military AI. First, the principles address research
priorities. In this realm, AI’s research goals should be to attain beneficial, ethical,
and human-centered systems that are sufficiently robust to prevent the possibility
of interference or hacking (safety first) and malfunctioning. In addition, AI should
enhance and expand humanity’s prosperity, resources, and aspirations. In this sense,
cooperative and transparent synergies should be promoted among members of the
different scientific communities, as well as between the scientific and the policy-
making communities. Humans should remain in control of overseeing verifiability,
accountability, and judicial decisions. Along the same lines, responsibility should be
attributable to designers and builders of advanced AI systems, who are stakeholders
and, as such, accountable for the moral and ethical implications.

Second, the principle of “Preserving Human Values” is an essential component of
the existing international legal architecture of human rights law. According to this
principle, AI systems must be compatible with human dignity, rights, freedoms, and
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cultural diversity, and adaptable to what makes societies thrive. Principles 20 and 21,
for instance, state:

• Importance: Advanced AI could represent a profound change in the history of
life on Earth and should be planned for and managed with commensurate care
and resources.

• Risks: Risks posed by AI systems, especially catastrophic or existential risks,
must be subject to planning and mitigation efforts commensurate with their
expected impact.

Third, the principles embody a keen awareness that AI will catalyze profound
changes in the history of humanity. Therefore, care should be taken to ensure suf-
ficient resources are available and precautionary measures are in place. Essentially,
the scientists conclude that AI should embody a shared aspiration that benefits
humankind and allows humanity to prosper on all fronts in terms of health, eco-
nomics, and social welfare (Chapter 5). This is reiterated in the following principles:

• Shared Benefit: AI technologies should benefit and empower as many people
as possible.

• Shared Prosperity: The economic prosperity created by AI should be shared
broadly, to benefit all of humanity.

• Common Good: Superintelligence should only be developed in the service of
widely shared ethical ideals, and for the benefit of all humanity rather than one
state or organization.

This set of principles aligns with my argument for the establishment of common
precautionary frameworks to benefit humanity within a system of common good
governance that creates a global public good (i.e., principled AI). To make all this
possible, the Asilomar Principles advise that human beings should remain in con-
trol and carefully ponder what kinds of decisions should be delegated to AI systems.
Finally, Principle 18 cautions against an arms race in developing lethal autonomy in
warfare:

• AI Arms Race: An arms race in lethal autonomous weapons should be avoided.

Taken together, the Asilomar Principles signal the growing consensus among sci-
entists on the notion of the common good aswell as AI safety. If the algorithms are not
robust and safe, then weaponizing them is even more perilous. Indeed, after Asilo-
mar, the AI safety agenda was strengthened and invigorated by the Future of Life
Institute granting support for researchers around the world interested in developing
such an agenda further.

Since Asilomar, there have been numerous initiatives to create principled AI.81 The
Berkman Klein Center at Harvard published a rich comprehensive global database
that draws from all regions of the world to portray the nature of AI principles
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from states (usually part of a national AI strategy), civil society, and companies.
The compilation enabled the identification of points of convergence and emerging
norms:

• Privacy: respect for individual freedoms: 97% of the documents mention this;
• Accountability: mechanisms to ensure responsibility: 97% mention this;
• Safety and Security: robust systems that cannot be compromised: 81% men-

tion this;
• Transparency and Explainability: possibility of oversight and intelligible out-

puts: 94% mention this;
• Fairness and Non-Discrimination: elimination of bias in algorithm creation,

promotion of inclusivity: 100% mention this;
• Human Control: humans remain in the loop: 69% mention this;
• ProfessionalResponsibility: the creators’ integrity and long-term judgment on

impacts: 78% mention this;
• Promotion of Human Values: humanity’s well-being is the end goal: 69%

mention this.

The administration of President Barack Obama of the United States convened five
workshops to discuss AI. One of the major reports was on AI for Social Good.82
The reports focus on benefiting the larger population in areas of direct economic
benefit: education, safety, health, and the environment, which are deemed not to
have benefited from AI thus far. However, the United States does not have a pol-
icy on AI in general. Most countries do not have such policies either. Therefore,
the greatest challenge for all countries at this critical juncture is twofold: to translate
the “social good” to the international level and to prevent harm to the commons—
whether in cyberspace, or in avoiding the utilization of AI to cause harm and wage
war (Chapter 2).

As mentioned, the IEEE, the world’s largest technical professional association,
“advances technological innovation and excellence for the benefit of humanity” and
has 400,000 members in 160 countries. The IEEE Global Initiative for Ethical Con-
siderations in Artificial Intelligence and Autonomous Systems (The IEEE Global
Initiative) was initiated to address the perils of developing AI in the absence of con-
comitant ethical considerations. I have been a member since 2018 and can confirm
that the scientists posit that AI systems may have an impact on the world in the same
ways that the agricultural and industrial revolutions did; “Human wellbeing is our
metric for progress in the algorithmic age.”83 In many ways, the IEEE’s report “Ethi-
cally Aligned Design: A Vision for Prioritizing Wellbeing with Artificial Intelligence
andAutonomous Systems” is a significant contribution to this debate.84 The high eth-
ical concerns and general principles guiding it are that all AI Autonomous Systems
(AI/AS) should “embody the highest ideals of human rights, prioritize the maximum
benefit to humanity and [the] natural environment, [and] mitigate risks and negative
impacts as AI/AS evolve as socio-technical systems.”85 The issue at hand is to ensure
that AI does not violate human rights and that it is at the same time accountable,
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transparent, and not misused. As a corollary, the norms enshrined in the AI/AS algo-
rithms should be compatible. An additional concern is autonomous weapon systems
that may cause physical harm and therefore have additional ethical implications:
higher ethical standards are therefore needed. The recommendation is to ensure
“meaningful human control” because this is beneficial to society. To realize this goal,
audit trails are necessary that ensure human control and that “those creating these
technologies understand the implications of their work, and that professional ethical
codes appropriately address works that are intended to cause harm.”86 A number of
key issues have been identified:

• Professional organization codes of conduct contain manifest ambiguities that
may fail to hold the technology creators accountable;

• Confusions about definitions and concepts in AI/AS have the effect of creating
a deadlock in conversations on critical issues;

• Autonomous weapon systems are “by default amenable to covert and non-
attributable use.”87

The IEEE Global Initiative on Ethical Considerations for AI/AS recognizes that
autonomous weapon systems can be compromised, and their impact may not be
foreseeable and comprehensible. Making their use legitimate may lead to imprudent
escalation of tensions and conflict among groups that will most likely include terror-
ists and other criminals as well (easier access will lead to more rapid proliferation),
along with breaches of human rights law.

• The type of automation in autonomous weapon systems encourages the rapid
escalation of conflicts.

• There are no standards for design assurance verification of autonomousweapon
systems.

• Understanding the ethical boundaries of work on autonomous weapon systems
and semi-autonomous systems can be confusing.88

When I was invited to testify on autonomous weapons during the United Nations
deliberations in Geneva in 2016, I argued that an AI military race will have disinte-
grating effects on the existing international legal structure of peace and security, and
will be particularly destabilizing for regional security.89 The IEEE also pointed out
that the advent of AI and AWS can aggravate the power differences and imbalances
between developing and developed countries.

The IEEE Global Initiative for Ethical Considerations in Artificial Intelligence
published a second report in 2017.90 The report recommended that there should
be meaningful human control on autonomous weapon systems, with discernable
human operators, clearly identified, along with audit trails to ensure accountability
and control. Therefore, the design of such systemsmust align with andmeet the obli-
gations of IHL and human rights law, andmust apply engineering standards that can
indicate the potential consequences of their use at the global level. Of special concern
to the scientists are miniature autonomous weapons that may not be attributable to
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the people who deployed them. Additionally, the lack of clarity about the concept of
autonomy is challenging andmay be used to block any implementation of new global
governance on these matters. The report notes that the relationship between human
control and autonomy is highly complex and can be perplexing, because autonomy
can be employed for different functions in different systems (searching but not tar-
geting, for instance), and in distinct combinations, pairings, and gradations. This is
what the report suggests:

The term autonomy in the context of autonomous weapons systems (AWS) should
be understood and used in the restricted sense of the delegation of decision-
making capabilities to a machine. Since different functions within AWS may be
delegated to varying extents, and the consequences of such delegation depend on
the ability of humanoperators to forestall negative consequences via the decisions
overwhich they retain effective control, it is important to be precise about the con-
trol of specific functions delegated to a given system, as well as the ways in which
control over those functions is shared between human operators and AWS.91

Importantly, the report aligns itself with the definition of the ICRC—the guardian
of international humanitarian law— recommends it as the guideline for engineers:
an autonomous weapon system is “any weapon system with autonomy in its critical
functions. That is, a weapon system that can select (i.e., search for or detect, identify,
track, select) and attack (i.e., use force against, neutralize, damage or destroy) tar-
gets without human intervention” (p. 1). 92 As a starting point, engineers who design
autonomous weapons should comply with the profession’s codes of ethics; however,
this may not be sufficient to address all the ethical challenges posed by such systems
and therefore the IEEE, the Association for ComputerMachinery (ACM), and coun-
terpart organizations in Canada, the United Kingdom, and Japan are revising their
codes.93 These revision procedures will be complex and require knowledge of dis-
tinct aspects of international law that are pertinent, such as IHL and human rights
law (Chapter 4).

The scientistsʼ letters: Meaning and impact

The moment when the movement to stem the rise of autonomous killing and pre-
vent its worst destabilizing effects became truly global andmultifaceted transnational
networked cooperation was when the AI scientists and then the AI-creating compa-
nies lent their moral weight to it by highlighting the knowledge that they can convey
together to the world. I was representing the International Committee for Robot
Arms Control in a side event at the ongoing deliberations at the United Nations in
Geneva (November 13–17, 2017), on the “Rationale for Banning Fully Autonomous
Weapons,” hosted by the Campaign to Stop Killer Robots.94 On the same panel was
one of the leading AI scholars and computer engineers in the world, Stuart Russell
of Berkeley University. He had the idea to produce Slaughterbots; this is a short, fic-
tional film that became a viral sensation and won numerous prizes for depicting an

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424284726 by Sun Yat-Sen U

niversity user on 11 January 2024



70 The AI Military Race

enthralling but frightening reality where mini-swarms of autonomous killer robots
search and kill selected groups of young people who hold politically combative views.
During the panel discussion Russell explained that, “[b]ecause autonomousweapons
do not require individual human supervision, they are potentially scalable weapons
of mass destruction—unlimited numbers could be launched by a small number of
people.”

Slaughterbots was a sharp strategy adopted by some scientists to cleverly convey a
message to a much broader audience. Transnational networked cooperation is inten-
sifying on the basis of knowledge about autonomous weapon systems being spread
to much larger concerned audiences. The scientists’ first open letter was published
on July 28, 2015.95 Toby Walsh, a computer engineering professor at the University
of New SouthWales in Australia, who welcomedme to his campus in February 2020,
was instrumental in initiating the process. After the publication of the letter, theman-
agement of what became a global movement fell under the purview of the Future of
Life Institute, headed by the MIT’s Max Tegmark. The letter is titled “Autonomous
Weapons: An Open Letter from AI & Robotics Researchers.” This letter—a somber
and stern call for action—received widespread and sustained attention and publicity
from the media worldwide. It received conspicuous coverage in The New York Times
as Elon Musk (then Tesla CEO) and the renowned scientist Stephen Hawking were
among the prominent personalities who endorsed the letter.96

These personalities have been joined by almost 5,000 AI and robotics researchers
and over 30,000 other individuals. If that is not a globalmovement of concerned indi-
viduals, I do not knowwhat is. They start by bluntly defining the core of autonomous
killing: “Autonomous weapons select and engage targets without human interven-
tion”; these weapons exclude drones, since humans are in charge of the decision-
making regarding the targeting decisions. The heart of their call for action is this:
“AI technology has reached a point where the deployment of such systems is—
practically if not legally—feasible within years, not decades, and the stakes are high:
autonomous weapons have been described as the third revolution in warfare, after
gunpowder and nuclear arms.” They add that these AI weapons will be the future
Kalashnikovs because, as opposed to nuclear weapons, they do not necessitate the
acquisition of expensive raw materials and will thus quickly become omnipresent.
They state that the key question for humanity is whether to start a global AI race or
to act preventively. If humanity fails to act, this the scientists’ warning:

Autonomous weapons are ideal for tasks such as assassinations, destabilizing
nations, subduing populations, and selectively killing an ethnic group. We there-
fore believe that a military AI arms race would not be beneficial for humanity.
There aremanyways inwhich AI canmakebattlefields safer for humans, especially
civilians, without creating new tools for killing people.97

The most exciting part is their stated kinship with other professionals: for example,
chemists andbiologists, who are not inclined to developprohibited chemical andbio-
logical weapons, and the physicists who have underwritten the principles of peaceful
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outer space law. AI researchers have no interest in building AI weapons. The scien-
tists’ policy prescription is that AI should be used for the common good of humanity
and a military race should be avoided through the creation of a new global govern-
ing mechanism that will “ban offensive autonomous weapons beyond meaningful
human control.”98 In his persuasive 2018 book, Machines that Think, Toby Walsh,
who helped initiate the letter-writing process, thought the most important feature
was that the letter was signed by many well-known researchers in AI and robotics.

The next iteration of this science-based movement that galvanizes the common
humanity-based discourse and makes science work for a human-centered world,
where humans are kept out of harm’s way from the malicious use of technological
advances, took place in July 2018, when almost 2,500 individuals and 150 companies
from 90 countries signed a Lethal Autonomous Weapons Pledge.99 This means that
247 organizations and 3,253 individuals are now involved. Among the companies
that underwrote the letter were Google Deepmind, Clearpath Robotics, Silicon Val-
ley Robotics, andTesla, alongwith leadingAI scholars. They explain that AI is playing
an increasingly significant role in military systems, and it is therefore time that the
public understands what the acceptable and nonacceptable uses of AI are, arguing as
follows:

The decision to take a human life should never be delegated to a machine. There
is amoral component to this position, that we should not allowmachines tomake
life-taking decisions for which others—or nobody—will be culpable. There is also a
powerful pragmatic argument: lethal autonomous weapons, selecting and engag-
ing targets without human intervention, would be dangerously destabilizing for
every country and individual. Thousands of AI researchers agree that by remov-
ing the risk, attributability, and difficulty of taking human lives, lethal autonomous
weapons could become powerful instruments of violence and oppression, espe-
cially when linked to surveillance and data systems. Moreover, lethal autonomous
weapons have characteristics quite different from nuclear, chemical, and biologi-
cal weapons, and the unilateral actions of a single group could too easily spark an
arms race that the international community lacks the technical tools and global
governance systems to manage. Stigmatizing and preventing such an arms race
should be a high priority for national and global security.

By encapsulating all the pertinent ethical andmoral arguments involved in the debate
to stemwhat looks like an inexorable drift towardAI-assisted autonomous killing, the
scientists warn that these are very different from previous weapon systems, and the
world is not equipped with the right global governing mechanisms to grapple with
the challenges. They urge governments to create “a future with strong international
norms, regulations, and laws against lethal autonomous weapons.” These norms do
not yet exist, they explain, and therefore they “opt to hold ourselves to a high stan-
dard:wewill neither participate in nor support the development,manufacture, trade,
or use of lethal autonomous weapons.”100
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This signals the acceleration of the knowledge-based norm against autonomous
killing initiated by the scientists, which sets the highest standard. A validation of the
rise of this new and necessary norm was evinced when Toby Walsh led an academic
boycott, followed by many of the other leading AI researchers, against the Korea
Advanced Institute of Science and Technology (KAIST, equivalent in South Korea
to MIT in the United States):

KAISTʼsPresident, Sung-Chul Shin, responded to theboycott byaffirming ina state-
ment that “KAIST does not have any intention to engage in development of lethal
autonomous weapons systems and killer robots.” He went further by commit-
ting that “KAIST will not conduct any research activities counter to human dignity
including autonomous weapons lacking meaningful human control.”101

This was followed by a revolt by Google employees, mentioned earlier, against
the company’s decision to initiate a Pentagon-associated “Project Maven” that would
intensify the use and application of AI to further advance the autonomy of armed
drones. The letter starts by stating that “We believe that Google should not be in the
business of war. Therefore, we ask that Project Maven be cancelled, and that Google
draft, publicize and enforce a clear policy stating that neither Google nor its contrac-
tors will ever build warfare technology.”102 The International Committee for Robot
Arms Control, led by Peter Asaro, initiated a petition signed by more than 1,000
academics to support Google’s employees’ actions.103

The scientists’ letters represent a profound cautionary tale for the future of human-
ity: those who understand how to create AI and fully grasp the significance of their
applications are sending a warning the world. The inescapable diffusion and perme-
ation of AI in all areas of society is unstoppable. Because of its mostly beneficial uses
for peace and the advancement of humankind, AI should be ubiquitous and avail-
able to as many people as possible. However, the scientists are looking ahead to what
could happen if AI is not properly regulated, and they caution against its most nefari-
ous use: to kill human beings. Therefore, before AI is generally employed formilitary
purposes, there should be clear prudential norms of conduct in place.

Many argue that the employment of AI could create substantial advantages on the
battlefield. However, the risks associated with the largely unregulated and uncoor-
dinated deployment of AI in the military domain far outweigh these advantages.
Unlike previous technologies in the nuclear, chemical, and biological spheres, com-
putation techniques under what is called “narrow AI” will be more widespread than
anything seen to date. Therefore, the major powers will only have the technological
edge for a short window of opportunity—the samewindow that is now open to intro-
duce regulation. This is perhaps the most persuasive argument for the establishment
of preventive comprehensive common good governance mechanisms to forge global
public goods. Here the private sector, especially the major technology giants in the
United States and Europe, has a central role to play as they can resolutely decline to
allow their AI inventions to be weaponized.
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These actions by the scientists prompted the participation of the private sector as
an active changemaker. Scientists and individuals in the private sector have an essen-
tial role to play. The former do not wish to see their inventions being used for harm,
while the latter do not want to see their businesses being deceitful. Successful private
and public partnerships cooperate in the peaceful uses of outer space and Antarctica,
and in the protection of the atmosphere. In the evolving domain of AI, companieswill
benefit from cooperation. In addition, the joint fruit of their work must be tapped
for the higher aims of saving the planet from catastrophic climate change and for
the promotion of sustainability and development for all countries. More than in any
previous military races, which proved to be rather costly for humanity, it is highly
probable that this time the race will be so dispersed and diffused throughout somany
sectors of society—adversaries and allies alike, as well as criminals—that avoiding
a new futile race in the first place would be in everyone’s interests.104 Combined,
these initiatives spearheaded an essential global dialogue, bringing together the most
diverse group of change makers, to determine the opportunities created by AI and to
ensure that they are used in ways that are beneficial for humanity by setting stan-
dards and promoting collaboration across disciplines, advancing the transnational
networked cooperation.

The private sector

The world is at a critical juncture, a turning point at which humanity can decide on
the path that is most appropriate to preserve the dignity of the whole of humankind
and benefit not only a few technologically sophisticated countries that are trying to
impose an ever more unequal world order. This would be a world with one-sided
wars in which the perpetrators suffer no casualties andwhere the full benefits of tech-
nologies that have the potential to improve the future for all are instead diverted to the
very few. It is evident that technology companies have a corporate social responsibil-
ity not to weaponize any technology that could benefit all human beings, all over the
world. Yoshua Bengio, a Turing Award winner (the equivalent of winning the Nobel
Prize in Computer Science), has stated that “The use of AI in autonomous weapons
hurts my sense of ethics,” and adds that the development of autonomous weapons
“would be likely to lead to a very dangerous escalation” that “would hurt the further
development of AI’s good applications.”105

Boston Dynamics changed its Ethical Principles statement in 2021 to include the
following proposition: “We will not weaponize our robots: We will not authorize
nor partner with those who wish to use our robots as weapons or autonomous tar-
geting systems. If our products are being used for harm, we will take appropriate
measures tomitigate thatmisuse.”106 The first company to decline to participate in the
weaponization of AI was Clearpath, in August 2014, being the first robotics company
to announce that it will not be making “killer robots”107—that is, it will not manu-
facture products that will eliminate the human dimension from the decision-making
loop and so allowing the robot to take the final decision to kill human beings.108
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Clearpath also aligned its mission statement with the transnational activist Cam-
paign to Stop Killer Robots. In its critical announcement, Clearpath affirmed that it
values ethical principles over potential future revenue. It called on others to act pre-
ventively before it is too late. Clearpath Robotics’ cofounder andCTO, RyanGariepy,
became a prominent and important voice in the debates in the United Nations and
beyond. I have heard him speak on several occasions and can attest that his con-
tribution and actions are exemplary for other private-sector industry members that
should seriously consider following his lead. In the announcement, Gariepy warns
that autonomous technologies will not meet the appropriate ethical standards, and
may kill indiscriminately and proliferate extensively. He warns of the horrendous
consequences of the employment of this technology and calls for stringent preven-
tive regulations, because it is evident that the negative consequences will offset any
gains by far. Clearpathmaintains that it will continue to develop leading autonomous
technology for military use in the areas of logistics, reconnaissance, and search and
rescue. Essentially, this is what Gariepy affirms about the technological develop-
ment of autonomy: there is no need to invent killer robots to develop to maturity
the technology in other beneficial areas.

The IEEE Global Initiative, the Asilomar Principles on Common Good and Safe
Artificial Intelligence, and Clearpath’s action led me to believe that no one is ready
to accept unconstrained development toward autonomous killing: technologically,
legally, or ethically. There is no persuasive reasoning that can justify or validate
the existence of a technological device that is so precarious and unpredictable in
its application. Weaponizing AI will not enhance or pave the way for other uses
of the technology that are beneficial, such as other ways in which robotic systems
can improve human lives: for example, in medicine, agriculture, and transporta-
tion. Some of the largest technology giants—Amazon,DeepMind, Facebook,Google,
IBM, and Microsoft—created the Partnership on Artificial Intelligence to Benefit
People and Society (Partnership on AI); this was set up as a nonprofit organization,
initially chaired by Microsoft’s Chief Scientific Officer Eric Horvitz and DeepMind
cofounder Mustafa Suleyman. These companies endorsed the 2015 scientists’ letter
mentioned earlier, reiterating that an AImilitary race would be a bad idea. Twomain
objectives animate the group: the first is to educate as well as learn from the public,
with an inclusive vision of engagement with several interdisciplinary stakeholders.
The second is to devise principles of common action based upon best practices,
seeking to develop systems that are reliable and robust. Seven thematic pillars guide
their work: safety; fairness, transparency, and accountability; human-AI systems col-
laborations; impacts on labor; impact on society; special initiatives with different
stakeholders; and AI for the social good.109 The focus on safety applies especially
in the areas of healthcare and transportation to develop robust systems that align
ethical principles with human needs. This multistakeholder group, involving more
than 100 organizations, also aims for transparency and accountability in the areas
of biomedicine, public health, safety, criminal justice, education, and sustainabil-
ity, along with addressing the potential major disruptions in economic markets. The
vision enshrined in the initiative is for AI to promote the public good.
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The year 2018 was a turning point for AI industries to start recognizing the reper-
cussions and probable impacts of the development of the technology and to begin
formulating self-imposed limitations and constraints. What prompted this move?
What is the impact of setting limits on the creation of new technology? Many peo-
ple may look at Google’s actions with skepticism, but I would say that Google took
a much-needed and long-awaited courageous action that is likely to have profound
reverberations for the technology industry at large. Clearly, the rise of the Technol-
ogy Workers Movement in Google’s own ranks of engineers who are not willing
to have their technological inventions used in war catalyzed the publication of the
principles. In June 2018, Google published seven principles of conduct to use AI for
the common good.110 Google’s Chief Executive Officer, Sundar Pichai, announced
them as concrete standards for the company. It is important to note them carefully
as Google is a world leader in AI research and such principles may indicate a basis
for the development of global governance for the industry.

The Google Principles

1) Be socially beneficial
2) Avoid creating or reinforcing unfair bias
3) Be built and tested for safety
4) Be accountable to people
5) Incorporate privacy design principles
6) Uphold high standards of scientific excellence
7) Be made available for uses that accord with these principles

Equally important, Google published the AI applications that it will not pursue and
stated that this position is the right foundation for its role in the future development
of AI:

1) Technologies that cause or are likely to cause overall harm. Where there is a
material risk of harm, we will proceed only where we believe that the ben-
efits substantially outweigh the risks and will incorporate appropriate safety
constraints;

2) Weapons or other technologies whose principal purpose or implementation is
to cause or directly facilitate injury to people;

3) Technologies that gather or use information for surveillance violating interna-
tionally accepted norms;

4) Technologies whose purpose contravenes widely accepted principles of inter-
national law and human rights.111

Furthermore, discussions to stem the rise of increasingly autonomous weapon sys-
tems have been in progress on the global stage since 2013. Google’s principles come
at a moment when people are starting to realize that the big technology companies—
ingeniously called the “G-Mafia” by Amy Webb, where G-Mafia stands for: Google,
Microsoft, Amazon, Facebook, IBM, and Apple—are mining data freely available
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from their users worldwide to feed AI to enhance its predictive capabilities, but this
practice is not accountable to the consumers, who increasingly experiencing a sense
of malaise and are launching a backlash against these companies.112 The European
Union is leading the way in the imposition of limitations on the use of data in order
to safeguard privacy. If data gathering is enriching the leaders of these companies,
then ways must be found to convert the data collection to serve the common good.
Indeed, hopefully data is not the “new oil” and, in contrast to oil, will be used for
the benefit of humanity and the planet. Indeed, data can also be advantageous to
the world: the more data is collected, the more predictive patterns can be inferred
to assist in improving healthcare provision, supporting the delivery of humanitarian
assistance in warzones and in the aftermath of human-made and natural disasters,
and in preventing the illicit trafficking of guns, drugs, and humans.

All things considered, the significance of the publication of private companies’
principles is noteworthy for three reasons. First, it is of paramount importance that
the creation of technologies for social good should be explicitly stated as the chief
organizing goal, accountable to people, along with a commitment to safety and the
creation of robust and unbiased algorithms that do not precipitate disasters and do
not discriminate against people on the basis of race, gender, or religion, but are be
utilized for the common good of society. Second, other technologies that caused
widespread bodily harm, especially among innocent civilians, have been prohib-
ited under international law: for instance, the use of chemicals for warfare, nuclear
energy in weapons, and lasers for weapons that can cause blindness. All these malev-
olent uses of technologies that are otherwise suitable for humanity now face a range
of prohibitions and regulations. As a result, there is widespread condemnation of,
and a deeply felt opprobrium in response to, the development and use of chemical,
nuclear, and laser weapons. It is about time, then, that the technology giants, which
will probably still develop the bulk of their inventions in the coming years, put the
brakes on the harmful uses of the technologies they develop and not assist in their
weaponization. Third, it is a momentous decision by technology companies to align
their inventions with universally and widely accepted international law and human
rights. This level of compliance is a vital step toward bringing the tech giants into
line with the commonly agreed norms of humanity that have now been accepted for
almost a century, such as human rights law and the precepts of international law in
general, which represent the collection of norms embodying a plan for the better-
ment of humanity and for saving the planet from the climate crisis and other urgent
global cooperation problems.

Transnational advocacy for humanity: The Campaign to
Stop Killer Robots

The Campaign to Stop Killer Robots was initiated in October 2012 and launched in
London in April 2013. From the outset, the efforts of the campaign to strike a chord
resonating decisively with human rights law were carefully orchestrated by Bonny
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Docherty from the Harvard International Human Rights Clinic. Her 2012 publica-
tion, Losing Humanity, was decisive in connecting the high-level development of the
initial discussions in the United Nations Human Rights Council and the publica-
tion of Christof Heyns’ aforementioned report with the wider world of human rights
activism. Losing Humanity demonstrated the impossibility of the permissible and
lawful deployment of autonomous systems and became a reference source for anyone
studying this matter.113 The campaign has shown impressive growth since its cre-
ation, with almost 200 participating nongovernmental organizations in 70 countries.
Its original intention of achieving a ban on fully autonomous weapons has evolved
to become advocacy for retaining meaningful human control over the use of force;
in recent years the campaign has been “working for an international legal instru-
ment that prohibits machines that determine whom to kill and requires meaningful
human control over the use of force.”114 From the outset, the campaign has called for
a moratorium on autonomous weapon systems and the establishment of a group of
experts to examine the matter. It had illustrious activists and scientists on its steering
committee from the onset, such as Noel Sharkey, Peter Asaro, Nobel laureate Jody
Williams, RichardMoyes, andHumanRightsWatch director SteveGoose.My obser-
vations of the work of the campaign show that it is concerned with three areas that I
believe could form the principled basis for the creation of common good governance
in the shifting world order.

Preventive prohibition and regulations, as proliferation has been rapid and
widespread, and the overall trend toward increasing autonomy of these sys-
tems is here to stay. The campaign advocates for “meaningful human control”
over individual attacks where lethal force is applied and for a new interna-
tional treaty to govern autonomous killing where humans will always main-
tain ultimate control and take responsibility. According to Mary Wareham,
the former founding coordinator of the Campaign to Stop Killer Robots, the
creation of new international law should be guided by the inclusion of mean-
ingful human control as a foundational principle, because it gives rise to a
positive obligation that will stand up against new technological developments
and prevent states frombecoming entangled in the complex assessments of the
threshold of autonomy as well as from time-consuming and difficult technical
debates.115

Compliance with IHL and human rights law: based on present and probable
future technological developments, guaranteeing that autonomous weapon
systemswill be used in compliancewith international lawwill present a daunt-
ing challenge. For the campaign, autonomous killing transgresses a moral
threshold:machines are not suited tomake complex ethical choices, and using
machines to decide who is killed and who lives is a fundamental violation of
human dignity. The United States, China, Israel, South Korea, Russia, and the
United Kingdom are engaged in what will increasingly become a risky mili-
tary AI race, but they have a choice now tomake preventive decisions that will
steer the world toward peace and stability instead.
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Protection of civilians in conflict and beyond: this implies that autonomous
killing is primordially a humanitarian issue and not solely an arms control
question. The members of the campaign are well placed to apply and advance
the humanitarian perspective and focus, because of their previous successes
in creating new international law in other pressing areas of international
security that advanced human security worldwide. Who would be account-
able for errors made by the machines? The accountability gap is disgraceful,
and justice would not be satisfied. The negative geopolitical, strategic, and
destabilizing humanitarian implications far outweigh the benefits. Systems are
already being deployed with evolving degrees of autonomy and this means
that we may soon pass the tipping point for preventive prohibition. Auton-
omy is already being added to different capabilities in positioning, navigating,
and targeting. Proliferation is likely to accelerate as it never has before.116

World-renowned political scientistsMargaret Keck (JohnsHopkins) and Kathryn
Sikkink (Harvard) explained in their seminal, epoch-making book, Activists beyond
Borders: Advocacy Networks in International Politics,117 that advocacy networks are
one of the most powerful sources for new ideas and global norms for change for
the world, such as the antislavery movement and the campaign for women’s right to
vote. Keck and Sikkink recognize that campaigners may fail, but their work is char-
acterized by the centrality of principled ideas and values guiding their advocacy for
change.

The model of activism followed by the Campaign to Stop Killer Robots, led
by extraordinarily capable people, has nevertheless succeeded twice before: they
achieved the prohibition of landmines and cluster munitions in two separate inter-
national treaties. A similar campaign, the International Campaign to AbolishNuclear
Weapons, was awarded theNobel Peace Prize in 2017, and the endeavors of its inspir-
ing leader, Beatrice Fihn, continue to make a difference in leading the world toward
the point of nuclear zero. Prior to this, the International Campaign to Ban Land-
mines was awarded the Nobel Peace Prize in 1997, and its chief, Jody Williams, has
lent her moral weight to the international Campaign to Stop Killer Robots. For me,
the most exciting and instructive part of any meeting at the United Nations to hear
Williams address the member states. Since 2014, Beatrice Fihn has been speaking to
students taking my annual course on the Future of Global Governance at the United
Nations in Geneva, communicating her powerful conviction that a better future for
humanity is possible, wherein there is no place for nuclear weapons (Chapter 2).

A transnational advocacy network, according to Keck and Sikkink, emerges when
“political entrepreneurs” or activists believe that networking across borders will
advance their cause and create synergies that were not possible with localized action,
since they seek to change the equation of what constitutes right and wrong. For
instance, in promoting the landmines ban, activists led by Jody Williams sought to
alter the calculation of what was perceived to be militarily indispensable. Most coun-
ties held landmines in their arsenals and considered them to be useful. It was, in
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great part, the work of the International Campaign to Ban Landmines that changed
this perception. The work of education to cultivate respect for IHL, conducted by
the ICRC, was also instrumental in the achievement of that change in perception.
The ICRC engaged with militaries all over the world to remind them of their duty
to distinguish between civilians and combatants, and that implementing precaution-
ary measures was paramount, as key obligations under IHL. Together, theymanaged
to convince militaries that the terrible humanitarian consequences of disrespect for
the law in employing a weapon that does not distinguish between civilians and
combatants far outweighs its military utility.

The work of the Campaign to Stop Killer Robots can be explained in terms of the
authoritative framework put forward by Keck and Sikkink. First, the Campaign to
Stop Killer Robots plays an important role in providing information by connecting
key experts who contributed to establishing the transnational networked cooperation
by generating credible and authoritative information, and especially by communi-
cating it strategically. Second, the campaign applies symbolic politics by framing
the problem in terms of “killer robots” and therefore tapping into a powerful sub-
conscious fear of humanity that leads to repudiation of any form of takeover by
autonomous killingmachines. Third, the campaign leverages the work of states, small
and large, on the premise that the combined voices of the mid-sized and small states
may counter the power of the major countries. Networks provide international allies
to people promoting change within each state that would not have the chance to
meet such allies otherwise. Finally, the campaign summons states to be accountable
for what they have committed themselves to abide by under international law. After
examining a wide range of historical and current transnational action networks—
such as those that ended slavery and fought successfully for the universal right for
women to vote—to understand under what conditions these networks could have
exerted their influence, Keck and Sikkink identified that the most effective networks
were those that organized around matters that involved causing bodily harm to vul-
nerable individuals and around issues involving a striving for equal opportunities.
They propounded five identifiable stages in the influence these networks exerted to
bring about change to the world, as follows:

1) Issue creation and agenda setting by provoking media attention and raised
prospects of attaining an international profile (e.g., to be discussed at the high-
est levels of world politics at the United Nations). After defining the problem,
the networks convince target audiences that the problem exists and can be
solved, and then offer prescriptions. Networks tend to monitor the evaluation
of the implementation, when applicable;

2) Influence on the position adopted by states and international organizations;
3) Effect on institutional procedures;
4) Impact on “target groups,” such as multinational corporations and other

private entities;
5) Influence on state behavior.
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There is no doubt that the Campaign to Stop Killer Robots had garnered significant
weight to be able to marshal and rally the international community to start profiling
the rise of autonomous killing as a global problem and to act upon this realization.
My own close interactions with and observations of the exceptional forces mobilized
by the campaign worldwide118 mean that I can say with certainty that the five stages
were evident and are still in progress in a true global movement.119 In the first stage,
the meteoric ascendance of the “issue” propounded by the campaign—namely, to
stop the march toward autonomous killing—was astounding. This growing salience
of the issue and intensification of attention can be seen in the first meeting of
member states at the United Nations in 2014, just one year after the campaign was
launched. In almost a decade of concerted action, the following developments are
worth highlighting as evidence of transnational networked cooperation.

By the end of 2018 the United Nations Secretary-General called for “a ban on
autonomous weapons, which are politically unacceptable andmorally repugnant.”120
This is in line with the Secretary-General’s promotion of “disarmament to save future
generations” in his “Securing our Common Future” agenda (Chapter 3).

At the same time, 30 countries made their position explicit: a prohibition on
autonomous weapons, and an insistence thatmeaningful human control over the use
of force must be retained. Austria, Brazil, and Chile formally put forward a proposal
for an international treaty to guarantee that meaningful human control over the crit-
ical functions of weapons remains integral. Additional coalitions have formed, most
notably the G13, which evinces the solidarity among countries that do not wish to
see autonomous systems developed and tested in their territories. They posit that
life and death decisions cannot be minimized to be data points that aggravate social
inequities as a result of algorithmic biases.121

The European Parliament agreed on a momentous resolution that called for the
adoption of an

EU Common Position on lethal autonomous systems that ensures meaningful
human control over the critical functions of weapons systems. Such weapons sys-
tems range all the way from missiles capable of selective targeting to learning
machines with cognitive skills to decide whom, when and where to fight. Parlia-
ment considered that human involvement and oversight are central to the lethal
decision-making process.122

This is notable because of the call for a “Common Position,” which is usually legally
binding and signifies the rising consensus amongst the European countries.

In a riveting turn, thousands of technology workers from Google wrote a let-
ter asking the leadership of the company to “stay out of the business of war.” They
aligned themselves with the campaign’s objectives by starting to participate in some
of its activities. What prompted the engineers to act was Google’s project with the
Pentagon, codenamedMaven, to use theAI-enabled technique known as facial recog-
nition to enhance the operations of armed drones. The combination of the Tech
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Workers Coalition, the Campaign to Stop Killer Robots, and the letter of the Inter-
national Committee for Robot Arms Control, which had gathered thousands of
signatures (led by Peter Asaro of the International Committee for Robot Arms Con-
trol), is what prompted Google to turn away from the Pentagon.123 A week later,
Google published its AI ethics principles.124

A prominent group of 30 Nobel Peace Prize laureates have expressed regret at
the lack of action by the members of the United Nations to impede the unrelent-
ing rise of killing algorithms that will lower the threshold and weaken the norms
determining when countries should go to war. Along the same lines, in Germany the
industry association, BDI, along with the top AI researchers and scientists, called
for their government to lead the international efforts to create a new international
treaty.

Even though these developments signify concrete turning points and denotemark-
ers in the development of transnational networked cooperation, which is unique in
its make-up, it is probably not accurate to claim a causal relationship between the
actions of theCampaign to StopKiller Robots and the changing landscape of political
action—even if the latter development points to a coalescing of opinions about the
impermissibility andundesirability of algorithmsprogrammed to kill. There seems to
be mounting evidence, though, of a rising epistemic community of AI researchers in
North America, Asia, and Europe who may play a central advocacy role in the ethics
and governance of AI—as creators of the inventions and algorithms, and by advocat-
ing for change—and who are increasingly averse to the development of autonomous
weapons and AI-assisted systems (75% against); they claim they would quit their
jobs if asked to create such kill systems (42%). These professionals tend to placemore
trust in international organizations and scientific institutions in developing AI gover-
nance for the common good, while expressing low levels of trust in national military
strategies to do this.125

Yet, my observations over the years at the United Nations in Geneva and in New
York nevertheless suggest that it is undeniable that the campaign has been a signifi-
cant contributing factor. For me, there are two more decisive factors influencing the
process. The first is the United Nations acting as a forum where, over the last five
years, a vast array of people can convene to meet and discuss the thorny questions
raised by the issue of autonomous killing. Synergies occurred and working networks
were created during the formal and informal meetings at the United Nations. The
formal part was led by the former Ambassador of India to the UnitedNations, Aman-
deep SinghGill, whom Imet a few times and invited to address my students while we
were in Geneva in 2017 and 2018. Ambassador Gill, a seasoned negotiator, led the
talks in a format that expanded the focus from looking simply at autonomousweapon
systems to also examining the role of AI in advancing their development. This meant
that the invited delegates and the networks created during these meetings were of
a more diverse and wide-ranging nature, bringing together scientists, entrepreneurs,
activists, and United Nationsmember states. This may seem rather routine, but these
meetings ultimately played a role not only in creating denser networks for action, but
also in forming new ones.
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The second factor is the role of the series of letters produced by the group of scien-
tists convened by Toby Walsh of the University of New South Wales, Max Tegmark
of the MIT and the Future of Life Institute, and Stuart Russell of Berkeley. After the
first letter was published in 2015,126 the landscape of action was altered ineradica-
bly. Their actions through the letters brought the gravitas and sober conviction that
those who create the technology should be heard and taken seriously by the world in
addressing this issue. In addition, there was “celebrity clout” associated with many
of the signatories, such as Bill Gates, Stephen Hawking, and Elon Musk. This mile-
stone decisively and irreversibly elevated the efforts of the Campaign to Stop Killer
Robots. I invitedMaxTegmark and Stuart Russell to come toNortheasternUniversity
to discuss these letters and all the other questions I examine here. They are uniquely
placed to look at the big picture and to situate these matters within a long-term con-
text of the development of AI toward “singularity”: the point at which the technology
is likely to attain human capabilities of cognition and learned decision-making, and
even outstrip human intelligence.

The guardian of the laws of war: The position
and significance of the International Committee
of the Red Cross

In May 2021, the ICRC published its legal position and called on states to create
new, legally binding governing rules on autonomous weapons (which I examine
in Chapter 4).127 A decade earlier, in 2011, the ICRC had referenced autonomous
weapons for the first time at the 31st International Conference of the Red Cross and
Red Crescent in a report titled “International Humanitarian Law and Challenges to
Contemporary Armed Conflicts,” which stated: “An autonomous weapon system is
one that can learn or adapt its functioning in response to changing circumstances in
the environment in which it is deployed.”128 This was the first call for caution issued
by the guardian of IHL.Here, the ICRC asks states to conduct a full assessment of the
legal and ethical implications of the fielding of such systems and to do so in amanner
that would abide by the provisions of IHL. I first heard about the use of autonomy
in military operations and “man-out-of-loop robots” a year later during my annual
visit to the ICRC in Geneva with my students, when Lou Maresca, an experienced
expert from the Arms Division, addressed us.

The ICRC position on autonomous weapons represents a turning point in the
advancement of transnational networked cooperation. The role of the ICRC as the
guardian of IHL, or the laws of war, is unique andmeans this branch of international
law holds an unusual position compared to others. The ICRC maintains neutrality
and acts only in response to credible humanitarian challenges in terms of both its
mandate and experience. Therefore, the opinion of the ICRC is taken seriously by
states because of the universal and customary nature of IHL.

States and other parties to an armed conflict have an obligation to “respect and
ensure respect for” IHL “in all circumstances” (Art. 1 common to the Geneva Con-
ventions that form the basis of IHL). Theymust attempt to prevent and end violations
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of IHL by all parties taking part in the conflict. However, it is the ICRC that carries
out this role most actively most of the time. The ICRC also assists and reminds states
that they are treaty-bound to abide by IHL and that it is in their interest to do so.
Armies that respect IHL are more efficient as a result of increased unity and con-
sistency. The ICRC functions as a “guardian.” This task entails defending IHL from
adopting new rules or laws that wouldweaken or completely undermine its existence.
It is important to keep in mind that some of the main rules of IHL, apart from the
main precautionary tenets, are:

• Preserve the distinction between civilians and combatants: civilians are
protected;

• Maintain proportionality vis-à-vis the military objective;
• The choice of weapon: weapons that do not respect the two other rules are

unlawful.

Kathleen Lawand is a seasoned IHL expert with years of field experience and first-
hand knowledge of the suffering of civilians inwar; I had an opportunity to talk to her
a few times in 2014 and 2015, especially during a Londonmeeting of the International
Committee of Arms Control. She used to lead the ICRC Arms Unit and considers
autonomous weapons as those on one end of a spectrum of incremental automa-
tion; she also reminds states of their obligations under IHL to respect its main rules,
especially those related to distinction, proportionality, and precautions. In the 2014
meeting of states at the UN in Geneva, the ICRC statement put forward a pioneering
concept that came to be viewed as essential to consolidate the international discus-
sions: autonomous weapon systems were defined as weapons that can independently
select and attack targets—that is, they have autonomy in the “critical functions” of
acquiring, tracking, selecting and attacking targets.129 The idea of focusing on the
“critical functions” substantially clarified what is at stake. The identification of the
need to maintain “meaningful human control” over the “critical functions” became
an established standard element in international discussions.

Here, the contribution of the ICRC was vitally important and shaped all that hap-
pened subsequently. It provided a further basis for the formation of common good
governance. At that point, in 2014, only the United States and the United Kingdom
had published their national policies on autonomous weapons.130 For the former,
“autonomous and semi-autonomousweapon systems shall be designed to allow com-
manders and operators to exercise appropriate levels of human judgment over the use
of force.” The ICRC issued a reminder that the development of new systems, includ-
ing autonomous weapons, is governed by IHL. It was unclear, however, given the
nature of these systems, how they could be properly tested. Additionally, many ques-
tioned the suitability of IHL to regulate autonomous weapons and proposed a ban on
these systems, whereas others claimed that the existing legal framework is sufficient.

In 2015, I was present when the ICRC statement presented to the United Nations
First Committee of the General Assembly in New York intensified its call for states
to create limits on autonomy in the critical functions of weapon systems and act
in accordance with IHL norms. Two years later, the United Nations met formally
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in Geneva to discuss lethal autonomous systems for the first time. This was in
November 2017; the previous discussions and meetings since 2014 were considered
“informal.” At this stage therewas broad consensus that human controlmust bemain-
tained in the use of force and the decision to kill; however, uncertainty remained as
to what human control entails, and at which point it must be present and applied.
Here the ICRC called on states to establish limits on autonomy in weapon systems to
ensure observance of international law. Specifically, states were required to evaluate
what the required degree and type of human controlwould be. The ICRCalso advises
on the principled foundations of human control to guarantee observance of IHL:
predictability; human supervision that includes the ability to intervene; and multi-
ple operational restrictions such as knowledge of the operating environment, exact
time frame, the scope of movement, and the context of deployment (in conflicts or
during peacetime).131 Along the same lines, the ICRCpointed out thatmoral respon-
sibility for the decision to use military force to kill cannot be delegated to machines
because this would relinquish human agency. This is to be observed especially in the
light of the rapid advances in AI and their current use in military applications.

In the following year, in 2018, theUnitedNationsmember states of theConvention
on Certain Conventional Weapons (CCW) met twice more and significant progress
was made in the high-level discussions on the option of adopting a human-centered
approach. I was present at these meetings. In concrete terms this meant that the path
toward the establishment of globally agreed limits on autonomy that meet legal and
ethical considerations would be a durable one because the limits will constrain the
pace of technological advancement. This highlights the need for positive obligations
on human control (type and degree).132 At the end of 2018 the ICRC asked states
to attempt to set “strong, practical, and future-proof limits on autonomy in weapon
systems” and to determine what human control means in practice, proceeding from
the premise that weapon systems should not be able to make the decision to kill.133
The ICRC president, Peter Maurer, says that we are at a critical juncture for estab-
lishing limits and the appropriate level of human control to meet ethical and legal
requirements.134 Concretely, for the ICRC, human control in practice would take
into account:

1) A system that operates autonomously in its critical functions and incorporates
a level of supervision that includes the ability to intervene and deactivate;

2) A level of reliability and predictability according to tasks and the operational
environment;

3) All other operational constraints: tasks, quality of the environment (populated
or not), duration of the operation, and scope of the movement.135

The requirements set by the ICRC for what constitutes human control align quite
well with those set by IPRAW, as I explained earlier. This leads to enhanced
transnational networked cooperation and the diffusion of knowledge intensifying and
coalescing around amore consensual common humanity-based discourse, where the
implicit assumption is that technology should protect and not harm humans.
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In advising member states at the United Nations, the ICRC submitted that a num-
ber of factors could potentially serve as a basis for setting limits on autonomous
systems: the loss of human decision-making as a preponderant factor in the use of
force; the difficulty of determiningmoral responsibility (attributability); and the loss
of human dignity.136 In the light of my examination of all the statements and studies
produced by the ICRC and a close analysis of the progression of its position, this sub-
mission represented a substantial evolution in the position of the ICRC (Chapter 4
for an analysis of the current ICRCposition on AI and autonomousweapons). Under
IHL there is a duty to test weapons before they are fielded, according to Article 36
of Additional Protocol 1 to the Geneva Conventions of 1949, the basis of all IHL.
The ICRC is rightly concerned about the limited ability to interrogate the outcomes
of machine-learning algorithms because of how hard it is to determine how outputs
result from inputs (i.e., how the machine came to its conclusions). If the continuous
learning occurs online and after the system has been deployed on the battlefield, then
the possibility of scrutinizing any outcomes becomes even harder. If a robotic sys-
tem changes its behavior as a result of the capability provided by machine-learning,
and especially if this is occurring with the continuous feeding of big online data,
then the validity of the required testing may become null. From the outset, the ICRC
had urged states to set internationally agreed limits but without commenting on the
nature of the rules: are they legally or politically binding? It advised states on the
need for predictability, types of targets, scope and situations of use, and the basic
requirement for human supervision.137

Previous examples of new international law that promoted human security and
increased the safety of people worldwide are the following treaties: blinding laser
weapons, landmines, and cluster munitions, and which also regulated conventional
arms (the Arms Trade Treaty), as well as nuclear, biological, and chemical weapons.
On nuclear weapons, for instance, by launching a global campaign in February 2019
encouraging all states to ratify the 2017 Nuclear Ban Treaty, the ICRC not only calls
for states never to use them again, but also for their complete prohibition and elimi-
nation. The ICRC played an essential catalyzing role with its unique moral authority
as the guardian of the most universal part of international law—namely, IHL, which
also holds customary force that binds all humanity to respect the necessary limits to
prevent the barbarities of war and further dehumanization.

Member states of the United Nations

The first time the United Nations Secretary-General raised concerns about
autonomous weapons was after the Special Rapporteur’s reports by Heyns at the end
of 2013, even though these weapons “have not been deployed yet”:

the use of autonomous weapons systems, or what are known as “killer robots,” …
once activated, can select and engage targets and operate in dynamic and chang-
ing environments without further human intervention. Important concerns have
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been raised as to the ability of such systems to operate in accordance with Inter-
national Humanitarian and Human Rights Law. Their potential use provokes other
questions of great importance: is it morally acceptable to delegate decisions about
the use of lethal force to such systems? If their use results in a war crime or serious
human rights violation, who would be legally responsible? If responsibility can-
not be determined as required by International Law, is it legal or ethical to deploy
such systems? Although autonomous weapons systems as described herein have
not yet been deployed and the extent of their development as a military technol-
ogy remains unclear, discussion of such questions must begin immediately and
not once the technology has been developed and proliferated. It must also be
inclusive and allow for full engagement byUnitedNations actors, the International
Committee of the Red Cross and civil society.138

The forum where states negotiate the regulation of autonomous weapons and dis-
cuss broader aspects of AI in the military realm is the CCW. The high-contracting
parties started the discussion on autonomous weapons inMay 2014.139 I was present
at that first meeting—as part of the delegation from the International Committee
for Robot Arms Control—and at several subsequent ones, so I can attest to the fact
that this is a framework convention, which means that it set out a general provision
and an aspirations map for further action to be taken under international law. The
convention aims to regulate or ban certain weapons and “methods of warfare of a
nature to cause superfluous injury or unnecessary suffering” (Preamble) to combat-
ants, or that can affect civilians. It is an IHL convention. Part of the credit for taking
up the issue of autonomous weapons in the CCW goes to the then French Ambas-
sador to the United Nations in Geneva and chair of the CCW in 2014, Jean-Hugues
Simon. After theHeyns report, in whichUN rapporteur ChristophHeyns alerted the
Human Rights Council to the infringements of human dignity that could be caused
by autonomous systems, Simon concluded that the CCW would be the right forum
for a more detailed and informed discussion. He convened a group of friends and
built up support for the formation of a first informal group of governmental experts,
which he chaired. Ambassador Michael Biontino of Germany succeeded him. This
marks the beginning of a Franco-German alignment on this issue, and there has been
close cooperation throughout the years. I had the privilege of talking to Ambassador
Biontino several times about how he viewed all these matters and what was needed
for norm-shaping governance on the matter. Both Germany and France are inclined
toward a more modest governing option in the form of an initial code of conduct
that is only politically binding, instead of a legally binding treaty that prohibits or
regulates all aspects of the matter.

The CCW has a few protocols where the actual substantive prohibitions or regu-
lations are specified and codified. Of notable interest is Protocol IV of 1995, which
prohibited the development and use of blinding laser weapons. This was the first
time that an IHL instrument prohibited the application of a technology (namely laser
technology applied to weapon systems with the aim of blinding opponents) before it
entered the battle arena. It is remarkable to note the role that the ICRC played here.
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The ICRC usually adopts a neutral stance, but in this case it decided to take a stand
in support of a movement that wanted to limit the application of a technology that
could cause harm and increase the barbarities of war.

Yet despite the valiant initial efforts of Ambassadors Biontino and Simon, the fact
that the CCW has embraced the global discussion on autonomous weapons within
the United Nations has done more harm than good. Creating new forms of global
governance in the CCW is usually limited by the debilitatingly slow pace of the pro-
cess of achieving consensus. If one country opposes any element, nothing can be
adopted. Even though back then Heyns welcomed the CCW’s attention, he had cau-
tioned that even though autonomous weapons and autonomous killing are in part a
disarmament issue, they have far-reaching human rights implications, and the CCW
is not the place where human rights are discussed within the United Nations. The
CCW is an IHL forum, and it limits discussion to this ambit. For instance, if we
take the usage of armed drones as an example, most of the time the employment
of drones takes place outside the scope of armed conflicts, where IHL will thus not
be applicable, and therefore autonomous weapons should remain on the agenda of
the Council of Human Rights and also be taken up by the United Nations General
Assembly. Several years later there is still no palpable and substantive framework
for action in the context of the CCW, with its archaic, consensus-based framework
wherein all member states need to agree (Chapter 3). The result has been a low
commondenominatorwith simply a list of soft lawprinciples to show for their efforts.

The member states of the CCW have been meeting, informally and then formally,
since 2014 to discuss the rise of automation and the use of force without human
input. Criticism of the CCW as a negotiating forum at the UN arises because of its
inability to agree to anything bold and decisive in a timely fashion. This is a forum
that works by consensus and therefore any country can block progress. After years
of discussing how to prevent the rise of autonomous killing, states agreed on a set
of “Possible Guiding Principles” in October 2018, four years after the first discus-
sions at the United Nations. The result was reached by consensus, which is the rule
of the CCW as a negotiating forum. Therefore, it was the lowest common denomina-
tor that was agreed on. Most countries want strong action and a legally binding path
toward new global governance in the form of a new treaty; however, a handful tech-
nologically advanced and highly militarized countries, especially the United States
and Russia, block any more ambitious developments. This is not an encouraging
or action-oriented development. Nevertheless, the most substantive elements within
these “Guiding Principles” for the creation of globally agreed governing norms are:

• First, “human responsibility” for decisions on the use of weapons must be
maintained, because accountability for actions taken cannot be assigned to
machines;

• Second, a responsible chain of human command and control that elicits
accountability must exist at the point of creation of new weapon systems, along
with safeguards against hacking or spoofing, as well as other cyber security
enhancing measures;
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• Human–machine interactions take various forms throughout the system’s life
cycle to ensure that their use is consonant with international law and IHL.140

The slow pace of the progress at the United Nations is partly explained by the differ-
ent approaches that countries have adopted or have been adamant about regarding
the definition (Table 1.4). Despite its shortcomings and out-of-date negotiating struc-
ture, the CCW played a useful role by providing a “convening forum” where many
change makers could meet and interact. This visibly strengthened transnational net-
worked cooperation in the development of new norms and in preventing a future
characterized by the loss of human control over decisions to kill. But it is highly
unlikely that any action toward change of the status quo, by means of the creation of
new governing mechanisms under international law, will emanate from the CCW.
It is a negotiating body that operates by consensus and attempts to strike a bal-
ance betweenmilitary and humanitarian considerations. The former tends to prevail
because, at least initially, the major military powers tend to oppose action that is
predominantly motivated by humanitarian concerns. However, years of discussion
in this same forum have driven the creation of networks between the many groups
interested in the topic and cemented the rise of new norms. Yet, it is unlikely that new
international law will emerge from the CCW because of opposition from the United
States and Russia, especially.

Most importantly, the CCW as a forum is used to prohibit or regulate the use
of physical weapons—for instance, laser weapons. The rise of autonomous and
AI-assisted weapon systems precipitates a highly unconventional range and scope
of topics that would need novel forms of regulation. The way autonomy is being
employed as a feature of war has unlocked something novel and opened an unfamil-
iar road for the international community to embark upon. Perhaps it has therefore
been ill-conceived to count on the CCW as the negotiating forum to initiate any
action that could stem the march toward autonomous killing.

The result of the years of deliberation at the United Nations led to most coun-
tries in the world calling for strong action through the negotiation of a legally
binding international treaty that will prohibit the absence of meaningful human
control in decisions to kill in war. More recently, in 2023, there was a historic
call for urgent negotiations of a legally binding treaty.141 Thirty countries explic-
itly called for an outright preventive prohibition on “fully autonomous weapons.”
This group includes Argentina, Austria, Brazil, Chile, China, Colombia, Costa Rica,
Egypt, the Holy See, Iraq, Mexico, and Pakistan. China calls for a ban only on
the use of such systems, so it would be free to develop and produce them. Even
though this group frames “fully autonomous weapons” as the object of new inter-
national law, they understand that what is at stake is the loss of meaningful human
control, and they also appreciate the current questions raised by increased auton-
omy. Four states opposed negotiating new international law from the outset: Israel,
Russia, the United Kingdom, and the United States. In recent years they have
been joined in their opposition by Australia, France, Germany, the Republic of
Korea, Spain, Sweden, and Turkey. In contrast, Austria, Brazil, and Chile were
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the first to issue a formal recommendation “to negotiate a legally-binding instru-
ment to ensure meaningful human control over the critical functions” of weapon
systems.142

Diplomacy at the United Nations is rapidly being outpaced by technological
advancements that put the world on course toward a new international military race.
More than that, we are witnessing the third revolution in warfare. The reasons for
concern about the sluggish progress in the diplomatic front are threefold. First, the
existing political and legal architecture under international law that had previously
contained threats posed by the proliferation of weapons will not suffice now, as what
is at stake is not “a weapon” as such, but technologies that can be applied in differ-
ent ways to perform different functions within varied environments and in diverse
conditions; they do not even need to be “embodied” in hardware, as they can also
operate on cyber platforms. Second, there is great difficulty in discerning exactly
what it is that needs to be contained. After years of deliberation, several groups have
come to the fore to offer explanations and remedies, but the major powers persist
in their resistance and opposition to acting upon solutions that would benefit all
of humanity. Third, there are billions of dollars of vested interests in a future market
that will enrich a few whowill develop and sell these systems to supposedly “enhance
national security”; this is preventing the taking of action to ensure the common good
of humanity.

I view the world at the start of the 21st century as possessing adequate founda-
tional global legal frameworks to protect human security on the basis of a largely
“humanity-centered international law” (Chapter 4). It needs updating and reform-
ing, but the foundations are built. Autonomous AI wars threaten to unsettle this legal
world order. This is why the world is now going through a transformation—a shift-
ing world order—that is epitomized by a mounting contempt for humanity-based
laws and disrespect for the nonuse of force, a world where the primacy of the gains
in national security and global competition for prominence is again on the rise.
What is encouraging, however, is the rich and diverse tapestry of different change
makers who constitute what I call transnational networked cooperation, where net-
works cooperate for change and progress independent of country or nationality.
They operate transnationally, even in the absence of the major powers’ acquiescence
or a declining appetite for international cooperation. Instead, a firm humanity-based
discourse anchored in human rights and a precautionary concern with the loss of
dignity of human beings in future autonomous killing fields created by autonomous
weapons is proposed as a reaction to the reluctance of the major powers to address
this issue. The mosaic of change makers with influence has gained momentum and
strength not only through the involvement and actions of a broader array of scien-
tists with combined moral authority, but also through the responses of those who
created the technology and express their revulsion against the evil uses of their cre-
ation. This concerted response has intensified transnational networked cooperation
by adding authoritative voices insisting on the urgency of the need for global pre-
cautionary action to contain what might lead to irreversible harm to any attempt to
ensure humanity’s security.
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Humanityʼs security

The world is in the throes of confronting global problems that affect everyone; only
global solutions can solve them, and a truly commonly agreed blueprint is needed not
only to face ongoing threats, but also to avoid the worst to come in the near future.
Staving off the vilest effects of climate change, preventing nuclear war and conflict,
impeding continuous iterations of the current pandemic, and averting the nextmajor
global concern are essential, but require decisive joint action in the interests of all
humanity. In the light of the stark losses incurred by the world economy as a con-
sequence of the pandemic, a new conceptualization of security must be embraced:
humanity’s security. This is a call for action that requires states to pool their resources,
capacities, and strengths for the common good of humanity to attain global public
goods on a planetary scale.

In a historical moment like the present one, of somber recrudescence of indiscrim-
inate use of force, inwhich it regrettably appears again trivial to speak ofwar, there
is a pressingneed to face thenew threats to international peace and securitywithin
the framework of the United Nations Charter, and to insist on the realization of
justice at the international level.1

At the center of this new concept is the idea that the security of states is funda-
mental (national security). However, the safety of individuals, especially vulnerable
populations, must also be safeguarded (human security). Crucial is the realization
that the security and safety of states and individuals in one country are inextri-
cably intertwined with the security and safety of individuals in all countries. My
notion of humanity’s security emphasizes that the fate and well-being of individu-
als in one country are tied to and depend upon the welfare of all individuals in all
other countries.

The COVID-19 pandemic proved that no one is safe until everyone is protected,
and climate change has shown that there is no place fromwhich to stand by andwatch
from afar. The effects of anthropogenic interference with the climate at calamitous
levels are ongoing everywhere. What is different about humanity’s security, derived
from the concepts of national and human security, is that it attests to the urgent need
for solutions that must come from all countries, in collective preventive action, to
respond to the threats by pooling their resources. Additionally, humanity’s security
calls for a more self-aware and purposeful integration between human beings and
their natural environment and ecological systems. Without the realization of this
inextricable connection, there will be no easy way out of the multiple problems that
confront humanity.

Humanity—the partnership between governments, scientists, individuals, aborig-
inal communities, and international institutions—is at the center of the communal
and global changes needed to contain the ongoing planetary mega threats.2 Instead
of privileging only the state as the hub for action, I would say the state remains
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essential but is not capable of acting alone, so it must muster the necessary strategic
partnerships: scientific, collective, and practical.

Climate change is generally viewed as humanity’s greatest contemporary chal-
lenge.3 The Nobel Peace Prize laureate global group of scientists that was established
in 1998, the Intergovernmental Panel on Climate Change (IPCC), released a har-
rowing report in February 2022 and then its final report on 2023, detailing the latest
scientific evidence on the irreversible damage humanity has inflicted on the climate.4
The report admonishes the world to act to avoid catastrophic consequences from
“widespread, rapid, and intensifying climate change.”5 The landmark reports are the
most definitive collection of scientific evidence to date. With data gathered from
more than 14,000 studies, it presents irrefutable, robust, and empirical evidence of a
changing climate based on real-life observations.6 In 2014, the IPCC found that cli-
mate change will progressively threaten human security by undermining livelihoods,
compromising culture and identity, intensifying migration, and undercutting states’
ability to provide the conditions for human security to be achieved.7

Humanity’s security is a valuable concept by which to evaluate the impact of non-
military threats on national security, such as infectious diseases or climate change,
and to determine the best way to marshal the forces for action.8 Nonmilitary chal-
lenges threaten all human beings worldwide. For instance, climate-induced natural
disasters displaced 24 million people in 2019; in contrast, 7 million people were dis-
placed by armed conflict.9 By 2040, a total of 5.4 billion people—more than half of
the world’s projected population—will live in the 59 countries experiencing high
or extreme water stress, including India and China. The global economic impact
of violence was $14.96 trillion in 2020, equivalent to 11.6% of global gross domes-
tic product (GDP), and this includes military expenditure, expenditure on internal
security, violent crime, conflict, and other variables.10 The Institute for Economics
and Peace, which offers authoritative measures for achieving peace, states that if the
world were to decrease its levels of violence by 10%, $1.5 trillion could be targeted at
other activities.

Nevertheless, the key question is this:Whatmakes us, human beings, secure?Gov-
ernments have their priorities wrong when it comes to aiming to create a “secure”
world. The continued privileging solely of the military aspects of security weakens
individual security.11 Heightened human security enhances the quality of life for all
and improves national security too.12 The COVID-19 pandemic has cast an urgent
light on this, in stark contrast to the old, officially ordained ways of viewing secu-
rity. There were no effective multilateral structures in place to prevent the pandemic,
and even the advanced democracies were hit hard. The pandemic has shown the true
meaning of what a lack of preparedness canmean for the stability of the international
system: no military, not even the mightiest, could contain the virus.13 In the current,
postpandemic world order, it is imperative to maintain the integrity of nature and
the environment as mutually enforcing platforms to avoid future, large-scale harm to
human security.14 The scale of the threats requires a shift in the way we view security
toward an all-inclusive approach that prioritizes sustaining the conditions of life on
the planet.15
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From national to human to humanityʼs security

To embark on an examination of how to secure the well-being of humanity, we must
first understand the concept of security to determine whether the existing global
governing mechanisms suffice and whether a more holistic approach is needed.

What does securitymean?Most of the time security was understood as the absence
of war between the major powers and an absence of military threats and challenges
from one clearly defined enemy. As a result, one view would be that security involves
protection from the threat of armed violence. Another view advances the notion that
security is tied to guarding individual well-being. Is security primarily about assert-
ing the primacy of the state, or is it about protecting the individual? Traditionally,
the scholarship on security has viewed the answer to this question as conceiving the
notion of security vis-à-vis a referent object—that is, a specific source of threat or
danger. In this light, the state or the individual could become the referent object to
be secured against the identified threat.16 In the realist school, the initial approaches
claimed that the state was the sole referent object of security, and nothing else mat-
tered. Taking into account the realist view that prioritizes the national interest, there
are three recognizable dimensions to security that presuppose the state as the only
referent object of security: the way states prepare to wage war, the protection of the
national territory against external military threats, and the protection of the state
against defined external enemies. Arising from this approach, at the core of the pur-
suit of security is the procurement of arms to protect the national territory against
these perceived military threats.17

The concept of security has been gradually evolving to be a common good rather
than solely a matter of national interest. The United Nations’ global norms represent
a remarkable collective achievement. It is time now for them to be strengthened and
updated to carry out humanity’s security to enhance the common good. The United
Nations Sustainable Development Goals (SDGs) provide a concrete global map to
do so. Examples of the common good would be creating and distributing vaccines,
combating climate change, avoiding war, and eliminating nuclear weapons, leading
to the better living conditions that those commitments would entail. The emergence
of the idea of “human security” by the mid-1990s consolidates the trend toward
viewing security as a common good, where the understanding of security must tran-
scend the focus on national security and include the ideas of “freedom from fear”
and “freedom from want.”18 Humanity’s security furthers the attempt to elevate the
notion of security to encompass the fundamental challenges posed to the individual
by global conflict, infectious diseases that become pandemics, and climate change on
a planetary scale.19

In 2012, the UN General Assembly adopted a resolution on human security by
consensus for the first time.20 The resolution represented amilestone, because it har-
monized the understanding of human security across theUNby helping themember
states identify preventive and people-centered responses to problems and address
widespread challenges. The newfound common understanding of human security is
composed of three central elements. The first is a person’s right to live in freedom
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and dignity, free from poverty and despair, and with equal opportunities to enjoy all
their rights and fully develop their human potential. The second element recognizes
the interlinkages between peace, development, and human rights, and equally takes
into account civil, political, economic, social, and cultural rights. The third is that
human security does not replace state security and recognizes that human security
varies significantly across and within countries. The notion of humanity’s security
builds upon the gains won by the concept of human security, decisively going above
and beyond its achievements to underscore the necessity for collective action in a
concerted way.

Some view ecosystems as one of the central objects of security: ecological secu-
rity.21 Many cultures operate in a way that is inextricably intertwined with, and
honors, nature. In the West, nature is perceived as occupying a place outside of
the human realm, which allows for overexploitation and for the assumption that
ecosystems need not be a central factor in making economies grow.22 Thus far, the
separation of humans from their environment has been obstructive in advancing new
long-term policies to protect the climate and biodiversity.23 The contemporary poli-
tics of climate and security are falling short of effectively suppressing the threat posed
to humanity by climate change.

MattMcDonald recognizes four discourses that focus on different referent objects:
the state, people, international society, and ecological security.24 The latter ensures
that the temporal separation between current and future generations is bridged.
Additionally, McDonald’s view provides a framework for giving expression to the
unrepresented in the predominant security discourses (the natural world and all
nonhuman living beings). It also moves the analysis away from the unhelpful
dichotomy of anthropocentric versus eco-centric by establishing the profound link-
ages between them. The appearance of human security marks the first broadening of
the concept of security and represents the dissatisfaction with, and an insufficiency
stemming from, the state-centric focus of security issues.25 This first redefinition of
security places the state as the protector and enabler of governance structures that
maintain and sustain human beings by providing them with the safety and freedom
to pursue longer-term aspirations.

The wide-ranging evolving framework introduced by the notion of human secu-
rity compels states to view and practice the attainment of security in amore sweeping
and inclusive way. The United Nations Charter mandates states to maintain peace
through the regulation of armaments. By the same token, the charter charges the
Security Council to act by overseeing the regulation of arms worldwide. With these
international legal tools in hand, demilitarizing security in the 21st century is even
more pressing with a degraded security environment. In “Securing our Common
Future: An Agenda for Disarmament,” the United Nations Secretary-General states
that, during the Cold War, arms control was integral to security in an environment
that included constant communication and negotiations, despite the geopolitical
tensions.26 The UN Secretary-General calls for the continuing evolution of the
concept of human security to achieve an end goal: establishing a credible vision
for sustainable security to contribute to the attainment of human security in this
century.27
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Getting security wrong and leaving people
everywhere vulnerable

Despite the ascendance of the vital concept of human security, most governments
continue to get security wrong by misplacing their focus on inapposite priorities.
The notion of humanity’s security builds upon the gains won by the concept of
human security, decisively going above and beyond its achievements to underscore
the necessity for collective action in everyone’s interests. Political, societal instability
and unrest are steadily rising, which results in increases in the global economic cost
of violence. This cost tends to be around 11% of the global GDP. This means about
$15 trillion a year go toward preparing for war and managing the consequences of
violence and unrest in societies. To illustrate, Syria, South Sudan, and Afghanistan
suffered the highest relative economic cost of violence, equivalent to 81.7, 42.1, and
40.3% of their GDPs, respectively.28

Global military spending continues to rise, to annual records of $2 trillion.29
Cross-border conflicts still occur but are in decline, and when they do take place
they provoke widespread condemnation (as with the invasion of Ukraine). Political
and societal instability and unrest are steadily rising. During the Cold War, the drive
to stay ahead in military expenditure to fuel the arms race led to the accumulation
of 70,000 very costly and impracticable nuclear weapons, 13,080 of which are still in
existence.30 This led to extortionate maintenance costs, such as a yearly global main-
tenance fee of $70 billion, not to mention the horrific humanitarian and ecological
toll in the places where they were tested, such as in the islands of the Pacific, in a way
that magnifies inequities and disparities of power and capabilities.31

Humanity’s security, the second expansion of the concept of security from human
security, should occur now. Two factors have accelerated this call for action. The first
is the ability of humankind to alter the environment on a planetary scale. This points
to the risk of humanity exceeding the boundaries of the planetary ecosystem—the
limits within which humanity can live safely on the planet.32 The planetary bound-
aries frameworkwas devised in 2009 and establishes nine boundaries that should not
be breached to sustain life on the planet: these include ozone depletion, biodiversity
loss, ocean acidification, and climate change. This framework, like humanity’s secu-
rity, calls for the integration of humans and their ecosystems. The second factor is the
pandemic, which has accelerated the realization that the security of every population
living in every country is connected and inextricably intertwined with everybody’s
safety. Even though protecting human beings along with nature and their environ-
ment is a pressing priority, states continue to prepare forwar by forming larger armies
and building arsenals.

What is more, both climate change and pandemics are threat multipliers that
complicate development efforts and the necessary provisions for safety.33 Therefore,
they should be viewed as the main sources of menace to security everywhere. Data
from the Institute for Economics and Peace show that the United States and China
are highly vulnerable to climate change and would benefit from preventive public
investment at the highest level of national security considerations to avert theworst of
these threats. Climate change as a threat multiplier triggers, accelerates, and deepens
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current instabilities as well.34 The pandemic has demonstrated that no one is secure
until everybody is secure. As theUnitedNations Secretary-General AntónioGuterres
said, “The fury of the virus shows the folly of war.” Defense would have to be pro-
gressively reoriented to prevent the worst effects of a changing climate, as the IPCC
warns.

The notion of humanity’s security challenges the high circles of countries’ secu-
rity strategists to direct the practice of security toward protecting humans from the
actual threats that afflict them, the preservation of ecosystems, but also with the well-
being of future generations.Humanity’s security is aboutmaking the national interest
coincide with the shared global interest—a common good built to protect everyone.

The reality is that climate change and pandemics are anthropogenic existential
threats to the survival of humanity that radically transform the way we should view
and practice security. Nathan A. Sears, a scholar whose work straddles security and
existential risk studies, warns that this new material context lays bare the growing
paradox of the relationship between what is threatening humanity and continuing
traditional security that will not help to tackle the existential threats.35 Yet the mean-
ing and practice of security, despite the emergence of the concept of human security,
remain resistant to change, as Sears notes. This exposes the perpetuation of customs
and traditions belonging to an era where the sole existential threat was warfare. Now,
more existential threats have been added to the material conditions of international
relations. The notion of humanity’s security takes into account this transformation
of the concept of security, which seems to be ignored in the high circles of most
countries’ security strategists, and integrates it not only with the preservation of
ecosystems,36 but also with the well-being of future generations.37 I concur with
Sears’s contention that there is a discrepancy between the heightened mega threats
of the contemporary world and the outdated modes of protection: assertive defense,
military force, and a balance of geopolitical power. Sears’s concept of existential secu-
rity is the most persuasive in establishing that humanity is the referent object and
should therefore be the focus of the pursuit of security.38 His work sits among an
eye-opening body of literature from a few security scholars that has been emerging
on the existential risks facing humanity, warning that we are at a crossroads and need
new concepts and action frameworks to preserve our security.39 As such, Sears and
I are like-minded in realizing that the security literature and, most disturbingly, the
practice of security today lack a theoretical and policy framework to comprehensively
address the existential threats to humanity.

Putting humanity’s security at the center of the practice of states’ security today
involves acknowledging that most states lack the full range of technical means and
financial capacity, to copewith the sort ofmega perils and trends discussed here. Fun-
damentally, states would have to collectively develop specific skills and reinforce and
create new regional and international cooperative frameworks to contain threats that
affect all. The shared burden that lies in collective action may assist states in moving
forwardwith addressing threatsmoremeaningfully and leaving every state better off.
One can see that in the relationships in the Arctic, for instance; despite the promise of
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riches and untold potential for wealth in minerals, oil, and access to lucrative routes,
cooperation rather than conflict has prevailed in that region. Peaceful collaboration
has been the predominant feature of relations among the eight Arctic states.40 These
guarantors of governance are imbued with the principled and shared purpose of
guarding the region’s rich human heritage and environment, and protecting human
security.41

Given the animating premise of the concept that the state is increasingly less capa-
ble of tackling problems of a global nature, the consistent and systematic pooling
of resources seems to be a prudent way to break the cycle of ineffectiveness at the
global level.42 The most visible example of regional pooling of resources today is the
European Union with its 27 members, each with different strengths, capacities, and
technical skills. They form the most advanced form of cooperative collective action
and represent a moral force and a compass-leading effort on data protection, human
rights, and disarmament, and play a prominent role in addressing climate change
and transitioning to the green economy.43 Another, albeit less prominent, example
is the Economic Community of Western African States (ECOWAS). This group of
15 countries has been successful in resolving conflicts, peacefully settling disputes
among its members, and preventing the spread of Ebola.44

Humanity’s security has to do with transcending the limited notion of survival of
the unit—the state—at the national level. This notion has scant relevance today in a
highly threat-interdependent world where the security of all depends on the safety
of each one. The current pandemic caused by COVID-19 illustrates how countries
must sharpen their security policies by starting to redirect their security expenditure
from purely military preparations to investing in prevention against other kinds of
menace that affect all human beings.45 All the existential risks to humanity today are
beyond the control of any one state. The concept of security needs to be reconcep-
tualized and further integrated into security policies toward achieving the common
good. International relations are hard to change but are not immutable or unalter-
able, and the persistent efforts of activists, an informed civil society, and scientists
may bring change through new ideas and rising norms. As I argue, dealing with exis-
tential risks often exceeds the operational, financial, technical, andpolitical capacities
of states and global governance institutions to an alarming degree. When the United
Nations was founded, the planet had fewer than 2.5 billion people. By the time
of the United Nations Millennium Goals, there were 6 billion, and now we are at
some 8 billion people. People will seek the benefits of knowledge, political stability,
and economic growth, which are increasingly vital yet remain unevenly shared. The
growing disparities and inequalities are likely to grow ever more acute in the face of
the present inability of global institutions to offer practical and innovative solutions
which enable the flourishing of and justice for all. Therefore, the need to achieve
humanity’s security is pressing.
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Common good governance

I define common good governance as the processes that create new global public
goods in areas where there are either no global norms and institutional mechanisms
under international law or, at best, unclear and insufficient frameworks for coordi-
nated global action to confront large-scale risks. In other words, in these areas there
is neither certainty nor specific governance—that is, no precise rules administer-
ing commonly agreed behavior to prevent wide-scale harm and avert risk. Common
good governance represents a strategy to curtail uncertainty, harness solidarity, and
protect future generations. Global public goods benefit everyone’s well-being, pro-
mote prosperity, increase international security, and can only be attained by global
cooperation.46

The accelerated pace of AI technological breakthroughs has the potential to be
largely advantageous, but the prospect of weaponizing such advancements holds
great peril for the future of peaceful relations. Even though existing international
law serves as a foundational springboard, there is uncertainty about how to apply
it to the challenges posed by the widespread use of AI in warfare. As it is, interna-
tional law will not suffice to maintain peace and safeguard future generations. We
must, however, learn from what works to foster cooperation under the rules of inter-
national law. Therefore, the creation of common good governance is imperative and
urgent. Common good governance promotes a better and more peaceful planet for
humanity that that will also protect future generations in the age of militarized AI.
The intensification of great power military competition for AI dominance is one of
the most foreboding portents of the potentially malevolent use of AI.

The principles of common good governance represent a greater narrative that con-
nects people, intensifies solidarity, and creates a sense of common good to amplify
human values based upon scientific evidence to ensure the prevention of human
harm. It is time to act collectively and globally to reverse the existential risks that
humanity faces with ambitious goals that engage all entities across all sectors of
societies.47 Common good governance is about the creation of global public goods—
that is, finding solutions to the current realities of world politics characterized by
the inability of states to act collectively and effectively to tackle existential risks to
humanity.48 Therefore, a radical shift is needed to address the incapacity or unwill-
ingness of states to act toward achieving the kinds of change that will improve the
fate of billions in the planet. This is why I investigate the energizing transnational
networked cooperation by concerned members of civil society as well as scientists,
working toward the formulation of a new formof global governance to respond to the
imminent disruptions in the global order created by the weaponization of AI. Thus,
common good governance becomes a reality when diverse networks act collectively
to combat a challenge to achieving the creation of a global public good. A multitude
of actors—states and other entities—forging a transnational networked cooperation
can promote action and bring about change. These changemakers are concerned not
only with what should be legally possible, but also with what is morally and ethically
adequate to protect human dignity and safeguard future generations from harm.
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Instead of reinventing the wheel, I seek to explore the great ideas that nations
and leaders in the past applied to avert catastrophe, all-consuming wars, and overex-
ploitation of the common areas of the planet, and by limiting themeans andmethods
of warfare to reduce the risks of war and harm to civilians (addressed in Chapter 5). I
draw lessons from previous triumphs of global cooperation, as well as what was done
atmoments when previous technological advancements outpaced diplomatic efforts.
In this chapter, I seek to identify legal and political guidelines on the basis of what
worked in different areas of international relations: from protecting the global com-
mons to repairing the ozone layer, from protecting Antarctica to prohibiting nuclear
testing. By examining these varied frameworks, I can infer a fuller picture of what else
will be needed to maintain peace and security. In Chapter 5, I examine the kind of
global cooperation that restrained and prohibited themeans andmethods of warfare
that, if left unconstrained, would have meant great peril for humanity, especially the
use of nuclear weapons.

We live in a timewhen leaders lack a sound vision for the peaceful future of human-
ity and hence get security-related issues wrong. They keep investing in ever more
powerful weapon systems to kill and destroy ever more efficiently. The wars of the
present—in Syria, Afghanistan, Yemen, andUkraine—and the widespread insecurity
that prevails in several parts of the world show that heightened militarism and war
generate untold suffering and insecurity for millions of people around the world.49
These leaders are driven by myopic and simplistic nationalistic perspectives that
divide and create more distrust. Therefore, it is time to recognize and acknowledge
what is available in the current legal and political global frameworks, which repre-
sent a platform to move forward in finding solutions and creating a vision for the
planet, which is now facing yet another existential threat—namely, the weaponiza-
tion of AI.50 Once we understand the lessons of successful global cooperation stories
from the past, we can gauge to what extent they can contribute to the solutions we
require, and what must be added or created anew. The rise of autonomous killing
systems, many of which will utilize AI to an ever greater degree, provides a stark
yardstick for estimating what lies ahead in terms of the threats and challenges to
the survival of humankind.51 In the light of current catastrophic global risks—from
the climate crisis, to pandemics, to nuclear war52—it is evident that there can be no
common good use of AI unless this usage benefits the whole of humanity and pro-
tects the human rights and dignity of not only present but also future generations.
The protection of fundamental rights has to be center stage and is the ultimate aim
of the legal order, both national and international. The implication of this assertion
is that every single person must be respected because they belong to the whole of
humanity.53 The rights of human beings must take precedence to ensure the sur-
vival of humankind as a whole, and this principle transcends the pursuit of national
security:54

There is no point, in our times, for states to keep on by-passing the search of the
common good in the pursuance of their own individual advantages (at the cost of
others); there is no point for them to keep on replacing reason by their “will” for

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424286178 by Sun Yat-Sen U

niversity user on 11 January 2024



Common good governance 115

more political power and accumulation of wealth—to the satisfaction of the so-
called political “realists”—amidst senseless competition.55

If I had to select one sentence to describe the state of the world, I would say we
are in a world in which global challenges are more and more integrated, and the
responses are more and more fragmented, and if this is not reversed, itʼs a recipe
for disaster.56

Common good governance seeks to integrate, rather than fragment, the responses to
the challenges created by themilitarization of AI. It is primarily anchored within pre-
vailing norms and principles to safeguard and protect humanity, such as the existing
international law treaty frameworks that were formed to confront global problems
like repairing the ozone layer, banning nuclear testing, protecting the oceans, and
prohibiting chemical warfare (Chapters 2 and 4). It also draws on some of the associ-
ated time-honored principles, such as a belief in the common heritage of humanity,
common concern of humanity, precaution, and intergenerational equity, which ani-
mate the formation of governing structures and ordering mechanisms for global
cooperation that have a bearing on humanity as whole. Such principles, especially
the first two—common heritage of humanity and common concern—rise above and
go beyondpurely interstate relations. They are focused instead onhumankind’s needs
and goals in general, as well as taking into account not only the present but also future
generations.57 Herein lies the importance of my proposal, which aligns with my
understanding of the role of international law in steering the direction of humankind
in this shifting world order.

The term “common” in both concepts of common heritage of humanity and com-
monconcernhasbrought to the fore thenotionof obligation ergaomnes, engaging
all countries and societies, and all peoples within them; the term “concern” has
suggested a primary focus on the causes of problems and conflicts.58

The principles I adopt here therefore embody collective solidarity and the responsi-
bility that stems from the dictates of public conscience. These qualities transcend
those narrower state interests expressed in reckless military competition. These
principles therefore act asmechanisms for the attainment of solutions to global prob-
lems and, ultimately, humanity’s security. They reinforce each other in their guiding
capacities, and they acknowledge concrete legal obligations and institutions that
would bring about compliancewith international commitments to realize humanity’s
aspirations in solidarity.59

The goals for common good governance are inspired by the need to establish mea-
surable global public goods or deliverables to further humanity’s well-being—that
is, to ensure that as many people as possible should be able to live dignified lives in
security and peace, not only free from the affront of weaponized AI, but also able to
benefit from the uses of AI for good. Let me preface my explanation of these deliv-
erables by saying that for the first time in history the international community has
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a common language to identify the world’s problems, namely the United Nations
SDGs (Chapters 1 and 3). Let us start nonetheless by identifying what these goods
or deliverables are. The literature on global governance in international relations is
vast. Even though I reference a number of authors, it is not at all my intention here to
survey this whole body of literature, as others have already done so masterfully.60 My
framework for addressing the militarization of AI and the already occurring deploy-
ment of autonomous weapons finds its inspiration in the idea of good governance.
It bears noting that in the vast body of the literature on global governance, Robert
I. Rotberg came up with measurable goals and concrete indicators of progress in the
deliverance of good governance. I am inspired by Rotberg’s work to develop my pro-
posal for humanity’s security in concrete terms. He and I met in 2003 when I was
working on his team at the World Peace Foundation at Harvard. At the time he was
entrusted by Harvard to create one of the first global governance indexes to measure
quantifiable progress on good governance in Africa.61 I was part of the team as a con-
tributor tasked with investigating the ease of access to arms as a destabilizing factor
that undermines security. Our work was based on five categories of essential political
goods in terms of which each country is evaluated and compared with reference to
58 individualmeasures in striving to reach concrete goals of progress in development
and human well-being. The categories are outlined in the following paragraphs.62

• Safety and Security: Security is the overriding factor in enabling the achieve-
ment of all the other political goods. The indicators are: national security, public
safety, government involvement in battle deaths in armed conflicts, internally
displaced persons, ease of access to small arms and light weapons, violent crime,
and arms imports and exports;

• Rule of Law, Transparency, and Corruption: Striving to ensure security is
closely aligned to the maintenance of the rule of law: a comprehensive code,
usually the constitution, promotes justice to all in society, including minorities.
The indicators are: ratification of critical legal norms (core international treaties
on human rights), existence of an independent judiciary, public corruption lev-
els, efficiency of the courts, number of days to settle a contract dispute, and other
mechanisms to bring justice to the aggrieved;

• Political Participation and Respect for Human Rights: Assesses whether cit-
izens are at liberty to participate in the democratic process. The indicators are:
participation in elections that are free, fair, and competitive, respect for civil and
political rights (including physical integrity, for instance), social and economic
rights (press freedom, where the “media is fearless and un-self-censored,”63 for
instance), absence of gender discrimination;

• Sustainable Economic Opportunity: Achieved within an enabling environ-
ment where prosperity is a possibility for as many as possible, or for all ideally,
and individuals can thrive enabled by macroeconomic stability and financial
integrity, which are the arteries of commerce; protection of the hardwired ele-
ments of the economy: electricity and power for all, roads, ports, airports,
and highways that enable commerce and people to flow; and environmental
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sensitivity. The objectives can be measured by GDP per capita growth and
wealth generation, inflation, reliability of financial institutions, road network,
electricity capacity, telephone subscribers, Internet usage, and environmental
performance;

• Human Development: The reduction of poverty and improvement of health,
sanitation, and education are at the heart of the promotion of human devel-
opment. The indicators are: poverty rate (number of dollars per person per
day), life expectancy at birth, child andmaternal mortality, undernourishment,
immunization, HIV prevalence, access to drinking water, adult literacy, and
primary and secondary education, among others.

When Professor Robert Rotberg initiated this groundbreaking approach to exam-
ining andmeasuring good governance, the onus was mostly on states to deliver these
goods. Nowadays, it seems that the responsibility rests on everyone: the private sec-
tor and individuals as well. Everybody must make a difference and pull their weight,
not only states. Everyone is responsible for forging the common good. We are at a
critical juncture between the fourth industrial revolution (or the digital revolution)
and the third revolution in warfare. My contention is that at this intersection we are
witnessing a fundamental shift in the world order.

AI is already playing an essential role in amplifying the benefits of the digital trans-
formation for asmany people as possible, so that all can attain the global public goods
mentioned and described herein, and each country canmeasure its success in achiev-
ing common good governance in concrete terms. However, because of the inability
or unwillingness of many governments to deliver these public goods to everyone at
scale (as a result of corruption,64 chronic underdevelopment, or absence of a sus-
tained vision for the future), other groups in society need to assume a leadership
role, especially the private sector, in contributing toward enhanced governance and,
ultimately, humanity’s security. In the light of the challenges and bearing in mind the
new opportunities that AI will bring, it is all the more necessary that the private sec-
tor, especially the largest companies creating AI, should sustain its important role in
scaling up the advantages for the largest number of people possible. In other words,
the way to assess humanity’s security is bymeasuring the progressmade in each of the
political goods described. Within the larger global context of the SDGs, humankind
has for the first time a common, all-inclusive springboard from which all can strive
for equality, security, rule of law, health, and so forth.

This understanding of what is required when shaping common good governance
is aligned with the recent change in the normative foundations of the international
legal order from being purely state-centric to also being oriented toward human-
ity’s security.65 This shift is manifested in international law in the enhanced legal
personality of the individual, who now has rights and duties and can be liable for
wrongdoing. The consolidation of human rights law, international humanitarian
law, and criminal law places the central focus of the search for justice and remedy
on their benefits for the individual and not exclusively for the state. It is a process
of the humanization of international law, which becomes focused on humankind:
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international law for humankind, as described by my former professor and mentor
at the University of Brasilia, Antônio Augusto Cançado Trindade, in his work as a
judge at the International Court of Justice.66 This is a paradigmatic transformation
of international law and has been framed as “a humanity-centered global turn.”67
This shift in the international legal order means that human beings also emerged as
a subject of international law along with states. In other words, states can no longer
give primacy to their national interests as the sole driving force to create new mech-
anisms and frameworks under international law.68 Historically, and as seen in the
cases I discuss in this chapter, it was when the pursuit of humanity’s goals prevailed
that the greater goodwas achieved for all. The five categories of political goods exam-
ined (security, rule of law, political participation, sustainable economic opportunity,
and human development) provide us with the mechanism to properly determine
whether humanity’s security will be achieved and sustained. They also align appro-
priately with the present-day United Nations SDGs and their 169 targets and 244
indicators.69

The horrors of World Wars I and II ushered in a new period of development for
international law: from furthering and emphasizing the security of states—namely,
addressing external military threats, protection of national territory against invasion
and conquest, and the quest to preserve their sovereignty—to focusing on the pro-
tection of the individual and human security. The strictly interstate dimension of
international law was overwhelmed by the revulsion felt in the aftermath of World
War II, which opened up the way to a new era to guarantee that the worst crimes
against humanity were indicted and to ensure that those horrors were not repeated.
These predicaments meant that not only states but also individuals had to be prose-
cuted for their actions, and individual security and justice had to be re-established.
The postwar period was focused predominantly on the need for ensuring justice
to humans, not to states, and on the formation of frameworks whereby grievances
and infringements could be met with restitution and reparations.70 Despite this evo-
lutionary progress in the prevailing legal and political frameworks that now also
privilege the human being—such as human rights norms—a vast amount of inequal-
ity, suffering in wars, and degradation of the environment continues unabated—but
now they continue with the unprecedented risks that the Earth’s planetary bound-
aries are being strained and its threatened biodiversity is reaching a point of no
return.71

International law serves to establish desirable norms and rules for conduct for rela-
tions that have a global scope and international ramifications. The discussion about
the application of AI for good is still at an incipient stage—there are no rules and
norms specifically for the governance of AI under international law. What we have
are germane legal regimes that can be used, and also some existing and some evolving
domestic legislation (Chapter 4). There are no commonly agreed frameworks under
international law for what lies ahead.Member states at the UnitedNations are having
trouble finding common ground in trying to create a system of global governance to
address the rise of autonomous killing, yet they haven’t even started to confront the
perils posed by the weaponization of AI.
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New governance rules under international law to address the weaponization of AI
are a global public good need to be based upon common good governance to seek
to achieve humanity’s security. Let us first examine the existing foundations upon
which this new frameworkwill rest. To complement the top-down governancemodel
favored throughout much of history, my proposal for common good governance pro-
vides a basis for prevention of harm and for confronting risks that amounts to “a
reassertion of the universalist outlook of the law of nations.”72 Let us look at instances
of global cooperation and examine how common good governance could borrow
elements of previous successes in global cooperation, and consider what the impli-
cations and significance of this would be. In all the cases to be examined here, there
is a need to update the prevailing forms of governance in response to the new chal-
lenges facing a shrinking planet. The governance structures that were created have
now reached a point where new challenges and threats must be met with renewed
vigor through finding new common good solutions. These time-honored cases are
nevertheless important so we can derive elements for common good governance to
create a framework to regulate military AI.

My aim is to take stock of what has worked in harmonizing relations among states,
finding solutions to major obstacles to cooperation, and devising ways to attain
humanity’s security by applying current international law regimes (i.e., groups of
treaties and other international instruments with their respective norms, principles,
and rules) in ways that will seek to clarify or open up fresh avenues for creating new
international law.

Start with what protects the planet: The global commons

Planet Earth’s traditional “global commons”—the high seas (including the resources
on the deep seabed), outer space, theMoon andother celestial bodies, Antarctica, and
the atmosphere (including the ozone layer and the climate system)—provide a rich
laboratory to study the prospects for peace and the possibilities for global coopera-
tion in the shifting global order. This is essential where emerging technologies play a
role in the dynamic of behavior, especially now that there is once again greater com-
petition among the major powers that threatens peace and stability. To ensure the
common good use of all the global commons, it is best to seek to anchor the actions,
management, cooperation mechanisms, and strategies in already existing interna-
tional cooperation frameworks that have provided guidance for the international
community for decades.

The global commons provide subsistence for humankind and ensure the planet’s
survival. Safeguarding the global commons for the benefit of humanity thus becomes
essential. In an era when there are attempts by the technologically advanced coun-
tries toweaponize AI to carry outmore advanced forms of autonomous killing, it is all
the more urgent that we draw on the knowledge embedded in earlier time-honored
frameworks that have served humanity well thus far, and then improve on and
expand them by creating more up-to-date solutions.
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OnNovember 1, 1967, Arvid Pardo, a diplomat from the small state of Malta, pro-
posed in a groundbreaking speech to the United Nations General Assembly that the
same intellectual basis of the common heritage of humanity that already prevented
outer space from becoming a battlefield should be extended to the oceans.73 Pardo’s
speech marked the start of many years of debate that led to the United Nations
Convention on the Law of the Sea (UNCLOS) and created a new global gover-
nance structure that aimed to maintain peace on the oceans. The convention defies
traditional notions of sovereignty because it incorporates concepts of distributive
justice by including the developing countries’ views and aspirations. This new-
found manifestation of justice represented a platform for the newly decolonized
and emancipated UN member states who were just breaking out of their bonds
of colonization and moving toward the freedom of giving expression to their own
sovereignty.74

The steady cooperation in outer space since the first satellites were launched has
been a unifying factor, a driver of international cooperation, mostly because of the
inherent principles that enshrine global cooperation and solidarity.75 To ascribe
certain areas and domains a distinct legal status that is intended to benefit all of
humanity on an equitable basis will mean that these areas shall not be the object of
exploitation by any country for the self-interest of its own nationals, corporations,
or entities. Instead, all humanity will derive an advantage that must be exploited
within a communality of interests. Kemal Baslar’s seminal book on the concept of
the common heritage of humanity advances the view that this is one of the most
extraordinary developments in international law and a radical concept that is inher-
ently about justice.76 Trindade contends that the concept of the common heritage
of humanity created a new paradigm in international law in which “humankind”
acquires legal personality and is therefore entitled to protections resulting from inter-
national distributive justice. Such a new paradigm takes into account the rights of
those countries that are neither rich nor technologically endowed. This is all themore
important in the light of the advancements of AI in recent years and the fundamental
transformation of humanity’s relationship with technology at the intersection of the
fourth industrial revolution and the third revolution in warfare that is shaping the
new world order.

Baslar and others advance the view that the technological advancements of the
20th century and their consequences—the widening gap between rich and poor
countries, and the former’s attempts to exploit the riches of the latter for themselves
exclusively—were the basic motivating factors driving the formation of the notion
of the common heritage of humanity.77 The technological capacity of the wealthy
nations to exploit such areas made their resources accessible only to those nations.
This placed the less technologically endowed nations at an enormous disadvantage.78
The common heritage of humanity is thus a mechanism that addresses the need for
averting a planetary catastrophe, something which has now become all the more
urgent with the development of AI.79 As a consequence, the idea of the common
heritage of humanity serves as a solid basis for common good governance.
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AI as a global common

I propose considering AI and cyberspace as the first human-made global commons,
not only because they are highly dependent on each other (i.e., AI may function in
cyberspace), but also because of their connectivity and their common uses to benefit
all of humanity. Recent breakthroughs in AI and its increased influence on human
life are the result of a couple of factors that explain why I hold it should be considered
a global common—and therefore a foremost global public good that all can benefit
from and that would increase predictability and international security: the increase
in computing and processing power at lower cost, and “big data” produced by billions
of people that can be used to generate the unprecedented development and commer-
cialization of a set of computational techniques such as machine learning.80 In other
words, it is the data generated by people all over the world that is partly enabling the
advancements in AI. Therefore, the gains should revert back to the people.81

AI needs to be a shared resource—a public domain for the common good—along
with cyberspace.82 There are significant physical differences between the Earth’s
global commons and the human-made commons. Even though the challenges pre-
sented by the latter are different, what they share are the benefits and advantages
they endowuponhumanity: protecting the planet’s common areas and enabling con-
nectivity and representation in the digital revolution. Cyberspace, for instance, is at
present partly owned by private entities and governments that can impose restric-
tions on the flow of information.83 Additionally, AI exists on the basis of its reliance
on data generated by millions of users across the globe. The infrastructure to sus-
tain AI needs minerals and resources that may deplete the planet, as Kate Crawford
explains in her Atlas of AI.84 AI is a technology that requires extraction of plane-
tary and human resources, including lithium, rare minerals, human labor, and the
electrical power grids. It is not only about cloud-based algorithms and code. There-
fore, viewing it as global common—even if human-made—seems reasonable because
more equitable rules and norms that take into account climate, human, and planetary
protection are needed.Otherwise, the use of AIwill eventually become unsustainable
because it is exceedingly energy intensive. Data-processing centers are gargantuan
consumers of energy from the grid.85

AI is born from the salt lakes in Bolivia and mines in Congo, constructed from
crowdworker-labeled datasets that seek to classify human actions, emotions, and
identities. It is used to navigate drones over Yemen, direct immigration police in
the United States, and modulate credit scores of human value and risk across the
world. A wide-angle, multiscale perspective on AI is needed to contend with these
overlapping regimes.86

My proposal for global cooperation by implementing a common good governance-
based framework on military AI and achieving humanity’s security highlights how
AI can be used in the service of humanity, and with a view of protecting future
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generations. All the commons—human and Earth’s—must be safeguarded from
human exploitation and the perpetuation of inequality whereby the technologically
advanced countries benefit without regard to sustainability and fairness. As Kate
Crawford says, the climate crisis, the gap between the wealthiest and the poorest,
racial discrimination, labor exploitation, and widespread surveillance of populations
need to be reversed, not heightened, by AI.87 I contend that there are two related
attributes between the human-made commons and the Earth’s global commons. The
first is the common use that humanity derives from being able to relish and benefit
from them. For instance, all humankind needs an uncluttered realm of outer space,
where satellites can operate in an orderly and accident-free environment to enable the
resources and capacity for global communication and navigation. In another global
common, the high seas, global cooperationmust ensure that they remain free and safe
for navigation and also to preserve fisheries and other life-sustaining functions that
the oceans perform for humanity, such as carbon absorption.88 Even if vast swathes
of humankind do not yet have access, all of humankind is becoming progressively
connected in cyberspace. More and more people have recourse to the connectivity
provided by the Internet, which now seems increasingly inseparable from sustaining
life on the planet itself: electricity grids, agriculture, andweather forecasts depend on
the Internet, alongwith satellite connectivity. The commons allowhuman livelihoods
to thrive.

Little by little, this pervasive connectivity is also occurring in the realm of AI. It
already permeates many aspects of human life and will do so more ubiquitously and
intensely as greater progress is made through innovations in AI and higher levels of
scaling up to more people are achieved. The second attribute is human responsibil-
ity to conserve the global commons. Not only does humanity bear responsibility for
the conservation of the Earth’s global commons, I contend that the same applies to
the human-made commons; otherwise, life on the planet will surely be endangered
more than it already is. The uses for good across all commons should be the pre-
ponderant form of behavior, with transparent, commonly agreed rules and norms.
The establishment of a progressive, all-encompassing agreement on how to make
the Internet accessible for all is essential, and the same goes for AI. AI technologies
should advance and empower as many people as possible.

My argument is in line with and resonates with two prominent interrelated devel-
opments at the United Nations. The first is the creation of an “AI Commons,” an
initiative conceived in 2017, at the United Nations AI for Good Global Summits
(Chapter 1). AI Commons aim to collectively generate solutions to tackle the world’s
most pressing global problems through using AI. It is also a repository of projects
that utilize AI for the common good, especially to implement and achieve the United
Nations SDGs. The ultimate objective is to safely harvest data for the common good
to ensure that everyone can access the benefits of doing so. The creators of AI work
in conjunction with communities of developers, entrepreneurs, users, and organiza-
tions to determine and enable broader applications in response to real needs. The
founding members are distinguished roboticists and computer engineers: Yoshua
Bengio, professor at Université de Montréal, Department of Computer Science and
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Operations Research, winner of the 2018 Turing Award (equivalent to the Nobel
Prize in the field of computer technology) for his pioneering work with colleagues on
deep learning; Stuart Russell, Professor of Computer Science and the Smith-Zadeh
Professor in Engineering, University of California Berkeley; Francesca Rossi, IBM
AI Ethics Global Leader, IBM T.J. Watson Research Centre; and Amir Banifatemi,
General Manager, Innovation and Growth, XPrize Foundation.

The second development is the establishment of the High-level Panel on Digital
Cooperation convened by the United Nations Secretary-General to advance global
dialogue to fulfill the potential of digital technologies to promote human well-being,
while mitigating their risks (Chapter 3). The panel’s report was published in 2019.89
The report proposes a “digital commons architecture,” where characteristics of the
digital domain, such as common Internet protocols, share features of the Earth’s
global commons.

Considering that the global commons have a special place in international rela-
tions, as I will explain, and in the light of their different status in the international
legal system, it is important to bear in mind three initial guiding global principles
that emanate from the notion of the Earth’s global commons in international law:90
no country can claim jurisdiction over such areas; no country can weaponize them;
and collective cooperation toward managing the global commons should occur.91
All three points combined could supply an initial framework to regulate military AI
and prevent its widespread weaponization. Taken together, these practices provide a
constructive framework to consider and deal with AI to benefit the whole of human-
ity and therefore create the common good governance frameworks initially needed to
stem the heightened use of autonomous killing and malevolent uses of AI in general.

AI will not be beneficial if it does not safeguard and advance human dignity. Its
impact will be detrimental if the algorithms are not diverse or are not developed by
an inclusive and transparent labor force. The creation of AI must occur according to
values that are clearly articulated in order to protect human beings—for instance, a
prohibition on the weaponization of AI, or clear restrictive measures on facial recog-
nition algorithms. With these ideas as premises, AI can be considered as a global
common for three reasons. The first is that the “big data” that is supplied to enable
breakthroughs and progress in AI is derived from the billions of people who live on
the planet and their activities in cyberspace. Therefore, all these billions of people
should be able to enjoy the benefits arising from AI. The large-scale application of
AI will affect everyone in ways that previous societal scientific revolutions did not
because of its pervasiveness and omnipresence. Abuse of this development is there-
fore a matter of concern for the whole of humankind and needs to be confronted in
humanity-wide frameworks.

Second, software runs most aspects of interconnected modern life. What enables
this interconnectedness is a digital infrastructure that relies on publicly available
code—namely, an “open source” code which forms a digital infrastructure that is
a public good and which is maintained by communities of developers who do so
voluntarily.92 There are 193 countries in the physical world that are members of the
United Nations, but billions of networks are connected through the Internet, and AI
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will only accelerate this trend toward interconnectivity. Most software depends on
the unpaid labor of communities of developers who power andmaintainmuch of the
web (digital infrastructure needs preservation as much as physical infrastructure);
vast quantities of our data are powering data-driven technologies, such as machine
learning. Much of today’s digital tech has the potential to deliver common public
goods; for example, 78% of the United Nations SDGs’ targets could be advanced by
applying AI.93 The private sector can help deliver the value of these goods at scale.
It is worth clarifying in more detail what kind of AI I am taking about. There are
many AI algorithms that do not depend on data where intellectual property rights
should rightfully belong to the inventor, but in this case I am interested in mak-
ing data-driven algorithms a public good, especially when the data are derived from
people “for free.” Jennifer Shkabatur94 states that data should be considered a global
common, managed cooperatively, due to its public value, and not managed solely
by private entities seeking commercial gain. Many data-driven algorithms do require
significant computing power to store andmake sense of themassive amounts of accu-
mulated data. This means that even though the data have been provided “for free”
by people, the large tech companies do the upkeep and maintenance of the data.95
Anyone who uses the Internet today gains from and enjoys open-source software
that many consider more secure and stable than proprietary software and that allows
open access, heralding a world that is open for all to reap the benefits of connectivity,
and especially to elevate those who are disempowered.96

Third, the power of ordinary people in much of the software industry should be
highlighted here as this influences and structures my notion of the Internet and AI as
commons for all humanity to take advantage of; the implication is that people who
build the Internet are incredibly powerful in influencing the direction of travel for
technology today. All the apps that we use today depend on public codes to function
and the world runs on software, as I heard Jean Phillipe Courtois of Microsoft say
at the AI for Good Global Summit at the United Nations in Geneva in May 2019.
The essence of the success of the Internet is collaboration across borders, creating
a good that is available to all. Even with all this openness and massive access that
is enabled worldwide, the Internet itself is guided by two major governing institu-
tions that set the standards: the Internet Engineering Task Force (IETF) and the
WorldWideWeb Consortium (W3C). The former develops and sets standards, such
as identifying each person’s computer by means of a unique IP address to connect
to the Internet. The IETF is run by volunteers, and since 1993 anyone has been able
to join. The W3C has been setting standards for the World Wide Web since 1994—
for example, by stipulating that every webpage uses HTML.97 This management of
the Internet as a public good for humanity and the models of governance it utilizes
are what make it a common domain in the sense that I propose, adapted from the
notion of the global commons. The participation of people to accelerate identifica-
tion of solutions across multiple datasets and disciplines is at work here, and this
will play an ever more pronounced role with the need to deal with the “big data”
needed to run AI. Another expression of what I am discussing here is the fact that
both NASA and its European counterpart, the European Space Agency (which has
one of the biggest budgets to observe the planet), are the largest providers of free
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and globally available data collected from satellites—one more instance where peo-
ple generate the data, enablers collect and share, and everyone benefits. With the
rise of “big data” from billions of consumers using the Internet, the challenge will be
to harvest the data for the public good. The creation of ethical and privacy frame-
works will be the underpinning foundations that will enable a more just edifice for
humanity’s security.

The stewardship of the global commons falls under the principles of the “common
heritage of humanity,” common concern, intergenerational equity, and the precau-
tionary principle—the main tenets can be extrapolated from and harnessed for the
human-made commons (as we have seen with the Internet, where this is already hap-
pening).98 The notion of the common heritage of humanity emerged in the 1960s,
even though that was a time of great distrust among nations.99 It is now a legiti-
mate principle of treaty law, but it has since given rise to controversy and scholarly
debate as it is at the heart of attempts to address resource exploitation and territo-
rial acquisition.100 From the main tenets of a common heritage of humanity, we can
infer initial formulations and apply them to create a common good governance-based
global framework to regulate the rapid militarization of AI as a global public good:

1) The global commons are beyond any country’s jurisdiction. Therefore, no one
can claim jurisdiction: no state, no nation, and no corporation. This restric-
tion set up by these principles of the common heritage of humanity renders
ownership legally absent;101

2) All states are expected to support efforts toward achieving cooperation within
a regime of international management;

3) Benefit sharing (a putative future basis for regulatingmilitary AI): the exploita-
tion of these areas shall be pursued to further the interests of all of humanity.
Therefore, if economic profits should materialize, they are to be shared under
a commonmandate and authority which is tasked with the equitable distribu-
tion of rights and duties, along with serving as a forum for peaceful settlement
of disputes;

4) Common areas are to be used exclusively for peaceful purposes. These areas
are not to be weaponized;102

5) An international organization can be the site for cooperative scientific research
that has to be undertaken in amanner that does not harm its environment. The
findings are to be shared to further advance all of humanity.103

The perspectives we can garner from the common heritage of humanity, common
concern, intergenerational equity, and the precautionary principle are all the more
urgent given that, on the one hand, AI-related technologies will enhance already
existing technologies that will make possible the exploration and exploitation of the
global commons, which can have possible harmful consequences. The most notable
example herewould be overfishing in the high seas enabled by harnessing technology
to detect highly migratory lucrative fish stocks.104 On the other hand, such technolo-
gieswill have both life-saving and protective advantages. Take the ocean seabed in the
high seas, for example; this was an area considered in the past to be impenetrable for
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exploration and only tentative partial probes were attempted. In 1874, on the routes
between Hawaii and Tahiti, the crew of the British research vessel HMS Challenger,
who undertook the first great oceanographic expedition of modern times, discov-
ered the first known deposits of manganese nodules in the depths of the seabed.105
However, large-scale exploration was not possible at that time.

In this century, the situation has changed: we have moved on from the high seas
being regarded as opaque and impenetrable to the possibility of open exploitation.106
This means that even the most traditionally remote spaces and areas of the Earth,
such as the Arctic, are now open to exploration—and exploitation. AI-based tech-
nologies will only make such utilization of these regions more expedient and more
lucrative. This is therefore another reason not only to consider the Earth’s global
commons as well as human-made domains as global commons for all humanity to
gain from, but also to take on the common responsibility for their management and
protection.

For all the aforementioned reasons, I therefore propose that the frameworks that
protect the global commons be applied to the human-made commons. By doing so,
we could extend the underlying guiding idea of the global commons for the good
and benefit of all humankind to other realms that are now of concern as well, and,
if improperly managed, are likely to have an impact on all humanity; these realms
include cyberspace (the first human-made commons) and now also AI (the second
human-made commons). The overexploitation, misuse, and lack of global coordina-
tion of these human-made realms also have broad repercussions for all of humanity,
just as was the case with the global commons in the past and present.107

The management of the global commons has become an urgent and challenging
task for humanity as a result of the acceleration of the harmful processes of climate
change, including melting glaciers and ocean acidification, and in parallel with this
the management of the human-made commons has become urgent because of the
widespread rise of new technologies. These technologies and those within the remit
of AI are increasingly providing new opportunities for humanity. In various areas,
such as medicine, agriculture, disaster management, war, and law enforcement, the
use of AI is becoming increasingly prevalent. Some of these areas have been the sub-
ject of intense research and discussion at the United Nations so far, but one lesser
explored domain of the new possibilities created by AI is its impact on the Earth’s
global commons. Preventive governance in the human-made commons is crucially
important for the future peace and security of life on Earth.

Cooperation to protect the life-sustaining domains:
Global commons law

Global cooperation to protect the global commons that evolved throughout the 20th
century could inspire a framework to regulate the militarization of AI.108 It was
during that period that the rise of international regimes to set norms and rules of
behavior for certain domains of the planet occurred.109 These areas include the high
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seas (in particular their living resources in the deep seabed), outer space (including
the Moon and other celestial bodies), Antarctica, and the atmosphere (which com-
prises the ozone layer).110 Certain areas of the globe are meant to belong to all of
humanity.

The obligation to co-operate is established for Antarctica and outer space, as well
as themanagement, exploration, and exploitation of the deep seabed (“the Area”),
each of these having been declared the commonheritage ofmankind. Under these
legal regimes the duty to co-operate always entails procedural and substantive
obligations, and sometimes includes institutional obligations.111

In an article published in 2021, I coined the term “global commons law” to refer to
the combined legal regimes protecting all the global commons: namely Antarctica,
the atmosphere, the high seas, and outer space (see Table 2.1).112 I argue that this is
a distinct branch of international law with its own set of guiding principles, treaties,
and norms of behavior, as well as status. I demonstrate that it is an uncommon realm
within current international law, because it serves the distinctive purpose of ensur-
ing the survival of the planet and humankind. Some guiding propositions provide
the basis for this reasoning, which will further inform the creation of a regulatory
framework on military AI based upon common good governance.

The formation of the legal and political frameworks to protect the global commons
in the 1960s paved the way for later concepts such as “human security” that emerged
in the 1990s.113 These in turn contributed to a major transformation in international
law, namely an international legal order that had once been shaped by a purely state-
centric approach but is now also constituted by attributes focused on human security.
The state is still preeminent and coexists with other entities that have acquired legal
personality, such as international and nongovernmental organizations.

The underpinning principles of global commons law, especially the common her-
itage of humanity, paved the way for an enhanced and heightened legal personality
for the individual in every country, developed or not. Here the foundation is consti-
tuted by notions of “international distributive justice” and humankind as a whole
becomes entitled to protections (against the applications of AI for malicious and
evil purposes, for example). The understanding of the concept of distributive justice
serves to level the field between developed and developing countries, thus striking a
balance between the technologically advanced, the disadvantaged, and the destitute.

The mechanisms set in place by global commons law serve two functions for
international relations in the 21st century. The first is that it provides the tools for
averting catastrophe on the planet and hence furnishes a framework for sustaining
a livable planet for the future. The second is that it gives humanity the apparatus to
confront the challenges posed by an unruly cyberspace and the obstructive threats
posed by the malicious uses of AI. The other branches of international law, such
as state responsibility, diplomatic law, human rights law, and international criminal
law, for instance, serve the objectives of clarifying the scope and nature of state rela-
tionships, rights and duties, or the protection of the individual in the international
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system. With its different focus, global commons law is the only part of international
law that ascribes protections to domains or areas of the planet that are critical to the
very essence of preserving humanity. In other words, the state and the individual are
not the prime subjects, and their rights and duties are not the main object of pro-
tection. What is the object of protection is what underpins the survival of humanity:
the global commons, and now also AI and cyberspace. The other branches of the
law directly provide for protections, exemptions, rights, and corresponding duties
to safeguard the individual or the sovereignty of the state. Global commons law pro-
vides frameworks to protect the areas and domains of the planet and its surroundings
(outer space) that are essential for everyone’s survival and for the durability of the
ecosystems of the planet as well.

The idea of the global commons is based upon common custodianship in a com-
munality of interests, and it views nations as the guardians of the domain for future
generations. Qualificationswere set out for the jointmanagement of the commons, in
addition to a qualitative evolution in the scope of protection and the role of states as
guardians instead of being only users and beneficiaries. Examples of these commons
are enumerated in Table 2.1.

Taken together, the regimes that govern each of the commons form a sophisticated
tapestry of norms and rules that represent one of the unique aspects of international
relations today. This part of international law is innovative because it institutional-
ized protections by creating forms of governance that supersede national sovereignty
for areas that are nonnational and for which no state can claim jurisdiction.114 Tech-
nological advancements that put the existence of the commons in peril and life in the
planet in jeopardy were the driving force in the creation of global commons law.115
Therefore, the leadership of the technologically advanced countries remains essential
and they must not abdicate their responsibility of acting as custodians.

When there is an absence of leadership from the technologically powerful and
the renunciation of their common responsibility, the significance of transnational
networked cooperation emerges and is all the more pressing. The duty of custodi-
anship is reinforced by pressure from the developing world which, even though it
does not possess the scientific clout necessary for maintaining the management of
these domains, can indeed offer the moral and equity elements that are needed for
the regimes to subsist.

As it is, AI is ungoverned under international law. Extending to AI the legal and
political frameworks that protect the global commons would be beneficial in initiat-
ing common rules of behavior. The use of AI will affect everyone in often unseen
ways. Its widespread use will impact on the ability to govern the life-sustaining
domains of the planet, thereby promoting or hindering effective governance. This
is the case especially in the light of the threat of weaponization of AI and the ongoing
attempts to carry out attacks in cyberspace.116 All these perils are already starting to
impact on current generations and will also affect the conditions for sustaining life
in future generations.
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132 The AI Military Race

Ensuring intergenerational equity

Intergenerational equity: I undertake a separate consideration of this important
principle of international law because it is not often discussed in the high-level
deliberations at the United Nations to stem autonomous killing, and it is not being
explicitly considered when creating new frameworks to governmilitary AI. The legal
principle of intergenerational equity has an essential role to play not only in contain-
ing the threat of autonomous weapons, but also in creating a framework for ensuring
peace in the age of military AI for future generations.

All around the world, children as young as 10 years of age have started a move-
ment for action on climate change, most notably Greta Thunberg’s history-making,
inspiring action that motivated millions worldwide.117 These activists have taken to
the streets to demand change. This is the most vivid example of the striving for inter-
generational equity in decades. No matter who you are, act now to reap the benefits
decades later.118 It is essential to examine the central elements of intergenerational
equity, which could become part of my framework of common good governance to
drive the creation of a global framework to govern the military use of AI.

In the striving to protect current and future generations, the interrelated concepts
of the “common heritage of humanity” and “common concern” rose to prominence;
they both represent a call for global cooperation that includes addressing the rights
and duties of present and future generations. Take the notion of the commonheritage
of humanity. The word “heritage” implies that the current generation is the steward
of the commons for future generations.119 The prevention of environmental degra-
dation is therefore a central component of the shared custodianship of the commons
for the achievement of humanity’s security.

In 1988, United Nations General Assembly Resolution 43/53 declared that “cli-
mate change is a common concern ofmankind, since climate is an essential condition
which sustains life on Earth.”120 Then, during the Earth Summit in Rio de Janeiro in
1992, both the Convention on Biodiversity and the United Nations Framework Con-
vention on Climate Change (UNFCCC) adopted the notion of “common concern.”
The Preamble of the Biodiversity Convention reads121: “Affirming that the conser-
vation of biological diversity is a common concern of humankind.” The Preamble of
the UNFCCC122 notes: “Acknowledging that change in the Earth’s climate and its
adverse effects are a common concern of humankind.” The application of the notion
of “common concern” brings the common heritage of humanity fully into opera-
tion with its inherent embrace of present and future generations. According to ICJ
Judge Antônio Augusto Cançado Trindade, it transcends strict interstate relations
and emphasizes the aspirations of all humankind by highlighting equitable burden-
sharing in common stewardship, universal solidarity, and future protection, instead
of simply focusing on the acquisition of benefits resulting from natural resource
exploitation. Both concepts aim at implementing “superior common values shared
by the international community as a whole, over the interests of an individual state
or small group of states, the technologically more advanced ones. Both concepts
have been constructed to respond to the needs and aspirations of humankind.”123
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Common good governance 133

Both concepts, according to Trindade, bear witness to the evolution of interna-
tional law away from being purely state-centric and toward having a greater bearing
on humankind. Judge Trindade identifies six elements of the concept of common
concern:124

1) It serves to guide the true common questions for all humankind by universally
shared values;

2) It engages everybody in each society;
3) The intergenerational dimension is definitive and comprises both current and

future generations;
4) The emphasis is on protection and not interstate relations and interests;
5) Consideration is given to the causes of the problems, for the sake of prevention;
6) There must be equitable sharing of responsibilities and transmission to future

generations.

The fact that, over the course of time, the concepts and norms of international law
have attained universal acceptance (in such domains as international humanitar-
ian law, the law of treaties, and diplomatic and consular law), independently of the
multicultural composition of the international community, reveals the evolution of
international law toward universalization.125

Intergenerational equity is a principle that evolved within international environ-
mental law from the beginning of modern environmental diplomacy. The first ever
summit on the environment was held in 1972 in Stockholm with the theme “Human
Environment,” and it produced a declaration with 26 principles.126 They represent
the first pronouncements on stewardship of the environment in human history. At
that moment, humankind became the official custodians of the planet. Within the
remit of this new custodianship lies a responsibility to future generations. Princi-
ple 1 of the Stockholm Declaration seeks to promote an environment to protect and
improve the life of present and future generations. This objective is reiterated in Prin-
ciple 2, along with the aspiration to achieve shared benefits for all humankind. These
statements are preceded by a preamble that emphatically promotes the novel idea of
the improvement of the human environment for present and future generations as
an imperative that is to serve as the basis for social and economic development.

Intergenerational equity implies the rights and responsibilities of the current
generations as trustees, while ascribing entitlements to future generations. Living
humans are the temporary custodians of nature and the planet and have a duty to
transfer the custodianship of nature in a condition that enables the fulfillment of
a dignified life to those not yet born. The search for equity would then necessitate
meeting the basic human needs of food, water, and shelter for all current custodians
and future ones. This would imply the need for all countries to cooperate to ensure
these resources are available for all across the planet.127 Thus, the principles of inter-
generational equity provide a manifesto in the light of which to scrutinize decisions
taken today based upon the impact they will have on future generations and on the
planet.
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134 The AI Military Race

Realizing one’s obligations to future generations is an arduous undertaking. When
tackling the climate crisis, for instance, there is a temporal separation between costs
and benefits. Take the task of repairing the ozone layer: it started in 1987 with the
Ozone Protocol and, if all goes to plan, it will be completed in 2067. Political insti-
tutions, especially in democratic countries, are not usually equipped to undertake
such long-term thinking and politicians tend to selfishly think in terms of their own
few years in office. One way, conceptualized long ago, to make people devise a long-
term strategywas the 1987GroBrundtlandReport,OurCommonFuture, which links
sustainable development and intergenerational equity in its definition of the former
notion:

Humanity has the ability tomake development sustainable to ensure that it meets
the needs of the present without compromising the ability of future generations
to meet their own needs. The concept of sustainable development does imply
limits—not absolute limits but limitations imposed by the present state of tech-
nology and social organization on environmental resources and by the ability of
the biosphere to absorb the effects of human activities. But technology and social
organization can be both managed and improved to make way for a new era of
economic growth.128

Sustainable development is a definitive manifestation of intergenerational equity,129
which found firmer expression in the 1992 UNFCCC. Article 3 of the convention
states the principles guiding it and is a sound reaffirmation of intergenerational
equity, where present and future generations shall benefit from the protection of the
climate. The United Nations SDGs and their achievement aim of 2030 also repre-
sent a map for long-term thinking and changing the world for the better for future
generations (Chapter 3). It is worth further exploring these and other precedents of
global cooperation that have benefited humanity in the search for elements to create
a framework to regulate military AI that must be protective of future generations too.

Global cooperation that benefits humanity

States are not the sole players and change makers in the mission to protect the
global commons. A vast tapestry of groups of concerned people make up the rele-
vant components for sustaining peace and assuring the viability of the commons for
future generations: indigenous peoples (about 10 million live in the Arctic region),
scientists, environmental activists, and people concerned about the planet. I will
examine six case studies to demonstrate how the creation of global public goods
can be created and forged collectively and can protect human beings everywhere,
promote predictability and prosperity, mitigate conflict, and stimulate long-lasting
global cooperation.

The protection of the oceans: The United Nations Law of the Sea Convention
(UNCLOS) is comprehensive legal and political framework that was devised at a
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Common good governance 135

time of great distrust among nations and increasing rivalry in exploring the riches of
the oceans. It succeeded in creating one of the most important dimensions of inter-
national relations, including some essential principles, such as common heritage of
humanity. UNCLOS is a peace, logistics, and coordination treaty that is considered
a constitution for the oceans.130

Cooperation in outer space: It is important to study this case as a model for the
regulation of complex global challenges posed by the militarization of AI. The story
of the governance of outer space is one about the creation of a sphere of peace and
unremitting cooperation during a period of distrust at the height of theColdWar. It is
about hope in the light of the newest technological breakthroughs with the launching
of the first satellites. These discoveries could have led to war, but instead generated
decades of international collaboration even among rivals.

Protection of the ozone layer: This is one of the most successful cases of global
commons management in history, namely the protection of the ozone layer by an
international treaty that is now universally ratified, respected, and followed by every
country, all members of industry, and all scientists. This case demonstrates the
concrete application of the principle of precaution in international relations and
international law and its role as a tool for averting catastrophe.

Antarctica as a zone of peace: This case represents the first time that an entire
region of the planet has been turned into a zone of peace where no jurisdictional
claims are acceptable and only cooperation can occur.

The Arctic—cooperation and innovation: This case demonstrates complete defi-
ance of the predictions of conflict and war, as it has instead remained a place of peace
despite the promise of untold riches as a result of the discovery of oil and gas. It is
important to take it into account as an instance of regional cooperation that, when
properly curated, can induce mutual confidence among supposed rivals.

Prohibition of nuclear tests (monitored and enforceable): Nuclear tests serve as
the precursor for a nuclear arms race. Prohibiting testing is the sure path to fewer
weapons and a nuclear-weapon-free world. The idea of a ban on nuclear tests was
proposed in 1957 by India. In the same year, discussions began in earnest between
the United States and the former Soviet Union. Four decades later, the negotiations
on the Comprehensive Nuclear Test Ban Treaty (CTBT) were completed. During
these four decades more than 2,000 tests were conducted, victimizing about 100,000
people who perished from the fallout.131 The treaty has not yet come into force, but it
has established a robust norm against testing, including a unique global verification
and inspection regime.

The protection of the oceans

When UNCLOS was finalized in 1982 after years of complex negotiations, global
environmental diplomacy was only ten years old.132 The negotiations that led to
UNCLOS were marked by a profound restructuring of the international system with
a dramatic rise in United Nations membership by newly independent countries in
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136 The AI Military Race

Africa and Asia, as well as growing rivalry between the two superpowers (the United
States and the Soviet Union), a sense of impending doom over declining fish stocks,
offshore oil-drilling accidents, and pollution. Nonetheless, in a pioneering new way
of codifying law, UNCLOS designated the seabed, ocean floor, and subsoil beyond
the limits of national jurisdiction (“the Area”) as the common heritage of humanity.
This was the demand frommost countries that joined the ranks of theUnitedNations
as sovereign nations. They clamored to find ways to start balancing the interna-
tional system where their voice would have equal weight and their coastal resources
be explored by them and not by the technologically powerful nations with large
merchant fleets. The beginning of the negotiations coincided with a call by the Non-
AlignedMovement (at the time numbering 120 countries) for a new economic order
andmore egalitarian international relations.133 Bearing inmind that the achievement
of these goals would contribute to the realization of a just and equitable international
economic order which considers the interests and needs of humankind as a whole.
In particular, this new order ushered in by UNCLOS took into account the special
interests and needs of developing countries, whether coastal or landlocked.134

It is important thatwe understandhowUNCLOSworks, andunderstand its signif-
icance, because it represents an extraordinary development paving theway to achieve
humanity’s security. UNCLOS represents a constitution for the oceans.135 Alongwith
the United Nations Charter, it is a momentous international legal instrument of the
20th century as it is a peace, coordination, environmental, and logistics agreement
of great magnitude. It is almost universal and even countries that have not ratified it,
such as the United States, follow it closely.

The significance and impact of UNCLOS on international relations can hardly
be overstated. It serves as a comprehensive model framework for addressing other
major issues where urgent cooperation is needed from multiple countries with
disparate interests. Therefore, it is a useful model to examine in the search for con-
crete elements of common good governance. UNCLOS’s significance lies in three
areas:

1) It creates a distributive justice framework for relations between developed and
developing countries. The latter, recently decolonized, were trying to reshape
the international system to acknowledge their perspectives as well.136 This was
very important during the Cold War, when frameworks for peace were sorely
needed;

2) It sets out the first comprehensive set of rules for the oceans that came to
complement the already existing, less strong frameworks for the oceans estab-
lished in 1958. These rules, it bears noting, were created to align the diverging
positions of different states. There was intense bargaining between developed
and developing nations, where all the competing interests were subject to
discussion to find common ground for future action;

3) It sets a foundation for peace in international relations. Most commerce and
trade takes place byway of the oceans. Therefore, this area of the planet needed
to be freed of, and protected from, conflict; hence, concrete compulsory
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mechanisms were put in place to resolve disputes and conflicts, including the
International Seabed Authority, the International Tribunal of the Law of the
Sea, theCommission on the Limits of theContinental Shelf, and themeeting of
the state parties to the convention. This is a breakthrough in international law.
No other convention before this has had such a robust and detailed conflict-
solving, dispute-settlement set of mechanisms. Finally, crimes that would
threaten the stability of the oceans, such as piracy, were criminalized under
UNCLOS.

UNCLOS codifies new ideas about shared human benefits and global cooperation.
According to the convention, “the Area” (article 136) is the part of the ocean beyond
each coastal state’s Exclusive Economic Zone (EEZ), which is defined by UNCLOS
as the offshore zone 200 nautical miles along the coastline where each coastal state
can exploit oil, gas, fish stocks, mineral mining, and laying of cables for their exclu-
sive benefit or, if they choose, in cooperation with other states. The “Area” is what
is known as the “High Seas,” beyond the EEZ. An “authority” to control and orga-
nize the activities in “the Area” was constituted by UNCLOS as the International
Seabed Authority, which sits in Jamaica. This mechanism was set up in consonance
with UNCLOS’s unique built-in mechanism for the peaceful settlement of disputes:
the International Tribunal for the Law of the Sea (located in Hamburg, Germany).
Yet, the technologically advanced states that have the means to explore the seabed
(most prominently the United States) resist the common heritage of humanity prin-
ciple. However, if it is properly implemented, it can be beneficial for all, not only the
technologically advanced.

UNCLOS provides a legal order for the seas and reaffirms the principle of the
common heritage of humanity; it represents a defining moment and a watershed for
international relations for three reasons.137 First, the international community relin-
quished their respective countries’ individual and exclusive claim to the riches that
were already known to exist. Instead, countries agreed to explore the resourceswithin
the purview of an international organization, the International Seabed Authority,
which is vested instead in humankind as a whole. States, coastal or landlocked,
developed and underdeveloped, were to be the beneficiaries. One of the reasons
for this renunciation of potential riches, which would otherwise have fallen under
the sole purview of the developed countries for their exclusive advantage, was that
at this moment in international relations the membership of the United Nations
had increased with the addition of recently decolonized countries that aspired to
and yearned for recognition and equality. Many of them had just emerged from, or
were going through, liberation struggles. The Non-Aligned Movement, formed by
developing countries that did not want to align with the Cold War superpowers,
was definitely a new force in world politics, and their voices were heard and their
priorities acknowledged.138

Second, the establishment of a supranational “authority” was exceptional in that
this was the first time since the formulation of the United Nations Charter that an
international treaty incorporated such an oversight system that would advance the
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interests of all and not simply of a few technologically advanced nations. This is espe-
cially the case in the lucrative area of deep-sea mining. The principle of the common
heritage of humanity serves to create equity in assessing and utilizing the wealth
embedded in the deep sea.

Third, there is a reaffirmation of the principles of peaceful use, already contained
in the provisions of outer space law. UNCLOS represents a universal framework that
everyone respects and further reaffirms common good governance that aims to ensure
equality between developed and developing countries, the technologically advan-
taged and the disadvantaged.139 UNCLOS has been an equalizer in international
relations. It makes clear that the world’s resources are not only there for the most
powerful countries to enjoy but form a global public good.

Cooperation in outer space

Over the years, space has captivated the global imagination and helped unite the
world towards common goals. Despite political differences on Earth, countries
have worked together for progress in outer space, leading to great scientific and
technological achievements. We must ensure that everyone can access and bene-
fit from frontier technologies. Let us harness this spirit of cooperation to advance
sustainable development and build a better world for all.140

The launch of Sputnik, the first man-made satellite, by the Soviets in 1957 and a
fewmonths later the placing of a second satellite, the Explorer, into orbit by the Amer-
icans necessitated supplementary international law to regulate these new activities in
outer space. The main governance mechanism is the 1967 Treaty on Principles Gov-
erning the Activities of States in the Exploration and Use of Outer Space (The Outer
Space Treaty), which highlights in its preamble “the common interest of all mankind
in the progress of the exploration and use of outer space for peaceful purposes.”141
This was a major achievement for international cooperation at a time of multiple
Cold War crises and heralded an era of sustained international cooperation that has
only strengthened throughout the years to the present day. The International Space
Station is a contemporary affirmation of the resilience of the possibilities of global
cooperation. The treaty is based upon the historic Declaration of Legal Principles
Governing the Activities of States in the Exploration andUse ofOuter Space, adopted
unanimously by the General Assembly in 1963. Its importance lies in the fact that it
explicitly affirms, for the first time, guiding principles of conduct based upon the idea
of the common heritage of humanity, which were then reaffirmed with legally bind-
ing force in the 1967 Outer Space Treaty.142 This treaty created the first framework
for international space law and sets out a number of global norms:

1) The exploration of outer space (which includes the Moon and other celes-
tial bodies) is to be pursued on an equitable basis to benefit all countries’
interests, regardless of their status as developed or developing, and “shall
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be the province of all mankind.” This also extends to unrestrained scien-
tific freedom, which was intended to encourage international cooperation
(Article 1).

2) No one can claim jurisdiction over, establish sovereignty for, or occupy any
celestial body or any part of outer space (Article 2).

3) Exploration activities in outer space are to be carried out to maintain peace
and security, and toward the promotion of global cooperation in alignment
with the United Nations Charter (Article 3).

4) The weaponization of outer space is illegal and its use shall be exclusively
peaceful. Therefore, states may not place weapons of mass destruction or test
them in outer space. Article 4 states: “The testing of any type of weapons and
the conduct of military maneuvers on celestial bodies shall be forbidden.”

5) Astronauts are envoys of humanity and all states shall cooperate to protect
them.

6) States bear international responsibility for activities in outer space carried out
by governmental and nongovernmental entities.

7) State parties are responsible for, and may be deemed liable for, damage
resulting from objects, or their parts, launched into outer space.

8) The underlying principles that guide conduct in outer space are cooperation
and assistance. All activities shall be carried out in consultation with and in
the interests of all states and to avoid any harm.

The common heritage of humanity is codified in outer space law by recognizing
the common interest of all mankind in the progress of the exploration and use of
outer space for peaceful purposes. These norms contributed to the evolution of the
law protecting the commons.143 Additionally, the principles that serve as the basis
for the common heritage of humanity form the cornerstone of peaceful relations
in outer space and have given rise to international cooperation projects such as the
International Space Station, which involves the United States, Russia, Europe, Japan,
and Canada.144 The continuation of these relations of peace and trust, and obser-
vance of these aforementioned norms, are essential for the continued maintenance
of global security in outer space. The norms of cooperation, scientific advancement,
and nonweaponization have kept relations in outer space peaceful and free of con-
flict.145 They serve as a robust basis for creating a framework to govern military AI,
based upon common good governance.

Protection of the atmosphere and the ozone layer:
Precautionary action

The atmosphere, including the ozone layer, is considered a global common and
is the common concern of humanity. Without it, there is no possibility of life on
Earth.146 The idea of common concern and the necessity to protect the atmosphere
and restrain pollution through the emission of greenhouse gases rose to marked
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prominence in the 1992 United Nations Conference on Environment and Devel-
opment at the time of the negotiation of the UNFCCC and the Convention on
Biological Diversity.147 The notion of common concern, as applicable to the global
commons, might find more support from a broader constituency of actors, because
it does not directly involve considerations of sovereignty as the common heritage of
humanity. Rather, it entails protection of aspects of the environment that, by reason
of their importance and magnitude, the values at stake, and the need for collective
action, are commonly recognized globally: for instance, biodiversity, forests, and
marine conservation, including the high seas.148 A comprehensive framework for
environmental conservation was developed during the 1992 conference based on
the common concern of humankind. This was a milestone in the advancement of
international environmental law, as reiterated in the 2015 Paris Agreement on Cli-
mate Change. Taken together, the concepts of the common heritage of humanity
and common concern provide an appropriate basis for common good governance,
in turn providing a sound foundation for humanity’s security. This is especially
appropriate because, as Dinah Shelton explains, the notion of common concern
reflects a global set of values and interests that is independent of the interests of
states.149

To summarize, the common heritage of humanity applies to spaces and areas
(such as Antarctica or outer space) as well as to resources, whereas common con-
cern applies to specific issues (climate change, deforestation, and now, I contend,
AI). Common concern provides a foundational basis for concerted action, as the
associated issues can only be resolved if all collaborate.150 This is regardless of coun-
tries’ positions or action on any particular issue. The overriding concern is with the
whole of humanity and what safeguards it. In this case, the global commons uphold
humanity and must be urgently protected. This is essential for common good gover-
nance because, as I explained in Chapter 1, the attempts to stop the militarization
of AI and the already prevailing usage of autonomous weapons will necessitate the
engagement of all the different changemakers I indicated: civil society (including the
international Campaign to Stop Killer Robots), member states of the UnitedNations,
scientists, and the International Committee of the Red Cross.

The UNFCCC represents the international community’s first attempt to set up a
regime for the protection of all the layers of the atmosphere, which are under threat
from high concentrations of carbon dioxide, within a framework of common but
differentiated responsibilities.151 Added to the problem of harm to the atmosphere
was the concentration of chlorofluorocarbons in the upper atmosphere that created
the hole in the ozone layer. To address this problem, the UNFCCC was preceded
by the 1987 Montreal Protocol on Substances that Deplete the Ozone Layer and the
1985 Vienna Convention on Ozone.152

To repair the hole in the ozone layer, which was endangering life on the planet, the
precautionary principle was at work at the 1987 Montreal Protocol. Even with a lack
of unequivocal scientific evidence, the protocol codified the precautionary princi-
ple. The protocol is today considered the most successful environmental treaty to
date and an unrivaled example of global cooperation and management of one of
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the Earth’s global commons.153 This international treaty has been universally rati-
fied by 197 High-Contracting Parties, which is emblematic of its remarkable success
and the result of the joint application of science, innovation, diplomacy, and treaty-
making.154 The protocol’s preamble makes the point that states are determined to
take precautionary measures to protect the ozone layer. It is worth highlighting five
reasons that make this an unprecedently efficacious global cooperation achievement.
These reasons make it a model case to operationalize common good governance to
confront current problems posed by the militarization of AI.

First, at the point when negotiations were successful and led to the protocol, there
was no conclusive scientific evidence on the causal link between human-made emis-
sions of harmful substances and the deterioration of the ozone layer. Therefore, states
acted in terms of the precautionary principle: they took action to establish a legal and
political framework back in 1987, and the ozone layer is predicted to heal by 2067.155
Second, the United States was the champion state in coalition with a fewmembers of
the European Union, who acted in consonance after listening to the scientists. Third,
the legal framework created set up a fund in conjunction with a flexible mechanism
that allowed states to phase out the production of the harmful gases and were given
an appropriate time frame to do so. This phasing-out approach has paid off as it will
result in an estimated $1.8 trillion in global health benefits, including prevention of
skin cancer, and almost $460 billion in prevented damages that would have been
caused by the depletion of the ozone layer.156

Fourth, the treaty text is future-proof; it has stood the test of time because of its
flexible structure, and it incorporated new technological breakthroughs as time went
by, which also allowed for more countries to join (as mentioned, the treaty is now
universal).157 Finally, the treaty served as the model for managing the other global
commons because it established a cooperative compliance system where the input of
scientists constantly adds to and assists in the implementation of the treaty and its
progress, which is essential for developing countries.158

The determination to apply the precautionary principle to environmental prob-
lems was reiterated in the 1992 UNFCCC. Article 3 of the convention states the
principles that guide it andprescribes that statesmust take precautionarymeasures to

anticipate, prevent or minimize the causes of climate change and mitigate its
adverse effects. Where there are threats of serious or irreversible damage, lack of
full scientific certainty should not be used as a reason for postponing such mea-
sures, taking into account that policies and measures to deal with climate change
should be cost-effective so as to ensure global benefits at the lowest possible
cost.”

It is essential to bear in mind that the precautionary principle has three compo-
nents. The first is the threshold of harm that is required to invoke it, which can vary
from negligible to irreversible harm. The second component is scientific uncertainty,
and here the knowledge-generating capacity that can be put in place by those wishing
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to invoke the principle could stimulate more scientific investigation. The third com-
ponent is shifting the burden of proof onto the proponents of the supposedly harmful
activity.159

The origins of the precautionary principle lie in environmental law, but it has
now been extended to other fields of scientific and global cooperation, such as
nanotechnology, disarmament, and health. The precautionary principle affords a
valuable framework to confront the problems created by the rapid militarization of
AI and autonomous killing, the magnitude of which is still uncertain, but this is why
the principle is so important in this discussion. Its two interrelated foundational pil-
lars are the assessment and quantification of risks and scientific inputs. In general,
action in international relations tends to be more reactive than preventive. Along the
same lines, there is not much in international law to confront uncertainty beyond
the precautionary principle, which is why my concept of common good governance
is helpful.

The principle can be invoked if there is a possibility of harm and damage, even in
the absence of scientific certainty. It is desirable that AI should be used only for good,
but it is highly likely that it will be used for evil purposes, and this is what will create
incalculable uncertainty for humankind. The likelihood of harm is considered as a
central tenet of the principle, which takes into account that, in most cases, the causal
link between action and effect has not been fully established.160 Not only could the
use of insufficiently robust algorithms and the employment of unsafemethods lead to
problematic outcomes and a probable high risk of danger, so too could the deliberate
application of AI for malicious purposes, such as “deepfake” videos that use AI to
produce convincing but counterfeit representations as well as voice impersonations.

The Earth’s global commons and the human-made commons lay the basis for sus-
tained and prosperous human life and consequently must be protected by global
cooperation. Therefore, the precautionary principle can be invoked when human
activities could result in damage. The estimation of such damagemust be based upon
scientific evidence, even if this is indeterminate, if this can prevent danger to life, irre-
versible damage, or injustice to future generations. The principle can also take into
account harm that is morally unacceptable to present and future generations. Finally,
the need to act now stems from the realization that postponing action could make
dealing with the consequences at a later stage much costlier and even, in some cases,
ineffective.

Already existing concrete applications of the precautionary principle are illu-
minating. According to the European Commission, recourse to the precautionary
principle may be invoked when a “phenomenon, product, or process may have a
dangerous effect, identified by a scientific and objective evaluation, if this evaluation
does not allow the risk to be determined with sufficient certainty.”161 Therefore, it is
necessary to resort to a precautionary framework of risk analysis when three condi-
tions are met: the identification of potentially adverse effects, the evaluation of the
scientific data available, and the extent of scientific uncertainty.

The principle has been codified in the Treaty on the Functioning of the European
Union (Article 191) to ensure a higher degree of environmental protection through
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preventive decision-making.162 Implementing the precautionary principlemaymean
that it is necessary to generate more information about an activity that could cause
harm, which is always welcome anyway. The European Commission has integrated
the precautionary principle into its practice when dealing with risks, and invokes it
when three preliminary conditions are met:

• identification of potentially adverse effects and assessment of risk of inaction,
• evaluation of the scientific data available, and
• the extent and degree of scientific uncertainty.

The European Union’s framework application of the principle could serve as a basis
for action by which to regulate military AI. All things considered, it is a positive step
that the member states of the European Union have adopted the precautionary prin-
ciple, as it adds to its cogency in international law in general and as a basis for common
good governance.163

Protection of Antarctica

Antarctica is the only place on Earth that is completely devoted to peaceful scientific
exchange for the common good of humanity—a result of the public participation of
scientists from across the planet. Antarctica is the object of a densely regulated global
protection regime composed of a set of treaties, agreements, annual meetings, and
scientific exchanges, and it is internationally governed by what is called the Antarc-
tic Treaty System, which effectively promotes ongoing cooperation on the various
environmental and peaceful scientific explorationmatters.164 At the time of the nego-
tiations, there was no explicit attempt to find a solution to the territorial claims that
existed prior to the onset of the negotiations. This enabled negotiators to focus on
the broader matters of concern, no weaponization, and scientific cooperation and
exchange of information, and progressively formed the Antarctic Treaty System:165

• The 1959 Antarctic Treaty;
• The 1972 Convention for the Conservation of Antarctic Seals;
• The 1980 Convention on the Conservation of Antarctic Marine Living

Resources;
• The 1991 Protocol on Environmental Protection to the Antarctic Treaty.

The first treaty to protect Antarctica was the historic 1959 Antarctic Treaty, deemed
to be one of the most successful treaties ever concluded.166 It provided the basis for a
sophisticated commons regime that gave rise to new treaties in related areas ofmarine
protection, conservation, and environmentalmanagement. Initially, the treaty set out
to promote peaceful relations by managing common issues, such as ecological pro-
tection, instead of attempting to solve the territorial disputes and claims that existed
at the time. Progressively, as more ancillary treaties were concluded, powerful norms
of peace came to fruition: the territory is to be used only for peaceful purposes, which
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in turn renders militarization and weapons testing illegal. This was strengthened by
an inspection system, with observers permitted to visit the region.167 Antarctica has
subsequently been used for transparent public scientific investigation instead. These
new norms stemmed the territorial claims, while cooperation flourished among the
member states.

Combined, these treaties gave rise to stable and lasting international governance.
They have proved to be a powerful symbol of global cooperation, which also estab-
lishes Antarctica as a nuclear weapon-free, nonmilitarized, and peaceful zone.168
This in turn inspires the striving to create a framework to regulatemilitaryAI, because
it demonstrates the value of nonmilitarization, maintained as a preventive collec-
tive responsibility among member states as a tool to avoid conflict. Antarctica has
achieved peaceful coexistence and is successful for three reasons. First, the Antarc-
tica Treaty System codifies a norm of demilitarization and no weaponization. The
Antarctic global cooperation regime places the highest priority on cooperation and
it remains an example of nonmilitarization through concerted diplomacy. Second,
jurisdictional claims are illegitimate and, as a result, member states can focus on the
other pressingmatters of environmental degradation andmelting ice caps. Third, as a
consequence, cooperative scientific research is the dominant motivation in relation-
ships, making it possible for all states to mutually benefit from the enterprise. The
transparent and public exchange of scientific information is what enabled a deep
understanding of the facts about the hole in the ozone layer, over the Antarctica, and
the processes underlying the melting of glaciers.169

Antarctica became a territory for scientific endeavor as a result of the Antarc-
tica Treaty System, which is an efficacious global cooperation mechanism under
international law that ordered the relationships of states to favor scientific inter-
actions for the common good. By organizing states to work toward the common
good—namely, scientific progress through cooperation—the Antarctica Treaty Sys-
tem achieved keeping the continent free from the pressures of competition and
rivalry among themilitarized powers. The Antarctica protection norms evolved con-
comitantly with the consolidation of other new realities in international relations.
One is the nonterritorial annexationnormestablished by theUnitedNationsCharter.
The other is the institutionalization of other global common spaces—outer space, the
high seas, and the atmosphere—whilemaking the idea of territorial claims intolerable
over areas that are viewed as for all humanity to benefit.170

The Arctic: Comity for peace

The political and legal framework in the Arctic is not as evolved under international
law, and does not form such a robust set of governing mechanisms as in Antarctica.
However, the inclusive diplomatic dynamics in the Arctic Council, the central gover-
nance mechanism, which includes the voices of indigenous Arctic communities, and
other diplomatic dynamics that foster peace are worth observing.171 It is important
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to bear in mind that the only part of the Arctic, which is a vast, diverse region, that is
incontrovertibly considered a global common is its high seas.172

The Arctic is not the subject of a governance system that frees it from the forces of
globalization, as is the case in Antarctica, where commercial activity was prohibited
along with an intolerance of claims to sovereignty. Therefore, understanding how
peace is forged among the Arctic countries is critical to the well-being of its states
and peoples, and serves as a good example of how regional approaches may be more
effective to promote cooperation in adversarial areas or on issues and domains that
can result in conflict, such as the weaponization of AI.

The Arctic has thus far been a region of peace in great part because of the
governing institution (i.e., the Arctic Council), the absence of weaponization, and
ongoing cooperation between Russia and the Western states in the region.173 The
Arctic Council is not only comprised principally of the eight countries bordering the
Arctic; most importantly, the indigenous populations have a voice in participatory
decision-making. The lifelongwork ofNobel Prize laureate ElinorOstromposits that
effective governance stems from the participatory decision-making of the stakehold-
ers involved.174 She rejects the traditional assumption of the tragedy of the commons,
and her reasons are convincing.175 The tragedy of the commons model assumes the
actors’ fixed preferences, which are dictated from above, whereas she privileges the
power and agency of the individual and local policies. According to Ostrom, for gov-
ernance of the commons to be successful, five conditions must ideally be in place.
When they are not, it is necessary to create institutional arrangements that set up
these conditions:176

1) Resources and their use are monitored and verified at low cost;
2) The scale of change in resources, users, technology, and economic conditions

is moderate (supply);
3) Rule-compliance mechanisms are social-capital based (i.e., frequent commu-

nications between the stakeholders to increase trust and make monitoring
easier [credibility]);

4) Outsiders can be kept at bay and are not permitted to use the resources;
5) The users themselves work toward the monitoring and enforcement of the

rules (mutual monitoring).

In the case of the other commons, as Ostrom and her colleagues have noted, the
temporal separation between the causes and the outcomes of the problems that the
commons are encountering (climate change, for instance), and the fact that large-
scale economic pressures and global markets are not necessarily aligned with local
conditions and realities, make it much harder to manage them. Polycentric adap-
tive governance is at the heart of what is needed, according to Ostrom. Taking care
of the commons requires heeding a multiplicity of views, from local to interna-
tional, so that adaptive, flexible institutions may be designed together. In this model,
the government is only one actor that generates governance—and not the only or
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even the central one. Along the same lines, Beverly Crawford argues that the Arc-
tic is governed by networks of overlapping local regimes using traditional aboriginal
ecological knowledge. These networks are characterized by participative governance
that generates trust.177

My concept of common good governance aligns with Crawford’s and Ostrom’s
models and presupposes the communality of interests among several groups (states,
indigenous communities, scientists, etc.) and many distinct ways to approach the
problem from multiple perspectives and create a variety of platforms for action.

I argued back in 2015,178 and then again in 2021,179 that, despite the promise of
untold riches, the Arctic is a region of peace for three reasons. The first is that all
countries play by the rules, which are a combination of legally binding and softnorms
within a workable institution, namely the Arctic Council, the only such group that
has membership open to indigenous peoples.180 Second, member states of the Arctic
Council are largely secure nations that for themost part score highly according to the
rankings of the Global Peace Index (see Table 2.2). That is, they are mostly (but not
all) peacemakers rather than troublemakers in the Arctic region. There are thusmany
incentives for cooperation, and member states have therefore favored joint action
rather than conflict. TheNATOmembership of seven of theArctic nations (except for
Russia) shifts the balance of power toward the West. This means that Russia has less
incentive to behave poorly vis-à-vis its counterparts in the Arctic Council. Nor does
Russia have the military power to compete in the Arctic against the NATO countries;
it does not have sufficient economic or political power to match all of these coun-
tries combined. Russia also cares about access to potential Arctic resources, which
would be jeopardized by tense relations with its Arctic neighbors and colleagues.
The third reason is that the other international law framework beyond the peace-
generating governance by the Arctic Council, the UNCLOS, provides the basis for

Table 2.2 Arctic Council membersʼ proclivity toward peace

Arctic Council members’ proclivity toward peace
Member
Country

Global
Peace
Index

GPI score Positive
Peace
Index∗

PPI
score

Good
relations with
neighbors

Relations
score

Norway 14th 1.438 4th 1.27 11th 1.59
Canada 10th 1.330 7th 1.37 2nd 1.37
Denmark 3rd 1.256 2nd 1.24 3rd 1.37
Finland 13th 1.402 3rd 1.26 15th 1.74
Iceland 1st 1.100 13th 1.54 44th 2.63
Russia 154th 2.993 71st 3.09 68th 3.22
Sweden 15th 1.460 1st 1.23 7th 1.49
US 122nd 2.337 24th 1.95 23rd 1.81

(Source: Global Peace Index, 2022)
∗ Global Peace Index 2021: Measuring Peace in a Complex World. – Sydney: Institute for Economics
and Peace, 2022. https://www.visionofhumanity.org/wp-content/uploads/2022/06/GPI-2022-web.pdf
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the peaceful settlement of disputes;most conflicts were settled using this overarching
legal framework.

This case of peace prevailing among supposedly rival nations tells us what is pos-
sible at the regional level: eight countries listed in Table 2.2 are influenced by the
native and aboriginal communities, as well as the scientists. Themodel of governance
in the Arctic Council is inclusive and participatory, because it includes a permanent
participant category by means of which the indigenous communities have a voice
in every meeting.181 Conflicts have been dealt with thus far using peaceful dispute-
settlement methods within the UNCLOS framework that is applicable here. It is
unclear that this will remain the case when superpower rivalries are amplified by
more anonymous technologies such as autonomous weapons, especially in the cyber
domain. This could change the Arctic Council’s creative configuration for peace with
different actors (not only the eight Arctic states), which is conducive to peaceful set-
tlement of disputes.182 The inclusive gains in peace and collaboration shown by the
Arctic Council could potentially withstand the deteriorating geopolitical environ-
ment of the shifting world order. The danger remains, however, that an increasingly
acrimonious environment can alter and weaken the gains made through peaceful
collaboration. Some states may opt for more diplomatic approaches and some for
more militarized tactics.183 The risk is that the militarized countries will use their
technological superiority to explore the Arctic for their own interests, but for now it
seems that a proclivity ofmost of itsmembers toward peace is the prevailing behavior.

Prohibition on nuclear testing

The prohibition of nuclear testing benefits humanity, the environment, and the
planet as awhole. It is one of themost consequential bans in international lawbecause
it interdicts explosions anywhere on Earth, including the atmosphere. It also repre-
sents a shining example of global cooperation at its best, achieved by the 1996 CTBT,
negotiated at the United Nations in Geneva. With no testing permitted, states cannot
improve existing or develop new nuclear weapons. No testing also means no damage
by radioactivity to human beings, wildlife, and flora. Before the CTBT, 2,000 nuclear
tests had been conducted, causing indescribable harm to populations and ecosystems
where the tests took place.184 The CTBT is a critical pillar of strategic stability.185

The treaty generated a widely respected norm against the testing of nuclear
weapons, even though it is yet to come into force. All countries ceased testing except
forNorthKorea. TheCTBTOrganization (CTBTO) is located inVienna and ensures
the universalization of the treaty (getting more countries to join) and verification
mechanism. The CTBT has been signed by 185 states and ratified by 170, which
makes its norms almost universal. Ratification is what commits states to the legally
binding provisions of an international law instrument such as the CTBT. However,
it will only enter into force when it is ratified by 44 specific countries that are mem-
bers of the Conference on Disarmament, which is the forum where the CTBT was
negotiated inGeneva. The specific countries include the five original nuclear weapon
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states: China, France, Russia, the United Kingdom, and the United States. Ratifica-
tions are also required from India, Israel, North Korea, and Pakistan, which all also
possess nuclear arsenals. The ratification for entry into force is still required from the
following eight states: China, India, Pakistan, North Korea, Israel, Iran, Egypt, and
the United States.186

What is exceptional about the CTBT is its enforcement mechanism: the Inter-
national Monitoring System (IMS). The IMS is a complex combination of seis-
mic (monitors shockwaves including earthquakes), hydroacoustic (listens to ocean
waves), infrasound (ultra-low frequency sound waves), and radionuclide (measures
the atmosphere for radioactive particles) detectors and sensors all connected by satel-
lite. The International Data Centre at the CTBTO in Vienna receives information
collected every day from 337 facilities and stations across the planet.187 North Korea’s
nuclear tests were detected via this method, as well as earthquake and tsunami early
warnings.

Professor Stuart Russell and Dr. Nimar Arora created the NETVISA global seis-
mic monitoring algorithm. They utilized data processing by the International Data
Centre, verification and monitoring, and machine learning methods that enhance
the ability to localize an event.188 Their work complements decades of research by
leading seismologists and geophysicists to build this extraordinarily complex sys-
tem’s scope and reach across the planet. NETVISA is exemplar of the possibilities
of transnational networked cooperation, in this case among member states, scientists
within the data centre and outside, and the diplomats at the CTBTO. The CTBT and
its enhancedmonitoring and enforcementmechanismpromote greater predictability
and security for current and future generations.
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Chapter 3
Thedynamics of international
diplomacy

High-stakes diplomacy at the United Nations

The diplomatic process on autonomous weapons that started at the United Nations
in 2014 preceded the full embrace by most major powers of AI into their militaries.
It was in 2017, with the publication of the first national AI strategies by Canada,
and then by China in the same year, that a more public inclusion of the discourse
on AI in the military realm started in earnest. However, there has been reluctance
to extend the scope of the diplomatic talks in Geneva from autonomous weapons to
the broader field of themilitarization of AI and, within that realm, the weaponization
of AI. The diplomacy in Geneva has nonetheless shone a bright light on the need to
reflect on the broader aspects of themilitarization of AI, and has already brought into
clearer focus the uncertainty and peril created by AI-enabled autonomous weapon
systems. Additionally, negotiations inGeneva have demonstrated how countries view
the responsible uses of military AI.1 My proposal for a common good governance-
based military framework on military AI, as a global public good, is a fitting way
forward.

On the United Nations stage, the diplomatic dynamics attempting to set limits on
autonomy in warfare have been thorny and complex. It all started in 2010 with the
first reports to the Human Rights Council by rapporteurs Philip Alston and the late
Christof Heyns (Chapter 1). They warned that autonomous weapons would pave
the way toward a dehumanization of warfare where humans would be removed from
the decision-making process and killing machines would decide whom to kill and
what to destroy. AI-assisted autonomous weapon systems were not yet on the hori-
zon. Then, due to a Franco-German diplomatic initiative, diplomacymoved from the
Human Rights Council to a negotiating forum known as the Convention on Cer-
tain Conventional Weapons (CCW). The last notable moment for the CCW had
been the successful negotiation of an international treaty that prohibited blinding
laser weapons back in 1995.2 This is why many were skeptical when, in 2014, at the
UnitedNations in Geneva, deliberations on autonomous weapons started in earnest;
the CCW had not proved effective in anything since the treaty banning blinding
weapons. Hence, there was controversy about whether this was the most suitable
forum.The archaic negotiation rule of consensus presides over the procedures, which
means that even one dissenting country can block progress, as consensus is viewed
not as a useful diplomatic tool but rather as full unanimity. TheCCWbecame known

The AI Military Race. Denise Garcia, Oxford University Press. © Denise Garcia (2023).
DOI: 10.1093/oso/9780192864604.003.0004
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as a breeding ground for stalemates andwhere good intentionswent to perish. A com-
mon good governance framework would be a way to move the diplomatic process in
an inclusive way.

Despite years of concerted activist work by the Campaign to Stop Killer Robots,
growing international public opinion against autonomous killing machines, and
most AI scientists, alongwith theUnitedNations Secretary-General andNobel Peace
laureates, standing against them, diplomatic negotiations have been plagued by dis-
cordant exchanges between themilitarizedmajor powers and the rest of the countries
in the negotiating room. The positions of the former were in large part determined
by their continued desire to develop autonomous systems and increase their use of
AI to assist them in achieving military superiority in a world of intensifying geopo-
litical rivalry. The latter group consisted of most countries in the world. They wished
to have strict limits on what is being called the dehumanization of warfare in the face
of increasingly autonomous machines that kill without human oversight. In their
view, automating violence further means an increasingly more insecure and precar-
ious future. In this scenario, international law will be further eroded, and the global
norms of peace and security will not be respected.

Back in 2010, Philip Alston, the first United Nations rapporteur on extrajudi-
cial, summary, or arbitrary executions, alerted the Human Rights Council to the
notion that greater autonomy in warfare by using systems with less human over-
sight and control would impinge upon the protections afforded by human rights
law. As a result, the right to dignity and to life would be in jeopardy. Back then he
called upon the Council to address the legal, moral, ethical, and political implica-
tions of this worrying development. Alston’s pioneering work was followed by that
of Christof Heyns. Heyns, who passed away in March 2021, made an ineradicable
mark on the discussions and influenced countries to think about the centrality of
the right to dignity in the diplomatic discussions.3 Heyns, who was always the tallest
person in the room, was also a towering legal figure, highly regarded by everyone
as affable and thoughtful. His untimely death left all despondent. Being from South
Africa, he was keen to think from a developing world perspective. His position in the
first seminal report published in 20134 was that the autonomous weapons race was
diverting essential resources to yet another arms race that would weaken peace and
security. Arms do not provide greater security, they promote human suffering. His
trenchant criticism was directed at the militarized countries that protect the lives of
their soldiers by conducting wars that further remove the human dimension from
the battlefield. Are victorious wars about technological superiority, then? Heyns said
the arguments posed by the superpowers did not stand up to scrutiny: the quest for
wars without casualties represents a failure of moral standards by the powerful over
the technologically dispossessed.

A nuanced and principled appreciation of theworld derives fromhuman intuition,
not from algorithms. The main questions raised by Alston and Heyns were about
the march toward the dehumanization of war, and subsequently about responsibility
and criminal accountability for future atrocities that arise from waging autonomous
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wars. Additionally, as international legal scholars of renown, they were all the more
aware of the framework that makes most wars unlawful in international relations.
The threshold for initiating war since the adoption of the United Nations Charter in
1945 is set very high (Chapter 4): Wars can only be waged in self-defense or when
the Security Council authorizes them. This international norm against territorial
annexation has thus far prevented World War III.5 Alston and Heyns warned that
the continuing automation of weapon systems would create “riskless wars” for the
superpowers. Riskless wars would contribute to a world where wars occur more fre-
quently as there is lower risk of casualties for the technologically advanced military
powers.

The diplomatic negotiations in Geneva did not allay the concerns Alston and
Heyns raised a decade earlier. A new innovative treaty would have created novel
global governance setting the limits on autonomy in war. Instead, the will of most
states in the world was disgracefully suppressed by the few countries that wanted
to continue pursuing the development of autonomous systems.6 These are the tech-
nologically advanced countries and the ones who also wish to attain dominance in
the domain of AI technologies (especially represented by Russia, the United States,
Israel, and India during the last round of diplomacy). These countries rejected the
presence of “human control” and a new legally binding instrument in the final text.
Their views are that current international humanitarian law (IHL) would suffice to
tackle the challenges presented by the use of autonomous systems. The diplomatic
failure and inability to reach any agreement happened despite the fact that in the
last two years of a decade of negotiations there was a growing chorus of consensus
about the shape and nature of the new form of global governance through interna-
tional law. It should be legally binding and would be comprised of some prohibitions
(proscriptions) and some regulations. This wouldmean that certainmodes of auton-
omy devoid of human control and predictability would be prohibited. Additionally,
some systems that target humans would also be made unlawful. The regulations—
also legally binding—would apply to various other aspects of the use of autonomous
systems, such as fail-safes, duration and context of operations, and the possibility of
deactivation to avoid errors.

The coalescence of opinions on the shape and nature of the new global governing
rules within a new international treaty became even clearer when the International
Committee of the RedCross (ICRC), the guardian and custodian of IHL, announced
its position in May 2021. This was a watershed moment that was intended to gal-
vanize the opinion of most states (Chapter 4). The ICRC called on states to enact
new international law—namely, legally binding prohibitions and regulations to limit
the increasing levels of autonomy and use of AI in warfare. The ICRC also stated
that existing IHL will not suffice to address the challenges posed by AI-assisted
autonomous systems. As a result of the high moral ground set by the ICRC position,
a sense of renewed hope and an expectation of a breakthrough grew more intense.
However, the ICRC’s clearly expressed opinion did not quitemove themajor powers,
who remained unyielding and held their recalcitrant positions, to the frustration of
all other countries. This was a raw display of power politics by a handful of powerful
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countries, contrasting sharply with the informed and enthusiastic view of the major-
ity, who clamored for change. Most countries also thought that there was an abuse of
the time-honored rule of consensus. Many regarded it as a diplomatic tool to include
more opinions and reach higher ground, not as a stratagem to be used to derail and
obstruct progress. There was a sense of loss of legitimacy in that most countries felt
betrayed by the lack of good faith among the minority of countries that sought to
impose their devalued worldview.

In this latter view, theminority seeks to continue to add gains to its weapons indus-
tries and privilege a vision of the world in which more arms meanmore security. But
what exactly do we mean when we think of “security”? Let us answer this question
by examining it in the light of other world events. After the current pandemic, and
with the unequivocal scientific certainty that the world has only a few more years
left to act decisively to avert the worst of the climate crisis, it is irresponsible to
continue supporting a framework of threats to security as totally military in nature.
According to Nathan A. Sears—a scholar on the nature of existential risks—there has
been a noticeablematerial transformation in international politics.7 Themain factors
underlying this transformation are the existential threats—namely, nuclear war and
climate change—that loom over the future of humanity. However, this shift has not
been matched by a change in the practice of security. States continue to rely on the
balance of power, self-help, and the use ofmilitary force, none of which is appropriate
to confront these risks. Consequently, there is a misalignment between what threat-
ens states and people, and the way they seek protection from these threats. Security
should entail finding ways to withstand the existential threats and not solely contin-
uing to fight wars by military means. A common good governance framework would
be inclusive of all these views.

The dynamics of the negotiations at the United Nations over the past few years
have been delayed by the global public health pandemic that started in 2020 with the
appearance of the novel Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-
CoV-2) that causes the coronavirus disease of 2019 (COVID-19). The pandemic
showed that the most heavily armed countries did not perform better at protecting
their citizens against death from the disease caused by the virus.8 On the contrary,
most of the heavily militarized nations fared worse than others (especially India,
Russia, and the United States). The worldview that the continuing acquisition of
expensive weapons creates a more robust form of national security could be on its
way to falling out of favor. It is becoming unjustifiable to accumulate so much arma-
ment. At this critical juncture for humanity, countries must privilege spending on
what really matters: tackling the climate crisis and preventing the next pandemic.9
My alumna Paula Domit said in a class discussion one day during the worst phase
of the pandemic: “Do you feel safe about your country weaponizing AI or amassing
nuclear weapons, or would you perhaps feel more assured by your country taking
all measures necessary to prevent the next inevitable pandemic?” The idea of com-
mon good governance I present here presupposes a recognition that most threats
to national security today are not of a military nature; rather, they are economic,
societal, and planetary in scope.10
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Instability and insecurity

The major military powers have been redefining their national security in terms
of their pursuit of superiority in the realm of AI. Many countries have already
announced their national plans to do just this. The Chinese have termed the search
for AI-assisted weapon systems as “intelligentized warfare,” which represents a mili-
tary revolution characterized by ubiquitous data-rich networks of autonomous and
sensor-based intelligent systems.11 The advent of the fourth industrial revolution
creates incentives for states to include not only AI but also quantum, nanotech-
nology, biotechnology, and other forms of technology into their military spheres.12
The fourth industrial revolution is qualitatively differently from the preceding ones
by rapidly fusing the biological, digital, and physical domains of life on Earth. The
technologies that fall under the umbrella term “AI” feature prominently. Indeed, the
Chinese approach to “intelligentizedwarfare” epitomizes the third revolution in war-
fare. The confluence of the fourth industrial revolution and the third revolution in
warfare may create some opportunities, but also harbingers risks.

The militarization and the weaponization of AI are both underway and this phe-
nomenon will impact on international peace and security in appreciable ways. It is
already creating a renewed sense of rivalry and competition that is manifesting in
the quest to develop more weapon systems. The allocation of funds devoted to AI
systems has also been on the rise (Chapter 1).13 Will this march toward including
AI lead to a redistribution of power and a sense that world security and stability are
threatened? Along with other scholars, I contend that the impact of AI will be disrup-
tive of the prevailing, yet volatile, balance of power.14 The need to preserve strategic
stability is where there may be some common ground: self-interested states always
work towardmaintaining their own national security. In principle, all countries want
to maintain international stability to carry on commerce, trade, and other human
activities. It is worth noting that “strategic stability” is a concept related to nuclear
stability, the centrality of the notion of deterrence, and the absence of incentives to
use nuclear weapons first. The concept then came to encompass more widely the
reliance on conventional weapons, cyber security, and emerging technologies. How-
ever, it continues to be based on the idea that the international system is changeable
and precarious.15 This perpetuates the view that more arms mean greater security. A
more appropriate view would be to regard strategic stability as the consequence of a
global security environment wherein states can maintain peaceful and harmonious
international relations.16

The major military powers see AI as a critical magnifier of their present and
future nuclear capabilities. Most of the countries seeking tomilitarize AI also possess
nuclear weapons. According to the authoritative assessment by the Stockholm Inter-
national Peace Research Institute (SIPRI), machine learning algorithms are already
unpredictable and lack transparency (i.e., it is hard to understand how the machine
arrives at the outcome). Therefore, command and control of nuclear systems are too
critical to international security to be left to algorithms. This signals an agreement not
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to integratemachine learning and autonomy into the command-and-control systems
of nuclear weapons.17 Nonetheless, the nuclear states do see AI as a vital amplifier of
their futuremilitary capabilities.18 The risks are not trivial, though. The use of AImay
heighten the risk of inadvertent use and, as a result, an escalation that could be mag-
nified because of the loss of human control. The unpredictability and unreliability of
AI could make for a precarious international system.19

The costs and benefits of the use of AI must be considered against the background
of the broader geopolitical landscape, and how they may cause instability. Altmann
and Sauer warn that the perils of operating machine-learning weapons reside in the
inability to accurately foresee all outcomes in advance.20 This is especially the case
when different countries’ algorithms interact with each other during operations. This
lack of capacity to predict outcomes hampers the ability of humans to act as overseers
in case things go wrong. Machine learning—succinctly defined by Sauer as the use of
algorithms and advanced statisticalmodels to improve task performance—is still lim-
ited to an extremely narrow set of tasks. Machine learning is “greedy (i.e., hungry for
immense amounts of data), brittle (i.e., failing when confronted with a task that dif-
fers slightly fromwhat it was trained for), and opaque (i.e., generating unexplainable
outputs, essentially rendering it a black box that is impossible to debug).”21

It isworth bearing inmind the twodimensions of instability: the first is armsprolif-
eration and a horizontal and vertical arms race.22 This refers, firstly, to proliferation
beyond militarized countries and, secondly, to destabilizing accumulations by key
military powers that would exacerbate the security dilemma. Autonomous systems
are easier to build than nuclear weapons, which require extensive apparatus such as
centrifuges, high-speed fuses, and controlled use of rare raw materials. Autonomous
systems are likely to become available to a wider range of actors, including nonstate
actors, because their implementation is more about the software. The implication
of this is that a potentially destabilizing military race is already taking place. The
centrality of software in autonomous systems makes them less reliant on traditional,
quantitative, weapons-counting arms control. The software can be more readily
duplicated and interfered with by manipulating computer network operations. On
the battlefield, characterized by a dearth of data, this means that unpredictability
and vulnerability compound uncertainty.

The second dimension of instability is escalation due to accidents or lack of com-
munication.23 Three factors are relevant here: casualty avoidance, cost reduction,
and the implications of weapon swarming (the use of small or miniaturized systems
operating together); this explains why it is likely that countries would more often
resort to autonomous systems in surprise attacks that could lead to crises. Casu-
alty avoidance is prompted by the attempt to keep soldiers out of harm’s way and
reduce political risks, especially in democracies. Autonomous systems may lead to
cost reductions as 3D printing becomes increasingly common. Autonomy can bring
military advantages but creates vulnerabilities that create risks because it removes
the human as the overseer. The costs of the deployment of autonomous weapon
systems far outweigh the benefits. Global security will be harmed as more actors,
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many not accountable to legal frameworks under international law, start to play a
more prominent role by using these systems. The interaction of different-origin algo-
rithms increases the likelihood of the precipitous escalation of a crisis into violent
conflict.24

For all these reasons, AI may not reach the levels of reliability and trustworthiness
required by many military applications where life is at stake. What is certain is that
the pursuit of the weaponization of AI is indeed leading to a greater risk of military
races.25 Furthermore, the premature application of AI in themilitarymay reduce and
not enhance compliance with IHL. In sum, new global governance is the guardrail
needed to foster prudence to avert a reckless AI military race toward the promised
yet unfulfilled role of AI technologies.

Because of the military significance ascribed to autonomy and AI-assisted auton-
omy by the militarized great powers, the creation of global governing norms will be
arduous. If we zoom in and examine autonomous weapons as a yardstick, new global
governance will not codify a prohibition on a category of weapons; instead, it will
create a positive obligation to retain meaningful human control over the use of force.
This is qualitatively different from previous attempts to regulate powerful technolo-
gies, such as that needed to generate nuclear energy.26 In other words, this form of
governance is not about a specific category of weapons, but entails figuring out when
a machine or a human being should make a particular decision or perform a func-
tion, particularly in the last two stages of the targeting cycle, which are the critical
functions. States must create global governance norms to limit autonomy in criti-
cal functions. Unrestricted action will bring short-term military advantages that will
quickly be dwarfed by calamitous long-term strategic and ethical risks. During the
new paradigm-shifting transformation forged by the delegation of decision-making
in war to machines, Frank Sauer was the first to pose the question succinctly: Who
or what—human ormachine—is deciding what, when, and where when deadly force
is applied?27

In 2018, the Institute of Electrical and Electronics Engineers (IEEE) Global
Initiative—the largest professional association of engineers—published a report
on the ethics of “Autonomous and Intelligent Systems” entitled “Ethically Aligned
Design: A Vision for Prioritizing Human Well-being with Autonomous and Intel-
ligent Systems.” The report was drafted in consultation with 250 global thought
leaders and experts in related areas. They affirmed that development and adop-
tion of autonomous weapons will be widespread and therefore an AI military race
will take place. Several issues that were noted in this groundbreaking report are
worth highlighting. First, the deployment of autonomousweaponswill lead to geopo-
litical instability as a result of arms races. As a key recommendation, the report
states:

It is unethical to design, develop, or engineer autonomous weapon systems with-
out ensuring that they remain reliably subject to meaningful human control. Sys-
tems created to act outside of the boundaries of “appropriate human judgment,”
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“effective human control,” or “meaningful human control,” violate fundamental
human rights and undermine legal accountability for weapons use.

Consequently, widespread abuses of human rights are probable. Upholding dignity,
the foundational human right, remains paramount.28 Second, the deployment of sys-
tems with automated reactions is likely to lead to a rapid escalation that is so fast that
humans will be left unable to intervene in a timely fashion. As a result, accountability
can be jeopardized. Systems already in use that would highlight the complexities of
human intervention after activation are the C-RAM, the Iron Dome, and the Pha-
lanx. By the same token, it is probable that autonomous weapons will be used for
covert attacks that can be virtually nonattributable. Attacks in general may be hard
to attribute to the source, and machine learning systems will make it all the more
difficult to determine the source. The report suggests, along with the ICRC, that the
deployment of unpredictable systems should be deemed illegal. As Eugenio Garcia
has noted: “dehumanizing warfare will increase the likelihood that political lead-
ers will authorize resort to force to settle disputes, since their own troops would
be ‘safe.’”29

Global AI militarization

The area of military AI is vast due to the distributed nature of the technology. This
means that there are several technologies that fall under the umbrella termAI, includ-
ing machine learning, deep learning, image recognition, process automation, and
speech translation, among others.30 Most of these technologies are created by and
used in the civilian realm. But militaries are increasingly trying to militarize many of
their aspects and weaponize them by attracting investments.31 The discussions at the
United Nations only deal with one related aspect of autonomy in weapon systems,
and touch upon the uses of AI to enable and enhance such systems. However, they
fail to address the broader aspects of the militarization of AI.

It is important to bear in mind that, in the United States, important techni-
cal breakthroughs in recent decades have been associated with the Department of
Defense (DoD), which has been leading priorities and funding research.32 TheDoD’s
Defense Advanced Research Projects Agency (DARPA) announced a $2 billion, 5-
year investment plan on AI in 2018 in addition to the already ongoing investments in
research and development.33 However, it is in the civilian realm where most of the
creative energy and investments are to be found.

The United States’ Defense Innovation Board—tasked by the Department of
Defense—has adopted pioneering ethical principles for the use of AI in 2020, after
a broad process of consultation with experts and civil society. The board sees the
United States as being in an AI competition with authoritarian military powers that
are not pursuing applications based upon legal, ethical, and moral norms. Ethical
uses of AI must be responsible (human judgment in all phases), equitable (avoid
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biases), traceable (transparent and auditable), reliable (robust and across the entire
life cycle), and governable (avoid harm and ensure deactivation is possible).

It is also in the United States where the most vibrant landscape in the private
sector, and the most conducive atmosphere for the continuing development of AI,
is thriving, even if China is progressing rapidly.34 Given its central position in the
development of AI, the United States could position itself to lead international diplo-
matic efforts with other powers aspiring to develop AI capabilities. The more agreed
global rules there are, the greater the predictability and stability. Even though there
is an inclination internationally to discuss initiatives within the AI civilian domain
(as indicated in Chapter 1), this does not translate to a comprehensive effort in the
military realm. In reality, there is a reluctance to coordinate developments in themil-
itary realm, while the growing competition to attain supremacy in the field of AI is
marked by suspicion and a lack of trust.

The position of the nuclear-armed powers during the meetings at the United
Nations is an indicator of their inclination vis-à-vis the broader aspects of the mil-
itarization of AI. They are all seeking to preserve their ability not to enter into any
agreement that would constrain their quest for superiority. The nuclear powers seek
to do so without the constraints of new global governing rules under international
law. This is the case for China, but in an even more pronounced way for Russia and
theUnited States, in particular. Israel, India, and theUnited Kingdom also hold dubi-
ous positions thatmost of the time set up roadblocks to any progress in the diplomatic
talks. As the talks stall, their efforts to continue the militarization of AI progress
swiftly.35 What these nuclear powers are abandoning is the opportunity to create
greater predictability and stability by forming new global norms. Without their par-
ticipation, a descent into a more unstable and war-prone world becomes all the more
certain.

The prevailing nuclear geopolitical reality is worrisome. The addition of AI to the
military landscape is not a judicious choice. The nuclear-armed states’ arsenals cur-
rently number 13,080 nuclear weapons. Listed according to the size of their arsenal,
the nuclear states are: the United States, Russia, the United Kingdom, France, China,
India, Pakistan, Israel, and theDemocratic People’s Republic ofKorea (NorthKorea).
Ninety percent of the 13,080 existing weapons are American and Russian; of these,
3,825 are currently deployed on the level of high operational alert; this is an increase
from 3,720 previously. Compounding this trend, Russia has increased its stockpile
by 180 warheads, despite the fact that it has also been dismantling retired warheads,
as the United States has been doing too. Nonetheless, all nuclear-armed states have
announced plans to modernize or create new systems.36 This move to build more
nuclear weapons is in clear violation of the international legal obligations that states
agreed to comply with when they ratified the 1968 Nuclear Non-Proliferation Treaty
(NPT). This landmark treaty is a cornerstone of the stability of the international
system. According to Article 6 of the treaty, the high-contracting parties agreed to
completely disarm their arsenals and eventually reduce to zero nuclear weapons. In
total, 191 countries are high-contracting parties to the NPT—that is, they have rati-
fied it and are legally bound to comply with its global norms. Some countries—South
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Sudan, India, Pakistan, and Israel—have never signed theNPTbut everyone else did.
Signature, an initial commitment, is the first step toward ratification. North Korea
joined theNPT in 1985, but withdrew in 2003.37 All the nuclear powers now embrace
the pursuit of military AI as vital for their national security.38

In the United States, the Congressional Budget Office is mandated to estimate
the decade-long costs for nuclear weapons every two years. The projection for the
period up to 2030 is $634 billion tomodernize the current American nuclear arsenal,
which represents a 28% increase from the previous recorded period. Most systems
are reaching the end of their life cycle.39 Therefore, the American Congress could
still decide not to spend the estimated amount, and could even decide to reallocate
it to more pressing areas in national security, such as tackling the climate emergency
or preparing for the next pandemic. Countries seeking to modernize their nuclear
stocks are tied to a narrow view of national security: nuclear weapons provide secu-
rity and prestige.40 This is a posture that was increasingly endorsed after World War
II, when the primacy of national security precluded considerations of the global
common good. Furthermore, it is a posture that views threats to national security
as being only of a military nature, such as war. Therefore, arming themselves with
nuclear weapons is a continuation of old and enshrined ways to protect national
security. This outdated framework must be replaced with an appreciation of the fact
that nuclear weapons do not provide security.41 They are extremely dangerous sys-
tems that could imperil life on Earth. In the wake of the COVID-19 pandemic, it is
irresponsible to continue tomaintain a framework of threats to security as exclusively
military in nature. Even in the United States, the richest country in the world, hos-
pitals were overwhelmed on several occasions during the pandemic, and the same
happened in other nuclear nations that continue to privilege a view of the world
where security emanates from the possession of weapons. A wiser allocation of trea-
sury resources away from the accumulation of weapons seems both judicious and
far-sighted. More enlightened and humanistic views of international security are
required even in the light of the current wars, such as in Ukraine. Such views are nec-
essary to shift the focus away from allocating financial resources to nuclear renewal
and toward addressing threats of a nonmilitary nature. This shift could pave the way
for more goodwill among nations and the prevention of war.

Global governance action: Champions and detractors

Creating global governance related to AI will be one of this century’s main chal-
lenges.42 A daunting part of this enterprise will be establishing common good
governance for applications of AI in the military realm. The formidable task of forg-
ing agreed global norms that would constitute a governing framework faces two
main hindrances. The first is the military value that the major powers, especially
the nuclear-armed states, ascribe to AI. The second is the nature of AI itself. AI
is an enabling technology that may amplify areas of human endeavor by enhanc-
ing or imperiling them. In other words, AI is an umbrella term that encompasses
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several technologies or computation techniques with a vast range of applications,
including machine learning, recommendation tools, image recognition, and speech
translation, among others. In many ways, AI is more analogous to electricity.43 The
stumbling blocks encountered in the process of establishing new global norms under
international law for autonomous weapons—one critical aspect of the militarization
of AI—serve as an indicator of how arduous it will be to set up governance norms in
the broader area of military AI.44

Instances of past successes in international cooperation that shaped the creation
of innovative global governance counted on the leadership of champion states. These
embrace new causes and spearhead them across the international political spec-
trum.45 In the case of the most successful environmental treaty to date, the landmark
1987 Montreal Protocol on Substances that Deplete the Ozone Layer, the United
States was the champion state and backed the international negotiating process.46 By
working closely with scientists and Mostafa Tolba, the then director of the United
Nations Environmental Program and the chairperson of the negotiations, nations
constructed a set of global governance rules that effectively engaged in the largest ever
planetary repair mission: restoration of the ozone layer.47 TheMontreal Protocol has
been ratified by all countries; it is universal and remains able to adapt to and include
new technological developments.48 In general, the creation of new global governance
has become more complex in the last decade. The last two major examples of break-
through in global cooperation took place in 2015with theUnitedNations Sustainable
Development Goals and the Paris Agreement to tackle climate change. These are two
concrete globalmaps directingmultisectoral action at the local and international lev-
els. These achievements are deemed to be pathbreaking in devising solutions to the
most pressing problems facing humanity.49

I attribute the rising complexity of global governance creation to five factors.
The first is the upsurge of populism in several countries that drive their leaders to
look inward and not toward conceiving concerted global solutions to problems—
for instance, the example set by the United States during the presidency of Donald
Trump. The supposed “leader of the free world” behaved obscenely and coarsely in
abandoning the observance of time-honored norms of international law. He con-
tributed to the erosion of many previously vital international frameworks for peace
and stability. This contempt for international civic duty gave license to others to do
the same and for totalitarian rulers to become more assertive of their own power
(Brazil, China, India, Turkey, and Hungary are some examples).50 On the United
Nations diplomatic scene, this means there is now much arduous work to be done
to reach a compromise and to find solutions to a number of issues on the agenda of
nations. Inmany ways, the world was dispossessed of a shining example: a champion
state that could advance causes leading to the betterment of humanity. The European
Union could take up that position, but it has been too reserved in its actions.

The second factor is a multiplicity of converging global crises, all in need of rigor-
ous global action, as highlighted by leading scientists: biodiversity loss, the climate
emergency and the prevention of the next pandemic are examples of intersecting
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crises.51 The third is the dispersed nature of power throughout the international
system of nations. This means that many more countries have become prominent
economically and therefore feel they can exert power on the global stage as well
(examples here are China and India).52 They see the tragic withdrawal of the United
States as opening an opportunity for them to become more forceful, but they lack a
well-defined vision for forging common good governance. The fourth is an inability of
current leaders to think in long-term perspectives. In many ways they are squander-
ing the opportunity to work on building a restored world, even though the science
is unequivocal: the world only has a few years left to avert the worst of the climate
crises.53 The fifth is renewed rising rivalry among the major powers that is occur-
ring partly as a result of some of the factors mentioned herein, but also because of a
mounting climate of suspicion and lack of trust in each other. The resulting circum-
stances are tragic for the world: most countries are not focusing on what they should
be doing and keep diverting their resources, investmentstreasure, and time to mat-
ters that will do little to repair the planet or ensure its health and safeguard that of its
people. This imperative need for repair work has been expressed with great urgency
by scientists all over the world, who have established beyond any doubt the scientific
links between climate and health.54

The matter examined in this book—the march toward autonomous killing, and
the associated context of the use of AI and how this will change the international
order—is a looming global problem that could exacerbate the tribulations the world
is already currently facing, but especially accelerate the slide to states of war and con-
flict. In the light of this, it is worth asking: What do champion states do? How could
they influence the creation of new global norms? Champion states can perform sev-
eral functions. The first function is constituency building, where the champion states
exert peer-to-peer pressure to convince other states to embrace the relevant cause.
They do so by first creating a coalition of like-minded states from several parts of the
world that work with them toward achieving a goal. The second function is momen-
tum building. Typically, a champion state is motivated to come onto the world stage
to lead a cause when there are already previously built avenues for action as a result
of persuasion through transnational networked cooperation by a multitude of other
actors and entities that helped to elevate thematter to prominence (Chapter 5). Then,
the champion state builds deeper links with scientists and civil society alike to build
momentum toward negotiations. The third function the champion state carries out
is the consolidation of emerging norms through new treaties or other forms of agree-
ment. These will not only cement the otherwise dispersed attention to the issue, but
also pave the way toward concrete outcomes.
Transnational networked cooperation is advanced and managed to elevate and

maintain the momentum of resistance to autonomous killing on the international
agenda (Chapter 1). It also lead to a widespread recognition that unpredictable sys-
tems that “cannot be used in compliance with international law are de facto outlawed
and their use must be prevented.” These are the words that appeared in the position
statement by a group of 16 countries that formed at the end of the discussions in 2021
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at the United Nations in Geneva: Austria, Belgium, Brazil, Chile, Finland, Germany,
Ireland, Italy, Luxemburg, Mexico, the Netherlands, New Zealand, Norway, South
Africa, Sweden, and Switzerland.55

However, there is no explicit champion state. Instead, there are supporters and
detractors, which complicates the creation of novel global governance. This has hap-
pened before. Previous global cases of cooperation to restrict or prohibit the means
and methods of war reached stalemate. This happened because of the consensus-
bound nature of the negotiating forum, whereby the possibilities for any break-
throughswere stifled by aminority of detractors (Chapter 5). As a result, negotiations
moved outside the United Nations, to the General Assembly, where the rules of pro-
cedure follow the precept of two-thirds majority. It is worth examining the role of
a few prominent states to see how they position themselves within the global gov-
ernance creation process. The background to keep in mind is the pursuit of global
supremacy in AI. Both China and the United States played pioneering roles by pub-
lishing their positions on the various aspects of the militarization of AI from the
outset, before the international debate started in earnest in 2012–2013, at the United
Nations Human Rights Council.

The quest for hegemony in AI is evident in the plans pursued by China, which
are characterized by a fusion of the military and the civilian spheres. The separation
between innovations in the civilian and the military realms is hard to distinguish.56
The Chinese are preparing for a future where warfare is “intelligentized,” a concept
that captures the accelerating integration of AI into military innovations.57 This goal
became a nationwide priority in 2017 with the publication of the New Generation
Artificial IntelligenceDevelopment Plan.58 The goal of achievingmilitary superiority
in AI is to be reached by 2035.59 As Elsa Kania explains, as early as 2011 the Chinese
coined a definition of an “AI weapon” as “a weapon that utilizes AI to pursue, distin-
guish, and destroy enemy targets automatically.”60 With the upper hand in addressing
the issues nationally, in 2013 China supported the beginning of the discussions in
Geneva at the Human Rights Council.61 China alerted participants to the potential
of autonomous systems to jeopardize the international strategic balance. When the
discussions moved to another negotiating forum at the United Nations in Geneva,
the CCW, China recognized the difficulties in autonomous systems complying with
IHL and called for preventive measures.62 In 2018, China called for a ban on the use
of “fully autonomous weapons,” but not on development and production.63 At the
end of 2021, China affirmed that it would be amenable to a future legally binding
treaty, but doubted whether this was the appropriate time.

TheUnited States spearheaded the debate when it became the first country to pub-
lish its position on autonomy in weapon systems in 2012, and then updated it as a
directive in 2017. The publication offered the first definition of autonomous weapons
as aweapon system that, once activated, can select and engage targets without further
intervention by a human operator. Essentially, the directive includes an affirmation
that “the system design incorporates the necessary capabilities to allow comman-
ders and operators to exercise appropriate levels of human judgment in the use of
force.”64 The United States delegation at the United Nations always insisted on the
terminology that it had introduced—appropriate levels of human judgment—much
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to the annoyance of civil society groups that preferred the formulation meaning ful
human control instead. However, the directive provides useful steps for the creation
of a form of global governance. It includes five criteria that a systemmustmeet before
being approved for deployment:

1) By design, systems should include options for operators to exercise appropriate
levels of human judgment;

2) The system should complete the engagement in a timeframe that is con-
sistent with the commander and the operator’s plans. Otherwise, operation
termination is an option;

3) Fail-safe and override capacities should be in place to minimize failure or
unintended engagements;

4) Systems must be reliable;
5) Legal review by the general counsel of the DoD must be in place.

Expert views have signaled that these criteria would not necessarily impede the
approval of certain systems that could in fact be worrisome, while others insist that
as long as there are weapon reviews that follow these steps, this would ensure that
they comply with IHL.65 This latter view was espoused by Michael Meier, Attorney-
Adviser at the Office of the Legal Adviser, Political-Military Affairs of the United
States Department of State. He was the brilliant head of the United States delega-
tion to the discussions on autonomous weapons in Geneva in their first years. I once
went to lunch with him at the Pentagon, and I also invited him to speak at North-
eastern University. In these first years of the discussions in Geneva, the United States
was adamant about the fact that as long as there were weapons reviews, there could
be safe deployment of autonomy. Meier and I discussed the obligation that states
are under in terms of IHL to carry out legal reviews before the deployment of any
weapon system.66

Twopillars upheld theAmerican diplomatic view. The first is thatweapons reviews
would suffice to assuage legal and operational concerns. Many would argue that that
insistence masked a few problems. The first is that most states are not transparent
about their reviews, and many do not have the capacity to conduct such technical
reviews. The second problem is that the legal review would have to establish whether
there would be sufficient predictability and reliability.67 If we add machine learning
systems, the inability to be certain about the system’s behavior would be more glar-
ing. Therefore, weapons reviews are no panacea and should not serve as a basis for
the creation of global governance. It is an insufficient foundation. The second pil-
lar underpinning the United States’ diplomatic position rests on the idea that more
autonomation would save lives and lower the risk of collateral damage because of
the greater precision it enables.68 The American delegation contended that “smart”
weapons with autonomous functions can be more precise and have been shown to
reduce risks of harm to civilians and civilian objects.69 The “New Pentagon Papers”
released inDecember 2021 seem to prove the contrary, and show evidence of decades
of harm rather than safety brought about by “smart” weapons, including civilian
casualties and lack of accountability.70
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The EuropeanUnion adopts amore humane attitude tomilitary AI, distinguishing
itself from the positions outlined here. However, the approach is not unified. Despite
the progressive and continuing action by the European Parliament since 2018 call-
ing for a prohibition on the use of autonomous systems without human control,71
and the European Defense Fund (EDF) declaration that “the development of ‘lethal
autonomous weapons without the possibility formeaningful human control over the
selection and engagement decisions when carrying out strikes against humans’ shall
be excluded from any EDF funding,”72 the European Union has not yet presented
a joint position in the negotiations in Geneva. Instead, some of its members are
more prominent in expressing their own differing national views, especially France,
Germany, and Austria. France and Germany would like to see a political agreement
analogous to a nonbinding code of conduct, while Austria advocates for a legally
binding prohibition. The ideal would be for the EU to put forward what is called at
the EU level a “Common Position,” which would be legally binding upon all member
states.73

In January 2021, the EU Parliament issued guidelines that military AI should not
replace human decisions. In April 2021, the EU Commission published the first ever
international legal framework for making AI secure and ethical. The EU’s pioneer-
ing global norm-shaping regulatory framework to establish secure and ethical AI
places the EU in a position to lead the way in increasing cooperation globally and
shape much-needed commonly agreed rules. The EU regulations address high-risk
AI systems—even though the regulations do not apply to AI systems developed or
used exclusively for military purposes—and call for mandatory human oversight
throughout the AI systems’ lifecycle in high-risk systems (Article 14) and consider
the climate and health as high-impact sectors. The EU Parliament recently issued
guidelines for the military use of AI to be human-centered and directed toward
the service of humanity and the common good. Taken together, these instruments
pave the way toward a human-security-focused approach that serves as a fruitful
foundation for building up common good governance, in line with my concept of
humanity’s security that embraces a more inclusive and humanistic perspective of
national security.

The United Nations and peace

The United Nations plays a role in convening the actors who create novel global
governance and in summoning member states to conduct diplomacy at the highest
level. One of the United Nations’ main functions is to help advance international law
through the creation of new norms of behavior for the member states. It is therefore
essential to examine its role, as the future of the United Nations is indubitably asso-
ciated with the formation of common good governance on AI.74 The United Nations
is also the only forum—a world assembly—where all 193 states can have a voice. In
the still embryonic discussions on the governance of AI, most regions of the world
remain largely excluded, most notably Latin America, Africa, South-East Asia, and
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the Middle East. The creation of global governance principles in the United Nations
is a way to address this imbalance.

In May 2021, the United Nations Security Council met for the first time to dis-
cuss the role of emerging technologies, including AI, in peace and security. In the
following month, also for the first time, the Security Council met to discuss how to
keep the peace in cyberspace, advancing the topic of emerging technologies to the
highest level of diplomatic efforts at the United Nations.75 According to the United
Nations Charter, the council has custodianship of the decisions on peace, security,
the protection of civilians, and the use of force in international relations. The focus
on emerging technologies and cyberspace as a novel domain of international rela-
tions marks a noteworthy evolution of the role of the Security Council in promoting
much-needed norms for common behavior in these areas, which could originally not
have been anticipated by the drafters of the charter.Member states spent $1 trillion in
2020 to restore networks that had been breached or to combat malicious uses.76 The
need to create a global cooperative framework on cyberspace, where states can pool
their capacities and assist those who lack them, is critical. However, this discussion
is beyond the scope of this book.

The role of the UN Secretary-General António Guterres has been central in lead-
ing the discussions internationally. He created a High-Level Panel for Digital Coop-
eration, which met in 2018–2019. In March 2019, the Secretary-General addressed
the High-Level Panel with an ardent call for a prohibition against autonomous
weapons:

Machines with the power and discretion to take lives without human involve-
ment are politically unacceptable, morally repugnant and should be prohibited by
international law.77

Based upon the panel’s recommendations, after consultations with several different
communities, from academia, the private sector, and governments to civil society,
Guterres recommended a Road Map for Digital Cooperation in time for the United
Nations’ 75th anniversary.78 This map aims to bridge the digital divide between
developing and developed countries, to create transparency by curbing the spread
of misinformation, to protect critical digital infrastructure, and to protect people’s
dignity. His Road Map for Digital Cooperation also seeks to restrain the weaponiza-
tion of emerging technologies in general, and instead use such technologies solely for
the common good of humanity. The creation of an AI advisory body could pave the
way for the United Nations to serve as a clearing-house, a hub of knowledge that is
inclusive of all member states, especially those with little or no technical capacity or
technological advancements.

The proactive, action-oriented role that the UN Secretary-General assumed has
firmly positioned the United Nations as the cornerstone for global action in emerg-
ing technologies.79 For Guterres, four significant threats to global security today may
endanger the future of humanity: mounting geopolitical tensions, the climate crisis,
global mistrust, and applying the dark side of technology to commit abuses and
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crimes, spread hate and misinformation, and oppress people in an increasing num-
ber of countries. Technological advancements are fast outpacing diplomatic efforts,
and the world is not prepared for the impact of the fourth industrial revolution.
In the high-level segment of the United Nations General Assembly in September
2021, Guterres launched the Common Agenda, a comprehensive path forward to
tackle the fourmain threats to humanity, utilizing the already existing platform of the
United Nations Sustainable Development Goals. The Common Agenda is the result
of a two-year-long crowd-sourcing consultation with thousands of people worldwide
and represents a pivot toward protecting future generations, including the youth.80
Admittedly, there is much work to be done to enact the Road Map for Digital Coop-
eration, especially in the areas of misinformation, the spread of hate speech, and the
digital divide between poor and rich countries.

The Secretary-General of the United Nations has twice before played an impor-
tant role in advancing the limits on the means and methods of warfare as a tool for
the preservation of international peace and security. The first time was in 1995, with
the publication of the “Agenda for Peace,” where the then Secretary-General Boutros
Boutros-Ghali called for “micro-disarmament”—that is, getting rid of small arms and
light weapons that were the actual weapons of mass destruction in countries in con-
flict, in the aftermath of conflict, and in countries at peace but with high homicide
rates. This call from the Secretary-General spearheaded a vigorous process of cre-
ation of new norms and international treaties to stem the illicit trafficking of small
arms and also led to the 2012 Arms Trade Treaty, which was the first to regulate the
international trade in conventional arms.

The second time was in 2018, with United Nations Secretary-General António
Guterres’ agenda for disarmament, “Securing our Common Future” (which I discuss
later in this chapter). Guterres is concerned by a deteriorating international secu-
rity environment, where a new Cold War is emerging within a highly complex world
order that is marked by eroding respect for commonly agreed global norms of con-
duct and erosion of long-standing institutional commitments. He is also alarmed by
the human and economic cost of militarization, and by the increasing risks from
new weapon technologies. In this troubling new reality, the United Nations can use
disarmament as tool for the maintenance of peace and security, and use it to foster
the principles of humanity that aim to protect civilians and promote common good
governance.

The AI for Good Global Movement

What I call the AI for Good Global Movement is comprised of initiatives that seek
ways to use AI for the benefit of humanity—that is, for the common good in general,
and specifically to findways to use AI for humanitarian purposes, particularly but not
limited to implementing theUnitedNations SustainableDevelopmentGoals (SDGs)
and to improving humanitarian relief.81 The ideas presented in this section represent
one of the foundations of my common good governance framework.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424287789 by Sun Yat-Sen U

niversity user on 11 January 2024



The dynamics of international diplomacy 175

Reviewing again my five criteria for the rise of transnational networked coopera-
tion (Chapter 1), change makers attempt to create precautionary arrangements to
avoid future harm. They try to influence the highest level on the United Nations
agenda to gain traction in international discussion. Momentum and strength will
develop when a broader array of scientists joins the ranks of those who first raised
the alarm against the perils of algorithmic wars where humans lose control. The
combined moral authority of the scientists who create the technology adopted
for algorithmic killing and the way they express their revolt against the mali-
cious and evil uses of their creation add a compelling and overriding dimension
to transnational networked cooperation. The common, humanity-based vocabu-
lary is reinforced when the transnational advocacy for humanity is energized by
groups of civil society members with previous experience in related areas who sup-
port the cause and consolidate the networked cooperation in concurrence with the
scientists.

The AI for Good Global Movement epitomizes these aforementioned criteria.
The SDGs are currently the foremost comprehensive global map for action on
development and sustainability, in that for the first time, for developing and devel-
oped countries alike, they offer a common language to tackle the world’s problems.
They follow on from the Millennium Development Goals (MDGs), which garnered
impressive achievements in poverty reduction and alleviation for millions of peo-
ple worldwide. The MDGs were a map for actions directed especially at poverty
reduction and they were largely aimed at developing countries. In reading the final
report on the implementation of the MDGs,82 one realizes that they represent the
most successful movement against poverty in history; here are the most impressive
achievements:

• More than half of the total number of people living in extreme poverty were
lifted out of this condition by 2015, which was the deadline for meeting the
goals;

• The number of undernourished people dropped by almost half from 1990;
• Enrollment of children in primary school doubled;
• The mortality rate for infants and mothers was cut by half;
• The incidence of malaria was dramatically reduced;
• Improved sanitation became available to 2 billion people;
• 147 countries met the MDG drinking water target, 95 countries met the MDG

sanitation target, and 77 countries met both targets.

The United Nations Sustainable Development Goals

The SDGs represent an all-inclusive endeavor to follow up the MDGs and include
the 193 countries of the United Nations that all underwrote the negotiations that led
to the 17 new goals, which are to be implemented by 2030. They represent a truly
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universal agenda covering development, sustainability, environmental security, rule
of law, security, and peace. No political agenda has ever been so comprehensive, and
it is underpinned by 169 measurable targets and 232 indicators.83 The road to imple-
mentation is uncertain, but the technology is now available to meet the challenge,
and AI will play an enabling role in bringing them to fruition.84 The goals epitomize
attempts to create common good governance, and are as follows:

1) No Poverty: end poverty in all its forms, everywhere.
2) Zero Hunger: end hunger, achieve food security and improved nutrition;

promotion of sustainable agriculture.
3) Good Health and Well-being: ensure healthy lives and promote well-being

for all at all ages.
4) Quality Education: ensure inclusive and equitable quality education and

promote lifelong learning opportunities for all.
5) Gender Equality: achieve gender equality and empower all.
6) CleanWater and Sanitation: ensure availability and sustainable management

of water and sanitation for all.
7) Affordable and Clean Energy: ensure access to affordable, reliable, sustain-

able, and modern energy for all.
8) Decent Work and Economic Growth: promote sustained, inclusive, and sus-

tainable economic growth, full andproductive employment, anddecentwork
for all.

9) Industry, Innovation, and Infrastructure: build resilient infrastructure,
promote inclusive and sustainable industrialization and foster
innovation.

10) Reduced Inequalities: reduce inequality within and among communities.
11) Sustainable Cities and Communities: make cities and human settlements

inclusive, safe, resilient, and sustainable.
12) Responsible Consumption and Production: ensure sustainable consumption

and production patterns.
13) Climate Action: take urgent action to combat climate change and its impacts.
14) Life Below Water: conserve and sustainably use the oceans, seas, and marine

resources for sustainable development.
15) Life on Land: protect, restore, and promote sustainable use of terrestrial

ecosystems, sustainably manage forests, combat desertification and halt and
reverse land degradation, and halt biodiversity loss.

16) Peace, Justice, and Strong Institutions: promote peaceful and inclusive soci-
eties for sustainable development, provide access to justice for all and build
effective, accountable, and inclusive institutions at all levels.

17) Partnerships for the Goals: strengthen the means of implementation and
revitalize the global partnership for sustainable development.
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Goal 16: AI and its role in the promotion of peace
and security

Each goal hasmeasurable targets and indicators. For instance, Goal 16, closely linked
to the themes of peace, security, and world order discussed in this book, includes
these targets:

• Significantly reduce all forms of violence and related death rates everywhere;
• End abuse, exploitation, trafficking, and all forms of violence against and torture

of children;
• Promote the rule of law at the national and international levels, and ensure equal

access to justice for all;
• Broaden and strengthen the participation of developing countries in the insti-

tutions of global governance;
• Ensure public access to information and protect fundamental freedoms, in

accordance with national legislation and international agreements;
• Strengthen relevant national institutions, including through international

cooperation, for building capacity at all levels, in particular in developing
countries, to prevent violence and combat terrorism and crime.

The targets provide a concrete way to determine how the goals can be achieved and
how technology will play a role, especially AI. In the case of the Goal 16 targets, the
objective would be for AI to be a factor in the reduction, not in the augmentation, of
violence. However, if more groups, including armed nonstate groups and terrorists,
have access to the possibility of weaponizing AI, then we may see an amplification
of violence. AI can be used to identify the trafficking routes that enable the flow of
guns and drugs, as well as human trafficking.85 However, the shortcoming is that
the criminal gangs that conduct these felonies will also have access to the use of AI
because it is ubiquitous across societal levels.

AI has the potential to be an equalizer and to assist developing countries to play a
greater role in the world, and in the institutions of global governance. However, thus
far most of the developing world has been left out. If AI is not employed according to
the rules andnorms agreed by all states, it has the potential to enlarge the gap between
the developed countries and the developing countries of the world. AI can be used to
protect fundamental rights and freedoms, but it can also be used to curtail them, as
is already happening in certain countries where the technologies enabled by AI, such
as image recognition, promote greater surveillance and promote the instruments of
population repression and erosion of democracy.86 Along the same lines, AI can assist
in the combating of terrorism and crime through the analysis of big data that breaks
down patterns and trends that would facilitate the identification of criminals. For
instance, AI techniques of big data analysis from satellite data are already able to
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track deforestation in major rain forests around the world, thereby paving the way
toward enacting policies to contain deforestation.87

The SDGs represent an all-encompassing action blueprint to enact common good
governance broadly. They also inspire states to think beyond a narrow focus on
national security and attain humanity’s security. They were adopted by all states and
involve each member state of the United Nations. Under international law, the SDGs
are a politically binding mechanism—that is, states will not have to ratify them to
be bound to them, as in an international treaty. However, the platform for their
implementation is the High-Level Political Forum on Sustainable Development,
which meets at the United Nations in New York every year. Here countries check
on each other for cooperation and for options to foster the implementation of the
goals.

The United Nations AI for Good Global Summit series

There are three preliminary initiatives and organizations involved in the AI for Good
Movement. I can trace the birth of this movement to 2017, when the International
Telecommunication Union (ITU) hosted the first AI for Good Global Summit at
the United Nations in Geneva. The ITU is one of the oldest international organiza-
tions, founded in 1865, with headquarters in Geneva, and is a member of the United
Nations family of organizations. It has an illustrious history of acting as a facilitator
and enabler of communication between nations since the invention of the telegraph.
That technological advancement changed the way nations communicated. Conse-
quently, the ITU was created to set rules and norms, commonly agreed by states,
for the best use of emerging new technologies. All 193 member states of the United
Nations are members of the ITU, but so too are 700 private entities.

More often than not, when the media reports on global governance and the role of
the United Nations, they focus on its failings rather than its successes. Nonetheless,
international organizations provide essential coordinating mechanisms and services
for all states to coordinate their actions: for example, in air space, postal service across
borders, and open sea lanes for commerce. Most of the time the global governance
and new international laws generated by such institutions work quietly, and their
work of facilitating the logistics of life in international relations goes unreported
(Chapter 4).

The ITU is one such example of an essential institution of global governance. Since
its founding, business transactions between states have grown enormously as greater
coordination between them is better than conflict. The ITU adapted with the passage
of time to coordinate new technologies and their impact on states’ international rela-
tions: the telephone, radio, the Internet—and now AI. The inaugral summit in 2017
initiated the first global dialogue on the beneficial uses of AI beyond the exclusively
scientific realm. The organizers stated that the goal was to advance the

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424287789 by Sun Yat-Sen U

niversity user on 11 January 2024



The dynamics of international diplomacy 179

development and democratization of AI solutions that can address global chal-
lenges related to, among others, poverty, hunger, health, education, the environ-
ment. A special focus will be placed on leveraging AI to help achieve the United
Nations SDGs. The event provided a neutral platform for government officials, UN
agencies, NGOs, industry leaders and AI experts to discuss the technical, societal,
policy and ethical issues related to AI, offer guidance and promote international
dialogue and cooperation in support of AI innovation.88

The 2018 AI for Good Global Summit was aimed at accelerating progress toward
meeting the SDGs and it became the leading platform for dialogue on AI, because
it involved not only many of the other family institutions of the United Nations, but
also the private sector (companies) and scientists, and it was organized in partnership
with the Association for ComputingMachinery.89 I attended the 2018 and 2019 sum-
mits with a former student, a computer engineer and international security expert,
Rebecca Leeper, andwe both observed the extraordinary network of different change
makers who were brought together.

As a result of the first two AI for Good summits, the ITU launched the Global
Artificial Intelligence Repository, open to the public and searchable by SDG. It has
the potential to galvanize the AI for Good Movement, because it aims to connect
the different projects and communities involved. As Eugenio Garcia explains, the
AI for Good Summit is the flagship platform for global dialogue with the wider
public.90 As a result of the AI for Good summits, the Global Data Commons was
forged as a way to use the large quantities of data associated with AI development
to continue to pave the way for implementing the United Nations SDGs. The stew-
ardship of the data is undertaken collectively to avoid bias, algorithm maximization
that may encourage violence, and other abuses, while enabling the passing on of the
advantages to the broader public, instead of to only those few tech firms that col-
lect the data.91 In other words, the users of social platforms generate data for tech
firms such as Google, Facebook, Twitter, etc., but do not get to reap the benefits of
the use of the collected data. The Global Data Commons is a governance mecha-
nism to channel the use of data for the common good—namely, back to benefit the
users.

A second initiative is a leading project that will have far-reaching impacts as
it incorporates the efforts of the IEEE Global Initiative on Ethics of Autonomous
and Intelligent Systems (A/IS) launched in 2016 (mentioned earlier) with the aim
of aligning technological advances with the ethical values of promoting human
well-being: it measures testable levels of transparency and compliance that can be
determined objectively andwithin specified parameters to avoid biases in algorithms.
This project will be highly influential because it is “the most comprehensive, crowd-
sourced global treatise regarding the Ethics of Autonomous and Intelligent Systems
available today.”92 IEEE has almost half a million members in 160 countries and it
is an “association dedicated to advancing innovation and technological excellence
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for the benefit of humanity”; as such, it is “the world’s largest technical professional
society.”93

The IEEE 2017 report argues that A/IS have been identified as the key technolo-
gies to enable the implementation of the United Nations SDGs.94 The IEEE also
recognizes that “A/IS for the common good” is becoming ever present, with its
“human-centered” accountable and inclusive foundational framework. The dispar-
ity of wealth between developed and developing countries has grown wider with the
recent growth of high technologies. But the largest companies in the world are high-
tech ones that tend to concentrate the gains in the hands of a few. We live in a world
where eight of themost powerful men earn a higher income than three billion people
combined.95 The challenge will be to create global governing frameworks that har-
ness A/IS for a more equitable world. This could be achieved by enforcing greater
tax responsibility, more job creation equity, and higher accountability for invest-
ments. Furthermore, less politically contentious aspects of AI technologies include
the use of big data for good—for example, the use of geographic information systems
for disaster prevention, building resilience, energy production, and traffic control in
the increasingly unlivable big cities of the developing world. At this critical juncture,
in which the utilization of AI technologies remains largely unregulated globally, the
probability that they will be used in ways that will exacerbate inequalities is high.
This is one more powerful reason to create common good governance for A/IS with
a preventive purpose, as an equalizing force for all humans, and not as yet one more
technological advance that will not be scaled up to benefit the largest number of
people.

Finally, the United Nations Secretary-General, António Guterres, has published
a foundational work for future governance on AI: “Securing our Common Future,”
which is a new map for building peace avenues; as such, he is playing a leading and
prominent role in advancing the AI for Good Movement. He calls on countries to
increase peace and security through disarmament to save humanity (eliminating
weapons of mass destruction), disarmament to save lives (conventional weapons
control and regulation), and disarmament for future generations (grappling with
emerging means of warfare). He also calls on states to employ new technologies
for the common benefit of humankind. He also commits to working with scien-
tists and industries to foster responsible innovation for peaceful objectives. The
conviction of roboticists and scientists of the need to sound the alarm against the
weaponization of AI and their commitment to develop technology for peace are
praised in Securing our Common Future. They represent the moral compass needed
to ensure that technologies are developed with the goal of serving humanity. Interna-
tional stability will depend upon the enactment of new global governingmechanisms
of a preventive nature. Guterres calls on states to avoid the temptation to reinter-
pret international law in the light of the uses of new technologies. Securing our
Common Future endeavors to bridge the false dichotomy between national secu-
rity and humanitarian concerns. It is historic because it highlights that the new
order we are entering demands the integration of the pursuit of national security
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with respect for humanitarian concerns; these two aspects can no longer be sepa-
rated. This is inextricably aligned with my concept of humanity’s security that views
security through a broader perspective toward the common good. Therefore, new
technological advances should be used to accelerate the achievement of sustainable
development. Essentially, the Secretary-General states that when use of force takes
place, humans must remain in control—in other words, that humans retain ultimate
control of weapons and AI.

Steps to common good governance under
international law

Progressively, discussions on limiting autonomy in weapon systems at the United
Nations started reflecting the desire ofmost states for a new international legal instru-
ment that limits autonomy in weapon systems and restrains the dehumanization of
warfare. There was also a rising consensus about the shape and nature of the new
agreement. It became clear that most states wished for a combination of prohibitions
and regulations. Bonnie Docherty, of Harvard University and Human Rights Watch,
and one of the key international legal advisers on the issue from the beginning, had
been steering advice in this direction of travel.96 Additionally, there was widespread
agreement that human control should be present, and some countries specifically
mentioned human control over the critical functions (targeting and engagement, i.e.,
decision to kill or destroy).97 Another way to interpret this and to make a new treaty
stand the test of time is to establish control over the use of force—that is, to focus on
conduct rather than on specific systems.98 Whenever force is applied, human over-
sight must be paramount. As Docherty argues, managing the “use of force,” as a form
of human conduct reflecting human agency and intention, is enshrined in IHL and
in human rights law which makes observance compelling.

The International Panel for the Regulation of Autonomous Weapons (IPRAW)
has been advising on the process at the United Nations since 2017. As a member of
IPRAW, I was part of the creation of our recommendation to maintain human con-
trol in each phase of the targeting process to avoid the impact of cumulative errors.
Prior to the targeting process, there is the design of the system, and then the prepara-
tion for the attack. Therefore, human control needs to be present during the design
and in the action of use (i.e., during the mission execution).99 For IPRAW, this is
about defining the necessary type and level of human control during the interac-
tion between the human and the machine. It is then necessary to take into account
the environment in which the operation will take place: Is it a densely populated
city, for instance?Will the operation target a military installation? Are there civilians
present? To answer these questions, the operator must take into account what the
target parameters are and how long it will take to find the target and make the deci-
sion. These are aspects of spatial and temporal consideration that are essential for
compliance with IHL. It is useful to retain a “functional” approach. This is not about

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424287789 by Sun Yat-Sen U

niversity user on 11 January 2024



182 The AI Military Race

one weapon system, but rather about functions, in particular autonomous function-
ality in military systems, already existing or yet to be invented. One can discern
distinct types of weapons in nuclear, chemical, and conventional weapons. It is possi-
ble to count them. However, with autonomous systems, we are talking about adding
autonomy to different functions. If it happens to be the “critical functions” of selec-
tion and engagement, or target and attack (focus to kill or destroy), then the concern
is whether human oversight is maintained during the performance of the function.
Therefore, in autonomous systems, a qualitative analysis rather than a quantitative
one is essential in the technical and operational aspects, as Table 3.1 indicates.

The regulation of conduct during the use of force would be an innovative pil-
lar in a potential new international treaty. Previous regulations on methods and
means of warfare focused on specific systems and their quantities. If a particular state
was accumulating inordinate amounts of certain systems, that could be deemed to
be destabilizing to international security. Any new treaty would consequently seek
to curb quantities or prohibit certain weapon systems all together (Chapter 5). As
Bonnie Docherty explains in her influential work, which is in line with IPRAW’s
conceptions mentioned earlier, the regulation of conduct along the spectrum of the
targeting process is appropriate for accounting for how algorithmic decision-making
takes place. A treaty must therefore be broad enough to encompass all present and
future systems that select and engage sensor-based targets. In other words, every time
the target has been identified by sensors and not human observation, the firmest
prohibition would be on eliminating the permission to target people.100 Therefore
the strictest exclusion would be placed on eradicating antipersonnel systems.101 The
Figure 3.1 table below illustrates what the nature and scope of a new treaty would
look like, based upon the decade-long work of Docherty and the ICRC.102

As Figure 3.1 shows, the foundational underpinning of the novel treaty would be
the positive obligation tomaintain human control throughout all phases and stages of
the design and operations. A positive obligation strengthens amore preventive stance
in the promotion of human well-being. A purely negative, obligations-based treaty
would not necessarily put in place the conditions for long-term comprehensive ways

Table 3.1 IPRAWʼs concept of minimum requirement for human control

Situational Understanding Intervention

Control by Design
(Technical Control)

Ability to monitor
information about
environment and system

Modes of operation that
allow human intervention
and require them in
specific steps of the
targeting cycle

Control in Use
(Operational
Control)

Appropriate monitoring of
the system and the
operational environment

Authority and
accountability of human
operators, teammates, and
commanders; abide by IHL
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New treaty’s nature and scope

General Obligations

Maintaining Human Control at All Stages

Prohibitions

No profile-based, algorithmic
individual targeting

No unpredictable systems

Decision Level Explainability

Predictable + Reliable
Communication from sensors to operators

Defined temporal + spacial constraints

Situational Awareness

Deactivation option
Technical Level

Operational Level

Regulations

Figure 3.1 New treatyʼs nature and scope

to keep the treaty relevant, in the light of further technological advancements. An
illustrative analogy would be the definition of peace. A definition of peace in terms of
only negative obligation would be “the absence of war.” Instead, a positive definition
of peace would include not only the absence of war, but also the conditions, attitudes,
and institutions that create and sustain peaceful societies.103 A positive obligation to
maintain human control would imprint a markedly human-centered tenor on the
treaty.

Previous human-centered legal frameworks entailed the responsibility to look
after the victims of weapons use, while shifting the burden of proof to the users by
highlighting the victim’s plight and codifying means of providing reparations. Fur-
thermore, some treaties have pioneered new normative ground by requiring states
not only to refrain from initiating harm through the deployment of weapons, but also
building the conditions for maintaining peace and human security.104 For instance,
in the 2017 Nuclear Ban Treaty, the main positive obligations are related to victim
assistance and environmental remediation. This is groundbreaking because the obli-
gations of the legal framework highlight the unacceptable harm caused by nuclear
weapons to people and the environment instead of perpetuating the elusive and futile
notion of deterrence.105 The entry into force of theNuclear BanTreaty on January 22,
2021 brought to reality the positive legal obligations to assist the victims of nuclear
testing and remediate harms to the environment.106 Additionally, the light shone
on the need to look after the victims and the environment shows the extent of the
threat that nuclear weapons pose to humanity’s security. Hence, the idea that nuclear
weapons provide security and enhance the national prestige is weakened further.

The positive obligations in a new treaty on autonomous weapons that would gen-
erate a norm to maintain human control were championed by most states at the
negotiations. Additionally, regulations would also be needed in three areas.107 The
first is in the realm of decision-making, which must incorporate explainability and
situational awareness. This means that the decision maker must understand how the
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system works and consider rapidly evolving scenarios in conflict situations. This
would include an appraisal, for instance, of whether civilians have moved into the
area close to the target, thereby imperiling their lives. The second area is in the realm
of the technical components of the system to ensure that it preserves human con-
trol. Technically, the system must meet three specifications: 1) predictability and
reliability; 2) effective communication between sensor and the human operator; and
3) the possibility to intervene and deactivate. The third area incorporates the opera-
tional components. There must be temporal and spatial constraints that make the
operation time- and space-bound so it respects the original intentions set by the
human operator. The goal is to approximate the initial assumptions and the final
targeting to reduce risks to life and human dignity. The operation must not jeop-
ardize existing legal, ethical, and moral constraints. In order to ensure that human
control remains present, or at least valid (from the initial assumptions and decisions
onwards), and to attain the goal of minimizing harm in each of the lifecycle stages
of any weapon system—design, development, testing, deployment, monitoring and
operation, maintenance, and disposal. Systems with increased autonomy and those
that use AI shall remain under the purview of humans in the operational context of
each mission.108

In sum, the positive obligation to maintain human control would be comple-
mented by a set of legally binding prohibitions and a few regulations. There are
two prohibitions: the first is that profile-based individual targeting is unlawful. This
means that there is a ban on profiling individuals to be killed based upon sensor
information. The second is a prohibition on systems that may be deemed unpre-
dictable and that may produce arbitrary results. The main concern here is about the
impact of machine learning-based systems. Due to the system’s ongoing acquisition
of information and assessment of potential outcomes, the operator would be unable
to scrutinize what actually happened.

The negotiations at the United Nations reached a point where states increasingly
coalesced around the idea that IHL undoubtedly applies to autonomous systems.
However, clarification, and even novel regulations and prohibitions, are needed to
deal with the uncertainty created by AI systems. Most states also wished to achieve
new international treaty law.109 Most states are set to formulate a new treaty to elimi-
nate any ambiguity in the current international legal and political framework. In my
view, the best course of action will be for states to initiate a treaty process within the
United Nations General Assembly, where the rules of procedure call for a two-thirds
majority instead of full consensus. As my work on the first legally binding treaty on
conventional weapons—the Arms Trade Treaty—shows, the General Assembly is a
fruitful and inclusive route for diplomacy.110 The success in finalizing the ArmsTrade
Treaty was possible with a powerful champion state, the United Kingdom. As one of
the largest weapons manufacturers in the world, as well as a member of the United
Nations Security Council, it held significant sway.111 The chief British diplomats
leading the process worked with a like-minded group of states: Australia, Argentina,
Costa Rica, Finland, Kenya, and Japan. Together, these countries proposed a handful
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ofwell-thought-out resolutions at theGeneral Assembly in 2006, 2008, and 2009. The
last one called for the start of negotiations.112

I observed the negotiations inNew York andGeneva that led to the adoption of the
Arms Trade Treaty and its meteoric entry into force in December 2014. In that suc-
cessful diplomatic process, there are a few similar elements to the diplomatic process
currently underway—most importantly, the support of the majority of states. In the
diplomatic process addressing the issue of autonomous weapons one can also dis-
cern a palpable sense of urgency, and the support of the majority of states. There is
an intensifying revulsion among AI researchers in North America, Asia, and Europe
at the development of autonomous weapons and AI-assisted systems. A recent land-
mark study assessed that 75% of AI researchers are against them.113 The failure to
reach a negotiated deal on autonomous weapons thus far is due to a handful of coun-
tries that opposes it and abuses the consensus rule, and that does not show good faith
by recognizing the will of the majority. However, the presence of concerted transna-
tional networked cooperation gives future attempts to create new global governance
more robustness andmomentum, where many emerging and deepening networks of
action are developing across multiple sectors worldwide (Chapter 1). For all these
reasons, it is time to start diplomacy anew, where “entering agreements in good
faith,” a time-honored principle of international law, can be pursued again to create
common good governance to prevent the digital dehumanization of warfare.
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Chapter 4
Legal andpolitical frameworks

What is international law, and what is its role in forming
common good governance?

“International law is the legal order which is meant to structure the interaction
between entities participating in and shaping international relations.” (p. 2)1 I use
this broad definition of international law because it is the one that most accurately
reflects its nature today, with its expanded legal scope of international concern. This
definition does not include the state explicitly, but makes reference to international
organizations, individuals, and other entities and change makers that constitute
international law in the 21st century. All these actors are engaged in transnational
networked cooperation to create common good governance. More recently, they have
not necessarily been acting on behalf of any single state, but associate themselves with
a global cause or problem; this is the case with those entities examined here, who are
trying to halt themarch toward a world where robots kill, and also those in the global
AI for Good Movement, who seek ways to create common good governance in the
application of the technology to be used for the common benefit of humanity. The
definition also takes into account how international law has evolved to be not solely a
law of coordination, but a guiding framework of action for all operating in the inter-
national system to tackle themain problems of global cooperation that affect not only
humanity in general, but also our everyday affairs.2 Therefore, my approach to inter-
national law aligns with my concepts of common good governance and transnational
networked cooperation in endeavoring to create global public goods. These concepts
concurwith the altered normative foundations of the international legal order that, in
the decades since the creation of the United Nations, have shifted from being purely
state-centric to being aligned with human security interests.3 In this human-centric
international legal order, more voices are included in making new global norms, not
only states.4

It is beyond dispute that the baseline for what constitutes responsiblemilitary use
of AI in armed conflict is compliance with international law, including IHL. This is
the case for all means andmethods of warfare.5

The world is at a point of deep interconnectedness, and no country can solve on its
own any of the most pressing global cooperation problems and existential risks, such
as nuclear warfare, climate change, the prevention of pandemics, ocean acidification,

The AI Military Race. Denise Garcia, Oxford University Press. © Denise Garcia (2023).
DOI: 10.1093/oso/9780192864604.003.0005
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and the loss of biodiversity, all of which threaten life on Earth. The need for an effec-
tive, operational, and highly honored system of international rules and norms that
guides and coordinates everyone’s actions on the planet has become all the more
pressing6—hence, the need to understand and appreciate the value of international
law in creating common good governance inmilitary AI as a global public good. Some
observers nowadays see it as going through a process of fragmentation (i.e., different
silos with their own treaties, and international organizations with specific functions
and roles). Most areas of international relations interactions have been codified, as
indicated in Table 4.1, and there are an almost infinite variety of treaties and regimes
for almost every area of international law.7 I view international law metaphorically
as a tree, and not as a collection of fragmented parts.8

International law is the oldest system of rules and norms coordinating the actions
of countries, international organizations, civil society and scientists, and humanity
as a whole.9 From the beginnings of humanity’s ever denser global networks of com-
merce and trade in the 16th century, international law started to play a coordinating
role. In amarked departure fromwhat had been commonpractice since the 16th cen-
tury, international law has evolved over recent decades to include and privilege the
individual (rather than the state) as a subject with rights and obligations. Individuals
can appear in international courts and can be held accountable for their behavior
or claim compensation for wrongdoing.10 The individual has progressively gained a
legal personality, and this means a different legal order is applicable—in contrast to
what came beforehand, when only states had a legal personality (rights and duties).
This development signifies a departure from the origins of international law, which
is premised on the view of the state as the sole actor and the only subject, doer, and
creator of global rules and norms.11 International law regimes have promoted the for-
mation of commonly agreed global norms of behavior among states through customs,
formal treaty-making, and other avenues, called soft law.12 Some behaviors that were
once considered normal—such as piracy, torture, slavery, and territorial annexation
by recourse to the use of force—are now prohibited under international law.13

The origins of the norms of international law can be associated with the need to
regulate the initial interactions between states.14 The first legal frameworks were cre-
ated in three areas of international life: the first is to set the elementary, embryonic
rules for the coordination of activity on the oceans. The publication of The Free-
dom of the Seas in 1608 by the founding thinker of international law, Hugo Grotius,
marks the beginning of a new era wherein pioneering ideas for the supranational
coordination of the behavior of nations emerged.15 Grotius’ seminal work that came
to define international law advocated for the seas to be free for navigation and com-
merce for all sea-faring nations, unencumbered by jurisdictional claims made by the
most powerful naval powers of the time. Therefore, the first regulations regarding
freedom of the seas formulated during the 17th century had a markedly egalitarian
character, whereby all should benefit from the riches derived from unbound free-
dom of navigation, independent of the imperial desire to control among the major
powers.16
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196 The AI Military Race

The second area where the first international rules and norms appeared in inter-
national law emerged with the founding of the International Committee of the Red
Cross (ICRC) in 1864 in the city of Geneva. This is the first organization of an inter-
national character to oversee the creation of the first multilateral constraints on the
waging of war, known as international humanitarian law (IHL), or the rules of war—
one of the oldest and most important branches of international law (jus in bello).17
The initial convention of IHLwas agreed in the same year (1864) and created the first
rules for the amelioration of the condition of wounded combatants in war, regard-
less of nationality, along with the neutrality of humanitarian medical personnel: the
Convention for the Amelioration of the Condition of the Wounded in Armies in the
Field, Geneva, August 22, 1864. The 1864 Geneva Convention fulfills an aspiration
and an aim to set up standards of behavior during war aimed at reducing the horrors
of conflict: care of sick and wounded military personnel, regardless of nationality,
and recognition of the neutrality of medical personnel, hospitals, and ambulances.18

The third area where international law started to emerge is the regulation of long-
distance communication after the revolutionary invention of the telegraph in 1844.
Multilateral regulations vis-à-vis the global governance of telecommunications and
postal services appeared in 1865with the formation of the International Telecommu-
nications Union in Geneva, which was the second international organization created
at the time. These historic developments mark the establishment of a new era when
international relations become coordinated by means of rules and norms shaped in
international organizations.19 The appearance of the third international organiza-
tion in another area of communications, namely the Universal Postal Union in 1874,
also in Switzerland, cemented the trend towardmultilateralismnegotiated in interna-
tional organizations. In sum: from the start, international lawwas created and applied
to promote an environment to enable commerce across the oceans, to set limits to
the barbarities of war, and to meet the growing demand arising from the technolog-
ical innovations that gave rise to the need to coordinate movement and the flow of
communications.

These modest original “coordination” functions of international law were
advanced and taken to higher levels of activity and vigor, with expanded scope for
action, almost a century later with the creation of the United Nations in 1945.20
This decisive moment in the history of humanity created the essential framework for
peace and security that generated new global norms imposing further restrictions
on war, and establishing a branch of international law known as the law on the use
of force, jus ad bellum, governing the resort to force. If international wars and bat-
tles for territorial conquest had been common occurrences in international relations
before this, now they were prohibited.21 The prohibition of war stands as a central
pillar in the current architecture of peace and has had a civilizing effect in interna-
tional relations.22 Currently, international warfare is illegal and wars among nations
have declined dramatically.23 Wars of conquest and annexation are no longer the
primary tools of foreign policy; normal multilateral practice is to resort to peaceful
settlement of disputes through supranational courts and other means.24 Intrastate
conflicts, known as civil wars, still abound, but World War III has been averted as
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a result of the development in international law prohibiting the resort to force as a
prime tool of foreign policy.25

The United Nations Charter, the foundational treaty in international law, contains
the first explicit and systematic codification of “human rights” in international law.
With the United Nations Charter, human rights is an idea whose time had come.26
The charter sets the first outline, at the international level, for the humane treatment
of human beings.27 The United Nations Charter therefore contains some of the most
fundamental new norms: the prohibition of the use of force; the Security Council
as the chief arbiter of peace and security (transforming international relations from
being purely a matter of coordination to acquiring a subordinate nature, whereby a
few countries, namely the veto-wielding Security Council members, decide on peace
and security); and the initial contours for the protection of the dignity of the human
being as a basis for peace and prosperity in the world.28 This new legal framework
gave rise to the 1948 Universal Declaration of Human Rights (UDHR) and the four
1949 Geneva Conventions of IHL that further created limits for behavior during war
and hostilities. These developments heralded a new era for humanity, now under
the greater certainty and predictability of international law, where human dignity
has a normative space and has started to occupy a central place in international
relations. It is noteworthy how the further refinements in IHL brought about by
the Geneva Conventions coincided with the consolidation of the importance of the
protection of human rights as a normative framework.29 It is worth exploring what
this means and what the significance of these contemporaneous developments is,
especially in the light of the potentially destabilizing effects of the militarization of
Artificial intelligence (AI) and the accelerated pace of use of autonomous weapons
for fully autonomous killing.

A few years later, the 1966 International Covenant on Civil and Political Rights
and the International Covenant on Economic, Social and Cultural Rights furnished
the legal codification of all human rights initially contained in the UDHR, which
had only hortatory force at first.30 The Vietnam War provided the horrific shock
necessary for further political action. A conference convened in Tehran, under the
auspices of the United Nations in 1968, furnished the impetus for further regulation
of IHL in internal conflicts with a resolution titled “Human Rights in Armed Con-
flicts,” which requested that the General Assembly examine concrete ways to apply
the Geneva Conventions to all armed conflicts. As a result, the General Assembly
adopted Resolution 2444 (XXIII) on “Respect for Human Rights in Armed Con-
flicts.” The combination of IHL and human rights law concerns paved the way for
diplomatic conferences under the sponsorship of the ICRC that led to the 1977 Pro-
tocols. This contributed to further regulation of the protection of civilians in war that
used Article 3 of the Geneva Conventions as its basis.31

These two comprehensive legal frameworks—human rights law and IHL—
represent the foundational platform for protecting individual human dignity in
international law.32 The Security Council played an essential role in advancing IHL,
and also in its relationship with human rights law, a fact that is not often noted.33 It
did so in twoways: 1) by addressing large-scale human rights violations and resulting
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humanitarian tragedies as threats to peace and security through the adoption of
legally binding resolutions;34 2) by establishing two ad hoc tribunals: the Interna-
tional Criminal Tribunal for the Former Yugoslavia (ICTY) and the International
Criminal Tribunal for Rwanda. The United Nations has also been involved with the
Special Court for Sierra Leone and the Extraordinary Chambers in the Courts of
Cambodia, amongst others. The Security Council’s first resolution, no. 688, adopted
in 1991 with regard to the Kurds in Northern Iraq, referred explicitly to the destabi-
lization caused by flows of refugees as threats to international peace and security.35
The council’s second resolution (no. 770) was issued on August 13, 1992, in relation
to the deteriorating situation in Bosnia-Herzegovina, based upon Chapter VII,36 and
called upon all states to facilitate the delivery of humanitarian aid. Several similar res-
olutions followed on Somalia, Kosovo, Rwanda, Haiti, and Albania. Those relating
to East Timor and Sierra Leone in 1999 authorized the use of force for humanitarian
purposes.37

More than seven decades into this post–World War II normative order, with its
intense codification of global norms, urgent challenges and complexities remain that
need to be addressed in the light of the dangers posed by, among other threats, cli-
mate change, pandemics, loss of biodiversity, and the march toward autonomous
killing (with autonomous weapons and the militarization of AI) in the new world
order that is now unfolding. Of primary concern is finding ways to best protect the
dignity of the individual against atrocities and to respond to the disrespect of global
norms of humanity. It is uncertain whether or not states can tackle the problems
and challenges of this shifting world order by means of the historical treaty-making
approach; whether they will also opt for informal governance methods to create new
rules and norms—such as soft law—to tackle problems; or whether they will privi-
lege new forms of governance in certain areas and interpret these alongside existing
law and incorporate other branches of international law.

My preoccupation is with what will happen to the stability of international rela-
tions if international law is eroded and unravels. The human-centered systems that
humanity has in place to comply with the law are at risk in the age of increased
autonomy in weapons and militarized AI. In the framework of IHL, for instance, the
balance between humanitarian considerations and military necessity may be upset;
given the nature of rising autonomous technologies, military necessity will occupy
a more dominant position in instances where lethal operations are carried out by
autonomous systems. The risk is consequently that humanitarian considerations will
be overshadowed. International law, IHL in particular, is conceived and structured
on the assumption that humans are present in the battlefield instead of robots.

The origins of the discussions on autonomous killing on the international agenda
can be traced back to the Human Rights Council at the United Nations in Geneva.
These initial examinations and framing of the issue privileged and favored the
language of the protection of human rights, and in particular human rights law.
As I explain in Chapter 1, the international discussion moved to another forum
known as the Convention on Certain Conventional Weapons (CCW), and the mat-
ter gained prominence globally. The CCW is where the 1980 Convention on Certain
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Conventional Weapons was negotiated and is implemented. The 1980 convention is
considered an IHL treaty: it regulates behavior during conflict, and limits or prohibits
the use of certain weapons. This meant that the discussion shifted from a human
rights law perspective and was instead confined solely to IHL. In terms of develop-
ing new international law, this was limiting: not only for the maturity of the global
discussion, bogged down in unproductive technical considerations that arose in the
CCW; it was also constraining—and, indeed, counter-productive—when it came to
the expansion of the scope of protections to civilians. The threat of autonomous
killing and the weaponization of AI are human security issues and, consequently,
the primary concern should be humanitarian considerations and the preservation of
human dignity (the foundational human right).

International law has expanded considerably throughout the 20th century to pro-
tect human dignity, and it is now also about safeguarding human security and
even the security of humanity as a whole (humanity’s security). It is no longer
only a law addressing the coordination of practical matters such as telecommuni-
cations and international transport among states. The concepts of “International
Law forHumankind” or “Humanity’s Law” formulated by Antônio Augusto Cançado
Trindade andRuti Teitel, respectively, encompass the paradigmatic changes that have
occurred over the last 75 years, when international law became applicable to all who
live on the planet. International law is a tool for addressing problems of global coop-
eration with mechanisms to advance sustainable development and human security,
and is most definitely no longer intended only to protect the interests of states, even
if the major powers sometimes continue to understand and use international law in
that way.38 It took international law centuries to get to where it is today, with frame-
works that protect human beings, such as human rights law and the prohibition of
the recourse to military force and international wars. The parts of international law
that privilege the security of the individual and the protection of civilians in war are
at risk now, and are about to unravel for a number of reasons, including the ongoing
militarization of the AI race to achieve the most advanced means of conducting war-
fare led by themajor powers, and the rise of leaders who disregard the common rules
of behavior that are beneficial for all humanity. Let us examine the circumstances of
this turning point.

Is existing international law enough? How
the weaponization of AI disrupts international law

It is important to recognize that not all autonomous weapons incorporate AI
and machine learning: existing weapons with autonomy in their critical func-
tions, such as air-defense systems with autonomous modes, generally use sim-
ple, rule-based, control software to select and attack targets. However, AI and
machine-learning software—specifically of the type developed for “automatic
target recognition”—could form thebasis for future autonomous systems, bringing
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a new dimension of unpredictability to these weapons, as well as concerns about
lack of explainability and bias.39

Machines with the power and discretion to take lives without human involve-
ment are politically unacceptable, morally repugnant and should be prohibited by
international law.40

It seems reasonable at this stage to determine what kinds of risks and perils arise for
humanity and the ordering system of the global rule of law that is represented by
international law. It is important to realize that this organizing system is in danger
of unraveling under the pressures of the shifting world order in this age of the rapid
militarization of autonomous technologies and presently also of AI, including the
weaponization of its techniques, that is underway among technologically powerful
countries.41

International law is a rules-based world system that was strengthened and made
more attentive to the need to protect human dignity after 1945. As Theodor Meron
has argued, at that point, the “humanization of international law” began.42 It is now
under threat from renewed competition between the great powers, the threat of
nuclear war, a rising disdain for international norms by many countries, and the
emergence of militarized AI, which will make it easier to initiate war and also to
maintain a constant state of aggression, including through cyber-attacks. Therefore,
the role of transnational networked cooperation attempting to establish common good
governance is all the more pressing. Great power conflict is possible again between
China, the United States, and Russia; in the age of autonomous weapons and the
precipitous militarization of AI this could happen more speedily and with greater
magnitude than in the past. The multilateral channels for conflict resolution pro-
posed in the United Nations Charter and put into practice over recent decades are in
danger of falling out of favor. As a result, new ideas are required to develop a novel
form of global governance that will give the common good the highest priority. But
what form will the disruption of international law take? What frameworks will be
undermined, disrupted, or abandoned?43

When new technologies emerge and threaten to unsettle peace and security, as
well as undermine the existing legal systems that regulate relations in the interna-
tional arena, a number of questions arise:44 What is the role of international law and
how can it assist the international community to address the challenges posed in our
current age by the utilization of autonomous killing and the greater weaponization of
AI? Is the existing international law global framework adequate to address the chal-
lenges posed by the development of new autonomous weapons and technologies?
Who will be held responsible for autonomous killing? Does international law permit
the replacement of human decision-making with algorithmic control and responses?
Should it permit this? What parts of international law should apply, or should it be
only IHL (i.e., the laws of war)? How will the response to unforeseen circumstances
be accounted for?What are the consequences of autonomous killing by autonomous

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424288779 by Sun Yat-Sen U

niversity user on 11 January 2024



Legal and political frameworks 201

weapons, or other types of killing stemming from the weaponization of AI, for the
shifting world order in the absence of new international law to govern it?

By posing these questions, I highlight not onlymy essential concerns but also those
that permeate the literature, especially in the light of the discussions taking place
at the highest level of the United Nations and among observers who are examin-
ing issues around the intensification of algorithmic killing and the weaponization of
AI. Most ask whether existing international law is up to the task of addressing the
challenges. Should preventive bans or prohibitions be in place or not?45 Will tech-
nological developments within the realm of AI be able to comply with existing laws?
And, within this framework, these commentators and observers tend to focus on that
part of international law which sets the rules to limit the barbarities of war—namely,
IHL or the laws of war.

While these analyses have been essential in steering the international debate, we
are at a point where a more probing examination of all the relevant aspects of inter-
national law is in order. This is a matter of some urgency, along with addressing
another key question: How will such transformative technological advancements in
the employment of autonomous systems and also those within the ambit of AI affect
the purpose and scope of the rules and norms of global governance that have been
set by international law for decades? International law, I contend, will be profoundly
disrupted for three reasons.

1) The new technologies of autonomy and AI as they are currently being
employed already circumvent the global rules and norms of peace, such as the
nonuse of force in international relations and the peaceful settlement of dis-
putes (countries already employ armed drones against entities withwhom they
are not at war instead of seeking avenues for peaceful resolution).46 Restraints
on the use of force and the practice of peaceful settlement of disputes through
negotiation, mediation, and other means are the two main pillars upon which
the entire edifice of the United Nations Charter on global governance rests.

2) The part of global governance that protects human beings’ dignity, and is
unequivocally underpinned by international law, is human-centered (human
rights law, in particular). International law has indeed been constructed on
the basis of the human being as the creator, adjudicator, benefactor, and
beneficiary. If decisions were to be delegated and entrusted to algorithms
and robots as their executors, then what would happen to the existing legal
structures?47 They will most likely be evaded in the name of the expediency
provided by the technological convenience of acting more rapidly or in the
secrecy of cyberspace. The purpose of common human action as the basis of
international law will wither into irrelevance and become peripheral.

3) International law was initially created to benefit and serve states’ aspirations
to expand their commercial activities, facilitate cooperation, and maintain
their sovereign domains and rules. It took centuries and two calamitous world
wars for international law to become gradually humanized and emphasize
human beings and the concomitant protections as significant principles.48
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But technological advancements and the rapid pace at which states are already
disrespecting the tenor of the purpose and objectives of the current interna-
tional rule of law-based global governance are astounding and should be of
great concern. This development should alert the whole of humankind that it
is on a dangerous path toward a potentially precarious and uncertain future
with more wars and no universally agreed norms, where the rule of the tech-
nologically powerful might prevail.49 This disruption may set international
relations back to the point where states’ national interests had primacy over
the protections afforded to human beings: there will be a shift away from
human security-centered law (that now coexists with states’ national interests)
and back to an exclusive focus on national security interests, regardless of the
human cost. International law took centuries to become humanized.50 This
perverse disrespect for the global rule of law, which may be further intensi-
fied by the expeditious use of a seductive technological advantage offered by
autonomous weapons, may portend what lies ahead with the weaponization of
AI. The ongoing deployment of greater autonomy inweapons is already having
a disintegrating effect on the most important norms of conduct that maintain
global peace.

My premise for the construction of a new form of global governance to forge new
global public goods, namely common good governance, to stem the rise of algo-
rithmic killing and the rapid of weaponization of AI is that human beings need to
oversee—and dare not relinquish—the decision-making process to kill. Systems that
are autonomous in the functions designed to kill—the so-called “critical functions”—
must be placed under the scrutiny of international law. This will pave the way toward
creating governing restrictions at the global level that will also slow the pace of the
weaponization of AI.

A bird’s eye view of all the pertinent international law that could be applicable can
help form the basis for the creation of what I call common good governance and will
assist us with designing new mechanisms for averting a perilous future. This is espe-
cially so because, in the case of autonomous systems, the currently prevailing legal
frameworks that regulated or prohibited other kinds of weapons (such as nuclear or
chemical weapons) will provide some guidance, but they will not be entirely use-
ful or applicable (Chapter 5). This is because we are not necessarily talking about
one concrete object: autonomous systems are mostly software algorithms that can
be placed in networked structures, parts, or functions of different systems.51 Current
legal regimes prevented, prohibited, or regulated an object or entity (one weapon or
a few categories of weapons, as demonstrated in the Annex to Chapter 5). Nonethe-
less, autonomous technologies are taking the implementation of long-standing global
governance rules into risky and uncharted territory.

∗∗∗

Zooming in on the challenges presented by autonomous killing in particular, and
the use of military AI even if algorithms are eventually designed to be ethical and

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424288779 by Sun Yat-Sen U

niversity user on 11 January 2024



Legal and political frameworks 203

comply with IHL (which I andmany others find unlikely), autonomous systems and
AI-enabled oneswill undermine international law.52 The principles and fundamental
norms enshrined in the United Nations Charter may be at stake: sovereign equal-
ity, peaceful settlement of disputes (by negotiation, mediation, arbitration, and other
methods), nonuse of force to acquire territory and further national interests, and the
prohibition of war.53

It bears noting again that not all autonomous weapons (including the ones already
deployed) use AI and machine learning. Notwithstanding this clarification, the diffi-
culty with the creation of new regulatory global governance frameworks for already
existing autonomous weapons and AI-based autonomous systems is that autonomy
can be applied separately to each of the several functions of weapon systems (see
Introduction and Chapter 1). When machine learning, an AI technique that repre-
sents a real leap in the domain’s technological advancement, is fully incorporated
into weapon systems, then the perils of complete loss of human control will become
a reality. When applied in the cyber realm, the weaponization of AI will change not
only the capability to defend against a cyberattack, but also to detect an imminent
attack.54 If the use of force is made unproblematic and expeditious (with certain
functions deployed in an autonomous manner), international peace and security are
likely to fray and unravel because states will have fewer incentives to talk or negotiate.
They may instead attack in cyberspace, or deploy autonomous robotic system sol-
diers without consulting their national publics. Historically, unlawful military action
and interference by force have generated great instability and animosity, as seen in
the two World Wars. The principles and purposes of the United Nations Charter
are predicated upon the quest for geopolitical stability for the sake of and led by
humans.55

In the shifting paradigm of world order that is currently under way, it is essen-
tial to understand which rules of global cooperation will need to be updated
and which will require new international law and form common good governance.
Many of the global governance frameworks—on trade, disarmament, protecting the
oceans, the atmosphere—were initially devised decades ago. It is clear, therefore,
that the existing global frameworks need updating. With a shifting world order
unfolding before our eyes, it will be necessary to understand at least two pressing
matters:

• What updates will be needed in existing global legal and political structures?
For instance, the global international law framework that governs the oceans
was createdwhen ocean acidification and the problemof plastics contamination
were not problems yet. What new forms of international law will be needed to
address such issues?

• What will be the impact of technologies in the realm of AI that facilitate, mod-
ify, and alter behaviors and realities in all areas? The scope of these profound
changes is beginning to be grasped now, but humanity is most certainly in
uncharted territory.
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We can probably borrow elements of existing regulatory and prohibition frameworks
(as examined in Chapter 5), but their utility as analogous frameworks will be limited.
Existing regulatory contexts will open up new avenues, but they should not obscure
the difficulties and limitations involved.

As technology is fast outpacing the ability of member states of the United Nations
to forge new global governance mechanisms and apply existing international law,
states and the private sector alike may opt for “faster” approaches to global rule
making, such as engaging informal legal remedies rather than formal mechanisms,
especially in areas which entail reaching consensus. Many of the new complexities
also necessitate the involvement of new actors, such as scientists and civil society. It
is critical to determine how existing branches of international law apply to protect
civilians from harm,56 and whether regulations which currently exist are sufficient
to address the challenges ahead. Some authors claim that the existing frameworks
are sufficient in principle.57 Furthermore, the fact that a particular means or method
of warfare is not specifically regulated does not mean that it can be used without
restriction.58 However, this does not, in turn, mean that laws cannot be strength-
ened or that new laws do not need to be created in order to address future weapons
developments and new technologies.59 Yet the question of how to create governance
frameworks which sufficiently take into account new technological developments
within the domain of warfare, formal or informal, is not without complexity.

There are three major challenges that I contend are worth addressing in order
to initially understand why states may turn to informal instruments of governance
to confront the growth of autonomous killing. The first challenge relates to the idea
that international lawmay be insufficient to address the issues because it is not adapt-
ing fast enough to new problems. In this regard, two questions arise: Is existing
international law up to the task of protecting civilians within the current dizzyingly
dynamic mosaic of various intrastate conflicts, where fewer IHL rules apply than
rules to address international armed conflict? Are existing IHL and human rights
law sufficient to address new challenges and new actors participating in conflicts
and that use new technologies not yet explicitly regulated by international law? This
sense of “insufficiency” around the existing law may lead states to turn to informal
instruments in attempting to remedy mounting problems.60

The second challenge: in today’s conflicts, nonstate armed groups operate in
densely populated civilian areas. Governments and nonstate groups often target
civilians with arguably excessive force (sometimes including the use of prohib-
ited weapons) and without proper observance of the rules of proportionality (as
demonstrated in the Syrian conflict).61 Such actions hinder the ability to provide
humanitarian relief and gain access to vulnerable populations caught up in the con-
flict. Given the increasing number of situations where such challenges occur, states
may turn to informal arrangements to remedy humanitarian emergencies and to
counter the reality that international law is currently failing to protect civilians. Such
situations will be exacerbated in a future with autonomous weapons.62

The third challenge that may generate new hybrid forms of global governance (as
my concept of transnational networked cooperation illustrates), initiated not only by
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states but especially by others such as the private sector, is the sense that the use of
new technologies in the realm of AI, many operated in the cyber domain, is out-
pacing the capacity of international law and IHL to set rules of behavior. Are new
rules needed here? It is not yet clear how international law will apply to these emerg-
ing threats, especially the militarization of AI and its consequent weaponization, or
whether existing global governance structures will be sufficient. While some say that
these interconnected issues have not created a gaping legal hole or a new legal cri-
sis, and that existing international law may well suffice to deal with such situations,
there are certainly questions that still need to be addressed and the law will at least
need to be clarified. Cyberspace is digitized, which allows for greater anonymity,
thus complicating issues of accountability. The ability to enforce international law
depends on attribution of responsibility, so if a perpetrator cannot be identified, it
is not clear how existing rules can be applied.63 Thus, an understanding must be
reached regarding the level of attribution needed under the law. It is not clear who
can be held responsible for attacks by robots, for example, as one cannot hold a robot
itself responsible. The programming of the algorithms raises concerns, as there needs
to be agreement regarding the types of data they receive. The data have to allow
for fair and equitable outcomes and restrict discriminatory ones. Remote-controlled
weapons and cyberwarfare raise legal questions aroundwhowould be considered the
attacker in such circumstances, and what constitutes a battlefield. And what would
be the position and legal standing of any conflict when no war has been formally
declared?

The phenomenon of autonomous killing gives rise to numerous legal and ethi-
cal concerns that need to be addressed and clarified by clear new global governance
mechanisms that create global public goods—through the formation of common good
governance—and by new institutions to assist not only states but all of humankind to
cope. The international community additionally needs to decide if existing laws allow
for the replacement of human discretion in the decision to kill with programmed
responses, and, if so, under what circumstances.64 Mary Ellen O’Connell, whom I
have had the opportunity to meet a few times, affirms that there is a legal and ethical
requirement that humans make lethal decisions; she was one of the first to argue for
the banning of autonomous killing in terms of an affirmative treaty that prohibits
algorithmic killing.65

∗∗∗

Noel Sharkey, roboticist and Emeritus Professor at the University of Sheffield, first
alerted the world to the perils of algorithmic killing.66 Back in 2009 he argued against
sacrificing and stretching IHL for the sake of an elusive accuracy on a far-away
battlefield in a war engaged in illegally by an attacker that is a technologically supe-
rior power utilizing morally disengaged fighters that commit targeted killings which
are generally illegal under international law.67 As I explained in Chapter 1, in 2009
Sharkey created the International Committee for Robot Arms Control to alert the
world to the perils of a future when robots kill. I am now a cochair, along with
founders Professors Juergen Altmann and Peter Asaro. Back in 2011, O’Connell
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and Sharkey started writing about the advantages of a preventive legal remedy to
pre-empt autonomous killing instead of waiting until the technology has prolifer-
ated. O’Connell argued that the essential new core norm that must be forged is a
“ban on removing humans too far from the kill chain.”68 Even without a treaty,
O’Connell contends, the negotiations at theUnitedNations could pave the way to the
formation of a principle of customary international law that prohibits autonomous
killing. Almost a decade after these seminal opinions were expressed,many questions
remain. What would be the remaining pathways to build a novel treaty limiting the
dehumanization of warfare and common good governance for military AI in gen-
eral? Is there an emerging core norm that outlaws the removal of human control
from the kill chain? To answer these questions, an overview is necessary of the ger-
mane parts of international law that are possibly useful to create new common good
governance to safeguard humanity, preventing war and preserving peace for future
generations.

As international law remains the foundational tool to create new global public
goods in all areas of common human endeavor, let us explore this.

Relevant applicable branches of international law

With the ongoing militarization of AI in international relations and the prevail-
ing use of autonomy in weapons, it is essential to ask what law is applicable to
restrain autonomous killing, and whether existing international law will be sufficient
to address the challenges. Observers who try to grapple with these questions tend to
focus on IHL, which is indeed a significant and essential source constraining states
during hostilities and guiding their actions.

Anynewtechnologyofwarfaremustbeused, andmustbecapableof beingused, in
compliancewithexisting rulesof IHL. This is aminimumrequirement.However, the
unique characteristics of new technologies of warfare, the intended and expected
circumstances of their use, and their foreseeable humanitarian consequencesmay
raise questions of whether existing rules are sufficient or need to be clarified or
supplemented, in light of their foreseeable impact. What is clear is that military
applicationsofnewandemerging technologiesarenot inevitable. Theyare choices
made by states, which must be within the bounds of existing rules, and take into
account potential humanitarian consequences for civilians and for combatants no
longer taking part in hostilities, as well as broader considerations of “humanity”
and “public conscience.”69

Other parts (or branches) of international law will be instructive for the cre-
ation of new common good governance.70 Algorithmic killing raises legal issues that
international law will have to grapple with, such as the attribution of responsibil-
ity to a software program and the uncertainty and unpredictability of decision-
making by machine-learning algorithms. This section intends, therefore, to provide
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a wide-ranging overview of potentially pertinent sources that could guide the forma-
tion of new global public goods (i.e., my framework of common good governance). It
is critical to bear in mind that autonomous killing by autonomous weapon systems
and AI-assisted algorithmic killing are not exclusively an IHL matter, and that they
raise profound ethical questions.71 This phenomenon goes far beyond the ambit of
IHL, because this part of international law applies only once conflict has started. IHL
governs conduct during hostilities.72 Many applications of AI-assisted algorithmic
killing (current and future) could occur in nebulous circumstances between nations
in a state of war and no-war, where no war has been declared, and also in cyberspace,
where the question of attributability is particularly problematic. The difficulty, how-
ever, is that the international discussions have focused mostly on IHL, within the
CCW, which proceeds slowly and by consensus, to the detriment of the advancement
of the cause of protecting humanity and finding a solution to the threat.73

In international law, custom (or customary law) and treaties generate legal obli-
gations. The principal challenge is that there is no treaty or custom that explicitly
deals with autonomous weapons, nor with military AI, even though the march
toward autonomous and AI-assisted killing is well underway. Additionally, there are
challenges such as the general lack of public knowledge about the development of
increased autonomy and ever-growing investments to weaponize AI; there is also
the fact that discussions by the international community have been progressing
sluggishly, and are consequently fast outpaced by technological developments. Fur-
thermore, there is scant hard evidence of actual harm that we can build upon just yet;
in other words, there are no victims of autonomous systems, or widespread atroci-
ties to act upon or to remedy. Nonetheless, in order to restrain the advancement of
autonomousweapon systems, AI-assisted in particular, it is worth starting to examine
the need:

• To create common good governancemechanisms that prohibit the abdication of
human control as a global public good under international law; here, new law-
making would be necessary in the form of soft law (codes of conduct, political
declarations, and so on) and legally binding treaties;

• To clarify existing legal and political frameworks and to then apply them to the
challenges presented by the ongoing weaponization of AI—i.e., create global
public goods through common good governance.

The following are the branches of international law that could constitute the foun-
dational units for the governance of autonomous killing (to address the increasing
use of autonomous weapons) and also to govern the militarization of AI. They are
listed in Figure 4.1 as well. I will briefly review each in turn, offering more analy-
sis for discussion on IHL, which has been the focus of the discussions at the United
Nations:

• Law of State Responsibility
• Law on the Use of Force: Jus ad bellum, governing the resort to force
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International
Criminal Law

Applicable international law to regulate autonomous weapons and AI

Law on the Use
of Force

Global
Commons Law

Other
Governance

Sources

State
Responsibility

Human Rights
Law

International
Humanitarian

Law

Figure 4.1 Relevant international law to the case of global governance surrounding AI

• IHL: Jus in bello. Laws of Armed Conflict/Laws of War
• International Human Rights Law
• International Criminal Law
• Global Commons Law: treaty provisions, principles, and customary law pro-

tecting these areas and spaces: Antarctica, outer space, atmosphere (and ozone),
high seas; and cyberspace and AI as human-made commons (global commons
law is discussed in Chapter 2).

Beyond these branches of international law, other international mechanisms could
provide the basis for new law-making or simply new global governance: United
Nations General Assembly resolutions, UnitedNations Security Council resolutions,
soft law or politically binding codes of conduct or programs of action, and principles
published by companies, states, and civil society.

State responsibility

State responsibility is a fundamental and constitutive dimension of international
law.74 The law of state responsibility has to do with determining when a wrongful
act contrary to international law occurs, when the state or other entities are to be
held responsible, andwhat the legal consequences are, along with what types of repa-
rations should follow. Attribution, breach, remedies, and consequences are the key
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concepts in the law of state responsibility. The United Nations International Law
Commission has been examining state responsibility since 1956 and published the
articles in 2001. They provide a general codified framework containing the essen-
tial rules of international law vis-à-vis the responsibility of states regarding their
wrongful acts.75 The following are the potentially relevant articles of the law of state
responsibility that are worth mentioning and that could serve as guidance for new
forms of governance to stem the use of algorithmic killing and the march toward
weaponizing AI. Article 2 spells out the elements of an international wrongful act,
which is usually typified by:

• Conduct consisting of an action or omission that is attributable to the state
under international law;

• A breach by a state of an international obligation.

At first glance, the interpretation of this article means that the responsibility for
wrongdoing committed with autonomous systems will most likely fall on states.
They will also bear the brunt of the responsibility for contravening obligations
under treaties and infringing on requirements assumed under other parts of inter-
national law, namely human rights law and IHL. Significantly, this part of the law
ascribes responsibility to the state for reparations and the payment of compensation
for damages to other states. However, a broader interpretation of the law on state
responsibility does not exempt other entities of wrongdoing—for instance, the man-
ufacturer or the ones who designed the kill algorithms. When machine learning is
employed in autonomous systems, decisions may be taken that were not anticipated
by the state employing such systems. Machine learning will mean that the machine
will deliver an output, having learned from the input of the trained data:

AI, and especially machine learning, brings concerns about unpredictability and
unreliability (or safety), lack of transparency (or explainability) and bias. Rather
than following a pre-programed sequence of instructions, machine learning sys-
temsbuild their own rulesbasedon thedata theyare exposed to—whether training
data or through trial-and-error interactionwith their environment. As a result, they
are much more unpredictable than pre-programed systems in terms of how they
will function in a given situation, and their functioning is highly dependent on
quantity and quality of available data for a specific task. These core problems are
exacerbated where the system continues to “learn” and change its model after
deployment for a specific task. The unpredictable nature of machine-learning sys-
tems,which canbeanadvantage for solving tasks,maynotbeaproblem forbenign
tasks, such as playing a board game, but itmaybe a significant concern for applica-
tions in armed conflict, such as autonomous weapon systems, cyber warfare, and
decision-support systems.76

The variable and inscrutable nature of machine learning—which is one of the
widespread techniques of AI—will complicate matters extensively: the law on state
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responsibility, like the other parts of international law, has evolved to deem humans
responsible for the actions of their states. If robots make the decisions, who will be
responsible for criminal liability? The answer is uncertain. As a result, the path ahead
is uncharted. The following state responsibility articles offer further guidance:

• Article 8. “Conduct directed or controlled by a state. The conduct of a person or
group of persons shall be considered an act of a State under international law if
the person or group of persons is in fact acting on the instructions of, or under
the direction or control of, that state in carrying out the conduct.”77

• Article 15. “Breach consisting of a composite act. 1. The breach of an interna-
tional obligation by a state through a series of actions or omissions defined in
aggregate as wrongful occurs when the action or omission occurs which, taken
with the other actions or omissions, is sufficient to constitute thewrongful act. 2.
In such a case, the breach extends over the entire period starting with the first
of the actions or omissions of the series and lasts for as long as these actions
or omissions are repeated and remain not in conformity with the international
obligation. Examples include the obligations concerning genocide, apartheid or
crimes against humanity [and] systematic acts of racial discrimination.”

The use of autonomous systems will likely be used, with varying intensity, in dif-
ferent parts of the numerous functions of the “kill chain.” This is a process adopted
by the American armed forces (with variations in other militaries), known as the
dynamic targeting process, which is the sum of different segments: find, fix, track,
target, engage, and assess (F2T2EA). Examination of Articles 8 and 15 make it clear
that errors occurring in the “target” or in the “engage” functions using autonomous
systems could result in incurring responsibility for wrongdoing. The same applies
for what could arise when Article 16 is taken into account to assess the lawfulness
of certain actions. Article 16 represents the conceptual core of our discussion on the
use and transfer of new arms:

• Article 16: “A State which aids or assists another State in the commission of
an internationally wrongful act by the latter is internationally responsible for
doing so if: (a) That State does so with knowledge of the circumstances of the
internationally wrongful act; and (b) The act would be internationally wrongful
if committed by that State.”

Responsibility for wrongdoing is at its gravest and most forbidding in terms of Arti-
cle 26 on “Compliance with Peremptory Norms.” Peremptory norms (jus cogens) are
“accepted and recognized by the international community of states as a whole as a
norm from which no derogation is permitted and which can be modified only by a
subsequent norm of general International Law having the same character” (Vienna
Convention on the Law of the Treaties 1969: art. 53); examples are genocide and tor-
ture.78 In accordance with Article 53 of the 1969 Vienna Convention, a peremptory
norm of general international law is one which is “accepted and recognized by the
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international community of States as a whole as a norm from which no derogation
is permitted and which can be modified only by a subsequent norm of general inter-
national law having the same character.” If this is contemplated, states would have
incurred attributable fault arising not only from the already existing human rights
law instruments, but should also bear this customary obligation set by the law on
state responsibility.79

Governing the resort to force: War made illegal

The central global norms that restrict the use of and recourse to military force in
international relations are:

• States may not use or threaten the use of force (United Nations Charter Article
2.4) except in two circumstances:
– States may use force in self-defense, when responding to an “armed attack”

(United Nations Charter Article 51);
• TheUnitedNations Security Council possesses the legalmonopoly to authorize

the use of force (United Nations Charter Chapter VII) in cases where it deems
peace and security are at stake.

These norms were brought about by the codification present in the United Nations
Charter (ratified by the 193member states of theUnitedNations), which ushered in a
paradigm shift in the way foreign politics are conducted in international relations.80
Before this, wars of conquest through the use of military force were common and
frequent.81 Now, when they occur, as in Ukraine, the violator is met with concerted
outrage and relegated to isolation. United Nations Article 2.4 enshrines the prohibi-
tion against international wars and had a pacifying effect and has thus far prevented
World War III: “All Members shall refrain in their international relations from the
threat or use of force against the territorial integrity or political independence of any
state, or in any other manner inconsistent with the Purposes of the United Nations.”
The important element to bear in mind is that the use of force is a jus cogens norm
(no derogation is permitted). The prohibition of the use of force is of a peremptory
nature; therefore, it is a jus cogens international norm of overriding weight (reiter-
ated in a decision by the International Court of Justice Nicaragua vs. USA Decision
1986).82

The United Nations Charter made war between states illegal, changing the nature
of international affairs. This was a historic shift that heralded a new world order.83
The charter has several mechanisms to uphold the prohibition against war: a promi-
nent one is contained in Chapter VI on the “pacific” or peaceful settlement of
disputes. Central to this set of rules for interstate relations in Chapter VI is Arti-
cle 33: “The parties to any dispute, the continuance of which is likely to endanger
the maintenance of international peace and security, shall, first of all, seek a solu-
tion by negotiation, enquiry, mediation, conciliation, arbitration, judicial settlement,
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resort to regional agencies or arrangements, or other peaceful means of their own
choice.” Chapter VI is prefaced by the seven principles contained in Article 2, espe-
cially paragraph 3: “All Members shall settle their international disputes by peaceful
means in such a manner that international peace and security, and justice, are not
endangered.”84

The increased use of autonomy that will be enhanced by the militarization of
AI jeopardizes this carefully built edifice that represents the most momentous and
weighty change to international law in its history—namely, the prohibition on the
use of armed force in international relations—demanding instead that states shall
peacefully settle their disputes by means of negotiation, mediation, enquiry, arbitra-
tion, and, ultimately, judicial settlement.85 This means that the resort to armed force
is always a last recourse andmade under special circumstances—for example, for the
purposes of self-defense and under the authorization of the United Nations Secu-
rity Council (collective action instead of an individual decision by one state). Now,
with the progressive development of autonomous systems and the increased milita-
rization of AI and, ultimately, autonomy in the use of force, the concern is that the
employment of force will be resorted to more swiftly and at no risk to the troops of
those technologically advanced nations.86

International humanitarian law

International humanitarian law is the branch of international law dealing with the
limits of lethal force and conduct during conflict. The basic treaties are the Geneva
Conventions of 1949 and the 1977 Additional Protocols, but many other treaties are
also part of this essential aspect of international law, including those that prohibit
the use of chemical weapons and blinding laser weapons, as well as laws that protect
world heritage sites and cultural property during war.87 Once war breaks out, IHL
is applicable and sets obligations determining what is permissible during hostilities,
and what can be done to protect civilians, cultural property, and also the environ-
ment. It is worth noting that IHL is universal—it has been ratified by all countries
and is considered customary law, which means that it sets up universal expectations
and imposes duties of humane conduct for all. From states to rebel groups at war,
everyone is under the obligation to respect humane principles limiting the barbarities
of war, such as torture, summary executions, the use of inhumane and exceedingly
cruel weapons (i.e., chemicals, biological weapons), and arbitrary incarcerations.88
In sum, most rules of IHL are considered customary and are formally adhered to,
despite themany violations. Many customary norms are considered jus cogens. States
would be best served by focusing on compliance mechanisms to ensure that the law
is respected.89

One of the principal questions I intend to answer in this book is this: Do IHL and
other branches of international law have to be amended, or modified, in the face of
new technological developments, or are the existing fundamental principles impos-
ing restrictions on new autonomous systems still valid and sufficiently resilient?

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424288779 by Sun Yat-Sen U

niversity user on 11 January 2024



Legal and political frameworks 213

It is essential to observe the chief IHL principles in the light of the use of
autonomous killing and to ask whether autonomous systems can be compliant with
the following guiding principles, which have been considered by the International
Court of Justice as the forming the fabric of international law:90

• Distinction: Parties to a conflict must always be able to distinguish and respect
lawful targets (combatants) and unlawful targets (civilians and hors de com-
bat). This rule is codified in Additional Protocol I to the Geneva Conventions
Article 48;

• The choice of weapon is not unlimited: This principle articulates the proscrip-
tion on weapons that are by nature indiscriminate, and that cause unnecessary
suffering or superfluous injury.91 Several conventions regulate or prohibit the
use of specific weapons. These include prohibitions on biological and chemical
weapons, antipersonnel mines, cluster munitions, and blinding laser weapons;

• Proportionality: The balance between military necessity and humanitarian
needs is safeguarded by a general principle of proportionality in terms of which
no force should be used beyond what is needed to achieve a desired military
result and to avoid “collateral damage”/additional, incidental loss;92

• Precaution: Parties to hostilities are under a solemn duty arising from IHL
to minimize the suffering of civilians and therefore to take all necessary pre-
cautions accordingly. The choice of (adequate) weapon that would not result
in unnecessary suffering and superfluous injury should therefore underpin all
actions. The worst violations of this principle may constitute war crimes.93

The 1977 Additional Protocol I to the Geneva Conventions of 1949 Article 35 sets
out the basic rules pertinent to this discussion:94

1) In any armed conflict, the right of the parties to the conflict to choosemethods
or means of warfare is not unlimited.

2) It is prohibited to employ weapons, projectiles, and materials and methods of
warfare of a nature that will cause superfluous injury or unnecessary suffering.

3) It is prohibited to employ methods or means of warfare which are intended,
or may be expected, to cause widespread, long-term, and severe damage to the
natural environment.

Another centrally important set of rules emanates from Article 36 of the 1977 Addi-
tional Protocol I to the Geneva Conventions of 1949; it requires each state party to
ensure that the use of any newweapons, means, or methods of warfare that it studies,
develops, acquires, or adopts comply with the rules of IHL. This obligation to review
weapons leads some experts to categorically affirm that in the light of Article 36 all
autonomous weapons fall under this obligation and therefore IHL already governs
autonomy.95 Yes, legally speaking, any new weapon system shall be reviewed and
therefore falls under the ambit of this obligation set by Article 36.96 But arguments
that Article 36 is sufficient to regulate autonomous systems are inattentive to the fact
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thatmost countries do not conduct such reviews because they are technically difficult
and onerous. Only a few—such as the Netherlands, Norway, and other dutiful and
technically capable nations—do, which is hardly representative of the world stage.97

Additionally, machine learning algorithms will make determining what the output
of an action taken by a machine will be uncertain and unpredictable.98 This unpre-
dictability can rise as different algorithms from different countries are deployed
alongside one another in the battlefield.99 This will make weapons reviews all the
more precarious a means of ascertaining the possibility of prevention before the
deployment of an autonomous system.100

Manymachine learning systemsare not transparent, they produceoutputs that are
not explainable. This “blackbox”naturemakes it difficult—and, inmany cases, cur-
rently impossible—for the user to understand how and why the system reaches
its output from a given input; in other words there is a lack of explainability and
interpretability.101

Moreover, the ones that are already deployed have not been through the review pro-
cess, because autonomy was added to already existing components and functions.
At the United Nations deliberations, it is those countries that do not want to see any
progress in the creation of new global forms of governance which insist that weapons
reviews conducted in terms of Article 36 suffice. Finally, AI weapons will not have to
be embodied; they can operate in the cyber domain, which will make the traditional
forms of testing under Article 36 obsolete and in need of updating. To argue that
Article 36 is a sufficient global governance mechanism to stem algorithmic killing
and prevent the militarization of AI fails to take account of the pace and scope of the
technological challenges presented here.

The possibility of new weapons breaching IHL is acknowledged in the Geneva
Conventions (Articles 50, 51, 130, and 147 of Conventions I, II, III, and IV, respec-
tively) and in the Additional Protocol I of 1977 (Articles 11 and 85), which include:

1) Making the civilian population or individual civilians the object of attack;
2) Launching an indiscriminate attack affecting the civilian population or civilian

objects in the knowledge that such attack will cause excessive loss of life, injury
to civilians, or damage to civilian objects, as defined in Article 57, paragraph
2 (a) (iii);

3) Launching an attack againstworks or installations containing dangerous forces
in the knowledge that such attack will cause excessive loss of life, injury to
civilians, or damage to civilian objects, as defined in Article 57, paragraph 2
(a) (iii).

Will new IHL be needed?
The questions as to why and when states should conclude new treaties and to what
extent they should opt for informal arrangements of governance when faced with
autonomous killing are crucial for enabling us to grapple with how to respond to this
global challenge. A generally observed recent trend in international law is resistance
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on the part of states to enter into new treaties. But what is actually happening? There
has perhaps not been an abundance of new formal governance arrangements lately
(i.e., new international treaties), but I see two emerging global norms that may con-
tribute to the formulation of new rules of governance on algorithmic killing, be they
informal (soft law) or formal (international treaties): 1) IHL applies to states and
nonstate actors engaged in international and noninternational armed conflict; and
2) the utilization of disarmament and arms regulation as tools and mechanisms to
protect civilians.

The first is an emerging global trend whereby the boundaries set by rules of
restraint during war apply equally to international and noninternational armed con-
flicts. This is part because the foundational norms of protection within IHL are
now considered customary and therefore bind all parties to a conflict. Further, it is
progressively accepted that human rights law and international criminal law are com-
plementary with regard to the scope of protection offered to the individual by IHL
in all types of conflict. It could be argued that this emerging global norm arises from
two customary rules. The ICRC Customary Study contains 161 rules of customary
IHL. Among these, rules 70 and 71, which are applicable in both international and
noninternational armed conflicts, are pertinent to our understanding of the develop-
ing norm on the human costs of the availability, use, and misuse of weapons during
armed conflict.102 Rule 70 reads as follows: “The use of means and methods of war-
fare which are of a nature to cause superfluous injury or unnecessary suffering is
prohibited.” Practice that can be observed from states’ behavior and the judgments
of international tribunals show that parties in noninternational conflicts tend to
observe the prohibition of weapons applicable to international conflicts. The Inter-
national Criminal Court and the ICTY have both affirmed the need for actors that
are engaged in intrastate conflict to adhere to this principle. The ICTY, in the seminal
1995 Tadić case, held that:

Indeed, elementary considerations of humanity and common sense make it
preposterous that the use by States of weapons prohibited in armed conflicts
between themselves be allowed when States try to put down rebellion by their
own nationals on their own territory. What is inhumane, and consequently pro-
scribed, in international wars cannot but be inhumane and inadmissible in civil
strife.103

Now, to Rule 71: “The use of weapons which are by nature indiscriminate is pro-
hibited.” Weapons that cannot be directed specifically at military objectives are
prohibited. This proscription is underpinned by another customary rule: a general
prohibition on indiscriminate attacks. In the case of nuclear weapons, the ICJ stated
that “States must never make civilians the object of attack and must consequently
never use weapons that are incapable of distinguishing between civilian andmilitary
targets.”104

A party’s choice of weapons during conflict is not unlimited; Additional Protocol I
was the first treaty to articulate this prohibition on weapons that are by nature indis-
criminate and cause unnecessary suffering or superfluous injury (cluster bombs or
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landmines, for instance).105 Less clear in practice is whether further explicit prohibi-
tions of specific weapon systems are needed. Compounding these factors is the point
that, since 1995, all new humanitarian law treaties apply to noninternational armed
conflicts (which are more common today, as in Syria, Yemen, etc.). These include:

• the 1993 Convention on the Prohibition of the Development, Production,
Stockpiling and Use of Chemical Weapons.

• the 1994Convention on the Safety of UnitedNations and Associated Personnel.
• the 1995 Protocol IV to the 1980 Conventional Weapons Convention on

Blinding Laser Weapons.
• the 1996 Protocol II to the 1980 ConventionalWeapons Convention on the Use

of Mines, Booby-traps, and Other Devices.
• the 1997Convention on the Prohibition of theUse, Stockpiling, Production and

Transfer of Antipersonnel Mines and their Destruction (“Ottawa Convention”
or the “Mine Ban Treaty”).

• the 1998 Rome Statute of the International Criminal Court.
• the 1999 Second Protocol to the Hague Convention of 1954 for the Protection

of Cultural Property in the Event of Armed Conflict.
• the 2000 Optional Protocol to the Convention on the Rights of the Child on the

Involvement of Children in Armed Conflict.
• October 1980 Convention, amended on December 21, 2001, declaring the

Convention on Prohibitions or Restrictions on the Use of Certain Conven-
tional Weapons Which May Be Deemed to Be Excessively Injurious or to Have
Indiscriminate Effects as amended on December 21, 2001 (CCW), referred
to as the Convention on Certain Conventional Weapons. It is also known as
the Inhumane Weapons Convention and all protocols are applicable also in
noninternational armed conflicts.

• the 2008 Convention on Cluster Munitions (CCM).
• the 2013 Arms Trade Treaty.106

I would argue that there is no stagnation in IHL as it is designed to last and to be
resilient. Thus, it continues to constitute a strong basis for building new common good
governance to limit the danger posed by the deployment of autonomous algorithmic
killing and the militarization of AI. Notwithstanding this view, further clarification
of IHL is needed, and extra specific prohibitions and regulations are necessary in the
light of the challenges raised by the weaponization of AI.

There is a more intense form of governance-making activity, related to the second
emerging global norm relevant here: the utilization of disarmament and arms regu-
lation as a mechanism to protect civilians. In this area, the international community
will have to think long and hard about how to protect civilians in a world where
robots can kill. When the foundations of IHL were established, it was not possible
to foresee the nature of today’s warfare technology, yet the law is still applicable and
functional in regulating the use and development of weaponry. IHL has played a con-
tinuous role in either prohibiting or restricting new and existingweapons throughout
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history, and elements have been created, modified, and refined on several occasions
at key global summits held in 1864, 1899, 1907, 1929, 1949, and 1977 in order to
enhance the protection of civilian populations, setting limits for conduct during war
and limiting armaments by new treaties (1868, 1907, 1925, 1972, 1980, 1993, 1995,
1996, 1997, 2001, 2003, 2008, and 2013—see the list presented above), with clarifica-
tions and adaptations to reflect evolving customary law.One can therefore hardly talk
of stagnation. IHL is vibrant, but will it need to be clarified in the age of emerging AI?

Despite the fact that informal methods of developing the law, called soft law, are
becoming more popular, multilateral negotiations have not quite yet become the
exception rather than the rule. It is interesting to see that courts, nonstate groups, and
NGOsnow influence themaking of politically binding agreements, codes of conduct,
andmorewith intense transnational networked cooperation, as I argue inChapter 1. It
is important to observe how these processes are formed, whether this is done through
legitimate means, and how they fit into the evolution of international law. It is clear
that informal processes have mushroomed, moving the evolution of international
law away from its traditional sources.107 Joost Pauwelyn and colleagues have exam-
ined this change by utilizing a three-pronged approach: the first line of inquiry is
the output that may result—for example, the crystallization of norms or the devel-
opment of informal agreements; the second is the type of process which is adopted
and whether it occurs outside of the framework of international organizations; and
third is determining the composition of change makers and groups involved in the
process, beyond the state. This new trend in governing global cooperation raises a
number of questions: Does it mark an evolution or a regression of international law?
What is the impact on accountability in the law-making process? Most importantly,
has this trend toward informal governance-making processes reached the realm of
IHL? Could it furnish indicators to craft frameworks for the militarization of AI?

The straightforward answer is “yes.” And, indeed, the soft law approach has value,
though it is seen as voluntary. It may pave the way for further commitments, it may
build momentum for further refinements in thinking and action, and it may also
provide more time for additional stakeholders to embrace the new development.
Examples of informal agreements abound. One is the 2008 Montreux Document on
Pertinent International Legal Obligations and Good Practices for States Related to
Operations of PrivateMilitary and Security Companies during ArmedConflict. This
is the first document to specifically address privatemilitary security companies at the
international level and to outline the applicable international law. In sum, the adop-
tion of soft norms is viewed by some as an incremental approach to law-making. This
approach may shape values, but it is not sufficient as it is seen as voluntary. The pro-
cess may also have ambiguities and entail compromises.108 Even the Anti-Personnel
Mine Ban Convention and the CCM, which are successful IHL treaties, began with
declarations of intent that aimed at avoiding causing harm to civilians. Now such
treaties have a wide impact not only on the high-contracting parties but also on non-
state parties. The influence of the increasing respect for such norms leads to major
changes in the behavior of parties and nonparties alike, which are based not only on
legal obligations, but also on the power of new normative interpretations.
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The legal position and unique role of the International Committee
of the Red Cross
The role of the ICRC as the guardian of IHL is unique and means that this branch of
international law holds an unusual position compared to others, and so it is essen-
tial to examine what role could it play in the changing world order, especially given
the weight and centrality of this part of international law in addressing the rise of
autonomous killing. The ICRC distinguishes IHL from other branches of interna-
tional law. The ICRC can influence state behavior because of its moral clout. The
ICRC maintains neutrality and takes action only with regard to credible humanitar-
ian challenges in terms of both its mandate and experience. Hence, the opinion of
the ICRC is taken with the utmost seriousness by states. The ICRC assists and also
reminds states that they are treaty-bound to abide by IHL and that it is in their own
interests to do so. Armies that respect IHL are more efficient as a result of increased
unity and consistency.

Yves Sandoz wrote about the ICRC as the guardian of IHL and discerned five
central functions of the organization. The first is the “monitoring” function, which
involves the continuous assessment of the effectiveness of IHL rules and the attempts
to adapt and revise them when needed. The second is the “catalyst” function, which
involves engaging experts and nongovernmental organizations to contribute their
expert knowledge to the understanding and application of IHL, its evolution, and
its interpretation. The third is the “promotion” function, which includes advocacy
efforts for the dissemination and teaching of IHL. An indicator of the success of
this function is how widely IHL is adhered to by countries around the world. This
function importantly includes the education of armed forces across the world as
well as nonstate actors. The fourth function is that of “guardian angel.” This task
is to defend IHL from the development of new rules or laws which would weaken,
ignore, or undermine its existence. The fifth is the “direct action” function, which
is the most important as it relates to the direct and practical application of the law
to conflict. The ICRC is able to carry out this function via accessing conflict areas
around the world, conducting prison visits, and through the provision of healthcare
to the wounded as well as water and sanitation services.109 Finally, the “watchdog”
function the ICRC serves allows it to raise the profile of the most serious violations
(i.e., sounding the alarm). However, the ICRC must show restraint in such actions
in order to continue to have access to conflict zones and to be able to protect victims
from further violations. All these functions energize the processes of transnational
networked cooperation, thereby furthering the quest to forge global public goods
through common good governance.

On May 12, 2021—a decade after it first raised the matter—the ICRC issued its
position on autonomous weapons. The position presses states to negotiate new inter-
national legally binding rules and regulations that will clarify existing responsibilities
and create clear obligations for states. Its judicious decision to wait to reveal its posi-
tion for so long was prudent. The ICRC was one of the key authoritative conveners
of meetings, workshops, and reports that led to a thoughtful and cautious approach
that guided states in the first decade of the debate. In its position, calling on states to
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enact legally binding rules, the ICRC presents its definition of autonomous weapon
system:

Autonomous weapon systems select and apply force to targets without human
intervention. After initial activation or launch by a person, an autonomousweapon
systemself-initiatesor triggersa strike in response to information fromtheenviron-
ment received through sensors and on the basis of a generalized “target profile.”
This means that the user does not choose, or even know, the specific target(s) and
the precise timing and/or location of the resulting application(s) of force.110

The absence of human intervention in the process of triggering an autonomous sys-
tem compounding the twin problems of the lack of precision vis-à-vis the exact target
and the inability to know the precise timing of the final application of the use of force
led the ICRC to determine its position. According to the ICRC, “A weapon with
autonomy in its critical functions that is unsupervised, unpredictable and uncon-
strained in time and space would be unlawful.”111 The ideal is to ensure proximity
between the initial point of the human decision and the final outcomes.

At the heart of the ICRC position are the following considerations: the risks to
civilians and combatants, conflict escalation, challenges to compliance with IHL,
and human rights law.Moreover, the profoundly poignant ethical questions that arise
from the replacement of human control with sensors and software led to the adoption
of this position. The ICRC affirms that it stands ready to cooperate with govern-
ments, armed forces, the scientific and technical communities, and industry.112 In
the stated position, member states at the United Nations should create an innovative
international set of legally binding rules setting limits on autonomous weapon sys-
tems that encompass three areas: the first and secondwould impose prohibitions, and
the third would call for regulations. The first area is a prohibition on unpredictable
autonomous weapons whose effects cannot be anticipated and whose outcomes can-
not be explained. The second area is a prohibition on antipersonnel systems (i.e., they
cannot be deployed to target human beings): “an algorithm should not determine
who lives or dies, in effect reducing the decision to kill to sensors and data processing,
and death by algorithmwould be the final frontier in the autonomation of killing.”113
The ICRC position is a reminder that most would support the nondelegation of the
final decision to kill to an algorithm: states, the United Nations Secretary-General,
civil society, the scientific community, and the technology industry, in line with my
arguments about transnational networked cooperation.114 The third area is a subset
of regulatory policies to level the playing field:

• Systems should, by design and in use, create rules for limiting the type of target
to those that are military by nature;

• Specific attacks should be the result of limits on the duration, geographical
scope, and use;

• Human–machine interactions should ensure timely human supervision that
would be able to intervene and deactivate.
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Autonomy enables weapon deployment to occur based upon initial assumptions and
decisions about themission’s objectives as well as the time, target, and location. How-
ever, the exact final target, timing, and location are actually determined by a library
of algorithms. The final appraisal often occurs without human control and oversight,
and does not take into account changed circumstances. Therefore, there is a separa-
tion between the initial assumptions and the actual execution of themission. Instead,
the goal of a set of new rules would be to approximate the initial assumptions and
the final targeting to reduce risks to life and human dignity, as well as to minimize
violations of existing legal, ethical, and moral constraints. In order to ensure that
human control remains present, or at least valid (from the initial assumptions and
decisions onwards), and to attain the goal of minimizing harm, each of the lifecycle
stages of anyweapon system—design, development, testing, deployment,monitoring
and operation, maintenance, and disposal—should strive to accomplish these goals.
Implementation of the goals ensures that the systems with increased autonomy and
those that use AI remain under the purview of humans and are human-centered. In
other words, the focus of each operational stage of any weapon system shall be on the
primacy of human control, and to examine and scrutinize how the level of human
involvement is upheld in the operational context of each mission.

The ICRC notes that the military investment in autonomous systems points to
the accelerating reliance on AI, which increases the disquiet about unpredictability
and concerns over the targeting of people, given the ever-expanding infrastructure
of weapon systems that could become autonomous (from sentry guns, to combat
aircraft, to ship-hunting underwater drones). Unpredictability could lead to con-
flict escalation, and the concomitant risk to civilians could be magnified by the
longer duration of conflict and the greater likelihood of indiscriminate attacks in
densely populated urban areas (as a result of the system’s capacity to loiter in place
for extended periods of time), aggravated by the lack of precise timing of the final
strike. In other words, AI-assisted and AI-controlled autonomous systems magnify
the unpredictability and uncertainty of conflict situations because of the inability to
explain how the system reached a decision. Current remote-controlled systems are
already able to identify, track, and select targets autonomously, and could be updated
to apply force without the final consent of a human. It is the user of the weapon who
must fulfill this requirement, not the weapon itself; human beings abide by inter-
national law and can be deemed responsible. Therefore, the machine process of the
functioning of autonomous systems presents a conundrum for assessing compliance
with the existing rules.115 Fundamentally, IHL prohibits indiscriminate systems, and
this is why the ICRC recommends in its position the prohibition of unpredictable
autonomous systems (the decisions of which cannot be reasonably understood and
explained).

In sum, the need for new internationally legally binding rules (prohibitions and
regulations) stems from the fact that, according to the ICRC, current IHL does
not adequately respond to the breadth of ethical, legal, and humanitarian ques-
tions raised by autonomous systems—or, increasinglymore so, AI-enabled ones.New
rules would clarify areas of uncertainty and imprecision, and would create stability
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of expectations, along the lines of what I propose in my common good governance
concept. At the International Committee for Robot Arms Control, we had several
discussion with all members across the world, and determined the watershed impor-
tance of the landmark ICRC position to galvanize the momentum for initiating new
global norms for the common good of humanity.

International human rights protection

The pertinent questions here are: What is the significance of human dignity in the
formation of common good governance? Are human dignity and the right to life
threatened by autonomy in weapon systems? Would the need to preserve human
dignity make autonomy in weapon systems illegal per se? Does the weaponization of
AI accelerate trends of disrespect for human dignity? More than 100 treaties make
up human rights law, but the initial foundational international instruments, after the
United Nations Charter are:

• the 1948 Universal Declaration of Human Right (UDHR);
• the 1966 International Covenant on Civil and Political Rights (ICCPR);
• the 1966 International Covenant on Economic, Social and Cultural Rights.

Additionally, it is worth noting the importance of explicitly setting out the legal obli-
gations arising from the 1948 Convention on the Prevention of and Punishment of
the Crime of Genocide, and the 1984 Convention against Torture and Other Cruel,
Inhumane orDegradingTreatment or Punishment. It is not possible to derogate from
many articles contained in the ICCPR that are considered jus cogens or peremptory
norms—that is, they must be upheld by the high-contracting parties under all cir-
cumstances with no exceptions.116 The effects of jus cogens were summarized by the
ICTY:

Because of the importance of the values it [the prohibition of torture] protects, this
principle has evolved into a peremptory norm or jus cogens, that is, a norm that
enjoys a higher rank in the international hierarchy than treaty law and even “ordi-
nary” customary rules. The most conspicuous consequence of this higher rank
is that the principle at issue cannot be derogated from by States through inter-
national treaties or local or special customs or even general customary rules not
endowed with the same normative force.117

Of relevance are ICCPR Article 6 (the right to life and the prohibition of genocide)
and Article 7 (the prohibition of torture). The right to life and the right to dignity
are key guiding principles and represent firm international obligations.118 This is
where IHL and human rights law intersect. The right to bodily security should not
be violated. Human rights law has more stringent standards than IHL. Human rights
law applies in conflict, concomitantly with IHL, and includes the right to a remedy
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which presupposes accountability, which would be rendered harder to achieve with
autonomous systems.119 The ICJ, in its Nuclear Weapons opinion, has stated this
categorically:

The Court observes that the protection of the International Covenant of Civil and
Political Rights doesnot cease in timesofwar, except byoperationof Article 4of the
Covenant whereby certain provisions may be derogated from in a time of national
emergency. Respect for the right to life is not, however, such a provision. In prin-
ciple, the right not arbitrarily to be deprived of oneʼs life applies also in hostilities.
The test of what is an arbitrary deprivation of life, however, then falls to be deter-
mined by the applicable lex specialis, namely, the law applicable in armed conflict
which is designed to regulate the conduct of hostilities. Thus, whether a particu-
lar loss of life, through the use of a certain weapon in warfare, is to be considered
an arbitrary deprivation of life contrary to Article 6 of the Covenant, can only be
decided by reference to the law applicable in armed conflict and not deduced from
the terms of the Covenant itself

(ICJ 1996 para. 25).

• The right to life: According to Article 6 of the ICCPR, every human being has
the inherent right to life. This right shall be protected by law.120 No one shall be
arbitrarily deprived of life.

• The rights to liberty and security: According toArticle 9 of the ICCPR: 1. Every-
one has the right to liberty and security of person. 2. Anyone who is arrested
shall be informed, at the time of arrest, of the reasons for his arrest and shall be
promptly informed of any charges against him. 3. Anyone arrested or detained
on a criminal charge shall be brought promptly before a judge or other officer
authorized by law to exercise judicial power and shall be entitled to trial within
a reasonable time or to release.121

• The prohibition of torture: According to Article 7 of the ICCPR: No one shall
be subjected to torture or to cruel, inhuman, or degrading treatment or punish-
ment. According to Article 2 of the United Nations Convention against Torture
and Other Cruel, Inhuman or Degrading Treatment or Punishment: 1. Each
state party shall take effective legislative, administrative, judicial, or other mea-
sures to prevent acts of torture in any territory under its jurisdiction. 2. No
exceptional circumstances whatsoever, whether a state of war or a threat of war,
internal political instability or any other public emergency, may be invoked as a
justification of torture. 3. An order from a superior officer or a public authority
may not be invoked as a justification of torture.122

Certain norms codified in treaties have historically been considered jus cogens.123
The result is that these norms rank noticeably higher in the order of global norms and
therefore cannot be ignored or derogated from. In this sense, it is important to note
the effects that such norms have on the behavior of actors in situations of conflict.124
Two notable jus cogens norms are the prohibition of hostilities directed at civilian
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populations and the prohibition against torture.125 It is worth considering the effects
these prohibitions will have on the creation of common good governance to restrain
the weaponization of AI and the heightened use of autonomous systems. It is estab-
lished in state practice and jurisdiction that both human rights law and IHL apply in
conflicts, irrespective of their nature or gravity.126 Taken together, the combined pro-
scriptions contained in IHL and human rights law would impose a higher threshold
for the utilization of autonomous weapons and even more so for the weaponization
of AI.127 This is because of the inscrutable nature of machine learning algorithms,
and the arising incertitude about the final targeting decisions. The influential reports
to the United Nations Human Rights Council by Christof Heyns starting in 2012
brought to light that the definitive issue regarding autonomous weapons is the pro-
tection of human dignity.128 The unregulated use of autonomous systems, especially
AI-enabled ones, represents an affront to human dignity, themost basic human right,
in that the decision to kill humans is made by an algorithm.

International criminal acts

This branch of international law ascribes criminal responsibility to individuals
responsible for violations of IHL and widespread violations of human rights. The
central question here is: Who is to be held accountable for a war crime committed
by an autonomous weapon system? International criminal law is a complementary
branch of IHL. The former criminalizes the worst violations committed in terms of
the latter—that is, war crimes committed in the conduct of hostilitiesmay incur inter-
national criminal prosecution. Therefore, serious violations of IHL constitute war
crimes. Article 8 of the Rome Statute of the International Criminal Court is of partic-
ular relevance because it lists the followingwar crimes: (i)Willful killing; (ii) Torture
or inhuman treatment, including biological experiments; (iii)Willfully causing great
suffering, or serious injury to body or health; (iv) Extensive destruction and appro-
priation of property, not justified by military necessity and carried out unlawfully
andwantonly. Individuals and not states are prosecuted under international criminal
law.129

As Rebecca Crootof has noted, autonomous systems test and challenge fundamen-
tal assumptions upon which all branches of international law rest: the centrality of
human decision-making, attributable wrongdoing for human actions, and protec-
tion of human dignity. Algorithmic killing challenges these vital human-centered
assumptions. Such uncertainties need to be confronted and existing international
law must be clarified. Nowhere is this more evident than in international criminal
law, which has evolved since the post–World War II Nuremberg trials to ascribe
responsibility to the individual. It is individuals who are prosecuted for violating
the worst crimes against humanity, not machines. Who would be held accountable
for harm caused by autonomous systems: the manufacturer, the software program-
mer, the commander, the official in charge of the specific operation? How could

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424288779 by Sun Yat-Sen U

niversity user on 11 January 2024



224 The AI Military Race

personal responsibility be ascribed? Prominent observers, such as Harvard’s Bonnie
Docherty, warn about a “credibility gap” whereby—given the distributed nature of
the design and use of the autonomous systems—it would be hard to assign liability.
Compounding the problem, given the opaque characteristics of machine learning
systems, it is likely that creators and users could escape responsibility. The distributed
nature of the design and the opacity of AI-assisted systems would render attributabil-
ity of responsibility—a central component of criminal law—unattainable. Docherty
says that existing legal accountabilitymechanisms are insufficient to address themat-
ter at hand,130 and Thompson Chengeta explains the impossibility of attributing
responsibility for a wrongful act committed as a result of the use of an autonomous
system.131

At this point, it is crucial to bear in mind the basic elements that trigger interna-
tional criminal responsibility: 1) a serious violation of IHL; 2) a material element
which is constituted by the wrongful act itself; and 3) a mental state which is typified
by a guilty criminal state of mind (mens rea).132 How could proof ofmens rea be veri-
fied from an act of an autonomous system? Clearly, the manufacturers or the users of
the system would have to be aware that it would commit a crime—something that is
not possible. As a consequence, the inability to establish a criminal state of mind, or
intent, renders the attribution of responsibility impossible. Without a proper assess-
ment of whowas responsible for a crime, reparations and justice cannot later bemade
available for the victims. The remedy for the lack of ability to impose responsibility
is the presence of accountable human control.

At the deliberations at the United Nations in Geneva, member states agreed upon
the following formulation as one of the 11 politically binding guiding principles:
“Human responsibility for decisions on the use of weapon systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system.”133 However, the difficulty now lies
in translating this into achievable ways to evince international criminal responsibil-
ity. As the production of autonomous weapons is distributed acrossmany individuals
and systems, it may be challenging tomaterially connect anyone to a criminal act and
unlawful conduct.134 The putative inability to establish mens rea remains the most
daunting obstacle to bringing justice for potential victims of the use of autonomous
systems.

Emerging or desirable international norms: The basis of
common good governance

After examining the relevant applicable branches of international law, it is evident
that the current international legal and political framework will not suffice to con-
front the challenges posed by the weaponization of AI. Themarch toward AI-assisted
autonomous systems undermines international law’s canonic human-centered pre-
cepts: cooperation, responsibility, accountability, and attributability. An already
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ongoing erosion of existing international norms is proceeding unabated and is weak-
ening the legal edifice that underpins international relations. It is a matter of the
utmost urgency to strengthen international law to effectively confront the challenges
posed by this extraordinary evolution of the technology applicable to war. At stake
is the protection of human life itself. Nothing is more urgent than to establish global
public goods through common good governance to address this monumental peril to
human dignity: death by algorithm and digital dehumanization.

The diagram presented in Figure 4.2 encompasses the desired norms for what I
call common good governance. The lower block of the diagram depicts a firm basic
foundational emerging norm that should steer the debate: primarily human control,
also called “meaningful human control.” This norm is best understood by examin-
ing it through the lenses of the aforementioned branches of international law, which
would stipulate that human control must be preserved as an enhanced mechanism
to protect human life to be enshrined in new international law as a principle. From
human rights law we can infer that a “human-centered foundation” must be the
basis upon which human dignity must be safeguarded. From these foundational
bases, principles can be inferred in the central block. These principles arise from
all the germane branches of international law examined. These principles—namely
precaution, intergenerational equity, common heritage of humanity, and common
concern—along with the foundational bases, will furnish the combined elements of
my concept of common good governance. The operationalization of common good
governance is shown on the top of the diagram. An international scientific panel com-
posed of scientists representing many disciplines from each country (in the mold of
the Intergovernmental Panel on Climate Change) will ensure that when all the prin-
ciples are operational and new global public goods are in place within the framework
of common good governance, it will stand the test of time.

OPERATIONALIZATION OF
COMMON

GOOD GOVERNANCE

PRINCIPLES OF COMMON
GOOD GOVERNANCE

BASIC FOUNDATIONAL EMERGING
NORMS

(PRIMARY/MEANINGFUL HUMAN
CONTROL)

Scientific panel provides:
technical clarity
oversight
f lexibility
future-proofing

Precaution
Intergenerational equity
Common good heritage of humanity (data & AI)
Common good governance for humanity

Enhanced capacity to protect human life
Human-centered foundation
Human dignity safeguarded
Responsibility for the gained ability provided by autonomy
Preserved authority to administer autonomy responsibly

Emerging or desirable international norms
related to common good governance

Figure 4.2 Emerging or desirable international norms related to common good
governance
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Chapter 5
War, humanityʼs security, andarms:
Existing global norms

Evolutions and revolutions in warfare technologies

Ethical, humanitarian, national security, and public health considerations account
for the evolution of the legal and political architecture that today limits armaments—
the means and methods of warfare—under international law. Some of the same
considerations are also providing the impetus for the deliberations at the United
Nations to set limits on autonomous weapons. The evolution of the international law
regulatory frameworks for conventional weapons, weapons of mass destruction, and
future weapons has been profoundly altering the dynamics of world politics and has
helped to protect human beings all over the world. These international law frame-
works represent a potent global public good and advance common good governance
for all humanity to enjoy.

“A world free of nuclear weapons would be a global public good of the highest
order.”

United Nations Secretary-General Ban Ki-moon in his address to the East-West
Institute, 24 October 2008.

In this chapter, I discuss the formation of the concept of human security and how it
became an ingrained part of disarmament treaties in the last two decades advancing
common good governance. This discussion is the basis for my concept of humanity’s
security that builds upon the gains brought about by the concept of human security.
I first explain its evolution, then elaborate on the concept of humanity’s security that
I introduced earlier in the book. The paramount guiding premise for my argument
is that states have an interest in ensuring that weapons are controlled or prohibited.
International peace and security are determined in part by the international regula-
tion of armaments, which is a global public good of the highest order.1 All states will
benefit from having weapons either controlled or prohibited. Greater cooperation
and compliance with global norms that limit armaments will mean more peace and
security, while less coordination and an absence of global public goods will mean a
more insecure world and increasingly precarious relations among states. The gains
from already existing global cooperation on limiting the methods of warfare, and its
success stories, can be utilized to form common good governance on military AI.

The AI Military Race. Denise Garcia, Oxford University Press. © Denise Garcia (2023).
DOI: 10.1093/oso/9780192864604.003.0006
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Disarmament—a global public good—is indubitably a clear route toward the
attainment of common good governance to improve humanity’s security. Several
new norms stemming from the prohibition of weapon systems examined here have
increased human security across the world, making a difference in people’s lives by
allowing the possibility of their pursuing gainful livelihoods. Many of these weapon
systems did not threaten national security per se but were injurious and deadly to
people and communities. This is where new forms of disarmament diplomacy were
sought, and succeeded, as in most cases there was scant incentive for the state itself
to seek disarmament, as doing so was not imperative for its survival. The more these
weapon systems are left unregulated and unconstrained, the more insecure and per-
ilous the international system becomes—and populations are left more vulnerable
and insecure. It is worth reiterating that both international geopolitical stability and
human security are partly attained by the reduction of armaments.

In the new, post–Cold War world order the concept and practice of security have
gradually evolved to also become a common good rather than simply a matter of
national interest. In the aftermath of the Cold War, the concept of security was
expanded through the flourishing of new ideas and normative frameworks that tran-
scended the state as the pivotal referent in the pursuit of security. Attention to the
plight of the individual and suffering in conflict regions or where weapons prolifera-
tion abounds became conceivable. During this period, atrocities were committed in
new intrastate conflicts from Somalia to the former Yugoslavia, Afghanistan, Myan-
mar, Rwanda, and Colombia. The proliferation of weapons left over from the Cold
War and the circulation of new weapons created a combustible situation as far as
human security was concerned. The production and distribution of small arms and
light weapons, as well as the threat of nuclear weapons, continued unabated.2

New and visionary thinking was needed to address these multiple, interwoven
challenges to capture areas that had previously been regarded as discrete, such
as achieving human dignity for all, human rights, the observance of international
humanitarian law, and ensuring security to advance development. The concept of
human security offers the framework for bringing these areas together and enshrin-
ing their normative force in new international treaties that are primarily addressed
to protect the human being. The formation of innovative treaties focused on human
security has an impact on the lives of people across the world.3 These regimes are
designed to protect the living individual and not the abstract state by privileging
human security. In the current environment, where the conditions for maintaining
international security are deteriorating, reflection on the value and applicability of
these humanitarian regimes becomes ever more essential.4 The Global Peace Index
of the Institute for Economics and Peace found that the state of peace in the world
has been in constant decline, and has deteriorated rapidly over the last decade.5 The
appearance of the idea of “human security” in the mid-1990s consolidated the trend
toward viewing security as a commongoodwhere the understanding of securitymust
go beyond the focus on national security and include addressing the notions of “free-
dom from fear” and “freedom from want.”6 The inclusive developing agenda driven
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by this notion of human security makes states view and practice the attainment of
security in a more all-encompassing way.

One area where states are disinclined to adopt broader ideas about security is
the domain of armaments. States equate security with the accumulation of arma-
ments, even if arms have a negligible ability to protect people or to improve the
human condition on the planet (Chapters 3 and 4). States tend to protect their power
to continue to produce and buy weaponry as freely and as unhindered from any
new international treaties as possible. They tend to justify this protectionism and
associated expenditure in the name of maintaining national security, and strive to
continue building arsenals unconstrained by the imposition of arms reduction and
verification.7 As a result, states may be uninterested about entering into new inter-
national agreements and treaties that would restrict their capacity to amass more
armaments. Yet, historically, disarmament and the diplomacy aimed at reducing
armaments have been central tools at the disposal of states to reduce dangerous lev-
els of armaments, avoid arms races, and ultimately protect human security.8 Some
authors have advanced the view that disarmament diplomacy can serve as an indica-
tor of moral progress in international relations.9 The more commonly agreed rules
and norms there are in this area of security, the more predictability and constancy
there will be in the relations involved.

It is essential that we determine how the already existing frameworks regulating or
prohibiting certain means of warfare can inform the making of innovative common
good governance in the area of theweaponization of AI, and establish a benchmark on
military AI. In the category of weapons of mass destruction, I focus on the negotia-
tions toward formulating the Treaty on the Prohibition of NuclearWeapons, referred
to as the Nuclear Ban Treaty, which codifies the taboo against the use of nuclear
weapons and prohibits them under international law.10 The treaty entered into force
on January 22, 2021, when the 50th member state ratified it. Nuclear weapons have
the capacity to annihilate humankind, and it is therefore vitally important to under-
stand the global governingmechanisms that contain and regulate them. I also discuss
the global governance of chemical weapons, a landmark framework to protect human
beings, and I seek to demonstrate that with every new weapon system and class of
weapon that leads to a greater proliferation of arms and harm, a new legal and polit-
ical architecture of treaties and conventions of containment is needed not only to
repair the damage done, but also to limit the current danger and future threats to
humans and states, as well as to thewell-being of future generations. This architecture
is complex enough to construct, but is becoming ever harder to build in the 21st cen-
tury as states seem to manifest less enthusiasm to negotiate major new international
treaties.

As leading AI scientists point out,11 gunpowder and nuclear weapons represent,
respectively, the first and second revolutions in warfare. The intensifying march
toward autonomous killing in warfare represents the third revolution. In terms of
proliferation, legal and political frameworks are needed to contain the two first rev-
olutions, but we can already predict how destabilizing the third revolution will be
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for the future of peace and security, both of which are already rather fragile as a
consequence of the first two revolutions in warfare.

The first revolution made possible the widespread availability and proliferation
of small arms and light weapons, as well as larger conventional weapon systems.
Harmful consequences resulted: violence, exacerbation of conflicts, and violations
of human rights and international humanitarian law (IHL). Since the member states
of the United Nations first started discussing the problem of illicit arms trafficking in
1988, the Arms Trade Treaty—the first legally binding treaty to regulate the transfers
of arms—came into force in 2014. A legal political architecture of norms, agreements,
and conventions is in place, but it has many shortcomings. I have closely observed
the endeavors to create global governing restrictions on small arms and light weapons
flows since 1997. I was a student at the Graduate Institute of International Studies
and Development at the University of Geneva when discussions on this started in
earnest at the United Nations. My advisor, Professor Keith Krause, was entrusted
with establishing the Small Arms Survey, the first authoritative research institute to
generate data on small arms and light weapons production and proliferation, and the
consequences of this proliferation.12 My first book, Small Arms and Security: New
International Norms, was the first to link arms and security. This led naturally to
my second book, Disarmament Diplomacy and Human Security, in which I investi-
gated several processes in this fascinating area, especially the Arms Trade Treaty.13 I
observed the conversations inGeneva andNewYork, and found those groups leading
the Control Arms Campaign, the transnational activist campaign that successfully
managed to convince and work with states on the need for an arms trade treaty, to
be inspiring.

The second revolution—the creation of nuclear weapons—required the building
of another legal political architecture of treaties and global norms, and led to the
rise of taboos against their use to contain the possibility of catastrophic prolifer-
ation and accidental use.14 The legal and political architecture to contain nuclear
weapons is vast, with several international treaties in many areas from outer space
protection and nuclear proliferation to prohibitions of nuclear testing and nuclear-
weapon-free zones. Despite some progress, states with nuclear weapons still possess
a total of 13,080 such weapons.15 In 2017, most countries in the world negotiated
a new treaty that would make the possession and use of nuclear weapons unlawful
under international law. This new impetus is inspired by a human security impera-
tive to disarm based upon humanitarian and public health frameworks. In addition,
nuclear-weapon-free zones represent a substantive and often underestimated ele-
ment in the legal dynamic of limitations of armaments.16 Most of the planet is covered
by such weapon-free zones; the result is that participating countries do not con-
sider nuclear weapons as part of their respective national security strategies, although
the agreements do not preclude the use of nuclear technologies (see Table 5.1). The
third revolution may be equally costly for peace and security, and will require new
global norms under international law to ensure greater predictability and assure
all states of each other’s intentions. The existing legal and political structures will
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not suffice to deal with new challenges posed by the development of autonomous
weapons, the weaponization of AI, or the ethical and moral implications of using
them.

Foundational frameworks for arms limitations

Arms limitation, regulation, and prohibition are essential aspects of national secu-
rity, a key stabilizer of global security, and a means to achieve peace. Some weapon
systems are clearly prohibited under international law, and some are not.17 Other
categories of weapons (such as most conventional arms and nuclear weapons) are
only regulated, and so their development, use, and transfer are legal.

Another way of viewing these transformations in the architecture of arms limi-
tations is through the prism of the formation of “humanitarian security regimes,”
as I have argued earlier,18 or through an “effects-based humanitarian reframing.”19
These theoretical explanations would advance an understanding of the evolution of
the political and legal frameworks in terms of states’ attempts to create new secu-
rity regimes that are humanitarian in their motivation. I define such frameworks as
being constituted by altruistic motivations that intend to prohibit destructive behav-
ior and ban lethal technology and weapons. These motivations are animated by
humanitarian perspectives to diminish civilian suffering and casualties, and guar-
antee the protection of victims of armed violence in and out of conflict situations.
Within these perspectives,20 the behavior, technology, andweapons that are the focus
of humanitarian efforts include blinding laser weapons, antipersonnel landmines,
cluster munitions, arms transfers, nuclear weapons, depleted uranium and other
toxic remnants of war, the use of explosive weapons in populated areas, incendiary
weapons, and autonomous weapon systems.

Building on these models, I examine arms limitations and dynamics by density of
international regulation (see Figure 5.1). All areas of the figure, from left to right—
from intensely regulated to barely regulated by international law—are under intense
scrutiny from numerous change makers in the international system who want to
see progress toward limiting the use of arms and consequently the barbarities that
result from such use; these change makers include scientists, transnational civil soci-
ety movements, and states alike. I argue that the codification of and compliance with
international legal regulations on arms reduce the impact of armed violence and pre-
vent the catastrophic use of weapons of mass destruction. The codification of global
norms on disarmament through international law signifies progress in international
relations and improves human security worldwide. This should be supplemented,
I posit, with attention to and national expenditure on social and economic devel-
opment as well as environmental protection. Two international legal frameworks
agreed unanimously by all member states in 2015—the Paris Agreements on Climate
Change and the Sustainable Development Goals21—provide the appropriatemap for
states. It gives them a concrete plan for expenditure and investments to promote a

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424289994 by Sun Yat-Sen U

niversity user on 11 January 2024



240 The AI Military Race

Existence and density of global regulation on
arms limitations according to international law

Weapons of Mass
Destruction

Ex. Nuclear, Biological, Chemical Ex. Small/Large Arms, Landmines,
Cluster Munitions

Ex. Autonomous Weapons

No norms & rules?Regulations & prohibitions since
1980.

Dense network of prohibitions
and regulations since 1899.
Fully regulated by International
Law.

Conventional Weapons New Weapons
Technologies

Figure 5.1 Existence and density of global regulation on arms limitations
according to international law

future with greater prosperity and security, away frommore armaments. The nuclear
weapons category has a regulatory structure with the most extensive architecture of
treaties, initiatives, and creative political frameworks, such as the nuclear-weapon-
free zones. Chemical and biological weapons have been proscribed by international
treaties: the 1972 Convention on the Prohibition of the Development, Production
and Stockpiling of Bacteriological (Biological) and Toxin Weapons and on Their
Destruction, and the 1993 Chemical Weapons Convention.22

Conventional weapons are the tools responsible for all the killing in armed con-
flicts and violence worldwide. There has been increasing regulation and, again,
a mix of regulatory and prohibition frameworks. The first comprehensive, legally
binding treaty to regulate the transfer of conventional weapons came into force
on April 2, 2013: the Arms Trade Treaty.23 One of the most successful prohibition
treaties in the history of disarmament is the 1997 Ottawa Treaty that prohibited
landmines.24 Additionally, the 2008 Cluster Munitions Convention created a frame-
work that bans all aspects of the use and possession of these weapons.25 Both the
landmine and the nuclear weapon ban campaigns were awarded the Nobel Peace
Prize, in 2007 and 2017 respectively. These campaigns used exceptional negotia-
tion channels and means anchored in a remarkable partnership between countries,
nongovernmental organizations, and scientists. They were inspired by and served
to operationalize the human security framework even though states had other moti-
vations beyond improving the state of human security worldwide, such as seeking
prestige or maintaining their reputation as law-abidingmembers of the international
community. These prohibitions gave rise to pioneering ways of conducting disarma-
ment diplomacy and fittingly originated new international norms. Future weapons
and emerging technologies have fewer or no regulations under international law,
except for the constraints imposed upon them by a few branches such as human
rights law, IHL, and state responsibility, among others.
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Weapons of mass destruction: Focus on
nuclear weapons

Nuclear weapons are particularly destructive, indiscriminate, and inhumane, and
their accumulation by the highly militarized countries represents an affront to
humanity. Their use, no matter how limited, would have devastating humanitarian
and environmental consequences.26 The calculation of the consequences of nuclear
warfare on the climate seem to have contributed definitively to the shift toward
humanitarian perspectives on disarmament. These scientists modeled the devastat-
ing impacts on the Earth’s atmosphere and environment, along with the collapse of
agriculture and food systems.27

The legal framework that governs the limitations on nuclear weapons is vast and
is composed of several international treaties and arrangements for nuclear-weapon-
free zones. The cornerstone is the 1968 Treaty on the Non-Proliferation of Nuclear
Weapons, which set the foundational norm against proliferation and directed states
to disarm. Even though progress has been made—from 70,000 nuclear weapons at
the height of the Cold War28 to an estimated 13,080 nuclear warheads at the time of
writing—advancement toward total disarmament has stalled over the last 20 years.
The nuclear states are the United States, Russia, the United Kingdom, France, China,
India, Pakistan, Israel, and theDemocratic People’s Republic ofKorea (NorthKorea).
Ninety percent of the 13,080 existing weapons are American and Russian; of these,
3,825 are deployed at high operational alert levels.29 Two sets of developments made
the 2017Nuclear Ban Treaty possible. The first is the argument against nuclear deter-
rence, or global security through the reliance on nuclear weapons, which belongs in
the past. This viewwould claim that nuclear deterrence is obsolete and does notmeet
the complex security requirements of the 21st century. The second is a move toward
a humanitarian and public health approach to eliminate such weapons, which has
been taking place over the last five years. These two developments may yet transform
world politics. Let us examine each one in turn.

Nuclear deterrence is obsolete

The 2017 Nuclear Weapons Ban Treaty confronts the global nuclear order by
explicitly stigmatizing and delegitimizing it, because the treaty tackles head-on the
anachronism of nuclear deterrence.30 Two different arguments make the use of
nuclear weapons unthinkable and unjustifiable: the humanitarian consequences as,
compared to 1945, most areas on the planet today are densely urbanized and popu-
lated; and the public health and environmental after effects.31 Yet, there aremanywho
still value security by means of nuclear deterrence32 and thus place nuclear weapons
in a special category that provides security and status to the “superpowers.”33

My views align with those of the overwhelming majority of states in the interna-
tional community, best expressed as follows: “Limiting the role of nuclear weapons
to deterrence does not remove the possibility of their use. Nor does it address the
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risks stemming from accidental use. The only assurance against the risk of a nuclear
weapon detonation is the total elimination of nuclear weapons.”34 Most countries are
in nuclear-weapon-free zones, which are parts of the world where countries com-
mit not to manufacture, possess, or test nuclear weapons. There are five nuclear-free
zones: Latin America (established in the 1967 Treaty of Tlatelolco), the South Pacific
(established in the 1985Treaty of Rarotonga), Southeast Asia (established in the 1995
Treaty of Bangkok), Africa (established in the 1996 Treaty of Pelindaba), and Central
Asia (established in the 2006 Treaty of Semipalatinsk).35 These nuclear-weapon-free
zones represent a firm statement from these states that they do not have nuclear
weapons as an aspect of their international relations. Nevertheless, there is resistance
against humanitarian security regimes (i.e., human security-shaping treaties), and it
comes from a smaller group of states that oppose multilateral interference in their
security affairs (i.e., when states are preparing to wage war).

Two international legal structures challenge the legality of the use of nuclear
weapons: human rights law and IHL. Taken together, these two global legal frame-
works place heavy restrictions on the use of such weapons.36 The inclusion of these
branches of international law into the body of the aforementioned innovative treaties
is groundbreaking in several ways. Disarmament treaties are typically about counting
theweapon systems and verifyingwhether the parties are fulfilling their disarmament
pledges and obligations. But when human rights law and IHL are incorporated into
the treaty-making process, the scope of the states’ obligations is broadened to encom-
pass a more humanistic perspective by placing the protection of the individual and
human rights at the center of the aspirations in the process of treaty implementation.
The tenor of the treaty’s goals is also transformed. Many of the principles and rules
of human rights law and IHL are not only the most widely adhered to in interna-
tional law, but are also considered to be customary international law. Therefore, the
addition of IHL and human rights law lends credence and moral authority to the
endeavor.37

Deterrence is fundamentally anachronistic, for three main reasons: first, there is a
multitude of alliances and security assurance arrangements (at the regional levels),
such as regional agreements and nuclear weapon-free zones, that make the need to
maintain nuclear weapons unnecessary. Along the same lines, peaceful settlement
of disputes has emerged as a strong international norm in the post–World War II
era. This means that nuclear deterrence has fallen out of favor as a crisis stabilizer.
The institutionalization of the ability to implement norms peacefully through supra-
national courts makes the nuclear weaponization of foreign policy unnecessary. The
adoption of the 1967 Tlatelolco Treaty, the 1985 Rarotonga Treaty, the 1995 Bangkok
Treaty, the 1996 Pelindaba Treaty, and the 2006 Semipalatinsk Treaty (that created
the nuclear-weapon-free zones) have revealed the shortcomings and artificiality of
the posture of the so-called political “realists,” who insisted on the suicidal policy of
nuclear deterrence in their characteristic subservience to power politics.38

Second, multilateralism has been the prevailing global approach to conducting
foreign policy since 1945.39 It seems, then, that the maintenance of a high-level,
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unilateral, and risky strategy of maintaining nuclear weapons is uncalled for, as few
states have a declared policy hostile to others today. This is all the more the case as
the use of military force has been outlawed in international relations by the United
Nations Charter (Article 2.4). States agreed to renounce the use of force as their
main tool of foreign policy when they ratified the United Nations Charter.40 When
international wars occur today, they are the object of widespread condemnation.

Third, none of the threats that affect humanity today can be eliminated with
nuclear weapons. Accumulating nuclear weapons was pointless and ineffectual in
dealing with humanity’s problems or creating a sense of security. If nuclear weapons
are deployed anywhere the effects on the environment and public health will be
unconceivable.41 Such weapons cannot discriminate between civilians and combat-
ants, and their use will be an affront to IHL.42

A humanitarian perspective

The 2010 Treaty on the Non-Proliferation of Nuclear Weapons Review Confer-
ence expressed “deep concern at the continued risk for humanity represented by
the possibility that these weapons could be used and the catastrophic humanitarian
consequences that would result from the use of nuclear weapons.”43 This paved the
way for what happened next: three state summits marked the beginning of this shift
toward a humanitarian and public health approach to nuclear weapons that is trans-
forming the political discourse, which in turn represents progress on building the
legal architecture to limit nuclear weapons and eventually eliminate them altogether:
in Norway in 2013, in Mexico in 2014, and in Austria also in 2014.
Norway 2013: The Norwegian Minister of Foreign Affairs hosted the Interna-

tional Conference on the Humanitarian Impact of Nuclear Weapons in Oslo that
aimed to promote a facts-based discussion of the humanitarian and developmental
consequences that would result from a nuclear weapon detonation.44 In attendance
were 127 countries, as well as several UnitedNations organizations, the International
Committee of the Red Cross, and representatives of civil society.

Three streams of argumentwere evident in the discussions. The first was the inabil-
ity of any state public health authorities to cope with the catastrophic humanitarian
consequences that would result from a nuclear detonation (i.e., they would be unable
to provide any assistance).45 The second was the long-term public health and eco-
logical effects of testing and using nuclear weapons, along with the destruction of
infrastructure. The third was the examination of the transnational dimensions of a
nuclear weapon detonation: the impact would not be confined to the area within any
state’s borders, but would have regional and global dimensions.
Mexico 2014: The above arguments were reiterated and a proposal for a new

international prohibition treaty was put forward. In addition, there was recogni-
tion that there are heightened dangers of accidents as a result of cyber hacking and
unintentional erroneous use, along with the potential of use by terrorists.
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Austria 2014: 158 states attended, including the United States and the United
Kingdom. Vienna crystallized a commitment to devote attention to the human-
itarian dimension and the risks of nuclear weapons. Combined, the three con-
ferences produced a groundbreaking compilation of scientific findings on the
consequences of a detonation and a clear indication that the risks far outweigh
the utility of possessing such weapons. These findings thrust the humanitarian
approach to nuclear disarmament to the forefront of the international agenda
for negotiations. Vienna provided a full-fledged application of international law
beyond the International Court of Justice 1996 opinion on the legality of the
use of nuclear weapons46 and used international environmental law norms, such
as precaution,47 to show that reliance on nuclear weapons was anachronistic.
Vienna paved the way for the 2015 Treaty on the Non-Proliferation of Nuclear
Weapons Review Conference in which states expressed a desire for a nuclear-free
world.

Before I proceed, it is important to review the significance of the International
Court of Justice 1996 opinion. The World Health Organization and the United
Nations General Assembly (Resolution 49/75 K of December 15, 1994) submitted
to the court a request for an advisory opinion on the following question: Is the threat
or use of nuclear weapons in any circumstance permitted under international law?
On July 8, 1996, the court rendered its advisory opinion that failed to unequivo-
cally condemn nuclear weapons. Instead, it stated that, regretfully, at this stage of
the development of international law, it could not conclusively affirm that “the use
of nuclear weapons would be illicit under extreme circumstances of self-defense in
which the very survival of a state would be at stake.”48

Antônio Augusto Cançado Trindade fervently criticized the Court’s opinion. He
became one of the court’s judges three years later, in 2009, and was re-elected to a
second term in 2018. I also include this quotation because it references the right to
life and the anachronistic nature of a state-centric approach to international law.

Twofinal elements cemented the humanitarian focus onnuclear disarmament and
represent a marked evolution in the political debate: the statement by 159 states at
the 2015 Nuclear Non-Proliferation Treaty Review Conference, and the views of the
International Committee of the RedCross (ICRC)—the guardian of IHL. At the 2015
conference, 159 states asserted that “awareness of the catastrophic consequences of
nuclear weaponsmust underpin all approaches and efforts towards nuclear disarma-
ment,” and that “the only way to guarantee that nuclear weapons will never be used
again is through their total elimination” (Joint Statement 2015).49 These states recog-
nized that the catastrophic humanitarian consequences of the use of nuclear weapons
are a fundamental and global concern. The ICRC, the first international humani-
tarian organization to arrive in Hiroshima in the immediate aftermath of the 1945
bombing, is always neutral on ongoing international negotiations, but it has stated
that the “current negotiations of a nuclear weapon ban treaty are the best chance
for real progress towards the universal goal of a world free of nuclear weapons. All
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States should participate in this endeavor. The future of humanity depends on it.”50
The ICRC had been a pioneer in calling on states to prohibit nuclear weapons under
IHL.51

The United Nations Charter as a foundational framework for
arms limitations

Almost eight decades after the founding of the United Nations and a formal treaty-
based normative order with intensive codification of global disarmament norms,
urgent challenges, and complexities that need to be addressed remain, especially in
the light of the use of autonomy in weapon systems and the militarization of AI. How
to best protect the dignity of the individual from the worst atrocities and violations of
global humanitarian norms remains a primary concern. The United Nations Char-
ter, the main treaty in international law, was adopted just weeks before detonation of
the first nuclear bomb. It does not contain the words “nuclear weapons”; it does not
even contain the word “weapons.” However, the words “disarmament” and “arma-
ments” do appear, even if in limited form and with constrained scope. It is important
to understand their appearance and significance in the charter. The section below
outlines where these terms appear in the charter (with my emphases added).

Prima facie, the United Nations Charter is not properly equipped to address fur-
ther challenges to the legal order posed by autonomous weapons and the weaponiza-
tion of AI in the ongoing digital revolution. Is this really the case, though? Let us
examine the essential and pertinent parts within the charter, which is a guiding
instrument for global action.

United Nations Charter, Chapter IV: the General Assembly Article 11:

The General Assembly may consider the general principles of co-operation in
the maintenance of international peace and security, including the principles
governing disarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmament and the regulation of armamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmaments, and may make rec-
ommendations with regard to such principles to the Members or to the Security
Council or to both.

United Nations Charter, Chapter V: The Security Council, Article 26:

Inorder topromote theestablishmentandmaintenanceof international peaceand
securitywith the leastdiversion forarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsarmamentsof theworldʼshumanandeconomic
resources, the Security Council shall be responsible for formulating, with the assis-
tance of theMilitary StaffCommittee referred to in Article 47, plans to be submitted
to the Members of the United Nations for the establishment of a system for the
regulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armaments.
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United Nations Charter, Chapter VII—Action with respect to threats to the peace,
breaches of the peace, and acts of aggression. Article 47:

There shall be established a Military Staff Committee to advise and assist the
Security Council on all questions relating to the Security Councilʼsmilitary require-
ments for themaintenanceof international peaceandsecurity, the employment
and command of forces placed at its disposal, the regulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armamentsregulation of armaments, and
possible disarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmamentdisarmament.

The significance of these articles is worth highlighting. Both articles 11 and 47 effec-
tively connect themaintenance of peace and security to disarmament. Therefore, the
drafters of the charter made disarmament a tool for the achievement of peace and
security. Profoundly, this posited, and accentuated, the idea of channeling the world’s
human and economic firepower away from over-arming. By doing this, the charter
mandates states tomaintain peace through the regulation of armaments.Most impor-
tantly, it also instructs its chief deliberative body on peace and security, the General
Assembly, to be the bellwether in the striving for peace through disarmament; by
the same token, the charter charges the Security Council to act upon ensuring the
regulation of arms worldwide. The very first United Nations General Assembly Res-
olution of January 1946, which was adopted by consensus, established a commission
“to deal with the problem posed by the discovery of atomic energy.”52 It marked the
initiation of mechanisms to deal with disarmament as one of the major preoccupa-
tions addressed by the United Nations and created the necessary institutions. Since
the terrorist attacks of September 2001 against the United States, the United Nations
has been working with renewed creative legislative vigor through the Security Coun-
cil to stop the proliferation of nuclear weapons.53 With resolution 1373 of 2001 and
then resolution 1540 of 2004, the Security Council used its power for the first time to
create legislation to contain a threat to peace and security that emanates from a threat
to all—terrorism—and not from one particular state, as this is its remit in terms of
the United Nations Charter.

Often, power politics interweaveswith international law and robs the latter of some
of its power for change and transformation. The case of the prohibition and elimina-
tion of nuclear weapons is a case in point and can offer lessons for the formation of
common good governance on military AI.

The case for prohibition

The 2017 Nuclear Ban Treaty that prohibits nuclear weapons was innovative in that
it permanently altered the meaning of security from purely military to lessening
the prevalence of the use of force paradigm. In other words, if before disarma-
ment treaties served to strike a balance between military needs and humanitarian
concerns, now the treaties are focused in the first place on the protection of the indi-
vidual. In many ways, this new trend broadens the meaning of security to include
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other concerns beyond military and state-centered matters. As a result, the ben-
eficiaries are people, and the treaty also generates a public good, reinforcing the
common good governance that is needed to address not only the multiple threats
to global security—principally, climate change, the challenge of autonomous killing,
the weaponization of AI, but also annihilation by nuclear weapons. They all pose
existential threats to humanity. The prohibition and eventual elimination of nuclear
weapons would symbolically and then financially play a part in addressing these and
other global problems.54 Scholars have been questioning the deeply held value of
deterrence in defining behavior as well as the significance of nuclear weapons in
maintaining stability.55 An examination of close-call events during the Cold War
seems to suggest that it was not the precepts of the strategy of deterrence that pre-
vented catastrophe, but rather other forces and sometimes decisions taken by the
right people at the right time.56

Nuclear weapons were used before the creation of the United Nations. The new
international organization ushered in the formalized human rights era and also gave
rise to the codification ofmost international law that sets constraints on states’ behav-
ior. Many would view the continuing reliance on nuclear weapons for the sake of
deterrence as obsolete and out of synchrony with the highly complex realities of
today’s global security landscape.57

Addingmomentum to the realization of the futility of nuclear weapons, theUnited
Nations Security Council approved Resolution 1887 in 2009. It resolves

to seek a saferworld for all and to create the conditions for aworldwithout nuclear
weapons, in accordance with the goals of the Treaty on the Non-Proliferation of
Nuclear Weapons, in a way that promotes international stability, and based on
the principle of undiminished security for all … Reaffirming that proliferation of
weapons of mass destruction, and their means of delivery, constitutes a threat to
international peace and security.

Significantly, in its operational paragraph five, the resolution

Calls upon the Parties to the Treaty on the Non-Proliferation of Nuclear Weapons,
pursuant to Article VI of the Treaty, to undertake to pursue negotiations in good
faith on effective measures relating to nuclear arms reduction and disarmament,
and on a Treaty on general and complete disarmament under strict and effective
international control, and calls on all other States to join in this endeavor.58

Two notable transnational initiatives illustrate the public discontent with the state
of security and peace supposedly maintained by a reliance on nuclear weapons. One
is the 2017 Nobel Peace Prize award-winning International Campaign to Abolish
Nuclear Weapons (ICAN) and the other is the Global Zero Project.
ICAN won the 2017 Nobel Peace Prize for its leading efforts in bringing the

Nuclear Ban Treaty to fruition. Launched in Australia in 2007, it is a coalition of
several hundred nongovernmental organizations in more than 100 countries that
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works toward a nuclear weapon ban treaty, and is composed of bodies ranging from
local peace groups to global federations that represent millions of people. The vast
majority of countries adopted the Treaty on the Prohibition of Nuclear Weapons on
July 7, 2017 in amoving and historicmoment at theUnitedNations inNew York. The
director of ICAN is Beatrice Fihn. She gave theNobel Peace Prize lecture on behalf of
all the campaigners. She has generously met with my students at the United Nations
every year since 2012. It always an honor and very powerful experience to listen to
her andmy students become evermore convinced of their role in eliminating nuclear
weapons.
Global Zero:

Global Zero is the internationalmovement for the elimination of nuclear weapons.
Poweredbya visionary groupof 300 international leaders andexpertswho support
our bold, step-by-stepplan to eliminate all nuclearweaponsby 2030, the relentless
creativity, energy and optimism of young people and half a million citizens world-
wide, Global Zero is challenging the 20th-century idea of basing national security
on the threatofmassdestruction—and togetherwearemaking realprogresson the
road to global zero. Global Zero leaders understand that the only way to eliminate
the nuclear threat—including proliferation and nuclear terrorism—is to stop the
spread of nuclear weapons, secure all nuclear materials and eliminate all nuclear
weapons: global zero. (484)59

The international system has been going through profound transformations with
heightened interdependence thatmake the reliance on deterrence perilous.60 The call
toward a humanity’s security perspective to security issues constitutes themajor chal-
lenge to arguments in favor of maintaining nuclear weapons and paves the way for a
global order that sees no value in creating more tools for humanity’s destruction—a
world that has more room for the creation of global public goods through common
good governance. Today, because of the changing strategic geopolitical environment,
and with the first major international war of aggression (in Ukraine) since 1945, the
structure of nuclear deterrence is less stable and more worrisome than it was at the
height of the Cold War. The contemporary global environment includes the danger-
ous proliferation of nuclear weapons to nonnuclear states, as well as a growing risk
of nuclear terrorism and use of nuclear weapons. Nuclear states believe preventing
proliferation to some countries is necessary, while they have for years ignored the
unacknowledged growth of nuclear arsenals in others. This double standard under-
mines the universality on which the Treaty on the Non-Proliferation of Nuclear
Weapons was constructed.61

Under the weight of these developments, the erratic years of Donald Trump in
the White House and withdrawal from key stabilizing treaties, such as the 1987
Intermediate-Range Nuclear Forces (INF) Treaty made deterrence more worrisome
and precarious. The INF eliminated a whole class of nuclear weapons and was one of
the pillars of security for NATO countries. In the absence of further progress toward
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complete disarmament, and without concrete steps toward a more secure and gen-
uine peace, the nuclear weapon establishment has lostmuch of its legitimacy.62 Rapid
technological advances in areas of AI that reinforce the current trends toward more
autonomy in warfare make the dependence on nuclear technology more perilous,
if AI were to enter the realm of nuclear command and control (Chapter 3). Greater
scientific understanding of the interlocking systems that make up the functioning
of the planet buttress the many civil society and scientific voices stressing that the
use of nuclear weapons is unreasonable and morally unjustifiable. To sum up, the
role of nuclear deterrence to ensure security is illogical and nonsensical as the real
threats confronting humanity cannot be repulsed with these treacherous tools of war.
Bearing these considerations in mind, the antecedents I outlined here demonstrate
that the weaponization of AI will make very little sense in attempts to maintain the
security of future generations.

Legalizing the nuclear taboo

Prominent scholars have argued that it is the taboo against nuclear weapons that
deters their use.63 In other words, since the first use of nuclear weapons inHiroshima
and Nagasaki in 1945, opprobrium against them has intensified, coupled with
widespread condemnation because of the horrifying humanitarian consequences of
their use. Additionally, powerful campaigning against weapons as tools for conduct-
ing foreign policy emerged transnationally, with critical voices from scientists as well
as civil society.64 States started to progressively build a legal and political architec-
ture of treaties and agreements, and eventually nuclear-weapon-free zones that place
limits on their use and acquisition, which was in effect a prohibition against further
proliferation.

The stigma against nuclear weapons that arises from the taboo does not con-
stitute a legal norm. However, there have been consistent signs of an evolution of
the legal and political frameworks that limit nuclear weapons and point toward the
legalization of the taboo. A breakthrough occurredwhen the 2010Treaty on theNon-
Proliferation ofNuclearWeapons ReviewConference expressed “deep concern at the
catastrophic humanitarian consequences of any use of nuclear weapons” and reaf-
firmed “the need for all States at all times to comply with applicable international law,
including international humanitarian law” (622).65 A further step provided the nec-
essary ingredient for the acceleration of the evolution of the architecture to address
the nuclear issue: on October 27, 2016 member states of the United Nations adopted
a General Assembly Resolution to start negotiations toward a new legally binding
instrument to prohibit nuclear weapons—or, as it is widely known, the Nuclear Ban
Treaty. A core group of countries led the adoption of the resolution: Austria, Brazil,
Ireland, Mexico, Nigeria, and South Africa. Fifty-seven nations cosponsored it, and
113 nations voted in favor at theGeneral Assembly inDecember 2016.66 Negotiations
ended successfully in July 2017.
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On the road toward building common good governance, enshrined in the Nuclear
Ban Treaty, several notable aspects make this resolution particularly groundbreak-
ing in shifting the legal landscape pertinent to nuclear weapons. First, it is based on
the recognition that the 1968 Treaty on the Non-Proliferation of Nuclear Weapons
remains the cornerstone of the nuclear nonproliferation and disarmament regime,
and of its value in providing a framework for peace and security. Second, it builds on
the manifest absence of progress in multilateral nuclear disarmament negotiations
within the United Nations framework over many decades, even though the Treaty
on the Non-Proliferation Article 6 provides the legal framework of negotiations on
adopting effective measures toward total nuclear disarmament.67 Third, essentially,
the aim of the Nuclear Ban Treaty is the creation of a world without nuclear weapons
through the advancement of multilateral nuclear disarmament negotiations. The
Nuclear Ban Treaty codifies the stigma against the use of nuclear weapons. As Beat-
rice Fihn, the director of the Campaign to Abolish Nuclear Weapons, which won
the 2017 Nobel Peace Prize, stated: “Weapons that cause unacceptable harm to civil-
ians cannot remain legal or be considered legitimate options for states in warfare”
(45).68 The negotiations leading to the Nuclear Ban Treaty built upon the existing
legal framework created by the Nuclear Non-Proliferation Treaty, under the terms of
which 189 out of 195 states are already bound by legal obligations not to acquire or
use nuclear weapons for military purposes.69

The Nuclear Ban Treaty is having an impact. It could pave the way to building
common good governance onmilitary AI by eroding previously existing assumptions
of what is right.70 It does so in five ways.

1) It challenges the permissibility of the use of nuclear weapons—under any
circumstances—and it strengthens the Treaty on the Non-Proliferation of
Nuclear Weapons Article 6 framework for elimination. Additionally, the com-
mitment to remain in “nuclear weapons-free zones” is reinforced. The treaty
strengthens the norm of nonproliferation. The Nuclear Ban Treaty is not only
a legal tool, it is also a political tool as it creates a new platform for the transna-
tional antinuclear movement to promote change within the nuclear states over
time.71

2) It establishes a new international norm. The Nuclear Ban Treaty shifted the
nuclear nonproliferation global norm toward a no-nuclear-weapons norm.
Eventually, plans for the modernization of and continuing reliance on nuclear
weapons for security will be regarded with scorn and disapproval. The stakes
for the continued reliance on nuclear deterrence will be higher.

3) From strength and prestige to liability: the arguments for elimination and
nuclear zero erode the paradigm of strength through nuclear deterrence. It will
no longer be regarded as prestigious to continue to rely on an indiscriminate
insidious weapon to ensure a place of high status in the international commu-
nity. An understanding of the disastrous humanitarian consequences subverts
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the value of maintaining such weapons. Therefore, the eight states that pos-
sess nuclear weapons will be outcasts in a club of high-minded and principled
states that have committed themselves to the terms of the Nuclear Ban Treaty.

4) NATO members feel threated about the new treaty. After the decision to con-
vene negotiations toward the Nuclear Ban Treaty, states participated in an
Open-EndedWorkingGroup. TheUnited States published a letter to itsNATO
allies and encouraged them not to vote for the treaty. The reasons put for-
ward for this view were that operational impacts brought by the new Nuclear
Ban Treaty would be numerous. However, in reality the new treaty does not
concretely change existing practice and concentrates mostly on two areas.72

a. First, the United States would not be able to use nuclear weapons on behalf
of its allies because of the opprobrium associated with the taboo against
such weapons. The only time that the NATO founding treaty’s Article V,
which stipulates the collective security position, was invoked was after
September 11, 2001, in the aftermath of the terrorist attacks on the United
States. At no point during that time was there any mention of the use of
nuclear weapons.

b. Second, the nuclear states are not able to station and deploy weapons on
the High Contracting Party states of the Nuclear Ban Treaty. Yet, it seems
that most states now no longer favor the stationing of nuclear weapons in
their territories. For instance, Scotland no longer welcomes the stationing
of English nuclear weapons on its territory.73

5) International financing for nuclear weapons and eroding previously existing
assumptions of what is right: Nuclear weapons investment is a multi-billion
dollar industry. In theUnited States—with the second largest nuclear arsenal—
$634 billion was allotted for the 2021–2030 period.74 The prohibition of
nuclear weapons would impact on these financial investments. Divestment
will ensue and change business investments strategies.75

To sum up, not only are nuclear weapons unserviceable tools for war—their destruc-
tive impact is indiscriminate and would render public health systems unworkable—
but they cost humankind a lot of resources and continue to threaten peace and
security. The building up of nuclear arsenals during the Cold War was a reckless
exercise that imperiled the very existence of life on the planet and diverted vast
amounts of money in unjustifiable ways. In the senseless pursuit of global superi-
ority, the United States and the Soviet Union drove other powers to develop their
own nuclear weapons in search of an elusive parity. The United States had a brief
chance before proliferation to declare that only the good uses of nuclear technology
for the common good of humanity would be acceptable. However, it failed to do so,
and proliferation followed unremittingly.76 The damage to the environment has been
catastrophic inmany regions of the globe where the weapons were tested.77 Nonethe-
less, most countries in the world reject the utility of nuclear weapons to maintain
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peace and security, and constitute zones of peace free of such weapons.78 Their con-
tinued existence reminds humankind of the high cost, the diversion of human capital,
and the ultimate futility of embarking upon the employment of technologies for evil
in warfare. Nuclear weapons jeopardize both peace and security, and exposed the
flaws and catastrophic consequences of wrong choices. The lessons learned are a
monitory signal of what a future in which AI is weaponized could be like.

Prohibition of chemical weapons—the universal
model framework

The scientists who create AI have already signaled in their recent letters to the world
that they do not wish to see their creation weaponized (Chapter 1). The same applies
to chemists and biologists. They participated in raising awareness of the good uses
of chemistry and biology, and pointed out the advantages of the prohibition of the
use of chemical and biological weapons in warfare. The prohibition of chemical war-
fare under international law was a turning point for humanity and it represents an
extraordinary instance of the way that new norms of common humanity emerge and
have a civilizing effect on international relations.79

The first norms against chemical warfare were formulated in 1899 and reviewed
in 1907 at the first and second major summits of nations when they met at The
Hague. The 1899 summit launched the century-long process of prohibiting chem-
ical weapons.80 The norms written at The Hague at the turn of the 20th century are
now considered customary rules of behavior binding on all, high-contracting par-
ties or not, and also on nonstate armed groups; these norms explicitly articulated the
prohibition of the use of poison gas as a practice of killing treacherously, which is
unlawful under IHL. This latter part of the prohibition is informative. Here we can
distinguish the beginning of the stigmatization of chemical weapons. Throughout the
expansion of this taboo over the century, the idea that these weapons are insidious
and entail a scant possibility of self-defense was underpinned by the association that
they were used by “uncivilized nations.”81

The embryonic and developing stigmatization of chemical warfare suffered a hor-
rific setback when chlorine and mustard gas were widely deployed by Germany and
the Allied nations during World War I. Carnage on that scale was unprecedented.
These appalling years resulted in hundreds of thousands of casualties and blinded
survivors, whose lives were destroyed. This disgraceful conduct in warfare brought
dishonor to the countries that had employed these weapons and gave rise to years
of pressure and civil society anger and indignation. Consequently, the opprobrium
generated by the use of chemical weapons only intensified.

The rising public condemnation led to the 1925 Geneva Protocol,82 which forbids
the use of chemical and biological weapons in war. The use of chemical warfare has
been rare since then, although isolated incidents have occurred, such as in the conflict
in Syria. The Organization for the Prohibition of Chemical Weapons (OPCW) con-
firmed the accession of Syria to theOPCWin a pronouncement to theUnitedNations
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Security Council on June 3, 2021.83 These weapons were not used on the battlefield
during World War II, even though all sides continued to build their chemical arse-
nals to deter potential attacks and Nazi Germany used Zyklon—a form of pesticide
that asphyxiates—to perpetrate the genocide it conducted against the Jewish popula-
tion and other peoples. It is important to note that both the Hague regulations and
the 1925 Geneva Protocol banned only the use of the weapons, and not the weapons
themselves.

What paved the way for the comprehensive prohibition outlawing all aspects
of the use of such weapons (production, transfer, stockpiling, and use), as stated
in the groundbreaking 1993 Chemical Weapons Convention, was their use in the
1980s during the Iran–Iraq war and then against the Iraqi Kurds by Saddam Hus-
sein in 1988. These events, when thousands of people were killed, mark the most
disreputable uses of chemical weapons in modern times and became symbolic of
the inhumane and cruel nature of these weapons.84 These uses led to the negoti-
ations at the Conference on Disarmament in Geneva. Throughout the Cold War
the Americans and the Russians amassed large arsenals of these weapons. North
Korea, Egypt, South Sudan, and Israel have not joined the Convention. The use
of chemical weapons in Syria and the resulting ignominy signify how strong the
proscriptions and the obloquy are. Syria acceded to the convention in response to
mounting international pressure.

When theChemicalWeaponsConvention entered into force in 1997, it became the
first international treaty to eliminate an entire category of weapons, and in particular
those that have dual uses: civilian and military. It is regarded as a model for this
reason and also because it established a robust monitoringmechanismwhen it set up
theOPCW to rid the world of the threat of chemical warfare. TheOPCW is located at
TheHague, where the auspicious historic start of the process to ban chemical warfare
began. TheOPCWmarks one of themany newways to implement global governance
with regard to disarmament and nonproliferation. Its efforts were recognized by the
award of the Nobel Peace Prize in 2013 to the organization.85

The horrific history of the events leading to the institution of a global ban on the
use of chemical weapons reminds us that the establishment of a robust common good
governancemechanism to tackle the threat posed by such sinister weapons came after
almost a century of joint efforts. The ICRC, in its statement to the High-Contracting
Parties to the Chemical Weapons Convention review of implementation in Novem-
ber 2021, denounces any use as an outrage to common humanity and praises the
OPCW for the fact that 98% of declared stockpiles have been destroyed to date under
amodelmonitoring regime that also provides verification. The prohibition on chem-
ical weapons is now universal and considered customary under international law,
which means that all parties to conflicts are bound by it.86

The common good governance narratives of the limitations on nuclear weapons
and the creation of an international treaty to outlaw the use of chemical warfare as
an insidious practice with no place in a humane and civilized world demonstrate the
possibilities for forging international solidarity, and for global public goods to deal
with the impending challenges posed by increased autonomy in weapon systems and
by the militarization of AI.
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Conventional arms: What can we learn from existing
legal restrictions?

The trade in conventional arms was the last among the unregulated practices until
2013, when the landmark Arms Trade Treaty was successfully negotiated at the
United Nations in New York. The arms trade has serious consequences for human
security.Most deaths andmayhem in conflicts today, as well as in transnational crime
and in urban violence worldwide, are the result of the utilization of conventional
arms, ranging from small arms and light weapons, such as the infamous Kalashnikov,
to larger weapon systems such as tanks and airplanes.87

The new generation of humanitarian security regimes that I examine here rep-
resents a transformation of the way that security is viewed as these treaties have a
beneficial impact on human life. I would contend that in combination these treaties
are gradually contributing to the dispelling of the deeply held notion that weapons
provide security.88 They have mobilized the world to see the possibilities of real
change by reducing the possibility of violence against civilians and the gradual
elimination of atrocious weapons by “affirming the collective revulsion of the inter-
national community atmorally unacceptable weapons of catastrophic destruction.”89
Historically, humanitarian concerns initiated law-making processes in the realm
of disarmament, but they were not the predominant motivation that led states to
formal treaty-making. The humanitarian impetus dovetailed with national security
concerns that, at the time, were of a purely military nature. Not only were conven-
tional arms regulated within the framework created by the Arms Trade Treaty, but
the use of landmines and cluster munitions, which were widely used and held in
the arsenals of the major powers, was prohibited by the 1997 and 2008 conventions
respectively. These prohibitions, especially of landmines, by what is known as the
Ottawa Convention of 1997 mark a new way of doing diplomacy.

The Chemical Weapons Convention, for example, was motivated by humanitar-
ian imperatives as well as by military considerations, and was led by states’ efforts, in
particular France and the United States, to come up with a prohibition. The extraor-
dinary negotiations that led to the conventions which prohibited landmines and
cluster munitions—indiscriminate weapons with no capacity to distinguish between
civilians and combatants, and in widespread use during the Cold War and in its
aftermath—mark a new era for diplomacy, where global governance is fully inspired
by considerations to protect human security.90 The argument that these weapon sys-
tems were banned only because they were not useful militarily has no force and
needs closer scrutiny. These weapons were useful in military terms and militaries
were interested in maintaining them in their arsenals. However, they and their gov-
ernments were convinced that the devastating humanitarian consequences of their
use far outweighed their military advantage in the battlefield. These processes also
ushered in a new era for diplomacy because transnational campaigns advocating the
need to safeguard humanity were powerful and managed to convince governments
to change their national security equation. Many governments in these cases worked
closely with the campaigners and ensured that other states became convinced of their
cause and also acted as champions for change.
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Traditional practices of conventional arms transfers might disrespect essential
branches of international law, such as human rights law, the rules on the legality
of the use of force, and IHL—think, for example, about the supply of arms from the
United States to Saudi Arabia to be used in the conflict in Yemen. The Arms Trade
Treaty was intended to rectify these violations and to ensure that global norms and
rules are in place to regulate arms transfers from state to state, thus preventing arms
transfers that would lead to widespread human rights violations. States agreed to cre-
ate the first legally binding “humanitarian or responsible arms transfers trade” treaty
by an overwhelming majority vote at the United Nations General Assembly on April
2, 2013. The Arms Trade Treaty entered into force on December 24, 2014. It is the
first to regulate the conventional arms trade, setting global norms to restrict arms
from reaching human rights violators and conflict zones.91

The novelty of the Arms Trade Treaty is that it creates a new legal framework that
connects two previously seemingly irreconcilable areas: conventional arms trans-
fers and human security—that is, it promotes respect for human rights law and IHL
as well setting humanitarian constraints on using armed force in international rela-
tions, adding to the already existing architecture instituted by the United Nations
Charter against the use of force. Therefore, the treaty successfully created new global
norms on arms transfers, which differentiate between lawful and unlawful transfers
that can be measured in accordance with common rules. Such transfers will now
be carried out in line with legal norms that call for respect for life and restraint of
behavior during conflict. A long history of the ideas leading up to the treaty and
five years of negotiations created the conditions to make seemingly irreconcilable
areas compatible.

Regarding the dynamics of the limitations on armaments, conventional arms in
particular, I can put forward three propositions. The first is that, despite the unprece-
dented normative progress and ideational gains brought about by the Arms Trade
Treaty, which combined previously discrete areas in world politics—namely, arms
transfers and respect for life—states do not yet observe the new norms arising from
the treaty and continue to conduct “business as usual” by transferring arms to gain
political advantage and to advance their firmly established pecuniary motives. The
second is that, if states do not comply with the new global norms of the Arms Trade
Treaty, not only are they acting to their own detriment, they also harm peace and
stability. One could reason that, by contravening norms in this area, states will lose
legitimacy for not respecting international law (pacta sunt servanda is the most
fundament principle of international law by which states commit to abide by the
universal frameworks created by treaties) and their reputation will suffer. By not
observing the norms of the Arms Trade Treaty, states prolong the harm to human
security worldwide by carrying out irresponsible arms transfers.92 The third is that
states imperil the future of peace and security by breaching essential global secu-
rity norms based upon international law. The legal architecture instituted by IHL,
human rights law, and the use of force law is essential to uphold peace and security
(Chapter 4). Altogether, the treaties examined here advance common good gover-
nance, one consequence of which is a reconceptualization of the meaning of security.
From a purely state-centric conception, security has increasingly come to focus upon
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the protection of human beings. Not only is the state protected—the traditional
conception of national security—but also humanity.

How international norms evolve

New international norms often take time to gain a foothold in changing the ways
things work in international relations.93 First, they lay a foundation upon which to
build new global governance. Second, they gain prominence and acceptance across
a threshold number of states and other entities that come to accept them as the new
acceptable forms of behavior.94 Third, the edifice built upon this initial foundation
is geared toward implementing the norms—usually emanating from treaties—and
making the words on paper come to life by impacting on people’s livelihoods.95 In
many instances, new norms arising from innovative international treaties can serve
as prevention platforms for avoiding harm and catastrophic outcomes in the future
(Chapter 5, Annex).96 More often than not, the pathway to norm building and con-
solidation is circuitous.97 Therefore, thework of transnational networked cooperation
is laudable as a means to achieve the change promoted by the rise of new norms
(Chapter 1).

For instance, with regard to conventional weapons, a decision by the United
Nations Secretary-General, Boutros Boutros-Ghali, gives an indication of how global
norms started to emerge:

I wish to concentrate onwhatmight be called “micro-disarmament.” By this Imean
practical disarmament in the context of the conflicts the United Nations is actually
dealingwith and of theweapons,most of them small arms and light weapons, that
are actually killing people in the hundreds of thousands.98

By coining the term “micro-disarmament,” the Secretary-General called for the kind
of progress in international regulations in the realm of small arms and light weapons
(SALW) as had been achieved in the case of weapons of mass destruction. SALW
are a direct threat to human security and to communities within states. They are
the cause of an overwhelming number of deaths, and are also harder to monitor as
well as being much more widespread than weapons of mass destruction. Only states
(so far) possess weapons of mass destruction, whereas just about anybody can own
small conventional arms. Also, each country has its own national legislation and cul-
tural perceptions of SALW, which makes small arms control a much more complex
question to address.

From the outset, therefore, the overarching emerging international norm was
to stop the proliferation and excessive accumulation of arms that were deemed to
be destabilizing. This quickly expanded to encompass other norms that started to
address various facets of this multilayered problem: weapons destruction, curbing
illicit arms brokering, marking and tracing, export controls, transparency in arms
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transfers, and so forth.99 The Panel of Governmental Experts on Small Arms pub-
lished its first report in 1997.100 This report was influential for two reasons: it defined
which weapons are included in the category “small arms and light weapons,” and
it called for the convening of the first ever multilateral conference on the issue of
SALW, to take place under the auspices of the United Nations in 2001. This soft law
framework to contain the illicit arms trade on SALW paved the way in the years that
followed for the creation of a political and legal framework to address all conventional
weapons, with the entry into force of the Arms Trade Treaty in 2014.

The treaty applies human rights law and IHL criteria to transfers of the weapons
that are responsible for most of the killings and violence during conflict and in
urban armed violence. The treaty is intended to prevent arms flows into destabiliz-
ing regions and helps to prevent diversion of arms. It creates express prohibitions on
transferring arms that strengthen the existing mechanism of arms embargoes; it also
imposes state responsibility vis-à-vis existing obligations, including human rights
law commitments, such as the prohibition of torture and genocide; and it connects
arms transfer obligations to a duty to refrain from the commission of crimes against
humanity and grave breaches of the Geneva Conventions (war crimes). Lastly, the
treaty is the first global agreement to interpret the existing rules of IHL and human
rights law with reference to arms transfers, with concrete criteria for assessment of
transfers, with particular attention to the humanitarian effects of the arms trade on
human security. As demonstrated, in all areas of arms limitations, as shown herein,
there has been intensive evolution as well as change in the legal and political frame-
works. Such transformations have been marked specifically by humanitarian and
ethical concerns.

These same considerations drive the transnational networked cooperation toward
limiting autonomous robotic killing. But will the existing frameworks described
here be useful for creating new governing norms to prevent autonomous killing?
Autonomous weapons are already here (the Harpy and the Brimstone are
autonomous systems and are already being deployed) and autonomous cyber
weapons are already being used. This raises the challenge not only to apply global
governance to weapons already in use, but also to think preventively about future
ones within the scope of common good governance.

We cannot simply graft legal regimes designed to regulate conventional weapons
or human combatants onto autonomous weapon systems. Instead, as is often the case
when there is no appropriate analogue, it is time to explicitly revise the rules or create
entirely newones to address the specific situationswhere extant law is insufficient.We
need to develop standards for both the training and the legal review of increasingly
independently autonomous weapon systems, and we should outline accountability
mechanisms to account for the probably inevitable but individually unforeseeable
accidents.101 More broadly, we should be having a larger conversation about the
amount of human oversight, control, or judgment necessary in the targeting pro-
cess for all attacks.102 As Rebecca Crootof explains, autonomous systems are not a
single weapons category, but rather appear in a variety of shapes and forms, from dis-
embodied malware to networked sensors, launch platforms, and robots.103 Previous
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treaties tended to address one, two, or more physical systems. If the autonomous sys-
tem will “learn” in operation by using the AI computational technique—machine
learning—how will it fit neatly into a restriction or limitation that had to be decided
in advance? Machine learning systems can be deceptive.104 Back to Crootof, who
had presciently contended that there is only so much that one can extrapolate from
existing rules to apply to emerging new legal questions.105

Humanityʼs security: Fewer arms, more prosperity

We undoubtedly live in an era of moral and ethical progress; this can be seen in
the formation over centuries of commonly agreed global norms of behavior among
states through formal treaty-making that limits the barbarities of war and constrains
weapons proliferation. Some behaviors that had been considered normal, such as
piracy, torture, slavery, and imperial annexation, are now prohibited under interna-
tional law.106 The challenges posed by the militarization of AI and its weaponization
fly in the face of this progress and further diminish the prospects for building
common good governance.

Eliminating nuclear weapons would be a first step toward true humanity’s secu-
rity. The idea that nuclear weapons are “expensive” to develop and maintain does
not seem to make much headway in convincing states to avoid developing them,
or to gain traction as an argument for nuclear weapon states to ratify the Nuclear
Ban Treaty. The argument that national security is the guiding priority took prece-
dence over concerns about limiting the expenditure on nuclear weapons. The United
Nations Charter Article 26 calls on all states, under the auspices and responsibility
of the Security Council, to create a system for the regulation of armaments that will
focus on the promotion and maintenance of international peace and security. It also
calls on states to ensure that as few as possible of the world’s human and economic
resources are used to create and maintain armaments. Countries have gone a long
way toward fulfilling the terms of Article 26, but much more must be done. There
is no doubt that establishing such systems to regulate arms—which are, of course,
at the heart of states’ national security preoccupations—is costly and controversial.
The elaborate legal-political framework to contain the risks and avoid the prolifer-
ation of nuclear weapons serves as a useful example. Complying and ensuring that
others comply has not only taken up enormous time and resources, but has diverted
states’ own energies and resources. The United Nations Charter created a rule of law
order that can promote equity in international relations, especially when advancing
humanity’s security worldwide.107

Therefore, the United Nations Charter guides states toward limiting their military
expenditure. And, since 2015, the member states of the United Nations have robustly
opened up a path toward economic, social, and environmental development andpro-
tection. Two recent major achievements by all member states of the United Nations
must be highlighted in order to clarify how the world can tackle economic, social,
and environmental problems in a holistic way: the new United Nations Sustainable
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Development Goals and the Paris Agreement on Climate Change. Taken together,
these two initiatives provide a robust map for finding ways to solve some of the worst
economic, social, and environmental problems facing humanity today. The attention
and resources of the international community should be focused on this right now.

If autonomous systems and AI-assisted killing are left unregulated or unrestrained,
with no common rules under international law, then they are bound to generate
insecurity. As a corollary, not only human but also international security is attained
in part by the reduction in armaments, or their outright prohibition. The case of
autonomous weapons appears to indicate that new international law will be needed
pressingly. In this sense, individuals become the ultimate beneficiaries of new rules
under international law. This reaffirms the aspiration for peace and stigmatizes
wrongful behavior—for instance, by increasing pressure on nuclear-armed states and
on those that deploy weapons in vulnerable countries.

Historically, humanitarian concerns initiated global peace-making processes, but
they were not the predominant motivation leading states to formal treaty-making.
In other words, the motives were mixed between considerations of humanitarian
law and national security. The 1968 Nuclear Non-Proliferation Treaty; the 1972
Convention on the Prohibition of the Development, Production, and Stockpiling
of Bacteriological (Biological) and Toxin Weapons and on Their Destruction; the
1980Convention on Prohibitions or Restrictions on theUse of CertainConventional
Weapons Which May Be Deemed to Be Excessively Injurious or to Have Indiscrim-
inate Effects; and the Chemical Weapons Convention are testaments to the laudable
attempts to find that balance between humanitarian andmilitary considerations. It is
only in recent years that humanitarian concerns have taken center stage and become
the driving force, as seen in the 1997 Ottawa Convention on Landmines and the
2008 Convention on Cluster Munitions, behind the overwhelming support for the
Arms Trade Treaty. The landmine and cluster munitions bans are the first instru-
ments in IHL not only to ban a weapon, but also to mandate the high-contracting
parties to assist present and future victims, while the Arms Trade Treaty is the first
treaty to expressly state as its purpose the aim of reducing human suffering. The same
trends could be observed in the ongoing negotiations toward the 2017 Nuclear Ban
Treaty.

In an intensely globalized world, with more calls for greater transparency, it
seems inappropriate for states to continue their expenditure on maintaining nuclear
weapons, which I have demonstrated are now subject to an evolving reframing pro-
cess of delegitimization and prohibition. In summary, another race to militarize yet
another technology will make everyone less secure and leave the world worse off.
Just as nuclear weapons created a dual power structure in international relations, so
autonomous weapons will create a parallel system of state power imbalances. Disre-
spect for the legal and political architecture shown herein will have a disintegrating
effect on the commonly agreed global norms of international law.

Nations today have the greatest opportunity in history to promote a better future
by implementing the Paris Agreement and the United Nations Sustainable Develop-
ment Goals. These are noteworthy legal and political frameworks that will guide and
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260 The AI Military Race

sustain states’ actions toward achieving a more humane and sustainable future, with
fewer weapons—nuclear or AI-based—and more security and prosperity. Strength-
ening arms limitations and regulations, and at the same time preventing perilous new
applications of otherwise beneficial technology in warfare, are clear indicators that
humanity expects a future of peace and security.

The value of previous treaties, in terms of precedent or analogy, is that they out-
line explicitly, in the way they were drafted and how they evolved, how productive
international frameworks on controversial topics or ongoing threats can be designed
and serve to promote peace. In the case where an existing treaty’s primary subject
matter is analogous to a new problem, the earlier treaty can showcase how broad
or specific lawmakers need to be when framing the regulations and commitments
for member states. Moreover, the drafting processes of previously existing treaties,
many of which are well documented, can yield important insights into the making
of new regulations. They are the best resource for speeding up the creation of inter-
national norms. In the context of disarmament, previously existing treaties, when
observed as a group, show a trend away from purely taking into account the national
interest that would not be seen otherwise. In this way, they promote peace by prov-
ing that prioritizing humanity’s security in ways that were once inconceivable is now
entirely possible.108 I created the database of treaties in the annex of this chapter to
show that prevention to achieve humanity’s security is possible. This can be attained
when countries cooperate to create new rules and norms by concluding treaties that
ensure predictability and greater certainty in international relations. The findings
here inspire the creation of a common good governance-based regulatory framework
on AI and view it as a global public good of the highest order.

Annex: Preventivemeasures in international relations

I utilized four databases to make the assessment of preventive measures
through 25 international treaties: the United Nations Disarmament Treaties
Database, the United States State Department Diplomacy and Action Treaties and
Agreements, the Stockholm International Peace Research Institute (SIPRI) 2021
Yearbook, and the IAEA Treaty Compliance database. I examine 25 instances of
precautionary actions toward disarmament that were taken in recent decades.109

In an attempt to reflect the scope of policy consequences arising from such preven-
tive actions, I adopted a three-pronged assessment measure that evaluates whether
prevention was achieved:

• Full robustness (where the overwhelmingmajority of states have ratified and/or
abide by the norms: prevention was achieved);

• Limited robustness (only half of states—or fewer—have ratified, but norms are
still observed and prevention has been achieved);

• Low robustness (no noticeable effect on states’ behavior; no prevention
achieved).
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268 The AI Military Race

The result of the examination of 26 existing treaties that operatedwithin a “preventive
framework” to establish new regimes of prohibition or control of weapon systems
that had been deemed to be destabilizing has been illuminating (see discussion in
Chapter 5). These treaties achieved at least one of three goals:

• they prevented further militarization;
• they made weaponization unlawful; and/or
• they stopped proliferation within cooperative frameworks of transparency and

common rules.

Based on the examination of these databases, I contend that disarmament and arms
regulations are global public goods to protect civilians and to promote peace and
security. They advance common good governance for all humanity.
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Chapter 6
Aglobal framework to govern
military AI: Transnational networked
cooperation and common
goodgovernance

The world is at a highly perilous moment and national security must be
viewed through different lenses. The grim revival of the unlawful use of
military force, often to commit international acts of aggression is evi-
dence that the United Nations must be revitalized and strengthened in
the tireless pursuit of peace and security.

Governments have their priorities wrong. Investments and infrastruc-
ture basedonanarrowly focused typeof security—where competition for
more power takes precedence—cannot be brought to bear on the global
catastrophic risks facing humanity: climate change, future pandemics,
nuclear warfare, and artificial intelligence (AI). The proliferation of mil-
itary AI is leaving the world less safe. The unrelenting pursuit of more
militarization does not protect but in fact jeopardizes current and future
generations. This book has argued for a return to planetary cooperation
whereby all countries can forge global public goods and build humanityʼs
security.

As I finalize this book, a senseless and unlawful international war is taking place—the
war of aggression against Ukraine—when such actions should by now be confined
to the history books. The war is a testing ground for new autonomous systems and
shows that a regulatory framework formilitary AI is an imperative global public good
and must be forged rapidly to contain the ongoing unrestrained race for sophisti-
cated military AI.1 I have demonstrated that the prohibition or at least regulation
of the means and methods of warfare, as well as international legal regulations on
military conduct, are powerful global public goods. They have had a pacifying effect
in international relations and have minimized human suffering (Chapter 5).2 As the
war currently rages on European soil, the rapid militarization of AI is proceeding,
and attempts to incorporate an array of AI technologies in weapon systems continue
apace.3 The prohibition of AI weapons—especially those that target people and are
machine-learning-based—is a global public good of the highest order and needs to be

The AI Military Race. Denise Garcia, Oxford University Press. © Denise Garcia (2023).
DOI: 10.1093/oso/9780192864604.003.0007
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enacted urgently. The continuing weaponization of AI will create “riskless wars” for
themilitarized countries as their soldiers will be kept out of harm’s way. Riskless wars
mean a world where wars occur more frequently as there is a lower risk of casualties
for the technologically advancedmilitary powers. The international norm against the
use of military force for territorial annexation has thus far prevented World War III,
but this norm will be further weakened with the heightened use of uncheked AI.
Therefore, it is becoming increasingly urgent to create the means to use AI in ways
that are more beneficial than harmful, to serve the whole of humanity, and not for
waging war. Instituting common good governance norms to limit autonomy in the
critical functions of weapon systems is vital. Unrestricted action will bring short-
term military advantages that will quickly be overshadowed by disastrous long-term
strategic and ethical risks. This will be amplified by the use of AI in autonomous
systems.

Military AI is wide-ranging because of the distributed nature of the technology,
which means that there are several technologies that fall under the umbrella of AI.
These include machine learning, deep learning, image recognition, process automa-
tion, and speech translation, among others. The majority of these technologies are
created by and for the civilian realm. Nevertheless, the march toward militarizing
and weaponizing many of their features continues relentlessly.4

The creation of common good governance to set rules on the militarization of
AI is urgent. A framework on the militarization of AI is a global public good that
would benefit all nations and peoples. Even though the discussions at the United
Nations started in 2013 in the Human Rights Council, they deal only with auton-
omy in weapon systems, and merely touch on the uses of AI to enable and enhance
such systems. Consequently, they fail to address the broader aspects of the milita-
rization of AI. A growing consensus about the shape and nature of new international
law in the form of a treaty on autonomous weapons seems to express that it should be
legally binding and would include a few prohibitions (proscriptions) and some reg-
ulations. A new treaty on autonomous weapons could inspire new ways to address
broader aspects such as themilitarization of AI. This wouldmean that certainmodes
of autonomy lacking methodical human control and predictability would be prohib-
ited. Furthermore, some systems that target humans would also be unlawful. The
regulations—also legally binding—would apply to various other aspects of the use of
autonomous systems such as fail-safes, duration and context of operations, and the
possibility of deactivation to circumvent errors.

Transnational networked cooperation and common
good governance

The transnational networked cooperation that I posit can create the forms of common
good governance that are needed to prevent the eventual widespread weaponiza-
tion of AI.5 This is because such cooperation would be global and involve multiple
stakeholders, not only countries. Yet technological developments usually outpace
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diplomacy. Diplomatic attempts to restrain the technologically advanced nations to
employ new technologies are even more arduous because of the many interests at
play, whereby the militarized countries wish to continue to develop autonomous
and AI systems.6 Nonetheless, the establishment of common good governance on the
uses of AI in the military is needed to avoid circumstances when AI can be used
without regard for international norms of restraint, especially for protecting civil-
ians. The prevention of malicious and deceitful uses of AI should be sought through
the creation of common good governance. A regulatory framework for military AI is a
complex global public good to forge due to the disaggregated anddistributed uses and
applications across multiple societal levels.7 Yet it is needed to prevent widespread
harm, avoid risk, and be protective of future generations. The idea of common good
governance presupposes a recognition that most threats to national security today
are not only of a military nature, but also economic, societal, and, indeed, planetary
in scope. As AI poses a challenge at all these levels, a new framework is all the more
essential.

Transnational network cooperation is altering the practice of global cooperation
by making it more inclusive and shifting it away from the sole remit of the state.
Reshaping the institutions needed to build a nonviolent future is in order so that
future generations will hopefully live in a more humane world. This promising out-
come requires the mobilization of grassroots or bottom-up connections to change
and challenge the unyieldingways of themilitarized great powers. Theway to achieve
global cooperation without the full participation of the major military powers is at
the crux of the issue of transnational networked cooperation, which starts to emerge
precisely when major power championship for change falters in all currently press-
ing areas: restraining the weaponization of AI, avoiding nuclear warfare, combating
climate change, and preventing the next pandemic.

The attempt to establish norms and principles to prevent the uncontrolled race
toward greater militarization veering into the rampant weaponization of AI neces-
sitates an all-hands-on-deck approach. This is what transnational networked coop-
eration does by involving and taking into account not only states but also all other
relevant stakeholders in attempting to create a regulatory framework—by way of a
new international treaty—governing the use of autonomousweapons andAI-assisted
systems (Chapter 1). An international treaty on autonomous weapons would be a
major component in creating a comprehensive regulatory framework on military
AI. A global regulatory framework shall include all actors possible and all countries,
not only the technologically advanced, because AI is already ubiquitous and perva-
sive in people’s lives, and will become even more so. The governance of military
AI will not only need to be inclusive of various stakeholders, but also preventive,
principles-based, and viewed as legitimate and representative.8

I identified a rise in transnational networked cooperation that is formed by
five types of groups: scientific and educational organizations (technology workers,
scientists, and academics), members of civil society (individuals, nongovernmen-
tal organizations, the media, and religious groups), the private sector (including
financial organizations), international and regional organizations, and governments
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(including some middle and major powers). This transnational networked cooper-
ation is occurring not only in an attempt to negotiate a new international treaty
on autonomous weapons, but also in creating governance avenues in AI in general
(Chapters 1 and 3). But this transnational networked cooperation is glaringly less evi-
dent in creating a framework for military AI. The composition of this hybrid form of
networked cooperation is made up of a complex mosaic where action is taken by a
multiplicity of changemakers, beyond the formal state level, in several areas of inter-
national relations, from climate management to global public health, and even in the
domain of security, which is the sphere I investigate. Public–private partnerships are
an increasingly dominant feature in allowing alliances for change to occur. In the
realm of security, change often occurs slowly unless there is a shock precipitating
event. Power politics is the dominant operating principle preserving national secu-
rity, and there is thus scant motivation for change. Nevertheless, even in the domain
of security there are possibilities for a more inclusive multilateral order where many
emerging voices are making themselves heard.

Transnational networked cooperation is a realistic way of portraying modes of
collaboration that can materialize to build common good governance: by means of
networks that link and bind together engaged and concerned individuals from dif-
ferent segments of many countries that would not otherwise be able to form alliances
in a true collective endeavor. Each segment has its strengths, and they can be mutu-
ally complementary. The negotiation of treaties is typically the way to forge solutions
to global problems. However, treaties are no longer the sole form of management of
global problems. Each node in the network of cooperation reinforces the others by
creating innovative forms of global action. These may spearhead powerful debates
about what is adequate to shape the future for humanity to benefit more people.
Changemakers are bound by a belief in more human and secure prospects for future
generations.

My five criteria for the rise of transnational networked cooperation (Chapter 1)
indicate that change makers engage in several steps to achieve their goals of cre-
ating change. They generate authoritative knowledge based upon a principled and
humanity-based discourse in an attempt to create precautionary arrangements to
avoid future harm. They try to influence the highest level on the United Nations
agenda to gain traction in international discussions. Momentum and strength devel-
oped when a broader array of scientists joined the ranks of those who first raised the
alarm against the perils of algorithmic wars where humans lose control; in doing so,
they created an epistemic community. The combinedmoral authority of the scientists
who create the technology and the way they express their revolt against the mali-
cious and evil uses of their creation added a compelling dimension to transnational
networked cooperation.

Everyone will lose in the relentless pursuit of the militarization and weaponiza-
tion of new technologies, at the same time making international relations more
precarious. Transnational networked cooperation offers a more inclusive way to find
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solutions for the contemporary problems of global cooperation. States alone have
proven unable or unwilling to forge the path ahead. Two dynamics are at play. First,
global cooperation is being constituted by multiple cooperative alliances between
different groups in society across many countries in the form of transnational net-
worked cooperation. Second, attempts to set rules for, and limits on, the impact of
new technologies have been rigorous. New global governing mechanisms will have
to be sought. The challenge is that the existing international regulatory architecture
will not suffice. Moreover, current international law on bans and regulations of other
technologies of warfare cannot fully account for the realm of AI, nor entirely serve as
a suitable model for action.9 This is where transnational networked cooperation may
point the way forward in inspiring ways because it will more inclusive. With these
dynamics in mind, and with the ongoing weaponization of AI, what forms of pre-
vention are in place that evince sufficient precautionary vision to avoid a precarious
and perilous future? This book has explored these possibilities and offered a path for
coordinated global action through common good governance.

If the militarization of AI entails the widespread weaponization of AI and contin-
ues without rules, everyonewill be worse off: AI wars will extend the list of existential
risks humanity faces, along with nuclear warfare, climate change, and pandemics.10
As soon as the invasion of Ukraine started, Russian president Vladimir Putin threat-
ened to use nuclear weapons by raising Russia’s alertness level. Russia boasts the
world’s largest nuclear arsenal, consisting of 6,255 warheads, followed by the United
States with 5,550 (Chapter 3).11 Nuclear weapons do not deter conflict; instead,
they continue to pose an enormous peril to the survival of humanity. The notion of
deterrence based upon “mutually assured destruction” is deeply flawed and risks dan-
gerous scalation (Chapter 5). Nuclear weapons continue to pose an existential risk.
The lessons drawn from previous limitations on the means and methods of warfare
suggest that AI weapons will not deter conflicts either, and will more likely aggravate
and escalate them.

The concerted global diplomacy that took place to avert the war in Ukraine
demonstrates that most countries wish to have peace and adherence to interna-
tional law instead of embarking on destructive warfare. The United Nations General
Assembly had a historic meeting on March 2, 2022, invoking the “Uniting for Peace”
resolution for the 11th time in the history of the organization.12 Uniting for Peace is a
mechanism to uphold peace and security when the United Nations Security Council
is stalled due to obstruction by one or more of its members.13 The historic vote at the
United Nations General Assembly took place on March 2, 2022: 141 countries voted
against the war on Ukraine, and five voted in favor: Belarus, Eritrea, North Korea,
Russia, and Syria.14 Another historic vote took place on February 23, 2023, marking
a year of the war of aggression, and showed 139 countries voting against the invasion
and calling for its end. The world is united against the folly of this war.

Thewar againstUkraine highlights the danger that a fewnuclear-armed states con-
tinue to pose as existential threats to humanity. Combined, the nine nuclear-weapon
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states—the United States, Russia, the United Kingdom, France, China, India, Pak-
istan, Israel, and theDemocratic People’s Republic of Korea (North Korea)—have an
estimated 13,080 nuclear weapons.15 The unsound logic of excessive militarization
in the pursuit of security led to the unconscionable accumulation of 70,000 nuclear
weapons during the Cold War.16 Since 1940, the United States has spent almost $6
trillion in amassing nuclear weapons.17 Instead of embarking upon another race for
militarization, diverting public funds and weaponizing AI, countries must mount a
decisive response to the existential risks that continue to imperil their populations.
Such risks will be magnified by the long-term impact of the militarization of AI. The
response of states in the General Assembly invoking “Uniting for Peace” and guided
by the norm against the use of force for territorial annexation demonstrates the power
of principles and the norms that sustain peace. There are emerging norms, principles,
and precedents that can guide the international community in creating a robust reg-
ulatory framework for military AI that is protective of human dignity now and for
future generations.18

A regulatory framework on military AI would create common good governance
and would help fill a gap in an area where there are no commonly agreed regula-
tions. The framework could be based upon the following three pillars that would
create common good governance to prevent the unrestrained weaponization of AI.
These three pillars provide the basis necessary to craft a regulatory framework for
the militarization of AI, as discussed throughout and summarized as:

1) The peaceful uses of AI as an emerging international norm: responsible ethical
uses and desirable emerging ideas:

Distributive justice and equity
Common management—justice for developing countries
Human-centered and protective of future generations
AI as a global common
A new treaty on autonomous weapons advances a framework for

military AI

2) Risk assessment based upon preventive precautionary action:

Seeking humanity’s security
Avoiding international instability
Common concern of humanity

3) Lessons learned from previous successful global cooperation:

Creation of spheres of peace
Reduction of suspicion and enhancing trust-building measures
Conflict-resolution mechanisms and peaceful settlement of disputes

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290641 by Sun Yat-Sen U

niversity user on 11 January 2024



A global framework to govern military AI 281

Pillars to create common good governance

Pillar 1. An emerging international norm on the peaceful
uses of AI

AI is at the center of the rivalry betweenChina and theUnited States.19 The enormous
variations in strategic and ethical perspectives adopted by the militarized powers,
especially China and the United States, in their search for supremacy in AI (Intro-
duction andChapter 3) jeopardize the prospects of utilizingAI solely for the common
good of humanity.20 The fundamental criterion to determine the responsible use of
military AI is the respect and compliance with international law in all applicable
areas (Chapter 4). To further the examination of applicable areas of international
law undertaken earlier, it is also key to examine emerging norms and principles.

After surveying emerging initiatives across many countries, civil society, and the
private sector (Chapter 1), I argue that there is a rising norm upholding the peaceful
uses of AI. This implies that a regulatory framework for military AI can be erected
in a more auspicious environment and that it is possible to do so despite the diffi-
culties and geopolitical rivalries.21 This emerging norm enshrines an understanding
of AI as human-centric and trustworthy. A new regulatory framework on military AI
must prioritize the attainment of humanity’s security. This can be accomplishedwhen
countries cooperate to create new rules and norms by concluding treaties that ensure
predictability and greater certainty in international relations, along with frameworks
to protect human dignity. I examined 25 peace and security treaties related to the
means and methods of warfare and disarmament, and the way to establish zones
of peace, like Antarctica, and the nuclear-weapon-free zones (Chapter 5). I demon-
strated that the vast majority of treaties created preventive frameworks that achieved
several objectives:

• Prevented (or stopped) further militarization;
• Made weaponization unlawful;
• Controlled proliferation within a common rules framework;
• Created zones of peace, free of nuclear weapons and other armaments;
• Built an environment within which scientific cooperation and exchange could

flourish.

These findings affirm and reiterate that an international law rules-based framework
to avert excessive militarization and avoid conflict continues to be the most fruitful
way to prevent war and lay the foundations for peace for future generations.

I investigated several indicators that point to the emergence of a new norm on the
peaceful uses of AI. Let me enumerate a few that mark and galvanize the momentum
for global rulemaking in all areas of AI, including the regulation of its military realm.
First, since 2015, the foremost AI scientists have written letters alerting the public
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to the perils of building autonomous weapons and also weaponizing AI. The letters
received extensive media coverage, and Elon Musk and the late Stephen Hawking
were among the personalities who endorsed the first letter.22 They have since been
joined by almost 5,000 AI and robotics researchers, as well as more than 30,000 other
individuals. The scientists advise that AI should be used for the common good of
humanity and warn against a military race, which must be prevented through the
creation of new global governance mechanisms. In 2018, the scientists’ second letter
was published and now has almost 2,500 individual and 150 company signatories
from 90 countries. In this iteration, the scientists argue that AI is playing an increas-
ingly significant role in military systems. The public should therefore be informed
about what are the reasonable and the nonacceptable uses of AI. The scientists’ let-
ters present an admonishment and a warning for the future security of humanity.
Second, the pioneering Asilomar Principles set out in 2017—in a meeting convened
by MIT’s Max Tegmark at the Future of Life Institute—have been signed by 1,797 AI
and robotics researchers and 3,923 others.23 AI should enhance and expand human-
ity’s well-being, and for that it must be beneficial, ethical, and human-centered, with
systems that are sufficiently robust to prevent the possibility of interference or hack-
ing (safety first) and malfunctioning. The Asilomar Principles warn against an AI
military race.

Third, the Institute of Electrical and Electronics Engineers (IEEE)—the world’s
largest technical professional organization dedicated to advancing technology for the
benefit of humanity, with 400,000 members in 160 countries—launched the Global
Initiative for Ethical Considerations in Artificial Intelligence and Autonomous Sys-
tems (the IEEE Global Initiative) in 2017, the basic principle being “Human wellbe-
ing is our metric for progress in the algorithmic age.”24 The high ethical concerns
and general principles guiding it are that all AI and autonomous systems should
“embody the highest ideals of human rights, prioritize the maximum benefit to
humanity and natural environment, [and] mitigate risks and negative impacts as
AI and autonomous systems evolve as socio-technical systems.”25 Fourth, Amazon,
DeepMind, Facebook,Google, IBM, andMicrosoft, amongother technology compa-
nies, set out the Partnership on Artificial Intelligence to Benefit People and Society
(Partnership on AI), and endorsed the scientists’ 2015 letter and cautioned about
an AI military race. Fifth, evidence from a large recent survey of machine-learning
researchers illuminates the ethics and governance of military AI. The overwhelm-
ing majority of researchers oppose AI applications to autonomous weapons. At the
same time, they believe the governance of AI for the common good should be led
by international organizations and not by militaries or individual governments.26
Another rich database published by Harvard on the stances of all regions of the
world on the development of AI found that an overwhelmingmajority of governmen-
tal national strategies, civil society groups, and companies surveyed found that the
promotion of well-being, fairness, and inclusivity should be the key aspiration and
that human control should always be a feature of AI applications.27 Lastly, the AI for
Good Movement is underway and comprises initiatives that seek to benefit human-
ity. The global public flagship platform of the movement is the AI for Good Global
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Summits at the United Nations in Geneva, hosted by the International Telecommu-
nication Union (ITU). This platform created a worldwide repository of projects that
use AI to advance the implementation of the United Nations Sustainable Develop-
ment Goals (SDGs) (Chapter 3). The SDGs are a comprehensive plan to promote
a livable planet for future generations by achieving a more humane and sustainable
world, with fewer weapons—nuclear or AI-based—and more security and prosper-
ity. Strengthening arms limitations and regulations, and at the same time preventing
perilous new applications of otherwise beneficial technology in warfare, seem to be
the way to pave a path toward peace and security.

AI as a global common
My proposal for global cooperation by implementing a common good governance-
based framework on military AI and achieving humanity’s security highlights how
AI can be used in the service of humanity, and with a view to protecting future gen-
erations. All the commons—human and Earth’s—must be safeguarded from human
exploitation and the perpetuation of inequality where the technologically advanced
countries benefit without regard to sustainability and fairness. Intergenerational
equity, which is a principle of international law, must be the guiding precept: it
ensures that diplomatic decisions taken today to not weaponize AI are done so in
light of the rights of future generations.

Our planet’s traditional “global commons”—the high seas (the resources on the
deep seabed), outer space, the Moon and other celestial bodies, Antarctica, and the
atmosphere (including the ozone layer and the climate system)—offer a fertile labo-
ratory to examine the possibilities for global cooperation in the shifting global order.
AI needs to be a shared resource—a public domain for the common good, along with
cyberspace—and therefore be considered a global common.28 Even though there are
significant physical differences between the planet’s global commons and AI as a
human-made common, as well as the challenges posed by each, what they share is the
way that they benefit humanity: protecting the planet’s common areas and enabling
connectivity and representation in the digital revolution.

Recent innovations in AI and its resulting amplified influence in human life are the
result of a couple of factors that explain why I hold it should be considered a global
common: the increase in computing and processing power at lower cost, and the “big
data” produced by billions of people that can be utilized to engender the astonishing
development and commercialization of a set of computational techniques such as
machine learning.29 In other words, it is the data generated by people all over the
world that is partly enabling the advancements in AI. Therefore, the gains should be
returned to the people.30

AI will not be useful if it does not uphold and promote human dignity. Its role
will be harmful if the algorithms are not fair; they need to be developed by an inclu-
sive and diverse labor force. The creation of AI must occur according to values that
are clearly articulated in order to protect human beings—for instance, a prohibition
on the weaponization of AI, or clear restrictive measures on facial recognition algo-
rithms. This means that AI can be considered as a global common for two reasons
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that will also largely help prevent its weaponization. The first is that the “big data” that
is furnished to enable the advancements in AI originates from the billions of people
who live on the planet and their activities in cyberspace. It is the peoplewho should be
able to enjoy the benefits arising fromAI. Because of the ubiquity of AI, its large-scale
applications will affect everyone in ways that previous societal scientific revolutions
did not. Abuse of this development is therefore a matter of concern for the whole
of humankind and needs to be confronted in humanity-wide frameworks. Second,
software is central to most facets of connected human life today. What enables the
interconnections is a digital infrastructure that relies on publicly available code—that
is, an “open source” code that is a public good and which is maintained by commu-
nities of developers who do so voluntarily.31 There are 193 countries in the physical
world that aremembers of theUnitedNations, but billions of networks are connected
through the Internet, and AI will only accelerate this trend toward interconnectivity.
Most software depends on the unpaid labor of communities of developerswho power
and maintain much of the web (digital infrastructure needs maintenance as much as
physical infrastructure); vast quantities of our data are powering data-driven tech-
nologies, such as machine learning. Jennifer Shkabatur contends that data should
be considered a global common and managed cooperatively because of its public
value.32

A new treaty on autonomous weapons advances in military AI
In the diplomatic negotiations at the United Nations on a new treaty on autonomous
weapons, the rising norm of keeping AI beneficial and peaceful does not seem to
have influenced the course of diplomacy directly. However, there are already desir-
able emerging norms that would serve as an excellent foundation for a regulatory
framework onmilitary AI aswell. The rise of theseworthy emerging norms that could
materialize in the form of actual obligations is observed in the respective statements
on positions of most states, and in the legal opinion of the guardian of international
humanitarian law (IHL), the International Committee of the RedCross (ICRC): The
rise of these worthy emerging norms that couldmaterialize in the form of actual obli-
gations is observed in the respective statements: humans should maintain control
over the use of force (i.e., the nondelegation of decisions over life and death), and
profile-based algorithmic targeting of individuals is prohibited to preserve dignity
and the right to life. These statements reflect the positions (thus far) of most states,
as well as the legal opinion of the ICRC.

The shape and nature of a new international treaty became even clearer when the
ICRC publicized its position inMay 2021. The ICRC recognizes that prevailing IHL
will not be suited to address the challenges posed by AI-assisted autonomous sys-
tems. The position advises states to establish new international law in the form of
legally binding prohibitions and regulations to limit the increasing levels of auton-
omy and use of AI in warfare. As a result of the moral clout inherent in the ICRC’s
position, there is a sense of restored confidence in the prospect of a breakthrough.
Still, the ICRC’s position, even if compelling, did not quite sway the major powers,
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who remained obdurate and held onto their respective positions to the exasperation
of most other countries.

The ICRC asks states to negotiate an innovative international set of legally bind-
ing rules setting limits on autonomous weapon systems that encompass three areas.
The first area is a prohibition on autonomous weapons whose effects cannot be pre-
dicted and whose outcomes cannot be explained. The second area is a prohibition
on antipersonnel systems (i.e., they cannot be deployed to target human beings): “an
algorithm should not determine who lives or dies in effect reducing the decision to
kill to sensors and data processing, and death by algorithm would be the final fron-
tier in the autonomation of killing.”33 The third area is a subset of regulatory policies
to level the playing field:

• Systems should, by design and in use, create rules for limiting the type of target
to those that are military by nature;

• Specific attacks should be the result of limits on duration, geographical scope,
and use. Human–machine interaction should ensure timely human supervision
that would be able to intervene and deactivate.

The ICRC makes the point that it is key to bear in mind that not all autonomous
weapons incorporate AI and machine learning:

existing weapons with autonomy in their critical functions, such as air-defense
systems with autonomous modes, generally use simple, rule-based, control soft-
ware to select and attack targets. However, AI and machine-learning software—
specifically of the type developed for “automatic target recognition”—could form
the basis for future autonomous systems, bringing a new dimension of unpre-
dictability to theseweapons, aswell as raising concernsabout lackof explainability
and bias.34

This is one more reason why a new treaty to set rules on autonomous weapons use
would be a central component in the creation of a framework on military AI.

The ICRCwarns that the increasingmilitary investment in autonomous systems is
leading to accelerating reliance on AI. Such AI-assisted and -controlled autonomous
systems magnify the unpredictability and ambiguity stemming from the inability to
explain how the system arrived at a decision. Current remote-controlled systems are
already able to identify, track, and select targets autonomously, and they could be
updated to apply force without the final consent of a human operator. It is the user of
the weapon who must fulfill this requirement, not the weapon itself; human beings
abide by international law and can be deemed responsible and held accountable.
Therefore, themachine process of the functioning of autonomous systems presents a
conundrum for assessing compliance with the existing rules.35 Fundamentally, IHL
prohibits indiscriminate systems, which is why the ICRC recommends in its posi-
tion the prohibition of unpredictable autonomous systems (the decisions of which
cannot be reasonably understood and explained). Current IHL does not sufficiently
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answer the array of ethical, legal, and humanitarian questions raised by autonomous
systems nor, increasingly, by AI-assisted ones. Therefore, new rules would clarify
areas of uncertainty and imprecision, and would create stability of expectations, in
consonance with what I propose in my concept of common good governance.

Pillar 2. Risk assessment based upon preventive
precautionary action

The development of a regulatory framework on military AI will be based upon the
determination of risks posed by the deployment of the technology.36 AI applications
could rise to the level of a global risk.37 However, as history has shown with other
catastrophic risks for humanity, such as nuclear weapons and pandemics, the severity
of the risk is not always what compels global action.38 The risk of deploying AI in the
military is still high as it is prone to accidents.39 Systems that use machine learning—
one of the techniques of AI—learn from data they gather as they operate. The quality
and quantity of the data play a role in their functioning and interaction with the
environment. As a result, such systems are more unpredictable. Compounding this
randomness is the system’s lack of transparency and inability to explain outcomes.
Such AI systemsmay also bemore unreliable because of the use of biased data.40 This
problem of partial or unfair data was noticed when machine learning was applied to
image and facial recognition.41 AImay not reach the levels of dependability and con-
sistency required by many military applications where life is at risk. What is already
happening is that the pursuit of the weaponization of AI is indeed leading to a greater
risk of a military race.

The major military powers—mostly states with nuclear weapons—see AI as a crit-
ical enabler of their present and future nuclear capabilities. AI’s untrustworthiness
could make for perilous international relations. The interaction of algorithms from
different origins increases the probability of escalatory crises turning into violent
conflicts. I contend that the impact of AI will be disruptive of the prevailing, yet
volatile, balance of power. Common ground can be found as self-interested states
always work toward maintaining their own national security. Every country has an
interest in maintaining international stability to carry on commerce and trade, not
to mention other human activities.

The weaponization of AI will disrupt military thinking, creating a paradigm shift
that will destabilize conditions of peace and security.42 As Jean-Marc Rickli explained
to the World Economic Forum, military strategy to date has prioritized defensive
systems, which has deterred the initiation of war and has been conducive to sta-
bility. With the use of autonomous systems, the tactic of choice will be swarming,
which favors an offensive of several coordinated attacks. Escalation and acceleration
of hostilities will ensue and preemption will likely prevail, going against the rules of
restraint in the initiation of war under international law.43 The threshold for starting
a war will be lowered, and the existing peaceful settlement of dispute frameworks
under international law will be eroded.44
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AI is not yet as robust as needed for military applications, and the risks are high45

as a result of the innate unpredictability, bias, and inability to explain and con-
trol outcomes, which may result in indiscriminate impacts on civilians, unintended
consequences, and malfunctions, especially in complex conflict environments and
densely populated areas.46 Risk assessment should be based upon safety and the abil-
ity to control while failure to do so can have disastrous outcomes.47 The interactions
of the systems of different countries, with a diverse range of algorithms deployed, will
intensify and heighten concerns of predictability and unreliability. This is the reason
why states must cooperate to establish commonly agreed rules.48

∗∗∗

Precautionary action to avoid risk is key to the creation of a common good gover-
nance framework on military AI. Benefits are more inclusive if all stakeholders are
involved. In this regard, not only governments but also scientists and the private sec-
tor play a role, along with civil society. Everyone has a platform to cooperate to forge
common solutions, building on their distinctive strengths. Ethically informed fore-
sight to avoid harm is at the forefront of preventive action, as no one would benefit
from the widespread malicious and evil uses of AI.

Tech-nationalism, protectionism, and dysfunctional fragmentation might under-
mine the benefits AI can bring, while increasing the risk of abuse by state and
non-state players. We believe that a new technology diplomacy, envisioned as
a multi-stakeholder, multi-layer, bottom-up and top-down process, is needed to
weave the many existing initiatives into a broader narrative. A critical mass of
visionary leaders in government, corporations, non-profit organizations, research
institutions, and initiatives on the ground can make a difference. This will not be
an easy nor a straightforward process, but it is necessary to realize the full benefits
of AI for the largest number possible.49

It is in the interests of all countries to take preventive measures and set the bench-
marks for what is deemed to be ethically responsible uses of AI.50 This way, states that
adopt this proactive stance can also lead in showing others the way, acting by using
international law as a unifying platform. If AI is weaponized and the automation of
warfare leads to dehumanization, there is a risk that international law and the func-
tioning of states in international relations will become intensely disordered for three
reasons. First, the new technologies of autonomy and AI as they are presently being
engaged already evade the global norms for keeping the peace, such as the nonuse of
force in international relations and the peaceful settlement of disputes. For example,
armed drones are used against entities with whom states are not at war instead of
seeking avenues for peaceful resolution. Drones are a step removed from having a
human being in the control loop (i.e., the human being is still there but the techno-
logical advancement is as such that it could lead to the removal of human oversight in
the very near future).51 There is a disintegrating effect on the most important norms
of conduct that maintain global peace. Restraints on the use of force and the peaceful
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settlement of disputes through negotiation, mediation, and other means are the two
main pillars upon which the entire edifice of peace rests.

Second, international law has evolved to be human-centered. Human beings
are the creators, adjudicators, benefactors, and beneficiaries of human rights and
humanitarian law. If decisions were to be delegated and entrusted to algorithms
and robots as their executors, what will happen to the existing legal frameworks
that protect human beings and maintain peace?52 They will most likely be evaded
in the name of the expediency provided by the technological convenience of act-
ing more rapidly or in the secrecy of cyberspace. The purpose of common human
action as the basis of international law will fade into insignificance and become
peripheral.

Third, technological advancements and the rapid pace at which states are already
disrespecting the tenor of obligations that afford protection to human beings raises
alarm.With no cooperation, humankind is on a dangerous path toward a potentially
precarious anduncertain futurewithmorewarswhere the technologicallymost pow-
erful may triumph.53 International relations may go back to a time when the national
interest eclipsed the need to safeguard human beings. We want to avoid a shift away
from human security-centered law, which now coexists with states’ national inter-
ests, to an exclusive focus on national security interests, with no regard for human
happiness or well-being. International law took centuries to become humanized.54
The temptation to use an alluring technological advantage offered by autonomous
weapons may portend what lies ahead with the weaponization of AI in a more pre-
carious world order. The same logic of a race for technological military superiority
in the past led to the accumulation of 70,000 nuclear weapons at the height of the
Cold War, with massive diversion of the economic patrimony of nations.

Pillar 3. Lessons learned from previous global cooperation

In this book I have delved into the inspiring concepts and diplomatic avenues that
nations and leaders drew on to avert catastrophe, wars, and misuse of the common
areas of the planet, and to reduce the dangers to civilians by restricting themeans and
methods ofwarfare (Chapters 2 and 5). I draw lessons from the past victories of global
cooperation, and take stock of what happened when technological advancements
overtook diplomatic initiatives. It was illuminating to inspect the examples of shining
and successful global cooperation in several areas that I examined in Chapter 2, from
making the continent of Antarctica peaceful and weapons-free, banning nuclear test-
ing, creating the conditions for peace in the Arctic, saving the planet by healing the
ozone layer, and forging a constitution (i.e., frameworks of coexistence and avenues
for trouble-shooting problems) for the oceans and another for the atmosphere. From
the main impacts of earlier global cooperation to maintain and protect the global
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commons, we can infer some initial principles and apply them to create common
good governance and a global framework to regulate the rapid militarization of AI.

1) The global commons are beyond any single country’s jurisdiction. Therefore,
no one can claim jurisdiction: no state, no nation, and no corporation. This
restriction set up by the principles of the common heritage of humanity ren-
ders ownership legally absent. In this light, I propose AI to be considered a
global common. This means that weaponization of AI should be rendered
unthinkable as it would not benefit anybody.

2) All states are expected to support efforts toward achieving cooperation within
a regime of international management. Herein, I propose the establishment of
a permanent and multinational scientific and ethics review board that would
oversee the application of AI in the military to ensure (i) that it does not
turn into rampant weaponization, and (ii) that utilization of AI meets ethical
principles for military uses (Figure 6.1).

3) Benefit sharing (a prospective future basis for regulating military AI): The
exploitation of the common areas shall be pursued to further the interests of
all of humanity. Therefore, if economic profits should materialize, they are to
be shared under a common mandate and authority which is tasked with the
equitable distribution of rights and duties, along with serving as a forum for
the peaceful settlement of disputes. Within a regulatory framework on AI, this
would mean that an international repository of uses is created for peaceful,
human-centric purposes for the common good of humanity (Figure 6.2). Such
a repository is already evident in the annual AI forGood summits hosted at the
UN, which created ameans to document projects that use AI for implementing
the United Nations SDGs.

4) Common areas are to be used exclusively for peaceful purposes. These
areas are not to be weaponized. In outer space, Antarctica, and in nuclear-
weapon-free zones across the planet, this principle has taken hold very
strongly. An additional element within this realm would be the creation of
AI-weaponization-free zones.

5) An international organization can be the site for cooperative scientific research
that has to be undertaken in a manner that is transparent. The findings are
to be shared to further advance all of humanity. In the case of a framework
for military AI, cooperative compliance, technical assistance, and verification
options underpinned by published policies at the national level would affirm
ethical use by all actors involved (Figure 3.1).

The principle of the common concern of humanity that I investigated could have a
significant impact upon the creation of a regulatory framework for military AI con-
sidering that AI is a common. The common concern of humanity arose as a principle
to give prominence to issues such as climate change, deforestation, and biodiversity
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loss, which represent pressing problems for all of humanity and as such transcend
the interests of states, and solutions to these problems would require humanity to act
in terms of a common stewardship and universal solidarity to benefit developing as
well as developed countries. To assist in this endeavor, science and technology would
be at the forefront.

Technological developments of the 20th century and their consequences—the
ever-increasing gap between the rich andpoor countries, and the former’s attempts to
exploit the riches of the latter—were the fundamental motivating dynamics driving
the creation of the notion of the common heritage of humanity.55 The technological
capacity of the wealthy nations to exploit certain domains of the planet made their
resources accessible only to those nations themselves, to the detriment of the less
technologically endowed nations. The common heritage of humanity is thus amech-
anism to confront the need for preventing further inequities, which has now become
all the more urgent with the development of AI.56 The following four principles have
implications for devising avenues for the militarization of AI:

• The common heritage of humanity: some areas of the planet should not be the
object of exploitation or national claims to jurisdiction;

• Common concern: certain issues such as climate change, biodiversity loss, and
deforestation would elicit a shared concern that transcends the narrow pursuit
of the national interest;

• Intergenerational equity: a concern for the future of the unborn and their rights
and reasonable expectation of peace and a healthy environment;

• The precautionary principle—which would advise action to avoid risk even in
the face of uncertain future outcomes or scientific confirmation—is all themore
urgent given that, on the one hand, AI-related technologieswill enhance already
existing technologies that will make possible the exploration and exploita-
tion of the global commons, which can have possible harmful consequences
(Figure 4.1).

I examined previous cases of effective global cooperation inChapter 2. In these cases,
I identified vast achievements in the creation of global public goods that benefited all
of humanity and brought peace by mitigating conflict that I enumerate below. These
successes—attained through common good governance—can provide the basic ele-
ments for building a military framework for AI, and possibly for AI governance in
general.

Cases and lessons learned: (precepts for amilitary AI
framework)

Ocean law

• a constitution for humanity;
• a constitution for the oceans;
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• provision of legal order for most of the planet;
• renunciation of purely selfish exploitation and of part of their sovereignty;
• equity between developed and developing countries—technologically

advanced and not, under a common management institute (the International
Seabed Authority).

Ozone healing

• operationalization of the idea of common concern. The ozone and the climate
are common concerns. Other issues include deforestation, climate change and,
I argue, AI;

• precautionary action taken in the light of definitive scientific evidence of the
problem: the hole in the ozone layer;

• the biggest repair job to save the planet undertaken thus far.

Arctic: cooperation despite all odds

• inclusive and creative diplomacy;
• common desire to preserve peace.

Antarctica: Zone of peace

• scientific cooperation takes precedence over other concerns;
• governing norms and dominant behaviors are cooperation and scientific

exchange instead of competition and jurisdictional claims;
• peaceful purposes: no military activities;
• last unclaimed land on Earth.

Outer space cooperation

• achievement of common goals to benefit the planet;
• no weaponization, no arms race;
• cooperation among enemies on Earth.

Prohibition of nuclear tests

• scientific cooperation for monitoring and enforcement of rules;
• creation of a strong norm that repudiates nuclear testing;
• example of a robust verification mechanism.
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All the cases examined here provide precepts that could guide a framework to
regulate military AI:

• creation of spheres of peace;
• cooperation is possible and can prevail even among rivals;
• frameworks for the reduction of distrust;
• transnational networked cooperation is essential;
• comity for peace;
• precautionary frameworks to avoid war and heal the planet;
• detailed conflict solving and peaceful settlement of disputes mechanisms;
• role of science—scientific community is charting the course.

West and Allen advocate for a regulatory framework on military AI to follow the
tenets of the biological, chemical, and nuclear weapons treaties of the past and adopt
well-tried principles. First is the incorporation of human rights and holding decision-
makers accountable for their responsibility to protect civilians. The adoption of a
principles-based approach will prevent a technological race to attain military supe-
riority from trumping basic human values. Second is the need to maintain a human
being in the control loop. These two authors say that good judgment cannot be auto-
mated and that it is not possible to incorporate the necessary ethical principles intoAI
algorithms. Third, the adoption of a norm in terms ofwhichAI algorithms are banned
from command-and-control systems is imperative to prevent existential threats to
humanity. Fourth is the creation of a common definition of what constitutes criti-
cal infrastructure and commonly agreed mutual respect among all countries. Fifth is
the need to develop frameworks for making AI systemsmore robust and predictable.
This can reassure the public, and ensure that greater predictability and stability are
safeguarded. Finally, the development of oversight and inspection mechanisms to
ensure compliancewith international agreements is central to allow for expert assess-
ment of technical and information exchange to verify compliance.57 In Figure 6.1, I
align my common good governance framework (as discussed throughout the book)
with the views of West and Allen.

∗∗∗

One of the main drivers for me to write this book was to investigate whether cur-
rent international lawmust be amended or modified in the face of new technological
developments in the realm of AI, and specifically in the face of the heightened
automation of the means and methods of warfare. The other questions I set out to
examine are as follows: Are the existing international legal fundamental principles
still serviceable and adequate tomeet the current challenges? How can we learn from
the brightest examples of global cooperation in the past to instill a sense of what to
safeguard for a less violent world for future generations? How can the weaponization
of AI be restrained by the creation of a regulatory framework for military AI? In what
ways can the dehumanizing impact of war be contained by setting rules for the use
of autonomous systems in warfare?
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Elements for a Governance Framework on Military AI

Permanent Scientific Panel & Ethics
Review Board

AI: Global Common

Cooperative Compliance
technical assistance and verification options

International Treaty
on autonomous weapons and AI-assisted systems with a
secretariat in Geneva

International Repository
peaceful and human-centric user for the common
good of humanity

Published Policies at National & Regional Level
emerging norms and principles on responsible ethical
uses by a range of actors

Precautionary & Risk Assessment
Frameworks

Figure 6.1 Transnational networked cooperation for military AI

I undertook a detailed examination of the germane parts of international law as
applicable to the heighted use of autonomous systems in order to create a legal frame-
work for military AI. It is evident that the current international legal and political
framework will not suffice to confront the challenges posed by the weaponization
of AI. The march toward AI-assisted autonomous systems undermines the canonic
human-centered precepts of international law: cooperation, peaceful settlement of
disputes, responsibility, attributability, and accountability. The ongoing erosion of
existing international norms is proceeding unabated and is weakening the legal
edifice that underpins international relations. It is a matter of the utmost urgency
to strengthen international law to effectively confront the challenges posed by this
extraordinary evolution of the technology applicable to war. At stake is the protec-
tion of human life itself. Nothing is more urgent than to safeguard human life and
dignity against death by algorithm.
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Autonomous systems challenge the basic assumptions upon which all branches of
international law rest: the centrality of human decision-making, attributable wrong-
doing for human actions, and the protection of human dignity. Algorithmic killing
tests these central human-centered assumptions. Such uncertainties need to be con-
fronted and existing international law must be clarified. Existing international legal
regulatory and prohibition frameworks on means and methods of warfare provide
guidelines and serve as foundations. However, their utility is limited. The lessons
derived from the global governance of nuclear weapons are valuable, but their role
in the creation of a framework for military AI is incomplete.58 As Matthijs Maas
explains, AI systems will be ubiquitous in the battlefield and, in a way that is dif-
ferent from nuclear weapons, AI technologies will not be employed in one weapon
(as a nuclear warhead is, for example) but rather integrated across different func-
tions and parts of different systems and operations.59 Additionally, the development
and acquisition of nuclear weapons has been confined to a small group of states, and
this is still the case. AI, on the other hand, is pervasive and individuals play a role
in using the technology as well. Most of the talent and inventions are located in the
private sector. Most people benefit from these inventions and can use image recogni-
tion, language processing on their smart phones, and beyond. AI will be increasingly
more accessible in multiple sectors, from the individual to the governmental levels.
As Stuart Russell tells us, “many hands hold AI cards.”60 The creation of common
good governance is hence vital.

Current diplomatic attempts to address and curb the development of autonomous
weapons and the heightened militarization of AI are qualitatively different from past
initiatives. The centrality of software in autonomous systems makes them less reliant
on traditional, quantitative, weapons-counting forms of arms control. At stake is not
the banning or prohibition of a single weapon system, but rather a whole range
of technologies. This is not about a single or particular weapon system, but rather
aboutmultiple functions, in particular autonomous functionality inmilitary systems,
already existing or yet to be invented. One can discern distinct types of weaponry
in nuclear, chemical, and conventional weapons. It is possible to count them. How-
ever, with autonomous systems we are talking about adding autonomy to different
functions. If they happen to be the “critical functions” of selection and engage-
ment, or target and attack (focus to kill or destroy), then the concern is whether
human oversight is maintained during the performance of the function. Therefore,
in autonomous systems, a qualitative rather than a quantitative analysis is essential
in the technical and operational aspects, as Figure 6.2 indicates.

Earlier processes to regulate and prohibit weapons were remarkable, involving dif-
ferent groups of change makers who effectively persuaded and worked with states to
create international law that ended up improving humanity’s security worldwide in
concrete terms. Currently,militaries of the technologically highly advanced countries
are actively pursuing and already deploying AI to enhance their military opera-
tions. Projects that seek to enhance “man–machine teaming” or “hybrid intelligence”
are in vogue. Still, responsibility for the use of AI and the consequences for future
generations rests with the highly militarized countries. They are the ones that are
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How to operationalize common good governance

Guiding Principles to
Safeguard Humankind

Common heritage of humanity Scientific cooperation, inclusive
diplomacy

Security, the human dignity of
current and future generations

Adherence to international law,
rules-based cooperation to
achieve humanity’s security

Accountability, transparency,
inclusivity, human control

Create and clarify new structures
and frameworks to prevent
weaponization of AI

Common concern and interest

Precaution, intergeneration equity

AI as a Global
Common,

Reduction of Distrust,
Comity for Peace

Deliver: global public goods,
prevent war,

achieve the SDGs,
and AI for Good

Figure 6.2 How to operationalize common good governance

attempting to weaponize the technologies utilizing AI. Therefore, the creation of
common good governance to manage the militarization of AI, and the prohibition
of most weaponization of AI, is in order. New thinking is required for the magni-
tude of the change that AI will bring to military affairs.61 The colossal proliferation
of nuclear weapons that reached its zenith of 70,000 during the ColdWar shows that
proliferation can be extremely costly and potentially dangerous. The International
Atomic Energy Agency (IAEA) is the focal point for global nuclear cooperation and
the uses of atomic energy for peace. A combination of the Intergovernmental Panel
on Climate Change (IPCC) and the IAEA would be ideal. The IAEA has already
started discussing the role of AI in nuclear applications in nuclear science for the
benefit of a broad spectrum of human affairs including global public health, water
resource management, and nuclear fusion research.62

Lessons from previous prohibitions onmeans and
methods of warfare

From the lessons derived from previous prohibitions and limitations on means and
methods of warfare examined here (Chapter 5, Annex), there are five features that
seem particularly relevant to inform the formation of a common good governance-
based framework for military AI. Previous instances of global cooperation—from
banning clustermunitions and landmines, to the prohibition of nuclear and chemical
weapons, to restricting conventional weapons transfers—were more impactful and
robust when they endeavored to include the following attributes:

• prevention of bodily harm;
• accounted for the dual civil–military aspect;
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• prohibited further development of harmful technology;
• regulated or prohibited certain behaviors;
• created a framework for scientific cooperation and technical exchange.

Altogether, the treaties examined here advance common good governance, one con-
sequence of which is a new way of thinking about and implementing security. From
a purely state-centric perspective, security has increasingly come to focus upon the
protection of human beings. Not only is the state protected—the traditional con-
ception of national security—but so too is humanity’s security. The common good
governance narratives on the limitations on nuclear weapons and the creation of an
international treaty to outlaw the use of chemical warfare as an insidious practice
with no place in a humane and civilized world demonstrate the possibilities for forg-
ing international solidarity to deal with the impending challenges posed by increased
autonomy in weapon systems and by themilitarization of AI. Legal regimes that offer
fruitful examples of success are the Chemical Weapons Convention, the Biological
Weapons Convention, and the Ozone Protocol known as the Montreal Protocol.
Some of their elements could inform a new regulation—for example, a scientific
board to monitor technological developments and provide guidance for implement-
ing. These five features made these treaties successful and resilient. These attributes
also offer an incentive for a new international treaty and require states to tran-
scend the technical dimensions of the discussion on human–machine interactions
and consider the normative perspectives, given the fundamental ethical and legal
questions raised.63 The Chemical and Biological Weapons Conventions restricted
dual-use chemicals and controlled harmful activities by eradicating the possibility
of weaponizing chemistry and biology. They did so by fostering the peaceful uses of
such chemicals and by promoting scientific cooperation. TheMontreal Protocol was
the first to codify the principles of precaution and took decisive preventive action to
avoid further future harm to the ozone layer. These instruments, now almost univer-
sally ratified, are flexible enough to continue to include technological developments
as they evolve and hence stand the test of time. A treaty must therefore be broad
enough to encompass all present and future systems that select and engage sensor-
based targets. In other words, every time the target has been identified by sensors and
not human observation, the firmest prohibition would be eliminating the possibility
to target people.

The foundational underpinning of a new treaty on autonomous weapons would
be the positive obligation to maintain human control throughout all the phases and
stages of the design and operations. A positive obligation strengthens a more pre-
ventive stance in the promotion of human well-being. A purely negative obligations-
based treaty would not necessarily put in place the conditions for long-term com-
prehensive ways to keep the treaty relevant in the light of further technological
advancements that include AI. This new treaty could serve as a basis for more regu-
lations and common good governance to set rules for the militarization of AI without
endorsing its weaponization.
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At this critical juncture at which the utilization of AI technologies remains largely
unregulated globally, the probability is high that they will be used in ways that will
exacerbate current inequalities. This is one more powerful reason to create common
good governance for military AI with a preventive purpose, as a force promoting
equity for all humans and not as just one more technological advance that will not
be scaled up to benefit the largest number of people.

The need for common good governance

In this book, I have attempted to devise common good governance avenues for a global
framework on military AI based upon existing and new international law in the pur-
suit of global public goods to benefit all, and the protection of future generations. In
this endeavor, I expressed a degree of alarm and attempted to warn readers about
the portentous and potentially menacing unrestrained utilization of autonomous
weapons with no human control, and the hostile and unregulated use of milita-
rized AI. There was therefore a cautionarymessage in the appraisal of the investment
already being made in militarizing AI. My contention is that such investments could
be reallocated to averting the societal, environmental, and planetary threats human-
ity now faces. The same over-investment in weaponizing a technology that could
have been harnessed solely for the common good has happened before. The accu-
mulation of nuclear arsenals during the Cold War was a reckless pursuit that risked
the very existence of life on the planet and diverted vast amounts of money in unwar-
rantable ways. In the pointless pursuit of global superiority, the United States and the
Soviet Union drove other powers to develop their own nuclear weapons in search of
an elusive parity. The damage to the environment has been catastrophic in many
regions of the globe where the weapons were tested.64 The United States had a brief
opportunity before proliferation to declare that only the use of nuclear technology
for the common good of humanity would be acceptable. Nonetheless, most countries
in the world reject the utility of nuclear weapons to maintain peace and security, and
constitute zones of peace that are free of such weapons. Their continued existence
reminds humankind of the high cost, the diversion of human capital, and the fun-
damental futility of weaponizing technologies that humanity could use for beneficial
purposes. Nuclear weapons jeopardize both peace and security, and they exposed
the flaws and catastrophic consequences of wrong choices. The lessons learned are
a cautionary signal of what a future in which AI is weaponized could be like. Vast
investments in intellectual and financial resources were channeled into building a
massive arsenal of nuclear weapons. Did this accumulation bring peace and security?
Hardly. And the risk of malevolent uses remains high.

If autonomous systems and AI-assisted killing are left unregulated or unrestrained,
with no common rules under international law, then they are bound to generate
insecurity. As a corollary, not only individual human but also international secu-
rity is attained in part by the reduction in the proliferation of armaments, or by their
outright prohibition. The case of autonomous weapons appears to indicate that there
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is a pressing need for new international law. In this sense, individuals become the ulti-
mate beneficiaries of new rules under international law. This reaffirms the aspiration
for peace and stigmatizes wrongful behavior, for instance by increasing pressure on
nuclear-armed states and on those that deploy weapons in vulnerable countries.

Today, nations have an unparalleled chance in history to foster a better future by
implementing the Paris Agreement on climate change and the United Nations SDGs.
These are comprehensive landmark legal and political frameworks that will guide
actions toward achieving a more humane and sustainable future. Fewer weapons—
conventional, nuclear, and AI-based—mean greater security and prosperity. Rein-
forcement of arms limitations and regulations, and at the same time preventing
perilous new applications of otherwise beneficial technology in warfare, are strong
signs that humanity expects a future of peace and security.

A regulatory framework for AI is desirable, given the exigencies created by the
ongoing third revolution in warfare—epitomized by an ever-heightening use of
autonomous weapons, and increasingly assisted by AI—at the intersection of the
rapidly progressing fourth industrial revolution that is blurring the lines between the
biological, digital, and physical realms, affecting all people on the planet in ways that
the previous revolutions did not. The rapid development of AI will be an established
characteristic of these transformations. The power and ingenuity of humanity must
prevail to create a healthier world for future generations by containing autonomous
algorithmic killing, which is a monumental affront to human dignity. By surveying
the vast inspiring array of previous successes of global cooperation in limiting the
proliferation of weaponry, prohibiting chemical, biological, and nuclear weapons,
along with reviewing extraordinary concrete cases where all nations and hard-fought
victories managed to forge peace and limit violence, I hope to elucidate the role
of global cooperation through international law as an indispensable tool to address
and confront the challenges, and as providing both the means and the language for
nations to gain perspectives and pave the way for common good governance toward
a nonviolent future and a global order wherein peace shall prevail. In this world, AI
must realize its potential to be employed for the common good of humanity, as a
global public good, and be protective of the dignity and well-being of present and
future generations alike to attain humanity’s security.

Notes

1. Denise Garcia, “Stop the Emerging AI Cold War.” Nature, vol. 593, no. 7858 (2021):
pp. 169; Gregory Allen and Elsa B. Kania. “China is Using America’s Own Plan to
Dominate the Future of Artificial Intelligence.” Foreign Policy, vol. 8 (2017).

2. Jeffrey Arthur Larsen, ed. Arms Control: Cooperative Security in a Changing Environment
(Lynne Rienner Publishers, 2002); Lloyd Axworthy, “Human Security and Global Gov-
ernance: Putting People First.” Global Governance, vol. 7 (2001): p. 19. Stuart Maslen,
Commentaries On Arms Control Treaties (Oxford University Press, 2005).

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290641 by Sun Yat-Sen U

niversity user on 11 January 2024



A global framework to govern military AI 299

3. Stuart Russell, “AI Weapons: Russia’s War in Ukraine shows why the World Must Enact a
Ban.” Nature, Comment: February 21, 2023.

4. Shaza Arif, “Militarization of Artificial Intelligence: Progress and Implications.” In
Towards an International Political Economy of Artificial Intelligence, ed. Tugrul Keskin
and Ryan David Kiggins (Palgrave Macmillan, 2021): pp. 219–239.

5. Reinmar Nindler, “The United Nation’s Capability to Manage Existential Risks with a
Focus on Artificial Intelligence.” International Community Law Review, vol. 21, no. 1
(2019): pp. 5–34.

6. Elvira Rosert, et al., Norm Dynamics in Multilateral Arms Control: Interests, Conflicts,
and Justice (University of Georgia Press, 2013): pp. 109–141.

7. Claudio Feijóo, et al., “Harnessing Artificial Intelligence (AI) to Increase Wellbeing for
All: TheCase for aNewTechnologyDiplomacy.”Telecommunications Policy, vol. 44, no. 6
(2020): 101988.

8. Eugenio V. Garcia, “Multilateralism and Artificial Intelligence: What Role for the United
Nations?” International Governance of AI (2020). Allan Dafoe, “AI Governance: A
Research Agenda.” InGovernance of AI Program, Future of Humanity Institute,University
of Oxford, 1442 (2018): p. 1443.

9. The work of Rebecca Crootof from Yale is very instructive; in particular, see Rebecca
Crootof, “Autonomous Weapon Systems and the Limits of Analogy.” Harvard National
Security Journal, vol. 9 (2018): pp. 51–83.

10. Nathan Alexander Sears, “International Politics in the Age of Existential Threats.” Journal
of Global Security Studies, vol. 6, no. 3 (2021). Nick Bostrom, “Existential Risks.” Journal
of Evolution and Technology, vol. 9, no. 1 (2002): pp. 1–31.

11. SIPRI Yearbook 2021, Armaments, Disarmament and International Security (Oxford
University Press, 2021).

12. Andrew J. Carswell, “Unblocking the UN Security Council: The Uniting for Peace
Resolution.” Journal of Conflict and Security Law, vol. 18, no. 3 (2013): pp. 453–480.

13. Rebecca Barber, “Uniting for Peace Not Aggression: Responding to Chemical Weapons
in Syria Without Breaking the Law.” Journal of Conflict and Security Law, vol. 24, no. 1
(2019): p. 39.

14. United Nations General Assembly, A/ES-11/L.1, Eleventh Emergency Special Session, 1
March 2022 (and vote on the following day).

15. SIPRI Yearbook 2021, Armaments, Disarmament and International Security.
16. Robert S. Norris and Hans M. Kristensen, “Global Nuclear Weapons Inventories,

1945–2010.” Bulletin of the Atomic Scientists, vol. 66, no. 4 (2010): pp. 77–83.
17. Stephen I. Schwartz, Atomic Audit: The Costs and Consequences of US Nuclear Weapons

Since 1940 (Brookings Institution Press, 2011).
18. Urs Gasser, and Virgilio A. F. Almeida, “A Layered Model for AI Governance.” IEEE

Internet Computing, vol. 21, no. 6 (2017): pp. 58–62.
19. Vincent Boulanin et al., Responsible Military Use of Artificial Intelligence—Can the

European Union lead the Way in Developing Best Practice? (SIPRI, 2020).
20. Feijóo et al., “Harnessing Artificial Intelligence (AI) to Increase Wellbeing for All,” p. 10.
21. Eugenio V. Garcia, The Peaceful Uses of AI: An Emerging Principle of International Law

(The Good AI Newsletter, 2021).
22. Daniel Victor, “Elon Musk and Stephen Hawking Among Hundreds to Urge Ban on

Military Robots,” The New York Times, July 28, 2015, https://www.nytimes.com/2015/

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290641 by Sun Yat-Sen U

niversity user on 11 January 2024



300 The AI Military Race

07/28/technology/elon-musk-and-stephen-hawking-among-hundreds-to-urge-ban-on-
military-robots.html.

23. See https://futureoflife.org/ai-principles/. The story of how the Asilomar Principles
came into being are told in detail in Max Tegmark, Life 3.0 (Knopf, 2018). Numbers of
signatories from January 2022.

24. IEEE, Ethically Aligned Design: Version 1 (Institute of Electrical and Electronics Engi-
neers, 2016): p. 2.

25. Ibid., p. 5.
26. Baobao Zhang, et al, “A. Ethics and Governance of Artificial Intelligence: Evidence from

a Survey of Machine Learning Researchers.” Journal of Artificial Intelligence Research,
vol. 71 (2021): pp. 591–666.

27. Jessica Fjeld, et al., “Principled Artificial Intelligence: Mapping Consensus in Ethical
and Rights-Based Approaches to Principles for AI.” Berkman Klein Center Research
Publication (2020): pp. 2020–2021.

28. The AI Commons: https://aiforgood.itu.int/introducing-ai-commons-a-framework-for-
collaboration-to-achieve-global-impact/.

29. Kate Crawford, The Atlas of AI (Yale University Press, 2021).
30. Jennifer Shkabatur, “The Global Commons of Data.” Stanford Technology Law Review,

vol. 22 (2019): p. 354; Shkabatur considers that data should be considered as a “global
common.”

31. Nadia Eghbal, Roads and Bridges: The Unseen Labor Behind Our Digital Infrastructure
(Ford Foundation, 2016).

32. Jennifer Shkabatur, “The Global Commons of Data.” Stanford Technology Law Review,
vol. 22 (2019): p. 354; Shkabatur considers that data should be considered as a “global
common.”

33. ICRC, Position and Background Paper, “Position on Autonomous Weapons Sys-
tems” (2021). Available: https://www.icrc.org/en/document/icrc-position-autonomous-
weapon-systems: p. 8.

34. International Committee of the Red Cross (ICRC), Artificial Intelligence and Machine
Learning in Armed Conflict: A Human-Centered Approach (International Committee of
the Red Cross, 2019): p. 4. Emphasis is in the original ICRC text.

35. ICRC, “International Humanitarian Law and the Challenges of Contemporary Armed
Conflicts.” In 33rd International Conference of the Red Cross and Red Crescent (Geneva,
October 2019): pp. 22–24.

36. Araz Taeihagh, “Governance of Artificial Intelligence.” Policy and Society, vol. 40. no. 2
(2021): pp. 137–157.

37. Eliezer Yudkowsky, “Artificial Intelligence as a Positive and Negative Factor in Global
Risk.” Global Catastrophic Risks (2008): p. 184.

38. Seth Baum, et al., “Lessons for Artificial Intelligence from Other Global Risks.” In
The Global Politics of Artificial Intelligence, ed. Maurizio Tinnirello (Chapman & Hall,
April 25, 2022).

39. Zachary Arnold and Helen Toner, “AI Accidents: An Emerging Threat: Center for Secu-
rity and Emerging Technology Policy Brief.”Center for Security and Emerging Technology
(2021).

40. ICRC, “Artificial Intelligence and Machine Learning in Armed Conflict: A Human-
Centred Approach.” International Review of the Red Cross, vol. 102, no. 913 (2020):
pp. 463–479.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290641 by Sun Yat-Sen U

niversity user on 11 January 2024



A global framework to govern military AI 301

41. MatthewHutson, “Hackers Easily Fool Artificial Intelligences.” Science, vol. 361, no. 6399,
July 20, 2018: pp. 215.

42. Vincent Boulanin, The Impact of Artificial Intelligence on Strategic Stability and Nuclear
Risk: Euro-Atlantic Perspectives (SIPRI, 2019); Denise Garcia, “Lethal Artificial Intelli-
gence and Change: The Future of International Peace and Security.” International Studies
Review, vol. 20, no. 2 (2018): pp. 334–341.

43. Jean-Marc Rickli, “Artificial Intelligence and the Future of Warfare.” In World Economic
Forum, Global Risks Report, 12th Edition (2017): p. 78. Available here: https://www3.
weforum.org/docs/GRR17_Report_web.pdf

44. Garcia, “Lethal Artificial Intelligence and Change.”
45. Stuart Russell, et al., “Ethics of Artificial Intelligence.” Nature, vol. 521, no. 7553 (2015):

pp. 415–416; Kenneth Payne, “Artificial Intelligence: A Revolution in Strategic Affairs?”
Survival, vol. 60, no. 5 (2018): pp. 7–32.

46. ICRC, Autonomy, Artificial Intelligence and Robotics: Technical Aspects of Human Control
(Geneva, 2019).

47. UNIDIR, “Safety, Unintentional Risk andAccidents in theWeaponization of Increasingly
Autonomous Technologies” (UNIDIR, 2016).

48. Paul Scharre, “Autonomous Weapons and Operational Risk.” Center for New American
Security (2016): p. 2019.

49. Feijóo et al., “Harnessing Artificial Intelligence (AI) to Increase Wellbeing for All,” p. 13.
50. Boulanin et al., “Ethics of Artificial Intelligence.”
51. Noel Sharkey, “Automating Warfare: Lessons Learned from the Drones.” Journal of Law,

Information and Science, vol. 21, no. 2 (2011): pp. 140–154.
52. Rebecca Crootof, “The Killer Robots are Here: Legal and Policy Implications.” Cardozo

Law Review, vol. 36 (2014): p. 1837.
53. Mary Ellen O’Connell, “Unlawful Killing with Combat Drones: A Case Study of Pak-

istan, 2004–2009.” In Shooting to Kill: The Law Governing Lethal Force in Context, Simon
Bronitt, ed. (Notre Dame Legal Studies Paper, 2009): pp. 09–43.

54. Antônio Augusto Cançado Trindade, International Law for Humankind: Towards a New
Jus Gentium (Brill Nijhoff, 2010).

55. Bradley Larschan and Bonnie C. B. Brennan, “The Common Heritage of Mankind Prin-
ciple in International Law.” Columbia Journal of Transnational Law, vol. 21 (1983):
pp. 305–333; Mohammed Bedjaou, Towards a New International Economic Order
(UNESCO, 1979); Nagendra Singh, “Right to Environment and Sustainable Develop-
ment as a Principle of International Law.” Studia Diplomatica, vol. 41, no. 1 (1988):
pp. 45–61.

56. Surabhi Ranganathan, “Global Commons.” European Journal of International Law, vol.
27, no. 3 (2016): pp. 693–717.

57. Darrell M. West and John R. Allen, Turning Point: Policymaking in the Era of Artificial
Intelligence (Brookings Institution Press, 2020).

58. Waqar Zaidi andAllanDafoe, International Control of Powerful Technology: Lessons from
the Baruch Plan for Nuclear Weapons (Center for the Governance of AI, 2021).

59. MatthijsM.Maas, “HowViable is International ArmsControl forMilitary Artificial Intel-
ligence? Three Lessons from Nuclear Weapons.” Contemporary Security Policy, vol. 40,
no. 3 (2019): pp. 285–311, p. 289.

60. Stuart J. Russell, Human Compatible Artificial intelligence (Viking, 2019): p. 249; I am
grateful for my conversations with the always prescient Benoît Pélopidas.

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290641 by Sun Yat-Sen U

niversity user on 11 January 2024



302 The AI Military Race

61. Kenneth I. Payne,Warbot: TheDawn of Artificially Intelligent Conflict (OxfordUniversity
Press, 2021).

62. Elodie Broussard, “The Future of Atoms: Artificial Intelligence for Nuclear Applications.”
IAEA Bulletin, vol. 61, no. 4 (2020).

63. Daniele Amoroso, Autonomous Weapons Systems and International Law A Study on
Human-Machine Interactions in Ethically and Legally Sensitive Domains (Napoli Nomos,
2020).

64. Howard Hu, Arjun Makhijani, and Katherine Yih, eds. Nuclear Wastelands: A Global
Guide to Nuclear Weapons Production and its Health and Environmental Effects (MIT
Press, 2000).

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290641 by Sun Yat-Sen U

niversity user on 11 January 2024



The AI Military Race: Common Good Governance in the Age of Artificial Intelligence

Denise Garcia

https://doi.org/10.1093/oso/9780192864604.001.0001

Published: 2023 Online ISBN: 9780191955136 Print ISBN: 9780192864604

Search in this book

END MATTER

Published: November 2023

Subject:  International Relations

Collection:  Oxford Scholarship Online

Index 

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



303Index

For the bene�t of digital users, indexed terms that span two pages (e.g., 52–53) may, on occasion, appear on only

one of those pages.

AI 1415167168

AI-Enabled Weapon 219

AI for Good 115116174

AI, Militarization of 140141165 See also Military AI AI; See also AI, Weaponization of AI

AI Military Race 45164

AI-Related Technology 125126

AI, Weaponization of 9199

Military AI 72275

Peaceful Use 281

Weaponizing AI  See AI, Weaponization of, AI

AI Partnership for Defense 48

Algorithmic Killing  See Autonomous Killing

Alston, Philip 6162159

Arctic Council 144147

Arms Limitation  See Arms Race

Arms Race 163237239245258

Arti�cial Intelligence  See AI

Asaro, Peter 7293

Asilomar Principles on Common Good and Safe Arti�cial Intelligence 65

Autonomous Killing 70206207213

Autonomous Weapon 1163

Fully Autonomous Weapon 8889

Autonomy 1112496869

Big Data 121123125

Boston Dynamics 7374

Campaign to Stop Killer Robots 76

Cançado Trindade, Antônio Augusto 117118120132133

Casualty Avoidance 163164

Catastrophic Risk 114 See also Nonmilitary Threat

Champion State 169170

Change Actor  See Change Maker

Change Maker

Role of Civil Society  See Role of Transnational Advocacy Change Maker

Role of International Committee of the Red Cross 69828687 See also International Committee of the

Red Cross

Role of Private Sector 73117

Role of Scientist 6069

Role of Transnational Advocacy 76

Role of UN Member State 85258259 See also State Responsibility

Clearpath Robotics 7374

Climate Change  See Climate Change Nonmilitary Threat

Crawford, Kate 121122

Critical Function 83181182

Mobility 1012

Target Engagement 1011

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



Targeting 1011184210

Common Concern 132133

Common Good 105 See also Common Good Governance

Common Good Governance 6222365113181192224275

Pillar of 281288

Common Heritage of Humanity 115120125132139

Convention 215216

CCW 848688158159 See also 2017 Open Letter to the United Nations Convention on Certain

Conventional Weapons Letter

Chemical Weapons Convention 253

Convention on Certain Conventional Weapons  See CCW

Geneva Conventions 213214

UNCLOS 120134135

United Nations Conference on Environment and Development 139140

United Nations Convention on the Law of the Sea  See UNCLOS Convention

United Nations Framework Convention on Climate Change 134

Cost Reduction 163164

COVID-19  See COVID-19 Nonmilitary Threat

Cyberspace 204205

Decision-Making 183184

Degree of Autonomy 5053

Dehumanization of Warfare 158160

Department of Defense, United States 434460165166 See also Pentagon

Dimensions of Autonomy 5051t

Diplomacy 158

Disarmament 236256

Docherty, Bonnie 181

Ecological Security 106

Economic Community of Western African States 109

ECOWAS  See Economic Community of Western African States

Epistemic Community 4142

Existential Security 108161

Fourth Industrial Revolution 17117

Fundamental Right 114

Future of Life Institute 25153

Future of Life Principles  See Asilomar Principles on Common Good and Safe Arti�cial Intelligence

Future Generation 114121122

Global Common, Earth’s 119126

Antarctica 108109114135143

Arctic 135144 See also Arctic Council

Atmosphere 139 See also Ozone Layer

High Seas 120122 See also UNCLOS Convention

Human-made Global Common  See Human-made Global Common

Outer Space 120122135138

Global Cooperation  See Transnational Cooperation

Global Framework  See Global Governance

Global Governance 1618t118119160164167275

Index 115116

Informal Instrument of Governance 204205

p. 304

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



Global Leader 114168169

Global Norm 12113224256281

Global Order 45

Global Partnership on AI 4546

Global Public Good 113115117192

Global Zero Project 248

G-MAFIA 7576

Google 7576

Governing Norm 87 See also Global Governance; See also Global Norm

Guterres, Antonio 173174

Common Agenda 173174

Road Map for Digital Cooperation 173

Securing our Common Future: An Agenda for Disarmament 106180181

Heritage 132

Heyns, Christof 6263159

Human Control 4111253646584160

Human Judgement 170171

Human Dignity 221

Human Responsibility 224

Human Rights 165221

1948 Universal Declaration of Human Rights 197

1966 International Covenant on Civil and Political Rights 221222

1966 International Covenant on Economic, Social and Cultural Rights 197221

Human Security 103105235 See also Humanity’s Security

Humanitarian Security Regime 239

Humanitarianism 243

Humanity’s Security 103107258 See also Human Security

Human-made Global Common 121206

AI 121283

Cyberspace 121

Digital Commons Architecture 123

ICJ  See International Court of Justice

ICRC  See International Committee of the Red Cross

IEEE 6769164282283

Autonomous Weapons Systems Expert Advisory Committee 64

Global Initiative on Ethical Considerations for Arti�cial Intelligence and Autonomous

Systems 6769179180

Indigenous Community 144145

Innovation 7

Instability 162

Institute of Electrical and Electronic Engineers  See IEEE

Intelligentized Warfare 162170

Intergenerational Equity 125132

Intergovernmental Panel on Climate Change 104

International Actors 7677

China 162170

European Union 80109172

United Kingdom 184185

United States 606167167170171 See also Department of Defense, United States

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



International Atomic Energy Agency 294295

International Campaign to Abolish Nuclear Weapons 247248

International Campaign to Ban Landmines 7879

International Committee for Robot Arms Control 61

International Committee of the Red Crescent  See International Committee of the Red Cross

International Committee of the Red Cross 160161215218284 See also International Committee of the Red

Cross Change Maker

International Court of Justice 213244

International Criminal Court 223

International Criminal Tribunal 215

International Distributive Justice 127136

International Diplomacy  See Diplomacy

International Norm  See Global Norm

International Law 13113117119123181192206

Criminal Law 117118223

Environmental Law 133136

Global Commons Law 126

Humanitarian Law 168285197199212218

Humanization of International Law 200

Human Rights Law 117118242

IHL  See Humanitarian Law International Law

International Regulation 239

International Relations 4

International Panel for the Regulation of Autonomous Weapons 5455181182t

International Telecommunication Union 178179196

International Treaty  See Treaty

Internet 121124

IETF  See Internet Engineering Task Force Internet

Internet Engineering Task Force 124125

W3C  See World Wide Web Consortium Internet

World Wide Web Consortium 124125

IPCC  See Intergovernmental Panel on Climate Change

IPRAW  See International Panel for the Regulation of Autonomous Weapons

ITU  See International Telecommunication Union

Jus ad Bellum 196197

Jus Cogens 210211221223

Jus in Bello 196

Keck, Margaret 7879

Lawand, Kathleen 83

Machine Learning 141585162163209210

Meaningful Human Control 53

Meier, Michael 171

Military 211

Race  See AI Military Race AI

Spending 107

National Security 103105114162

NATO 146147

Nonmilitary Threat 103104107108115161

COVID-19 103104109161

p. 305

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



Climate Change 67104106

Nonstate Armed Group 204

North Atlantic Treaty Organization  See NATO

Norm, Peremptory  See Jus Cogens

Nuclear 241

Deterrence 241

Prohibition 135147246295 See also Comprehensive Nuclear Test Ban Treaty

States 147148162163166167

Taboo 249

Test 135

War 115

Weapon Free Zone 144238242261t281288289

OECD AI Policy Observatory and Network of Experts on AI 4546

Ostrom, Elinor 145146

Ozone Layer 115135 See also Ozone Protocol Treaty

Pandemic  See COVID-19 Nonmilitary Threat

Partnership on AI 74

Partnership on Arti�cial Intelligence to Bene�t People and Society  See Partnership on AI

Peace and Security 173177

Pentagon

Project Maven 728081

Political Good 115116

Possible Guiding Principle 87

Precautionary Action 139286

Precautionary Principle 125140143

Predictable 184

Proliferation 163

Report

AI for Social Good 67 See also AI for Good AI

Ethically Aligned Design: A Vision for Prioritizing Human Well-being with Autonomous and Intelligent

Systems 164

International Humanitarian Law and Challenges to Contemporary Armed Con�icts 82

Our Common Future 134

Resort to Force 211

Revolution in Warfare 237239

Third Revolution in Warfare 117

Riskless War 275276

Rotberg, Robert 115117

Russell, Stuart 6970

Scientists’ Letter 281282

2015 Research Priorities for Robust and Bene�cial Arti�cial Intelligence: An Open Letter 24

2015 Autonomous Weapons: An Open Letter from AI & Robotics Researchers 70

2017 Open Letter to the United Nations Convention on Certain Conventional Weapons 2

Sears, Nathan 108

Security 104107161236

Sharkey, Noel 60205206

Sikkink, Kathryn 7879

SIPRI 115153

Slaughterbots 6970

p. 306

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



Small Arm and Light Weapon 256

Soft Law 193

Software 1011123125

State Responsibility 242562138144208

Stockholm International Peace Research Institute  See SIPRI

Strategic Stability 162

Summit

AI for Good Global Summit 178 See also AI for Good AI

Stockholm Declaration 133

Sustainable Development 134

Technological Development 235

Technology 125126276 See also Technological Development

Tegmark, Max 65

Teitel, Ruth 40199

Transnational Cooperation 80109134168217288291 See also Transnational Networked Cooperation

Transnational Networked Cooperation 16212234148169170275

Treaty 214260261t

Antarctic Treaty System 143

Arms Trade Treaty 85184185257

Comprehensive Nuclear Test Ban 135147

CTBT  See Comprehensive Nuclear Test Ban Treaty

Montreal Protocol  See Ozone Protocol

Nuclear Ban Treaty 237241246250

Nuclear Nonproliferation 166167243

Outer Space 138

Ozone Protocol 134168

Paris Agreement on Climate Change 139140

Principles Governing the Activities of States in the Exploration and Use of Outer Space  See Outer Space

Treaty

UN  See United Nations

UNIDIR  See United Nations Institute for Disarmament Research United Nations

United Nations 158172

AI Commons 122123

Charter 197211212245

High-Level Panel on Digital Cooperation 123173

Human Rights Council 158159

Institute for Disarmament Research 11

MDG  See Millennium Development Goal United Nations

Millennium Development Goals 175

SDG  See Sustainable Development Goal United Nations

Secretary General 174 See also Guterres, Antonio

Security Council 197198246

Sustainable Development Goal 67105168175

OHCHR  See Human Rights Council United Nations

UNFCC  See United Nations Framework Convention on Climate Change Convention

Uniting for Peace 279280

Walsh, Toby 7071

War 114159160

World War 118

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024



Weapon

Chemical and Biological 252295

Indiscriminate 212216

Weapon Swarming 163164

Weapon System

American Phalanx System 165

Israeli Iron Dome 165

Landmine 240

Unmanned Aerial Vehicle  See UAV

UAV 26

Weapon System, Lifecycle Stage of 172

Weapon Manufacturer 48

Williams, Jody 7879

D
ow

nloaded from
 https://academ

ic.oup.com
/book/55186/chapter/424290857 by Sun Yat-Sen U

niversity user on 11 January 2024


	Cover
	Copyright
	Dedication
	Foreword
	Acknowledgments
	Contents
	List of figures
	List of tables
	Introduction: Artificial intelligence to benefit humanity
	The bookʼs significance
	Civil and military AI
	From the militarization to the weaponization of AI
	Key definitions
	Transnational networked cooperation
	Common good governance for a shifting global order:A more inclusive and humanistic approach
	The global geopolitical context
	The precedents to autonomous killing
	A robot world
	Notes

	Chapter 1: Transnational networked cooperation
	PART I
	From autonomous weapons to the militarization of artificial intelligence
	The global investment in the militarization of AI and autonomous killing
	Autonomy and AI for war
	Maintaining human contro


	PART II
	Transnational networked cooperation
	The Scientists: Sounding the alarm first and alerting the world
	The principles of common good and safe AI
	The scientistsʼ letters: Meaning and impact

	The private sector
	Transnational advocacy for humanity: The Campaign to Stop Killer Robots
	The guardian of the laws of war: The position and significance of the International Committee of the Red Cross
	Member states of the United Nations
	Notes


	Chapter 2: Common good governance
	PART I
	Humanityʼs security
	From national to human to humanityʼs security
	Getting security wrong and leaving people everywhere vulnerable

	PART II
	Common good governance
	Start with what protects the planet: The global commons
	AI as a global common
	Cooperation to protect the life-sustaining domains:Global commons law
	Ensuring intergenerational equity

	Global cooperation that benefits humanity
	The protection of the oceans
	Cooperation in outer space
	Protection of the atmosphere and the ozone layer:Precautionary action
	Protection of Antarctica
	The Arctic: Comity for peace
	Prohibition on nuclear testing

	Notes


	Chapter 3: The dynamics of international diplomacy
	High-stakes diplomacy at the United Nations
	Instability and insecurity
	Global AI militarization
	Global governance action: Champions and detractors
	The United Nations and peace
	The AI for Good Global Movement
	The United Nations Sustainable Development Goals
	Goal 16: AI and its role in the promotion of peace and security
	The United Nations AI for Good Global Summit series

	Steps to common good governance under international law
	Notes

	Chapter 4: Legal and political frameworks
	What is international law, and what is its role in forming common good governance?
	Is existing international law enough? How the weaponization of AI disrupts international law
	Relevant applicable branches of international law
	State responsibility
	Governing the resort to force: War made illegal
	International humanitarian law
	Will new IHL be needed?
	The legal position and unique role of the International Committee of the Red Cross

	International human rights protection
	International criminal acts

	Emerging or desirable international norms: The basis of common good governance
	Notes

	Chapter 5: War, humanityʼs security, and arms: Existing global norms
	Evolutions and revolutions in warfare technologies
	Foundational frameworks for arms limitations
	Weapons of mass destruction: Focus on nuclear weapons
	Nuclear deterrence is obsolete
	A humanitarian perspective
	The United Nations Charter as a foundational framework for arms limitations
	The case for prohibition
	Legalizing the nuclear taboo

	Prohibition of chemical weapons—the universal model framework
	Conventional arms: What can we learn from existing legal restrictions?
	How international norms evolve
	Humanityʼs security: Fewer arms, more prosperity
	Annex: Preventive measures in international relations
	Notes

	Chapter 6: A global framework to govern military AI: Transnational networked cooperation and common good governance
	Transnational networked cooperation and common good governance
	Pillars to create common good governance
	Pillar 1. An emerging international norm on the peaceful uses of AI
	AI as a global common
	A new treaty on autonomous weapons advances in military AI

	Pillar 2. Risk assessment based upon preventive precautionary action
	Pillar 3. Lessons learned from previous global cooperation

	Cases and lessons learned: precepts for a military AI framework)
	Ocean law
	Ozone healing
	Arctic: cooperation despite all odds
	Antarctica: Zone of peace
	Outer space cooperation
	Prohibition of nuclear tests

	Lessons from previous prohibitions on means and methods of warfare
	The need for common good governance
	Notes

	Index

