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Advanced Field-Effect Transistors: Theory and Applications offers a fresh perspec-
tive on the design and analysis of advanced field-effect transistor (FET) devices and 
their applications. The text emphasizes both fundamental and new paradigms that 
are essential for upcoming advancement in the field of transistors beyond comple-
mentary metal–oxide–semiconductors (CMOS). This book uses lucid, intuitive lan-
guage to gradually increase the comprehension of readers about the key concepts of 
FETs, including their theory and applications.

In order to improve readers’ learning opportunities, Advanced Field-Effect 
Transistors: Theory and Applications presents a wide range of crucial topics:

• Design and challenges in tunneling FETs
• Various modeling approaches for FETs
• Study of organic thin-film transistors
• Biosensing applications of FETs
• Implementation of memory and logic gates with FETs

The advent of low-power semiconductor devices and related implications for upcom-
ing technology nodes provide valuable insight into low-power devices and their 
applicability in wireless, biosensing, and circuit aspects. As a result, researchers are 
constantly looking for new semiconductor devices to meet consumer demand. This 
book gives more details about all aspects of the low-power technology, including 
ongoing and prospective circumstances with fundamentals of FET devices as well as 
sophisticated low-power applications.
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Preface
Complementary metal–oxide–semiconductor (CMOS) technology has evolved as 
the dominant fabrication process in the past few decades, and it has become the 
only option for semiconductor industries, but it’s not best suited for low-power appli-
cations. The uses of developing semiconductor devices in electronic circuits are 
explored throughout this book. It addresses systematic and comprehensive engineer-
ing problems as well as applications of sophisticated low-power devices. The advent 
of low-power semiconductor devices and related implications for upcoming technol-
ogy nodes provide valuable insight into low-power devices and their applicability 
in wireless, biosensing, and circuit aspects. The book gives more details about all 
aspects of the low-power technology, including ongoing and prospective circum-
stances. The book also covers the fundamentals of field-effect transistor (FET) 
devices and highlights new and upcoming FET technologies. An evaluation of the 
use of FET devices in diverse fields, such as biosensing, wireless, and cryogenics 
applications, is also included. In the digital and analog realms, the chapters addi-
tionally look at device–circuit co-design difficulties. The information is provided 
in an easy-to-understand approach, making it excellent for those who are new to 
the subject. For the reader’s reference, we have included many device architectures 
presented by various researchers. This will help readers understand the strategies for 
improving the properties of FETs. Furthermore, these strategies will inspire readers 
to create their own device optimization techniques and research FETs to make them 
appropriate for forthcoming circuit applications. Finally, the book covers how to 
perform numerical simulations of FETs using the technology computer-aided design 
(TCAD) tools Silvaco ATLAS and Sentaurus to assist new researchers in the sub-
ject of FETs. In addition, this book endeavors to cover all recent scholarly articles 
on FETs to ensure that it also covers the state of the art. We have emphasized the 
qualitative qualities of the devices throughout this book. This was done so that read-
ers could obtain a spontaneous grasp of the devices rather than being obstructed by 
complex equations. This book is projected to accomplish this prerequisite for device-
to-circuit-level research work.

SHORT EXPLANATION OF THE CHAPTERS

Effective communication among research scholars working on device processes, 
device physics and modeling, circuit designs, sensing applications with advanced 
materials, and quantum mechanics is a critical facilitator for hatching and advancing 
innovations from investigation to implementation. Chapters in this book cover:

Chapter 1: This chapter predicts that the CMOS transistor must be able to scale 
to at least the 3 nm node by the year 2021 to 2022. CMOS might finally run out 
of steam, prompting the creation of a new switch technology. In order to continue 
improving the power and performance of computing, it is crucial for the semicon-
ductor industry to find a new integrated circuit technology that can take us beyond 
the CMOS era. Devices based on electron spin (spintronics) and nano-magnetism 



x Preface

are examples of fields that are currently being explored, as are quantum electronic 
devices such as the tunneling field-effect transistor (TFET).

Chapter 2: This chapter describes tunneling briefly. The tunneling phenomenon 
and the methodology for calculating the tunneling rate are also offered. By describ-
ing the current–voltage statistics, TFET functioning is explained. Ambipolarity and 
low ON-state current are two concerns that affect TFET effectiveness; methods to 
address them, such as gate–drain under- and overlap, hetero gate dielectrics struc-
tures, and area-scaled TFET topologies, are detailed. It is shown that III-V TFETs 
can overcome the diminished ION constraint. A TFET-based circuit design methodol-
ogy is also reported. Ways to deal with these issues, such as prolonged saturation, 
increased Miller capacitance, and unidirectional conductivity, are discussed.

Chapter 3: Modeling a FET requires a detailed understanding of its physical 
operation and an accurate representation of its behavior. This work shows different 
approaches to FET device modeling, including analytical models, semi-empirical  
models, and physics-based models. Each approach has its own advantages and 
disadvantages.

Chapter 4: Organic transistors can be fabricated on flexible substrates, result-
ing in flexible electronic applications that cannot be achieved with conventional 
silicon-based transistors. Along with this, trap states and mathematical modeling 
are explained in detail throughout the organic material structure as deep and shal-
low traps. The current–voltage equation has been reviewed to discuss the effect of 
trap parameters on the performance metrics of the device. The trap states affect the 
device capacitance and add a brief hump of short duration due to trap capacitance.

Chapter 5: This chapter discusses the basic TFET architecture and its operation 
using the concepts of energy band diagrams. ON- and OFF-states of the device are 
explained by adding their band diagrams to help readers grasp an understanding 
of tunneling junction and barrier width. Various simulation, fabrication, and noise-
related challenges and issues are addressed in this chapter. A detailed analysis of a 
TFET-based biosensor is presented.

Chapter 6: This chapter includes an investigation of hetero buried oxide (HBOX) 
doped-pocket gate-engineered TFET structures. The low-K and high-K oxide layers 
that are present in the buried oxide layer at the drain and source terminals of TFETs 
boost the ON-state current and cause the ambipolar current to recede by varying dif-
ferent parameters such as HBOX and silicon thickness. HBOX-TFET performance is 
analyzed for direct current (DC) and analog/radiofrequency (RF) performance. The 
exceptional parameters extracted by the proposed HBOX-TFET prove its applicabil-
ity for low-power DC and analog/RF applications.

Chapter 7: This chapter consists of a brief history of transistors and how they 
evolved, and it introduces ferroelectric materials and their properties. The addition 
of a ferroelectric substance to a traditional L-shaped TFET (L-TFET) and its impact 
are analyzed through the characteristics of the proposed device. The proposed 
device, a negative-capacitance L-TFET (NC-L-TFET), is compared with L-TFETs 
in terms of various parameters.

Chapter 8: In this chapter, a Si-doped MoS2-based step-structure double-
gate TFET (MoS2-SS-DG-TFET) with a wide variety of properties is examined. 
To enhance device performance, this device uses a low dielectric thickness at the 
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source–channel junction. The MoS2 material has a special property: Its energy gap 
varies with the number of material layers. Using this varied number of layers causes 
a small energy gap at the source side that improves ON-current and a large energy 
gap at the drain side that minimizes OFF-current. The suggested device can be 
employed for high-temperature applications, as evidenced by the fluctuation in DC 
and analog characteristics. In the TCAD simulator, temperatures between 250 K and 
500 K have been examined to measure the device’s performance.

Chapter 9: In this chapter, compact implementation of logic gates for digital 
applications using a step-channel TFET (SCTFET) is presented. OR, AND, NOR, 
and NAND logic gates are implemented by optimizing the gate work function and 
utilizing the gate-to-source overlap approach. The gate-to-source overlap method is 
used to implement the AND and NOR logic functions.

Chapter 10: In order to design an effective static random-access memory 
(SRAM) cell, this chapter provides in-depth research on several SRAM characteris-
tics, including read delay, write delay, read stability, and write stability, of the circuit 
that is to be designed. Along with these parameters are others like delays, average 
power dissipation, and stability via changing the cell ratio, the pullup ratio, and dif-
ferent supply voltages. For this, 7T to 13T SRAM (odd numbers of transistors) was 
investigated to accomplish the improved static noise margin.

Chapter 11: A detailed overview of the Synopsys TCAD software suite (Sentaurus 
Structure Editor, SDevice, SVisual, and Inspect) is briefly discussed in this chapter. 
In later sections of the chapter, a novel, vertically stacked, gate-all-around nanosheet 
field-effect transistor (GAA-NSFET) is designed and simulated. The GAA-NSFET 
structure enables us to continue metal–oxide–semiconductor field-effect transistor 
(MOSFET) scaling beyond 10 nm and proves to be a better alternative for the substi-
tution of fin field-effect transistors (FinFETs). The GAA-NSFET structure consists 
of several stacked channels, thus effectively improving the ION (ON-state current) 
and output characteristics of a MOSFET.

Chapter 12: This chapter provides a detailed explanation of basic simulation steps 
of TCAD tools. This includes basic information on device structure definition, mesh 
generation, material property assignment, simulation setup, simulation execution, 
postprocessing, and visualization. Finally, the simulation results are compared to 
experimental data to validate the accuracy of the simulation. A conventional silicon 
MOSFET has been designed using a Cogenda TCAD simulator tool to understand 
the TCAD simulation process.

We believe that learners, researchers, and training engineers in the industry will 
find this book beneficial.

THANKS TO THE CHAPTER AUTHORS

We extend our heartfelt thanks to all the chapter authors for their contributions and 
diligent work in this book. When the chance arose to begin writing this book on TFET 
technology, all writers agreed that now was the opportune moment to look back on 
the previous decade’s research on TFETs as well as compile the most recent findings. 
With this in mind, the respective authors dedicated their time to produce a thorough, 
comprehensive, and informative new book for sharing and distributing information.
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Future Prospective 
Beyond-CMOS 
Technology
From Silicon-Based Devices 
to Alternate Devices

G. Boopathi Raja

1.1 INTRODUCTION

Manufacturing integrated circuits often involves the use of complementary metal–
oxide–semiconductor (CMOS) technology as the primary technology. The CMOS 
technique is used in a wide variety of electronic components, including microcon-
trollers, batteries, and digital sensors, because of the many significant benefits that 
it offers. In order to implement a wide variety of logic operations, this technology 
makes use of both the N and P MOSFET channels (NMOS and PMOS, respectively), 
which are both intended to have matching qualities when they are developed.

Before CMOS logic came along, PMOS and NMOS logic were the most common 
ways to build logic gates. Eventually, the NMOS technology, which had been the 
industry standard for making integrated circuits, took over from the PMOS tech-
nology. CMOS started off being a slower and more costly option than NMOS. The 
primary benefits of NMOS technology are its straightforward physical process, high 
functional density, lightning-fast processing speed, and cost-effective production. 
Electrical asymmetry and the loss of static power are two of the most significant 
drawbacks associated with NMOS technology. Utilizing CMOS technology helps to 
reduce the impact of these limitations. The fact that power loss is only ever experi-
enced during the switching of circuits is the primary benefit offered by CMOS tech-
nology. This results in significantly improved performance, since it makes it possible 
to integrate a greater number of CMOS gates into an integrated circuit.

Based on the 2001  edition of The International Technology Roadmap for 
Semiconductors(ITRS), which showed how quickly metal–oxide–semiconductor 
field-effect transistor (MOSFET) technology was getting better, several new tech-
nologies have been developed to expand CMOS into nanoscale MOSFET archi-
tectures. In 2023, the semiconductor industry will concentrate on lithography and 
advanced process nodes. Major semiconductor companies might introduce 3nm and 
5nm nodes to increase the density and efficacy of transistors. These developments 
will facilitate the development of processing units, memory modules, and SoCs. 
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The packaging innovations allow for miniaturization and integration, resulting in 
more efficient and compact devices. There is a growing hope that, with the help of 
these new technologies, it will be possible to expand MOSFETs to the 22-nm node 
(which corresponds to a 9-nm physical gate length) by the year 2016, if not before. 
There will almost certainly be some new, innovative materials in these new devices. 
New MOSFET topologies that do not need bulk materials have been skillfully crafted 
using these materials. They will have a ravenous desire for power and be exceedingly 
quick and dense at the same time. There is a possibility that intrinsic device veloci-
ties may be more than 1 THz, and there is also a possibility that integration densities 
could be greater than 1 billion transistors per square centimeter. However, due to 
their high power consumption, these high-performance devices ought to be used 
only in critical pathways where their enhanced performance is required. The road-
map for semiconductors will emphasize energy management and efficiency. Modern 
electronics contend with heat production and energy usage. Dynamic frequency and 
adaptive voltage scaling increase energy efficiency and battery lifespan. It is possible 
to minimize the total power consumption of the device by using two or even three 
extra MOSFETs that have lesser performance but greater power efficiency. These 
MOSFETs might be utilized to carry out functions that are less performance-critical.

In addition to CMOS, fundamentally new technologies as well as architectural 
designs are now being developed for the processing and storage of data in the future. 
Rather than attempting to “replace” CMOS, a few of these new ideas, when paired 
with a CMOS platform, could make it possible to employ microelectronics in meth-
ods that are not feasible with CMOS on its own. A new technique of processing infor-
mation that is successful will almost surely need an alternative platform technology. 
It comprises a fabric of connected primitive logic cells, maybe in three dimensions. 
This is because the old method of processing information was inefficient. This new 
logic paradigm might also recommend an updated information-processing architec-
ture that is consistent with the logic fabric and that makes the most of the capabilities 
of the logic fabric. The Information Society Technology Project of the European 
Commission developed the Technological Roadmap for Nanoelectronics. It gives a 
good description of nanoelectronics devices (emerging technologies).

“Beyond CMOS” refers to improvements in digital logic that are expected to 
come in the future and go beyond the scaling limits set by CMOS. These limitations 
are intended to minimize heat impacts by restricting the speed and intensity of the 
device. Digital logic is necessary for the creation of electronic and logical devices. 
It enables us to perform activities critical to the success of a system, such as design-
ing circuits and testing computer chips. CMOS is the acronym for complementary 
metal–oxide–semiconductors, which are the standard on-and-off switches in mod-
ern semiconductor products [1].

In other words, “beyond CMOS” refers to new technologies in digital logic or 
emerging technologies in general that are used to explain the events and signals in 
a digital circuit. It is expected that these technologies would get around the scaling 
problems caused by CMOS [2, 3]. It has already been surpassed by an order of mag-
nitude for feature size and by two orders of magnitude for speed [4, 5].

Moore’s law will be partially met by new materials, architectures, devices, and 
topologies that will be developed over time and referred to as “beyondCMOS.” One 
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illustration of this is the speculation that the 32-nm CMOS integrated circuit will 
be developed by the year 2020. Its primary purpose is to operate as a supplement to 
the CMOS technology that is now in use, enabling the production of circuits with a 
greater switching capacity and an improvement in the information storage capacity 
of such devices. This is necessary since the CMOS technology that is currently in 
use will not be able to surpass certain capacity constraints.

Experts say that beyond-CMOS technology will eventually replace silicon 
because the electrical properties of graphene are better than silicon’s physical limits. 
BeyondCMOS is looking into new technologies like nanostructures made of carbon 
nanotubes (CNTs) and spintronics, which send information using the charge and spin 
of electrons.

The following are the primary motivations for launching beyond-CMOS research 
and development:

• When the amount of power used goes up, the speed at which the circuit 
works doesn’t go up enough to keep up.

• Because of the increase in power, there will also be a rise in the temperature 
of the gadget, which will harm its functionality.

• An increase in the number of faults at both the lithography and design lev-
els. This is because, when dealing with such tiny scales, it is quite simple to 
make mistakes in either the printing or the circuit design.

The following is the chapter’s organizational structure: Section 2 discusses the 
various alternatives to beyond-CMOS technology that are based on previous semi-
conductor technologies. Section 3 elaborates on the role of industries and researchers 
in the advancement of beyond-CMOS technology. Sections 4 and 5 discuss applica-
tions of beyond-CMOS technology and alternatives to CMOS electronics. Section 6  
explains futuristic gadgets that use beyond-CMOS technology. Section 7 summa-
rizes, in the conclusion, the important key features of technology beyond CMOS.

1.2  BEYOND-CMOS TECHNOLOGY FROM EXISTING 
AND PAST SEMICONDUCTOR TECHNOLOGIES

“Beyond CMOS” refers to the computer logic techniques. It may be created in the 
future, and it will be able to scale beyond the CMOS scaling constraints. It will 
restrict the density and speed of devices since they heat up. Beyond-CMOS technolo-
gies will be capable to scale beyond the CMOS scaling limits.

The International Technology Roadmap for Semiconductors (ITRS) 2.0 was 
indeed a significant document in the semiconductor industry, published in 2013 as 
a continuation of the original ITRS roadmap. It aimed to provide guidance and pre-
dictions for the future development of semiconductor technology. However, ITRS 
2.0 was succeeded by the International Roadmap for Devices and Systems (IRDS) 
in 2017. Within ITRS 2.0 (2013) and its successor, the International Roadmap for 
Devices and Systems(IRDS), there are a total of seven focus groups, and one of them 
is called Beyond CMOS. It is focused on exploring and defining technologies and 
devices that go beyond conventional Complementary Metal-Oxide-Semiconductor 
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(CMOS) technology. CMOS technology has been the basis of semiconductor manu-
facturing for several decades, but as it approaches its physical limits, the industry is 
researching and developing new technologies to continue advancing the field.

The Beyond CMOS focus group within IRDS is tasked with assessing and guid-
ing the development of emerging technologies that can potentially replace or com-
plement CMOS technology as it becomes increasingly challenging to scale down. 
This includes exploring novel materials, devices, and architectures that could pave 
the way for the next generation of semiconductor technology.

Central processing unit (CPU) clock scaling: Computers with CMOS processors 
(like the 12 MHz Intel 80386) were first sold to the public in 1986. The clock speeds 
of CMOS transistors increased in tandem with their dimensions being reduced. The 
clock speeds of CMOS CPUs have remained stable at approximately 3.5 GHz since 
approximately 2004.

A comparison of the efficiency gains that could be made with “more Moore” 
(i.e., more improvements to the current technology) and “beyond CMOS”: The 
following is an excerpt from the IRDS. CMOS device sizes are continuing to 
shrink; for examples, see Intel Tick-Tock and ITRS: Ivy Bridge at 22 nm was 
released in 2012, and the first processors at 14 nm were distributed in the fourth 
quarter of 2014.

Samsung Electronics displayed a 300-mm wafer of 10-nm fin field-effect transis-
tor (FinFET) chips in May 2015. Beyond-CMOS research and development focuses 
on the extension of integrated circuit technology to truly innovative methodologies 
in order to construct the optimal paths for technological breakthroughs far beyond 
the conclusion of CMOS dimensional scaling. Even though semiconductor technol-
ogy has changed a lot over the years, other technologies that are based on research 
have also changed a lot.

The primary objective of this chapter is to survey, evaluate, and classify promis-
ing new technologies in terms of their long-term viability and technological matu-
rity. This chapter also talks about the scientific and technical problems that keep the 
semiconductor industry from using them. These problems are seen as acceptable 
risks for future development. Researchers are developing both nonvolatile as well as 
volatile memory technologies in an attempt to replace static random-access memory 
(SRAM) and FLASH in the appropriate applications. Due to present scaling limita-
tions, it is essential to obtain electrically accessible memories that are:

• Embeddable
• Low power
• High density
• High speed
• Possibly nonvolatile

The sizes of modern memory systems vary substantially. Some, especially mobile 
systems, might be sufficiently small to be gigabyte-based, whereas others might 
need some extra bytes of storage. Regardless of system size, the issue is the same: 
The majority of computer systems seldom run at peak demand. Even with modest 
consumption rates, modern data servers still need a great deal of power.
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These kinds of difficulties highlight the potential usefulness of permanent 
memory. If this capability did not need to be renewed regularly, the operating 
strain on logic devices could be greatly reduced. Refresh power may use as much 
as one-third of the energy required by a large computer system; if this power were 
made available, customers might use it to operate devices that are far faster and 
more powerful.

1.2.1 Moore’s Law

Gordon E. Moore, the cofounder of Intel, hypothesized in 1965 that the total amount 
of transistors that could be crammed into a given volume would approximately dou-
ble every two years. This prediction was based on the fact that transistors are used 
in electronic circuits.

Gordon E. Moore did not refer to his observation as “Moore’s law,” and neither 
did he set out to produce a “law” when he remarked. Moore based his comment on 
observations he made at Fairchild Semiconductor, where he worked, on future trends 
in the manufacture of chips. Moore’s observation was eventually turned into a pre-
diction, which led to the idea that became known as Moore’s law [5].

Moore’s law states that the number of transistors on a microchip may double 
every two years. The law ensures that computer speed and capacity will continue 
to improve at a rate of 100% every two years, while their costs will fall. The sec-
ond rule of Moore’s law states that this growth is happening at an exponential rate. 
Gordon Moore, who helped build Intel and was once the CEO of the company, is 
credited with coming up with the idea for the law. Figure 1.1 shows the evolution of 
Moore’s law.

1.2.2 opinion of the irDstM on BeyonD CMos

The goal of the IRDSTM is to find beyond-CMOS devices that will help make possi-
ble new ways of using computers that go far beyond what is possible with traditional 
CMOS designs and technology. The Beyond CMOS focus group of the IRDSTM was 
made with the specific goal of finding research opportunities, evaluating existing 
devices, and mapping future devices [6].

The IRDSTM Beyond CMOS section has several pillars on which its projects are 
built. New gadgets for cognitive processing, logic, and storage receive consider-
able attention in this chapter. The IRDSTM community has a strong interest in many 
emerging application domains. Elements of big data analytics, device security, and 
intelligent computing are discussed in this chapter.

The Beyond CMOS study found that the circuit, architect, and device groups 
are now trying to reach more than one goal. Coordinating the creation of new 
devices is very important if they want to make big steps forward in the field of 
computing.

While Moore’s law and typical CMOS scaling are expected to continue for the 
next few years, the IRDSTM recognizes that we are fast nearing the limits of conven-
tional scaling. Scaling as we know it will likely stop due to issues such as increasing 
pricing and fundamental physical effects. The roadmap admits that challenges such 
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as gate length (outside system connectivity) are one illustration of how statistical 
distributions and critical dimensions may impede CMOS scaling attempts.

The IRDSTM is designed to provide maximum performance with the lowest energy 
usage. As a consequence of recent advances and improvements in the technologi-
cal sector, the emphasis has shifted toward new computing paradigms, capabilities, 
and applications. Several guiding principles for present and future beyond-CMOS 
research are stated in the roadmap.

1. Nanoscale thermal management
2. Nonthermal equilibrium systems
3. Computational state variable(s) other than solely electron charge
4. Sub-lithographic manufacturing process
5. Novel energy transfer interactions
6. Alternative architectures

FIGURE 1.1 Evolution of Moore’s law.
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1.2.3 evoLution of CMos anD BeyonD CMos

Even though the performance of integrated circuits has been getting better and bet-
ter over the past 30 years, CMOS technology has been around for much longer. 
Frank Wanlass came up with the method in 1963, but it didn’t get much use until the 
256 Kb CMOS dynamic random-access memory (DRAM) came out in 1984. Since 
then, CMOS technology has been a key part of the development of many digital 
circuits, including electronic parts, microcontrollers, embedded systems, sensors, 
memory, and many more.

Since the unfortunate discovery (made by Gordon Moore in 1965) that integrated 
circuit transistors quadruple every 18 months, a lot has changed. Researchers have 
put in a lot of work to find ways to deal with the problems that standard CMOS 
causes. High gate leakage currents, gate stack reliability, source-to-drain leakage, 
and channel mobility degradation have all played a big part in how CMOS has 
changed over time.

A new CMOS technology node (i.e., the advancement of CMOS technology at 
32 nm and upwards) has developed about every 24 months during the past 15 years. 
Each node has its changes, which usually means that density goes down by 2% and 
performance goes up by 35% per node. Because of limits on power and the ability 
of chips to use more power, CMOS scaling has become a technology that focuses 
more on density. Figure 1.2 shows how the number of transistors used in CPUs and 
memory-integrated circuits has increased over time [7].

FIGURE 1.2 Illustration of how the number of transistors in central processing units (CPUs) 
and memory-integrated circuits has grown over time [7].
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Nonclassical CMOS structures include improved MOSFETs. Utilizing novel tran-
sistor structural designs provides the way for scaling CMOS within the timeframe 
of the 2001 Roadmap. This may be accomplished via the use of nonclassical CMOS 
structures. Nonclassical submissions include an ultrathin-body silicon-on-insulator 
(SOI), a band-designed transistor, and three double-gate architectures. These struc-
tural alterations are contrasted in Table 1.1, and also their implications are described.

1.2.4 what Makes BeyonD-CMos teChnoLogy feasiBLe now?

It is important to keep in mind that a lot of beyond-CMOS technology can’t be 
used in the real world right now. Commercially, specialized products are available, 
although beyond-CMOS capabilities are seldom used by the general population. It is 
now possible to work toward these capabilities [8].

This study on beyond CMOS is possible right now because of several factors, such 
as the need for it, external technological innovation and progress, and a very high 
level of adaptability [9, 10]. Scaling CMOS technology is rapidly losing its potential. 
Academicians and researchers from across the globe are driven to investigate these 
technologies due to the lack of alternatives [11–13].

The huge amount of work that has gone into making computers better over the past 
few decades has also made a big difference in how good they are now. Professional 
research organizations have a keen interest in resistive-switching electronics, mag-
netic devices, and a range of other technologies and capabilities that have been stud-
ied for a considerable amount of time.

Because the possibilities of beyond-CMOS technologies are so diverse, research-
ers have a lot of leeway in deciding where to focus their attention and efforts. This 
means that people who know a lot about circuits and designs, for example, can focus 
on them and give detailed feedback on development, while other groups can work 
on building nano- and microelectromechanical systems (NEMS and MEMS, respec-
tively) or improving magnetic logic [14, 15].

Together, these factors, as well as the efforts of forward-thinking individuals and 
organizations that recognized the need for this technology, made it possible for us to 
begin developing beyond-CMOS technology. Research and development might stop 
moving forward if there weren’t so many ways to go, so many specialties to choose 
from, and new ideas coming from outside the field.

“Beyond-CMOS technology” refers to the new materials, structures, devices, and 
architectures that will be made in the far future (when CMOS technology reaches 
its physical limits) and should be in used semiconductor industry by 2020. The main 
goal of this innovation is to work as a supplement to CMOS technology so that it is 
easier to make circuits with more space to store information.

Table 1.2 provides a review of the documented research efforts that have been 
made on numerous different memory technologies. As may be observed, current 
research initiatives are investigating a wide array of fundamental memory systems. 
These processes consist of charge retention by Coulomb blockade potential, charge 
retention by magnetic phenomena, surrounding dielectrics, chemical phenomena, 
and phase alterations in the material. Shortly, the majority of these memory options 
will likely be integrated into a CMOS-based technology platform. In the context of 
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TABLE 1.1
Nonclassical CMOS

Device Methodology Application/
Driver

Advantages Scaling Issues Design Challenges

Ultrathin-
Body SOI

Fully depleted 
SOI

• Higher 
performance

• Higher 
transistor 
density

• Lower power 
dissipation

• Improved 
subthreshold slope

• Vt controllability

• Si film thickness
• Gate stack
• Worse short-channel effect than bulk CMOS

• Device 
characterization

• Compact model and 
parameter extraction

Band-
Engineered 
Transistor

SiGe or strained 
Si channel  
Bulk Si or SOI

• Higher drive current
• Compatible with 

bulk and SOI CMOS

• High-mobility film thickness, in case of SOI
• Gate stack
• Integration

• Device 
characterization

Vertical 
Transistor

Double-gate or 
surround-gate 
structure (no 
specific temporal 
sequence for 
these three 
structures is 
intended)

• Higher drive current
• Lithography-

independent Lg

• Si film thickness
• Gate stack
• Integrability
• Process
• Accurate TCAD complexity, including QM effect

• Device 
characterization

• PD versus FD
• Compact model and 

parameter extraction
• Applicability to 

mixed-signal 
applications

FinFET • Higher drive current
• Improved 

subthreshold slope
• Improved 

short-channel effect
• Stacked NAND 

gate

• Si film thickness
• Gate stack
• Integrability
• Process
• Accurate TCAD complexity, including QM effect

Double-Gate 
Transistor

• Gate alignment
• Gate stack
• Integrability
• Process
• Accurate TCAD complexity, including QM effect

Note: CMOS: Complementary metal–oxide–semiconductor; FD: Fully Depleted; FinFet: Fin field-effect transistor; PD: Partially Depleted; QM: Quantum Mechanics; 
SOI: Silicon-on-insulator; TCAD: Technology CAD; Vt: Threshold Voltage.
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TABLE 1.2
Emerging Research Memory Devices

Storage Mechanism Device Types Availability General Advantages Challenges Maturity
Baseline 2002 
Technologies

DRAM 2002 • Density
• Economy

• Scaling Production

NOR FLASH • Nonvolatile

Magnetic RAM Pseudo-spin valve 2004 • Nonvolatile
• Long-lasting
• Rapid reading and writing
• Hard radiation
• NDRO

• Integration problems
• Material quality
• Magnetic property management for write 

operations

Development

Magnetic tunnel 
junction

Phase-Change Memory OUM 2004 • Low power
• Nonvolatile
• NDRO
• Hard radiation

• New materials and integration Development

Nano Floating-Gate 
Memory

Barrier-engineered 
tunnel

nanocrystals

2005 • Nonvolatile
• Fast read and write

• Material quality Demonstrated

Single/few Electron 
Memories

SET 2007 • Density
• Power

• Dimensional control (room temperature operation)
• Background charge

Demonstrated

Molecular Memories Bistable switch
molecular devices

2010 • Density
• Energy
• Equivalent switches
• Larger I/O disparity
• Possibilities for 3D
• Less difficult to communicate
• Tolerance-based circuitry

Volatile thermal stability Demonstrated

Note: DRAM: Dynamic random-access memory; I/O: Input/output; NDRO: Non-Destructive Read Out; NOR: NOR gate; OUM: Ovonic Unified Memory; SET: Single-
Electron Transistor.
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CMOS platform technology, fabrication may be thought of as a sort of modifica-
tion or addition. The following technologies are used as benchmarks: DRAM and 
FLASH NOR. Table 1.2 compares the properties of developing research memory 
devices with those of present DRAM and FLASH NOR technologies. DRAM and 
FLASH NOR are the two types of memories that create the most volume at the 
moment. Magnetic random-access memory (MRAM) and phase-change random-
access memory (PCRAM) are two of the new memory technologies that may become 
available in the near future by 2030. Nonvolatility is one of the primary motivating 
factors for the development of both of these technologies.

BeyondCMOS is being studied in a lot of different ways. Some of the things that 
are being looked at are magnetic devices, MEMS, response electronics, and devices 
that use two-dimensional (2D) materials. The following are some of the most note-
worthy investigations:

• Circuits and architectures include both circuits that only use new technol-
ogy and hybrid circuits that use both new and old technology. Research is 
being done on massively parallel architectures, processors for applications 
like image processing and pattern recognition, and circuits for radiofre-
quency (RF) systems.

• Magnetic logic: The logic that is built with new magnetic devices is called 
“mLogic,” and it is being looked at as a possible technology for developing 
electronic systems in a world where energy is a limited resource. Because 
it is made without semiconductors and only uses magnetic devices, each 
logic gate can act as its own independent nonvolatile storage element. The 
mLogic systems can be powered with as little as 100 mV of voltage.

• MEMS and NEMS are embedded and specialized miniature systems that 
consist of one or more components or micromachined structures that func-
tion as sensors or actuators to enable functions at a higher level inside the 
structure of a more complex system. Embedded and specialized miniature 
systems can be broken down into two categories: generalized and specific. 
Whereas MEMS technology operates on a micrometric scale, NEMS tech-
nology operates on a nanometric scale.

• Resistive switching electronics: The materials described here can be used 
to add new features to classic CMOS, like memory cells, nonlinear two-ter-
minal selection devices, RF signal switches, oscillator relaxation, and surge 
protection devices. These materials might be as simple as metal oxides or 
as complex as phase-transition chalcogenides.

• Devices based on 2D materials: Graphene and other materials have unique 
electrical and optical properties that can be used to make brand-new elec-
tronic devices. These could be used in areas like photonics and neural 
networks.

In contrast to memory technologies, which are thought to have a wide range 
of potential applications, beyond-CMOS solutions for logic devices are projected 
to have a greater emphasis on application specificity. One further key difference 
between beyond-CMOS memory logic is that, although it is believed that memory 
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alternatives may be incorporated into a CMOS technological platform, it may be 
more difficult to do so for logic devices. This distinction is one of the most important 
differences between the two. Table 1.4 provides an overview of published research 
on key developing logic technologies.

In an approach similar to that of memory devices, contemporary logical tech-
nologies need to satisfy some basic needs. In the context of beyond CMOS technol-
ogy, akin to memory devices, modern logical technologies must fulfill fundamental 
requirements and exhibit compelling characteristics to justify the substantial invest-
ments needed for the development of new infrastructure. This rationale is crucial, 
as the establishment of fresh infrastructure entails significant resource allocation. 
Every newly developed information-processing technology needs to first and fore-
most be capable of satisfying the following requirements:

• Functionally scalable considerably beyond (>100×) CMOS
• A remarkable pace of data processing as well as throughput
• Minimum amount of energy required for each operational function
• The lowest possible scalable cost for each functional activity

Spintronics is the technique that has been used the most in the creation of beyon-
dCMOS. It is used to fix the problem of power loss that can happen in integrated 
circuits with a lot of transistors. Quantum mechanics, which shows how the spin 
of an electron can be used, backs up this idea. It is possible to think of it as a brief 
magnetic moment that is experienced by an electron. Having control over the spin’s 
polarity is a huge benefit. This makes it possible to take into account the amount of 
energy that is lost in a transistor.

1.3  ROLE OF INDUSTRY IN THE ADVANCEMENT 
OF BEYOND-CMOS TECHNOLOGY

Beyond CMOS would not be where it is now without the enormous contributions 
made by Intel. When combined with ultralow power while sleeping, the business’s 
unique magneto-electric spin-orbit (MESO) logic circuit can cut voltage by five 
times and energy use by 10–30 times [16]. The technology was created and presented 
by the company. Modern semiconductors based on complementary metal oxides are 
incapable of such feats.

The term “beyond CMOS” refers to digital logic technologies that might be 
developed in the future. These will be capable of scaling beyond the current CMOS 
scaling constraints. These scaling limits restrict the density and speed of devices 
because they heat up; hence, “beyond CMOS” refers to digital logic technologies that 
will be able to scale beyond these limits [17].

Intel is doing secret research on possible ideas for the time after CMOS, and sev-
eral other companies and scientists have also helped. The Nanoelectronics Research 
Initiative (NRI) is going on a journey to evaluate these potential alternatives to one 
another as semiconductor research organizations throughout the globe scramble 
to develop a viable successor to CMOS.UCLA’s California NanoSystems Institute 
(CNSI) has pioneered several research programs in the field, recognizing the global 



13Future Prospective Beyond-CMOS Technology

need for beyond-CMOS technology. CNSI researchers are devoted to producing 
adaptive, accessible electrical gadgets that enable us to imagine a future without 
CMOS.

As mentioned earlier, “Beyond CMOS” is the name of one of the seven focus 
groups of ITRS 2.0 (2013) and its successor, the IRDS. Beginning in 1986, there 
was a proliferation of CMOS-based CPUs (e.g., the 12 MHz Intel 80386). Figure 1.3 
shows the advancements in CPU clock scaling over the years.

1.3.1  the iMpaCt of BeyonD-CMos teChnoLogy 
DeveLopMents on other researCh fieLDs

Most likely, the easiest way to find related study disciplines is to look at the IRDS 
emphasis areas again. Beyond CMOS is a big and important part of the goals that 
have been set, but there are more important parts for research and development [6, 
18, 19]. Several roadmap International Focus Teams (IFTs) were made to see where 
things stood and how much progress could be made in the following areas:

• Systems and architectures
• Lithography

FIGURE 1.3 Advancements in CPU clock scaling.
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• Yield enhancement
• Application benchmarking
• More Moore (a term from Moore’s law that describes how technology has 

gotten better over time)
• Making standard integrated circuits
• Outside system connectivity
• Emerging research materials

Figure 1.4 presents a performance comparison between “more Moore,” which 
refers to the practice of producing more enhancements to the now-available technol-
ogy, and “beyond CMOS,” which refers to the practice of making significant altera-
tions to how technology operates.

The demand for the creation of new system designs is being driven by the devel-
opment of innovative technologies for wafer bonding. This is urging both research 
toward the three-dimensional (3D) integration of silicon devices as well as the 

FIGURE 1.4 A comparison of the potential productivity increases that may be achieved 
with “more Moore” (that is, more enhancements to the existing technology) versus “beyond 
CMOS.”
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construction of new system architectures. Similarly, the creation of optical input/out-
put with the potential for high bandwidth could influence the design of a new archi-
tecture that might take advantage of this capacity. This possibility exists because of 
the progress of optical input/output. As a consequence of this, the development of 
new processes might be seen as the possibility of new architectures that were not 
previously realizable. The following research architectures that are on the horizon 
are outlined in Table 1.3.

TABLE 1.3
Emerging Research Architectures

Architectures
Device 
Implementation Challenges Advantages Maturity

3D Integration CMOS employing a 
variety of different 
material systems

• Heat elimination
• Absence of design 

tools
• Challenging test 

and measurement

• Less interconnect 
delay

• Enables mixed 
technology 
solutions

Demonstration

Quantum
Cellular
Automata

Arrays of quantum 
dots

• Limited fan 
output

• Dimensional 
control (low-
temperature 
operation)

• Background 
charge sensitive

• Excellent 
functional density

• No connections 
in signal path

Demonstration

Defect-Tolerant 
Architecture

Intelligently 
assembles 
nanodevices

• Requires 
pre-computing 
test

• Helps hardware 
that has defect 
densities that are 
greater than 50%

Demonstration

Molecular
Architecture

Molecular switches 
and memories

• Limited 
functionality

• Allows for 
computing that is 
done in memory

Concept

Cellular
Nonlinear
Networks

Single-electron 
array architectures

• Subject to 
background noise

• Tight tolerances

• Makes it possible 
to use single-
electron devices 
at room 
temperature

Demonstration

Quantum
Computing

• Spin resonance 
transistors

• NMR devices
• Single-flux 

quantum 
devices

• Extreme 
application 
limitation

• Extreme 
technology

• Enables 
unbreakable 
cryptography and 
exponential 
performance 
scaling

Concept

Note: CMOS: Complementary metal–oxide–semiconductor; NMR: Nuclear magnetic resonance.
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1.4 APPLICATIONS OF BEYOND-CMOS TECHNOLOGY

1.4.1 existing BeyonD-CMos teChnoLogy appLiCations

Beyond-CMOS process technology is being used in a variety of specialized applica-
tions. For instance, Josephson junctions are essential for the deployment of qubits as 
well as the management systems that govern them. Due to the temperature sensitivity 
of qubits, Josephson junctions are the optimal option due to their orders-of-magni-
tude lower power dissipation per computation than CMOS.

Aside from CMOS, technology has almost always played a significant role in the 
medical industry. Superconducting quantum interference devices (SQUIDs), which 
are sensitive superconducting devices, have made noninvasive evaluations of elec-
trophysiological activity feasible. Magnetoencephalography (MEG)is a magnetic-
source imaging technique that has a price tag of over $500 million USD by the year 
2020. Aside from CMOS technology, medical professionals can use magnetocardi-
ography to detect major issues, such as abnormalities in the fetal heart rhythm.

1.5 ALTERNATIVES FOR CMOS ELECTRONICS

In information technology, the performance of microprocessors has gotten a lot 
better over the last 20 years. Moore’s law states that every two years, the device 
complexity and hence the performance of microprocessors will double. For this per-
formance boost to happen, the size of CMOS transistors, which are the brains of 
microprocessors, must be greatly reduced. Currently, CMOS electronics are com-
posed of structures of around 100 nm. Consequently, the functionally critical com-
ponents of the transistor now have just a few dimensions on the atomic-layer scale. 
Soon, CMOS component designs will approach the sub-100-nm level by the year 
2030. Extreme ultraviolet (EUV), X-ray, and electron-beam lithography, as well as 
scanning probe methods, nanoimprinting, and self-organization processes, are now 
being investigated for the fabrication of structures smaller than 100 nm.

Conventional CMOS technology suffers from physical restrictions. CMOS will 
ultimately have a structural width limit of 20–30 nm due to the properties of electron 
waves. Miniature wires require a reduction in current density to address the elec-
tromigration issue. Further circuit miniaturization is also hampered from a finan-
cial aspect, since it is projected that manufacturing costs for such microchips would 
increase faster than their market return. Several technologies, including spintronics, 
molecular electronics, and quantum information processing, are proposed as pos-
sible future alternatives for CMOS technology.

All of these ideas incorporate genuine, practical nanotechnology components. 
The market could shift in the future to 3D devices that are monolithic or stack-
able. Surprisingly, 3D electronics, graphene, and CNTs did not meet the require-
ments according to the most recent performance benchmarks from Intel. The top 
five technologies on Intel’s most promising devices are the spin-majority gate, spin-
wave devices, III–V tunnel field-effect transistors (TFETs), heterojunction TFETs, 
and graphene nanoribbon (GNR) TFETs. GNR TFETs are a new type of TFET that 
uses GNRs as the tunneling material. Decisions need to be taken in the next 10 years 
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to find workable CMOS replacements by the year 2025. Benchmarking techniques 
and measurements are being utilized to organize and direct the study of materials, 
devices, and circuits.

1.5.1 MoLeCuLar eLeCtroniCs

The main goal of the field of molecular electronics is to use organic and/or biologi-
cal molecules to make electronic functions and/or parts. Some of the main problems 
that this field of study tries to solve are how to change switching processes, how fast 
switching happens, how to make large molecular circuits, how to design good proces-
sors, and how molecular circuits interact with the larger world [20, 21]. Approaches 
to self-organization are being studied, specifically for the development of molecular 
circuits. These methods should make it possible to produce these circuits at a lower 
cost. Since fundamental research is still in its infancy, molecule electronics are not 
yet commercially viable. Due to their unique electrical properties, CNTs are a prom-
ising class of materials for molecular nanoelectronics. This includes components for 
transistors and logic circuits as well as the small wires that connect them.

1.5.2 spintroniCs

Magnetoelectronics is frequently viewed as the natural progression that leads to 
spintronics. For data processing, spintronics uses both the magnetic moment and 
charge of a potential electron. Existing projections indicate that components that just 
alter the spin of electrons will process information far more quickly than those that 
depend on electrical charge for very rapid data processing. In addition, switching 
would cost less energy compared to an equivalent charge transfer. Due to the mag-
netic moment providing an extra degree of freedom for the electron, spintronics may 
indeed be developed alongside charge-based data processing. Quantum computers 
might be developed more quickly in the long run if they make use of nuclear spin 
in addition to electron spin. The first component in the field of data storage to make 
use of electron spin has been successfully manufactured in mass quantities. The 
most recent generation of the thin-film read heads for hard disc drives makes use of 
a read head known as a spin valve. It takes advantage of the giant magnetoresistance 
(GMR)effect. MRAM is a highly promising candidate for the development of future 
spintronic data storage components. MRAM is an alternative that could be used in 
place of DRAM or FLASH memory [22–25].

1.5.3 QuantuM CoMputing

Quantum effects appear as disconcerting nanoscale effects that decrease the perfor-
mance of conventional components. Quantum information processing, on the other 
hand, is based on the exact use of quantum effects for a brand-new sort of massively 
parallel data processing. The fundamental unit of information in a quantum computer, 
known as a “qubit” or “quantum bit,” is more quaternary than binary. A unique sort of 
“quantum parallelism” that enables the “simultaneous” exploration of an exponentially 
large number of computing routes on a single device looks to be realizable by using the 
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superposition and entanglement properties wisely. Since its inception, quantum infor-
mation processing has made several significant strides forward, such as the creation of 
two- and three-qubit quantum computers that can carry out fundamental arithmetic 
operations and sort data. The development of a quantum computer that could compete 
with the most advanced digital computer available today is hampered by a few poten-
tially major obstacles. Error correction, decoherence, and hardware design are three of 
the areas that have the potential to be the most challenging.

1.5.4 LogiCs with tunneLing CoMponents

Tunneling components, such as resonant tunneling diodes, take advantage of the 
very fast quantum mechanical tunneling effect. This provides a substantial gain in 
speed as compared to components that are more traditionally used. Photodetectors, 
optoelectronic switches, and high-frequency oscillators in the terahertz region are all 
examples of applications for resistive temperature detectors (RTDs) manufactured 
from III–V semiconductors. There are applications for digital electronics with ultra-
fast, energy-efficient processors in satellite communication systems. Unfortunately, 
there are now so few RTD-based transistor designs. Nevertheless, the earliest logical 
circuits were already in existence. Because the qualities of the components depend 
greatly on the geometry of the component, a rigorous manufacturing process is very 
difficult.

RTDs will continue to be a specialist application if there is no more research and 
development done in this field. Si/SiGe RTDs are thought to have more potential 
because they can be built into standard silicon circuits. However, there are still a 
lot of technical problems to solve. Their sensitivity to radiation should be taken into 
account when thinking about how RTDs could be used in space. This research was 
done in part by working together. Radiation defects significantly reduce the tunnel-
ing current, according to early tests on the radiation sensitivity of RTDs.

Table 1.4 shows the performance analysis of different memory technologies such 
as SRAM, DRAM, FLASH, and so on. The comparison of various memory cells 
was done based on several parameters, including read time, write time, write power, 
and full scalability.

A comparative performance analysis of 6T, 7T, 8T, 9T, and 10T SRAM cells is 
shown in Table 1.5.

The efficiency of graphene nanoribbon field-effect transistor (GNRFET)-based 
SRAM cells is compared with that of CMOS-, FinFET-, and carbon nanotube field-
effect transistor (CNTFET)-based SRAM cells in Table 1.6.

1.6 FUTURISTIC GADGETS USING BEYOND-CMOS TECHNOLOGY

In the near future, several types of novel devices will be crucial for the development of 
security applications. Since hardware security turns into a greater aspect of the design, 
it is anticipated that beyond-CMOS technologies will assume the passive function that 
CMOS technology currently performs in security [17, 27]. Certain characteristics may 
be useful for simplifying circuit structures to improve protection. Figure 1.5 shows 
that, around the turn of the 20th century, an era in which silicon technology was scaled 
geometrically to ever smaller dimensions came to an end [14, 28–30].
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TABLE 1.5
Performance Comparison of 6T, 7T, 8T, 9T, and 10T SRAM Cells

SRAM Memory Cell SNM Write Margin Dynamic Power Delay
6T SRAM 202 340 10.05 5.9

7T SRAM 223 360 4.87 3.6

8T SRAM 397 379 12.46 6.5

9T SRAM 410 330 16.55 7.6

10T SRAM 432 475 17.58 8.0

Note: SNM: Static noise margin; SRAM: Static random-access memory.
Source: [12]

TABLE 1.4
Performance Comparison of Different Memory Technologies

Parameters

Typical Memory Technology New Memory Technology

DRAM SRAM Flash FeRAM ReRAM PCRAM
STT-

MRAM
SOT-

MRAM
Cell Size 6–10 50–120 5 15–34 6–10 4–19 6–20 6–20

Nonvolatility No No Yes Yes Yes Yes Yes Yes

Write Time (ns) 50 ≤2 106 10 50 102 10 ≤10

Read Time (ns) 30 ≤2 103 5 1–20 2 1–20 ≤10

Write Power Low Low High Low Medium Low Low Low

Future Scalability Limited Good Limited Limited Medium Limited Good Good

Note: DRAM: Dynamic random-access memory; FeRAM: Ferroelectric random-access memory; 
PCRAM: Phase-change random-access memory; ReRAM: Resistive random-access memory; 
SOT-MRAM: Spin–orbit torque magnetic random-access memory; SRAM: Static random-access 
memory; STT-MRAM: Spin-transfer torque magnetic random-access memory.

TABLE 1.6
Performance Comparison of a Standard 6T SRAM Cell at a 32 nm Technology 
Node [12], [26]

Parameters Used CMOS-Based 
Design

FinFET-Based 
Design

GNRFET-Based 
Design

CNTFET-Based 
Design

Average Power 
Consumption

16.6 nW 10.23 nW 8.23 nW 6.21 nW

Total Voltage Source 
Power Dissipation

5.51 nW 34 nW 0.40 nW 32.9 pW

Average Delay 0.29 µs 4.65 ns 3.75 ns 2.50 ns

Note: CMOS: Complementary metal–oxide–semiconductor; CNTFET: Carbon nanotube field-effect tran-
sistor; FinFET: Fin field-effect transistor; GNRFET: Graphene nanoribbon field-effect transistor.
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Several topologies, for instance, have been created using magnetic tunnel con-
nections. Some researchers have even used varying write times to obtain unique 
responses in phase-change arrays. These new devices are well-suited to random 
number generation because many of them include an inherent element of unpredict-
ability [9, 16, 31].

Digital and quantum computing will likely use these and other technologies in the 
future. There are already quantum annealing processors on the market. These com-
puters, which depend on superconducting qubits, are currently a costly and unusual 
solution to very specific problems. At this moment, none of them have shown the 
adaptability of current technology. However, these technologies will not be required 
for at least 10 to 15 years.

1.7 CONCLUSION

As researchers work to move beyond CMOS technology, more powerful tools like 
these are likely to become available. For example, memory technology and micro-
processors are now undergoing development. Even though they are not yet appropri-
ate for public or commercial use, their prototypes demonstrate that beyond-CMOS 
technology can be employed in much more devices than previously believed. Even 
though it is impossible to know how the market for digital superconductor comput-
ing will change in the future, experts and researchers are getting ready for more 
and more people to be interested in this technology. These new technologies need 

FIGURE 1.5 Silicon technology reached the end of geometric scaling around 1900.
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time, money, and skill to be refined; for the time being, the focus is on developing 
small-scale systems and finding growing markets. As the level of technology goes 
up, very-large-scale integration integrated circuit (VLSI IC) designers will have a lot 
of new options to choose from. Designing effective and reliable processors requires a 
fundamental understanding of technological advancements and specialized applica-
tions. Designing complex integrated circuits requires dealing with several intriguing 
and difficult obstacles. If the semiconductor industry is capable of maintaining its 
phenomenal historical growth and proceeds to adhere to Moore’s law, it requires 
advancements on all fronts. These advancements will include front-end process and 
lithography, as well as the development of innovative high-performance processor 
architectures and system-on-chip (SoC) solutions. The purpose of the roadmap is to 
bring together experts in each of these sectors to determine the challenges that need 
to be addressed and, if possible, to identify potential solutions.
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Design and Challenges 
in TFET
Soumya Sen, Mamta Khosla, and Ashish Raman

2.1 INTRODUCTION

The tunnel field-effect transistor (TFET) functions via quantum mechanical and 
band-to-band tunneling, which have been shown to exhibit outstanding switching 
qualities that go beyond what a regular transistor is theoretically capable of. As every 
new technology is faced with a significant number of challenges, the same is true for 
the TFET structure, which is greeted with an inferior ON-current, the issue of ambi-
polarity, and also meager radiofrequency (RF) behavior. This chapter focuses on the 
detailed concepts of TFETs and the deep-rooted physics behind their work. Readers 
will get the complete idea, from the evolution of TFET structures outsmarting the 
shortcomings of metal–oxide–semiconductor field-effect transistors (MOSFETs) to 
the different challenges faced by the novel technology and the remedies to restrict 
them. The conception of the various TFET structures will also be highlighted, and 
readers will get an impression of modern-day TFET exploration. Section 2.2 intro-
duces the TFET device, the reason behind its existence in the semiconductor indus-
try, and outclassing MOSFET. Readers will get a complete description of properties 
as well as a functioning analysis of the two devices, including better steepness in 
the subthreshold slope. Section 2.3 discusses the basic physics of tunneling, which 
is the major driving force for TFETs. The detailed Fermi-level analysis at vari-
ous temperature conditions will be analyzed here, as well as its contribution to the 
working of TFETs. Section 2.2 introduces the readers to a basic TFET structure, its 
working, Id–Vd characteristics, and the ION-to-IOFF ratio. Section 2.5 will focus on the 
different recently researched TFET structures and their characteristics: the physics 
behind their functionality, including the heterostructures and how they are superior 
to the homogeneous TFETs. Section 2.6 provides particulars about different types 
of TFETs and short analysis of the same with figures. Section 2.7 throws light upon 
the different challenges faced by TFETs during simulation, which may lead to hin-
drances at the time of fabrication and structural analysis; a discussion and review of 
the few structural modifications done to eradicate them are also shown, along with 
a proper explanation.

2.2 TFET TECHNOLOGY: AN EVOLUTION

The major quest of the semiconductor industry these days is to boost the drive cur-
rent and cutoff frequency, resulting in brisk switching. This makes complementary 
metal–oxide–semiconductor (CMOS) technology desirable to them. In order to be 
on track with Moore’s Law, given in Figure 2.1 (i.e., the number of devices on a 
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single chip will double every two years), semiconductor devices based on CMOS 
technology are exposed to scaling. Now, as the dimensions of the devices are scaled 
down to nanoscale limits, the modern era is faced with the challenge of handling 
power and lithographic processes.

The invariable nature of the subthreshold slope in the ID-versus-VGS graph in loga-
rithmic scale for the wonted MOSFET is a significant downside. Camouflaging the 
mentioned shortcomings of the traditional MOSFET, a novel device recognized as 
the TFET was developed. The following are a few of the most notable characteristics 
of TFETs:

1. Leakage current diminishing is done by the prodigy of band-to-band 
tunneling.

2. TFETs have a steeper subthreshold slope of less than 60 mV/decade.
3. They are appropriate for low-power tasks, with greater control for short-

channel effects.
4. They possess an exceedingly strong ION/IOFF current ratio.

Essentially, designers seek a device similar to the field-effect transistor (FET) 
with enhanced features. As in TFETs, with the variation of the gate voltage, it is 
essential for the tunnel current to stream throughout the device in the activated state 
following the band-to-band tunneling phenomenon. The primary objective is actu-
alizing a low quantity of current in the OFF-state and enhancing the magnitude of 
subthreshold swing to greater than 60 mV/decade. The steeper the slope, the better 
will be the ON-current and the healthier the device performance, which is a mess in 

FIGURE 2.1 Moore’s theory, illustrating the number of transistors on a chip versus the year; 
every two years, the transistor’s quantity fabricated on a chip multiplies. This graph depicts 
the best probable situation through 2030 [1].
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an orthodox MOSFET. The lack of flexibility for the subthreshold slope in a typical 
MOSFET debars it from use in any low-power device with a curtailed gate voltage (Vg).

The TFET, as its name implies, works in accordance with the notion of band-to-
band tunneling. Quantum tunneling gets light of focus, because of its reliance on 
tiny particles. The uniqueness of the doping of the source and drain regions makes 
the device’s nature asymmetric, which is the primary distinction between the TFET 
and its MOSFET equivalent. The P-I-N nature of the device portrayed in Figure 2.2 
features gate electrode controlling, as well as intrinsic electrostatic potential causing 
aggression due to deployment of biasing, and with proper control there is band-to-
band tunneling.

Energy band alignment with each other causes electron tunneling via valence to 
the conduction band p-region, resulting in current transmission [1–8]. Drop-in gate 
voltage (Vg) leads to distortion of the bands, and the current flow is insufficient. Both 
the ON- and OFF-states are depicted in Figure 2.3(a) and (b), respectively.

The subthreshold slope given in Equation (2.1), lowering down the technology 
nodes, increases the steepness of the curve, thus reducing the OFF-current and making 
the ION/IOFF ratio healthier as given in Figure 2.4, which in turn makes switching faster.

 = +SS mV C Cd ox ( ) 60(1  ( / ) (2.1)

where SS is the subthreshold slope, Cd is drain capacitance, and Cox is oxide capaci-
tance [9, 10].

2.3 PHYSICS OF TUNNELING

The charged particle’s tendency to seep across a potential hindrance is a quantum 
process arising at minuscule scales because of their wave nature; this phenomenon 
is collectively called “tunneling.” Whenever any charged particle is faced with a 

FIGURE 2.2 P-I (Intrinsic)-N structure of a tunnel field-effect transistor (TFET).
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barrier with superior potential than it, it rebounds or tunnels via the barrier. The 
elevation, thickness, and geometry of the potential barrier determine the tunneling 
likelihood of charged particles (i.e., how much they are able to outsmart the potential 
barrier). The wave vector of any charged particle has imaginary value in the tunnel-
ing zone, whereas the real part falls in the incidence and the transmission domain (as 
shown in Figure 2.5). The chance of transmission is lowered as the exponential drop 
in the intensity of the wave function is generated by the wave vector’s imaginary 
section around the tunneling zone.

FIGURE 2.4 Subthreshold slope comparison curve for higher and lower technology nodes.

 

FIGURE 2.3 Energy band illustration: (a) ON-state and (b) OFF-state [1].
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The band-to-band tunneling rate can be calculated by Kane’s tunneling theory as 
well as the Wentzel–Kramers–Brillouin (WKB) formulation; they are different in 
their own ways but, on simplification, they provide similar outcomes.

2.4 KANE’S TUNNELING THEORY

Zener tunneling among the conduction and valence bands (EC) and (EV), formulated 
by Evan O. Kane, keeps the base as the Fermi golden rule, which is to find the prob-
ability of transition per unit time between the two energy states, EK and E + dEK,
with ρ(k) as the energy density [12]. Taking ω as the transition probability and ( )a tk

as the perturbation constant, Equation (2.2) is the generalized expression:

 
1

 
2

t
a t k dEk k∫ ( )( )ω = ρ (2.2)

The finalized form, derived from time-dependent perturbation theory, where K is 
the constant and ′H  is the small time-dependent perturbation constant, is given on 
the basis of a matrix form in Equation (2.3):



( )= π ρ ′G k k H mBTBT
2 2

(2.3)

The band-to-band tunneling formulated from Equation (2.3) stands as follows, 
having q, m* as the charge and effective mass for the electron, whereas Eg is the band 
gap effective energy and E is the electric field:
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Equation (2.4) depicts the direct exponential proportionality of the energy band 
tunneling rate with an electric field [11].

FIGURE 2.5 Tunneling phenomenon through a rectangular potential barrier [11].
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2.4.1 wentzeL–kraMers–BriLLouin approxiMation

The WKB approximation is used for solving Schrödinger’s wave equation for one 
dimension (1D); it also calculates the potential of the particle in a bounded region 
and tunneling rate through the potential barrier [10, 13–15]. Consider the energy of a 
particle as E, encountering the potential V, and having a wave function ψw, as given 
by Equation (2.5):

 ψ = ±Aew
ikx (2.5)

where k is the wave vector. If the sign is “+”, this means the particle is traveling to the 
right; if it is “−”, it is moving in the left direction. It is known from Equations (2.6) 
and (2.12) that the expression for total energy E [10]:

 = +E VKinetic energy  (2.6)

 => = +E mv V
1
2
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The WKB approximation (shown in Figure 2.6) fails at the vicinity of the classi-
cal point, when E ≈ V , k = 0, and therefore = ∞k

1 .

2.5 TFET STRUCTURE

The semiconductor industry has seen numerous advancements, from the early days 
of vacuum tubes to the MOSFETs and, in the modern days, the introduction of lower 
technology nodes. The scaling of MOSFETs has shown refinements in the switching 
to diminished gate capacitance (Cg) and lower power loss.

2.5.1 CoMparison with Mosfets

Every good thing comes at a cost, so by reducing the channel lengths and scaling the 
MOSFET, a lot of issues are faced, as the device is based on the thermionic emission 
and the drain current flow is supervised by the gate voltage whose variation toward 
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increment reduces the potential barrier and, as a result, increases the OFF-current as 
the subthreshold slope. This expression is given in Equation (2.13), for the MOSFET 
cannot go lower than 60 mV [10, 16, 17].
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Therefore, with a constant gate source voltage (VGS), the current conduction 
remains fixed in the subthreshold region, whereas there is a constant conduction of 
drain current due to band-to-band tunneling in the TFETs. The subthreshold swing 
changes with the change in VGS as the inverse proportionality of tunneling to an 
exponential function of an electric field (E), as per Equation (2.14):

 α −
I eDS

E 
1

 (2.14)

As shown in Figure 2.4, lowering down the technology node, the subthreshold 
slope will lead to a lower value and an ION/IOFF ratio of good shape. The compari-
son is shown in Figure 2.7, which also depicts the lower threshold voltage for the 
TFETs over their MOSFET counterparts, making the former a better switching 
device.

The major advantage of TFETs over MOSFETs is that their major working princi-
ple is band-to-band tunneling, where the charges seeps through a potential hindrance 
upon increasing the gate voltage. In the OFF-state shown in Figure 2.3(b), due to the 
high gap between the stacked energy levels, the IOFF is shrunken, thus providing bet-
ter device performance. The structural difference between a MOSFET and a TFET 

FIGURE 2.6 Wentzel–Kramers–Brillouin (WKB) approximation phenomenon.
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is that the doping concentrations for the source and drain are different for the latter 
but similar in the former (Figure 2.8(a)–(c)). The body of the TFET has intrinsic type 
doping. In the case of n-type TFETs, the source is highly doped p-type, whereas in 
the other case it is n-type doping.

2.5.2 i-v CharaCteristiCs anaLysis of tfets

If we study the I-V characteristics of a double-gate TFET, as displayed in Figure 2.9, 
we see that the transfer characteristics in Figure 2.10(a), depicting a lower value 
of subthreshold slope (well below 60 mV/decade), result in superiority over regular 
CMOS circuits. Initially, when there is IDS conduction, band-to-band tunneling is 
negligible. With the application of a significant amount of VGS, the slow alignment 
of the Fermi level begins with the elevation of IDS and goes on until the Fermi levels 
are fully aligned (Figure 2.9) [11]. Upon providing excessive amounts of VGS, the IDS 
saturates as the Fermi levels are further misaligned, moving down from the peak 
value. With each increase of VDS, there is a depletion of free mobile charge carriers, 
thereby increasing the channel potential and the source channel electric field; finally, 
the IDS increases to a saturated value with an unchanged VGS. The IDS is saturated due 
to the total depletion of channel potential.

2.6 VARIOUS TYPES OF TFETs

TFETs are categorized based on their framework as planar and three-dimensional 
(3D) architecture. Planar architecture has a current transfer surface that is planar in 
nature. The design can be built either on a silicon wafer with bulk nature or on sili-
con as the insulator surface. It outsmarts the bulk TFET substantial control around 
the channel region, and only the former has received substantial research.

FIGURE 2.7 Subthreshold swing comparison for MOSFETs and TFETs.
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2.6.1 pLanar tfets

It consists of a slender silicon strip grown on a ~100 nm dense coating of embedded 
oxide on a silicon base. In a silicon-on-insulator TFET, the overall shallow silicon 
layer is exhausted, while the buried oxide layer blocks every source-to-drain oozing 
path across the bulk region. Furthermore, better channel stability in the gate is made 
possible by the small dimensions of the drain-body and source-body degradation 
sectors, as depicted in Figure 2.11.

FIGURE 2.8 (a) Structure of an n-type TFET. (b) Structure of an n-type MOSFET.  
(c) Structure of a p-type TFET [10].
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2.6.2 DouBLe-gate tfets

This structure comprises dual gates, one located at the pinnacle and one at the bot-
tom. It ameliorates the electrostatic dominance of the gate on the channel, since the 
field lines from the gate generally finish there instead of in the channel (Figure 2.12). 
The ION is more than it usually is for a TFET with a single gate, because the device 
has two channels through which current can move.

2.6.3 DouBLe MateriaL gate tfets

Dual gates with differing work functions, evenly positioned throughout the length of 
the channel, make up the dual material gate (DMG) TFET (Figure 2.13). The chan-
nel segment closest to the source is covered by one gate, while the channel segment 
closest to the drain is covered by the other gate. In a p-type DMG TFET, the tun-
neling gate exhibits a healthier work function than the auxiliary gate. The surface 
potential in the IOFF is wholly reliant on the auxiliary gate’s work function if the tun-
neling gate’s dimension is shorter than that of the auxiliary gate [19, 20].

The comparison of two single material gate (SMG) TFETs with various gate work 
functions to a DMG TFET shows that the IOFF is reduced since the potential gap 
amid the source and channel is reduced in the OFF-condition, due to the lesser work 
function of the auxiliary gate. The ION of the SMG is greater with a higher work 
function (~5.0 eV) than with a curtailed work function (~4.5 eV). This increased ION, 

FIGURE 2.9 Energy band diagram showing band-to-band tunneling in ON and OFF cir-
cumstances for P-I-N double-gate TFETs [11].
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FIGURE 2.10 (a) ID −VGS, the transfer characteristics curve for TFETs and (b) the output 
characteristics curve for TFETs.

FIGURE 2.11 Silicon-on-insulator TFET (p-channel) planar structure [10].
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nevertheless, is accompanied by a corresponding rise in the IOFF, ultimately provid-
ing a steeper subthreshold slope.

2.6.4 heterojunCtion tfets

A heterojunction is basically the conjunction of two dissimilar materials, which actually 
increases the flexibility of the energy band gap and in return enhances the performance 
over that of the homogeneous devices. Figure 2.14 shows the structure of a TFET with 
a hetero junction of materials A and B. The junction can be formed by calculation with 
Vegard’s law, shown in Equation (2.5), in order for proper lattice matching:

( )= = − +( )−a B x a xA x x A aBVegard’s law 11 (2.15)

FIGURE 2.12 Double-gate n-channel TFET [18].

FIGURE 2.13 Double material gate n-channel TFET [10].
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Vegard’s law presupposes that elements A and B have the same crystalline struc-
ture in their pure form (i.e., prior to mixing). In this case, aA(1−x)Bx is the solid solu-
tion’s lattice value, aA and aB the pure elements’ lattice parameters, and x is the solid 
solution’s molar percentage of B.

Heterogeneous devices are not here to eradicate the tralatitious silicon, but to 
perform functionalities that are beyond the scope of silicon. A regular conventional 
silicon or germanium will be outsmarted by a SiGe device with a tuned lattice and an 
energy gap; this device can be used for different applications like sensors and light-
emitting diodes (LEDs) [21–23].

2.6.5 ferroeLeCtriC tfets

The ferroelectric TFET is a structure that has been suggested for enhancing the 
subthreshold slope and the ON-current (ION). The ferroelectric material in the gate 
stack is polarized, which raises the voltage applied at the gate sensed by the channel 
(Figure 2.15). As a result, the IOFF-to-ION transition becomes steeper, which enhances 
the subthreshold slope and the ION.

2.6.6 three-DiMensionaL tfets

A 3D TFET is an architecture with a current-transferring surface around the three 
directions. The TFET with all-around gate control over the channel is one of the 
most crucial 3D architectures in respect to recent studies from the modern-day 
semiconductor industries. Figure 2.16 illustrates a 3D InGaAs–GaAs nanowire 
TFET.

FIGURE 2.14 2D heterojunction TFETs with material A and material B.
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2.7 TFET CHALLENGES AND IMPROVEMENTS

The major challenge for a TFET is to uplift the ION for advancement in the design 
and also adjust the subthreshold slope to less than 60 mV/decade, simultaneously 
lowering the IOFF. Numerous remedies have been suggested to make a steeper sub-
threshold slope and a healthier ON-current. Other notable challenges for TFETs are 
their ambipolar nature and upraised value of Miller capacitance.

FIGURE 2.16 A 3D In GaAs–GaAs heterojunction nanowire [24] TFET.

FIGURE 2.15 Ferroelectric TFET with p-channel [10].
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2.7.1 high-k gate DieLeCtriC anD sCaLing effeCt in tfets

Direct tunneling is a very serious issue. Where the oxide capacitance (TOX) is less 
than 5 nm and the operating voltage is 1 v or 0.5 v, there may be a tunneling cur-
rent flowing through the gate oxide, which is defined as “direct tunneling,” and it 
stands as a deviation from the Fowler–Nordheim theory. In other words, an oxide 
that should have an ideal property, that it should not conduct in case if a sufficiently 
large voltage has been applied, there is a very huge amount of electric field across 
the oxide causing it to be tilted by a large amount and the girth of the interface at the 
oxide and semiconductor is very small, that carriers can directly tunnel through the 
distance in the oxide and there would be a conduction in it.

If, in a MOS transistor with a SiO2 gate dielectric, voltage is applied well below 
the breakdown voltage, Fowler–Nordheim tunneling can be observed [25, 26]. The 
band theory explanation of Fowler–Nordheim tunneling is depicted in Figure 2.17.

FIGURE 2.17 Fowler–Nordheim tunneling band-bending explanation: (a) Initial condition 
(b) Final result.
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It the electric field is high, band bending occurs slowly, and a scenario may arise 
where the tunneling will occur by triangular barrier and the current will be pre-
dicted by Fowler–Nordheim tunneling. Therefore, it can be noted that direct tun-
neling occurs through a trapezoidal barrier, whereas Fowler–Nordheim tunneling 
occurs through a triangular barrier.

Another issue of direct leakage current arises when the VG < 1 V, which in turn 
increases the leakage power and causes a fluctuation in the noise margin. During the 
OFF-state of the transistor, there is subthreshold leakage current and about 10% of 
IOFF can be considered, but if the gate leakage current becomes comparable to sub-
threshold current, then the leakage component arises [27, 28].

 I IGate OFFPreferable condition :

 =
∈ ∗
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C
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ox

Effective oxide thickness
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As the gate length is getting scaled and the drain is coming closer to the source, 
the gate electrode should be brought closer to the channel; else, the gate control will 
be lost. The field effect is due to the coupling capacitance (C) (Equation (2.16)), 
which increases as we scale down the gate oxide thickness (TOX).
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Mathematically, if it is seen from the equation of effective oxide thickness (EOT) 
(given in Figure 2.18), and a high-K material with a thickness of 9.5 nm is used with 

FIGURE 2.18 Comparison diagram between a SiO2 and high-K dielectric in a transistor device.
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an arbitrary material with K = 40, the result will be ~1 nm, which is equivalent to the 
use of silicon dioxide of 1 nm.

The high-K dielectric materials provide K > 3.9, a wider bandgap, better band 
offset, and an excellent interface of silicon high k; adding to all these, there is an 
ease of process and reliability. If all of the above-mentioned features get summed up, 
HfO2 can be a replacement for SiO2.

At around 1 to 2 nm of the inversion layer, tunneling takes place in ordinary 
TFETs. The fundamental issue is that altering the method or procedure factor would 
not enhance the tunneling surface. Due to the need for a larger tunneling region, a 
new category of TFETs known as area-scaled TFETs has been suggested to address 
the issue of insufficient ION. This structure is shown in Figure 2.19. An expansion 
in the device’s tunneling cross-sectional region accounts for the rise in ION in area-
scaled devices. These devices employ a verticalline-tunneling technique to transmit 
current. Line tunneling takes place in a path parallel to an electric force’s lines, 
whereas point tunneling is perpendicular to them. This principle is responsible for 
current passage in typical TFETs. In contrast to improving ION due to a significant 
spike, it simultaneously strengthens the subthreshold slope.

2.7.2 iii–v CoMpounD seMiConDuCtor–BaseD heterostruCture tfets

The III–V semiconductors are a part of the compound semiconductor family (i.e., 
a combination of dissimilar elements from groups 3 and 5 of the Periodic Table 
to make a semiconductor), which are specifically non-silicon semiconductors. The 
compound semiconductors are responsible for a few applications that are not done by 
any elemental semiconductors (i.e., a single-element semiconductor, such as silicon 
or germanium). A smartphone is an appropriate example of an amalgam of the dif-
ferent compound semiconductors that bring it to life. With the purpose of escalating 
the functionality of a TFET, a heterostructure (Figure 2.14) is used for better band-
to-band tunneling to a proper ION/IOFF ratio. Here, we examine the combination of 
elements of group 3 (i.e., Al, Ga, and In) and group 5 (i.e., N, As, and P) to get the 
traditional III-V compound semiconductors. Various combinations can be had, such 
as GaAs GaP, AlAs, AlP, InAs, and InP, which exhibit properties resembling those 
of semiconductors. They have their own band gap and effective masses; for example, 
gallium arsenide will have a band gap of 1.4 eV, and aluminum arsenide has a band 

 

FIGURE 2.19 (a) A standard TFET and (b) an area-scaled TFET [11].
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gap of 2.2 eV. The flexibility to tune the band gap is lacking in the elemental semi-
conductors, and this makes it possible to harness compound semiconductors in many 
devices, improving their features. The III-V semiconductors will have their own lat-
tice constant, and if it is needed to combine GaAs and AlAs for use in heterojunction 
TFETs, then the energy band gap can be tuned in between 1.4 and 2.2 eV.

If a heterostructure TFET is to be made with a combination of 30% GaAs and 
70% AlAs, then the combination would be Al0.7Ga0.3As; the generic expression can 
be considered AlxGa1−xAs, which depicts that X portion of gallium is replaced by alu-
minum [29–31]. The mole fraction versus band gap is shown in Figure 2.20, where 
it can be seen that by tuning the mole fraction x, the energy band gap (EG) can be 
obtained. Here, the plot for AlGaAs is being shown, where, by tuning the mole frac-
tion from 0 to 1, the EG can be made flexible, hence making switching better [32, 33].

Alloys can be made by adapting the mole fraction. In order to construct a III–V 
compound TFET, depicted in Figure 2.21, proper selection of materials is needed, 
which is done by calculation with Vegard’s law (Equation (2.15)) for minimal lat-
tice mismatch and letter strain. Adding to all this, the heterojunction TFET exhibits 
the advantage of electron confinement, which in turn increases the gain. The major 

FIGURE 2.20 Band gap versus a mole fraction curve for a III–V compound semiconductor.

FIGURE 2.21 Schematic diagram of a III-V InGaAs–GaAs heterostructure TFET [10].
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drawback is the density of states for III–V semiconductors, which lowers the tunnel-
ing probability and as a result diminishes ION.

2.7.3 aMBipoLar Behavior

Ambipolarity is a marking issue for the TFETs, with VGS > 0 for an n-type TFET 
and otherwise for its p-type counterpart. When VGS < 0, the energy band is ascended, 
and as the channel is aligned the tunneling starts. For a p-type TFET, the source is n 
and the drain is p-doped, which is comparable for an n-type TFET in an OFF-state 
as very minute current is shown. Therefore, it can be said that the symmetric nature 
for VGS > 0 and VGS < 0 is undesirable and is known as ambipolarity. A band dia-
gram with tunneling is rendered in Figure 2.22(a).

This issue can be eradicated by making the drain and source asymmetric and 
making the source more highly doped over the drain side, which increases at the 
junction of the drain and channel (Figure 2.22(b)), thus reducing the band-to-band 
tunneling phenomenon or negative VGS, but the ION remains undisturbed due to elec-
tron tunneling at the source–channel junction [34, 35].

FIGURE 2.22 (a) Energy band diagram for an ambipolar condition in a double-gate TFET 
and (b) remedial measures for the ambipolar condition [11].
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2.7.4 MiLLer CapaCitanCe ControL

The TFET, having dissimilar doping in the source and drain, is a p-i-n nature diode 
with reverse biasing. There is unidirectional current conduction in TFET. A pass 
transistor logic designed by a logic transistor causes hindrance, so a bidirectional 
logic has been introduced for smooth conduction. Figure 2.23(a) shows a basic circuit 
with an n-TFET and track-and-hold nature. In this circuit, when the clock and the 
input voltage are high, the data is fed into the circuit and is tracked down, but as soon 
as the VDS value is negative due to the lack of the bidirectional feature, there is no 
conduction, so Figure 2.23(b) is introduced [7, 8].

The output curve for the inverter circuit is given in Figure 2.24, which also shows 
the issue of Miller capacitance [36, 37] in the ON condition. In an n-TFET circuit, 
the overall gate capacitance is the Cgd, and whenever a certain voltage spike arises, 
there is a rise in circuit stabilizing time, power consumption, and delay time.

 

FIGURE 2.23 Track-and-hold nature design: (a) A single n-type TFET structure. (b) A 
double n-type TFET structure [11].

FIGURE 2.24 A TFET-based inverter circuit with an output curve depicting Miller capaci-
tance in the ON-state [11].
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This issue can be eradicated by the use of source drain engineering, diminishing 
the coupling capacitance by the application of diminished density-of-state materials 
in TFETs and the use of elevated value load capacitance.

2.8 CONCLUSION

This chapter describes the mechanisms of TFETs from scratch. It discusses topics 
from the basic tunneling phenomenon to the different classifications of the device, 
such as double material gate, heterojunction, ferroelectric, and so on. A deep-rooted 
survey is done from Kane’s tunneling theory to the WKB approximation. Finally, a 
few challenges in TFET technology, such as issues with steeper slopes and a fluc-
tuating ON-current resulting in ambipolarity, have been addressed along with their 
associated remedies, such as Fowler–Nordheim tunneling, the III-V compound semi-
conductor structure, and Miller capacitance control.
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3.1 INTRODUCTION

Modeling is a process of device development that allows engineers and designers to 
simulate and analyze the performance of a device before its fabrication. By creating 
a model, engineers can predict how a device will behave under different conditions, 
identify potential design flaws, and optimize its performance. There are several 
types of models used in device development, including physical models, mathemati-
cal models, and computer simulations. Physical models involve creating a physical 
prototype for a device, which is helpful for device simulation under a range of appli-
cations [1, 2]. A mathematical model’s equations explore the behavior of a semicon-
ductor device, and computer simulations use computer software to create a virtual 
model of the device and simulate its behavior. The use of modeling in device devel-
opment has several benefits, including:

• Reducing development costs: Modeling of devices helps engineers and 
designers find potential design flaws at the beginning of the development 
process, which saves money and time by avoiding the need for expensive 
modifications later on.

• Improving device performance: Engineers may improve a device may 
improve and ensure that it will work as expected by simulating its response 
to a variety of scenarios.

• Enhancing safety: Modeling can help identify potential safety hazards and 
allow engineers to design devices that are safe for users and meet regulatory 
requirements.

• Facilitating communication: Modeling can help engineers and designers 
communicate their ideas and designs more effectively, allowing for more 
efficient collaboration and problem solving.

Overall, modeling is an essential tool in device development that helps engineers 
and designers create better-performing, safer, and more cost-effective devices. There 
are different modeling approaches to field-effect transistors (FETs), depending on 
the level of detail and complexity required.

3
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3.2 ANALYTICAL MODELS

Mathematical equations are used in analytical models to characterize FET behavior. 
These models are simple and computationally efficient, and they provide insight into 
the fundamental physics of FETs. However, they do not capture all the complexities of 
FET behavior, such as device variability, and may require simplifying assumptions that 
limit their accuracy [3, 4]. The operation of a metal–oxide–semiconductor field-effect 
transistor (MOSFET) can be analyzed by using an analytical model that describes 
the device’s behavior in terms of its physical parameters. The following subsections 
discuss some of the key parameters and equations that are used in MOSFET modeling.

3.2.1 The Threshold VolTage (Vth)

A MOSFET’s Vth is the gate-to-source voltage at which an FET begins to conduct; it 
allows current to flow in between the source and drain of the FET. The mathematical 
derivation of Vth can be obtained by considering the charge distribution in the oxide 
layer and semiconductor channel under the gate [5]. Let’s assume that the MOSFET 
is in depletion mode, where the channel is initially formed without any potential 
applied to the gate terminal. Assuming a long-channel MOSFET, Poisson’s equation 
is used to predict the potential distribution in the oxide and semiconductor areas.

3.2.2 Poisson’s equaTion

Poisson’s equation is a partial differential equation (PDE) used to define the electro-
static potential in the context of electromagnetism and physics. It describes how elec-
tric charges distribute themselves in space and how the electric potential (voltage) 
varies throughout a given region based on the charge distribution. Poisson’s equation 
is used to define the static electrostatic of an object [6]:

 
φ = −

ε
d

dx

q2
 

2

2
 (3.1)

where ε is the permittivity of the device material, ρ is the charge density of the 
device, ϕ is the electric potential, and x is the distance along the channel. Solving 
this equation by using appropriate boundary conditions for the electric potential in 
the semiconductor channel yields the following:
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where NDS is the doping concentration in the source–drain region, ϕf is the Fermi 
potential, VG is the gate voltage, V(x) is the voltage drop, COX is gate oxide capaci-
tance, and q is the electron magnitude eliminatory charge.

The voltage drop across the channel is calculated as:

 /V x V x LDS( ) = −  (3.3)
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where VDS is the drain-to-source voltage, and L is the channel length. Substituting 
this expression for V(x) in the equation for ϕ(x), we get:
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The channel is formed when the electric potential present on the surface is nearly 
equal to the conduction band edge, which is given by:
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where EC is the conduction band edge, EF is the Fermi level, K is the Boltzmann 
constant, T is absolute temperature, Na is the acceptor concentration present in the 
semiconductor, and Ni is the intrinsic carrier concentration.

Equating ϕ(x) to ϕs at the surface of the semiconductor, we get:
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This mathematical expression describes the threshold voltage of a MOSFET. It 
shows that Vth depends on several parameters, including the gate oxide capacitance, 
doping concentrations in the source–drain regions and semiconductor channel, tem-
perature, and oxide thickness. This equation is valid for a long-channel (channel 
greater than 180 nm) MOSFET; for short-channel devices, additional effects like 
channel-length modulation (CLM) need to be considered.

3.2.3 Drain Current (ID)

The current flows in between the source and drain terminal of the MOSFET are 
known as the drain current (ID). The expression for ID is given by [7]:

 ( )= µ 
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where μ is electron mobility, W is the width of the channel, l is the length of the 
channel, VGS is the gate–source voltage, and VDS is the drain–source voltage. The ID 
of a MOSFET is mathematically derived by using Equations (3.8), (3.9), and (3.10).

The charge present in the inversion layer is:

 ( )= −Q Cox V V W LGS th    /  (3.8)

The electric field present in the channel is:

 =E V Lds /  (3.9)
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The electron mobility in the channel is:

 ( )µ = µ + αn En n / 1  0  (3.10)

where μn0 is the electron mobility present at zero electric field, αn is the con-
stant related to the scattering mechanisms, and E is the electric field present in the 
channel.

The current density of an FET is defined as:

 = × µJ q Q Wn n   /  (3.11)

where q is the magnitude charge of an electron, and n is the electron density present 
in the inversion layer. The drain-to-source (IDS) current is:

 = × ×I J W LDS    (3.12)

Combining these equations, the expression for the IDS of a MOSFET is derived as:

 ( )( )= µ 



 − −I C
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where VDsat is the saturation voltage, which occurs when the electric field is strong 
enough in the channel to cause electrons to move at their maximum velocity. This 
equation is known as the “linear region equation,” and it is valid as long as the VDS 
is less than VDsat. Once the VDS is equal to VDsat, the MOSFET enters the “saturation 
region” and the IDS does not increase with VDS. In the saturation region, the IDS is 
expressed as:

 ( )= µ −I q
W

L
V VDSat n n GS th 

2
2
 (3.14)

It is important to note that these equations assume that the MOSFET is operat-
ing in different regions like the linear, saturation, and cutoff regions. CLM, velocity 
saturation, and hot carrier injection also affect the IDS. Figure 3.1 shows the IDS curve 
for a conventional MOSFET.

A small-signal model can be obtained for a MOSFET by linearized device equa-
tions for a given operating point [8]. Mathematical expressions of small-signal mod-
els contain the following steps:

• Derive the direct current (DC) operating point of the MOSFET by solving 
the device equations at zero input signal.

• Perturb the DC operating point with a small input signal.
• Linearize the device equations around the perturbed operating point.
• Express the linearized equations by using small-signal parameters.
• Simplify the equations for obtaining the small-signal model.
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3.2.3.1 Derive the DC Operating Point
The DC operating point is obtained by setting the input signal to zero. This creates a 
fixed bias voltage at the gate, which affects the bias current flowing through the device. 
The DC operating point can be calculated by using Equations (3.15) and (3.16):

 ( )= µ −I q
W

L
V VD n n GS th 

2
2
 (3.15)

 = − ×V V I RDS DD D D (3.16)

where VDD is the supply voltage, and RD is the drain resistance.

3.2.3.2 Perturb the DC Operating Point
We introduce a small input signal vgs(t) to the gate of the MOSFET, which causes a 
change in the VGS (ΔVGS(t) = vgs(t)). This perturbation changes the drain current by a 
small amount, which can be expressed as:

 ∆ = ∆ + ∆{ }I g V g VD m GS mb BS  (3.17)

where gm is the transconductance, g(mb) is the bulk conductance, and ΔVBS is the 
changes in bulk–source voltage.

3.2.3.3 Linearize the Device Equations
Calculate the first derivative of the IDS equation with respect to the perturbation ΔVGS; 
the device equations may be linearized.

 ∆ = ∆I g VD m GS   (3.18)

FIGURE 3.1 I–V (current and voltage) characteristics of a conventional metal–oxide–semi-
conductor field-effect transistor (MOSFET).
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where gm is the transconductance, defined as:

 = ∂ ∂g I Vm D GS/  (3.19)

Similarly, the bulk conductance parameter can be defined as:

 = ∂ ∂{ }g I Vmb D BS/  (3.20)

3.2.3.4  Express the Linearized Equations in Terms 
of Small-Signal Parameters

The following small-signal parameters can be used to represent the MOSFET’s 
small-signal model.

3.2.3.4.1 Transconductance (gm) Parameter
This parameter represents the sensitivity of the ID to changes in the VGS, and it can 
be represented by [9]:

 ( )= × −g I Q V Q Vm D GS TH2 /  (3.21)

where IDQ and VGSQ are the DC values of the ID and VGS, respectively. Figure 3.2 
shows the transconductance curve of the conventional MOSFET with variations in 
VDS from 0.5 V to 1.5 V. When the Vds is increased, the length of the channel is 
decreased; hence, increased electric field is obtained in the channel. This incremen-
tal increase in electric field leads to a higher velocity of the electrons, resulting in an 
increased gm of the MOSFET.

FIGURE 3.2 Transconductance curve of a conventional MOSFET.
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3.2.3.4.2 Output Conductance (gDs) Parameter
This parameter represents the sensitivity of the ID to changes in the VDS, and it can 
be represented by:

 ( )= + λg RDds 1/  (3.22)

where λ is the CLM parameter.

3.2.3.4.3 Input Capacitance Parameter (Cgs)
This parameter represents the gate capacitance of the MOSFET, which is present in 
between the source and drain terminal of the device and is represented by:

 ( )( )= × × × −C C W L V Q Vgs ox GS TH/ 2  (3.23)

3.2.3.4.4 Reverse Transfer Capacitance Parameter (Cgd)
This parameter represents the gate-to-drain capacitance of the MOSFET. It is rep-
resented by:

 = × × ×C C W L V Qgd ox DS/(2 ) (3.24)

3.2.3.5 Simplify the Equations
This parameter represents the gate-to-drain capacitance (Cgd) based on the following 
parameters: Cgd is directly proportional to the oxide capacitance (Cox), the width (W), 
and the length (L) of the channel. It is inversely proportional to the drain-to-source 
voltage (VDS) and the charge (Q) stored in the channel. It affects various aspects 
of transistor operation, including switching speed, power consumption, and signal 
integrity, making it an important parameter in semiconductor device design.

3.3 EMPIRICAL MODELS

Empirical models are based on experimental data and are used to fit parameters 
that describe FET behavior [10]. Such models are more accurate than analytical 
models, but they require extensive experimental data and can be computationally 
expensive. Empirical models of MOSFETs are mathematical models that are used to 
describe the behavior of a device’s different operating conditions. Empirical models 
of MOSFETs are essential for designing and simulating electronic circuits that use 
MOSFETs. These models provide accurate predictions of MOSFET behavior under 
different operating conditions, allowing circuit designers to optimize circuit perfor-
mance and reliability.

3.3.1  BerkeLey short-ChanneL insuLateD-gate fieLD-
effeCt transistor (igfet) MoDeL (BsiM)

To accurately model the behavior of MOSFETs in circuit simulations, engineers have 
developed empirical models such as the BSIM [11, 12]. The BSIM has a desired set 
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of equations that are used to describe the I–V characteristics of MOSFETs under 
various bias conditions and physical parameters.

The mathematical derivation of the BSIM is quite complex and involves several 
steps. Here, we provide a high-level overview of the main equations and parameters 
involved in the BSIM. The basic equation for the IDS of a MOSFET is represented as:

 ( ) ( )= µ 
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To model short-channel effects, additional terms are added to the drain current 
equation:

 
( ) ( )=

− −
− λ









Ψ φI I

V V

V V
VD Dsat

GS th

DS DS
DS

1
,  (3.26)

where IDsat is the saturation current, ηF represents the field-dependent mobility deg-
radation factor, Ψ(ϕ, VDS) denotes the surface-potential-dependent factor, and ϕ is 
the surface potential.

The threshold voltage (Vth) is given by:

 ( )= + φ + γ φ − − φV V F Vth fb F SB F2 2      2  (3.27)

where Vfb is the flat band voltage, ϕF is the bulk surface potential, γ is the body-effect 
parameter, and VSB is the source–body voltage.

The gate oxide capacitance (Cox) is expressed as:

 = εC tox ox ox/  (3.28)

where εox is the dielectric constant of the oxide, and tox denotes the oxide thickness.
The CLM parameter (λ) is expressed by:

 ( )λ = λ + λ −V VDS DSsat0 1  (3.29)

where λ0 and λ1 are the model parameters, and the saturation voltage is VDSsat. These 
are just a few of the equations and parameters involved in the BSIM model. The full 
derivation is quite complex and involves a number of additional terms and assump-
tions. However, with these equations and parameters, engineers can accurately simu-
late the behavior of MOSFETs in a variety of circuit designs.

3.4 COMPACT MODELS

Compact models are a compromise between analytical and empirical models. These 
models use analytical equations (mathematical equations) to describe the fundamental 
physics of FETs and empirical data to fit parameters that capture device-specific behav-
ior [13]. Compact models are widely used in circuit simulation tools and can accurately 
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capture the behavior of FETs in complex circuits. There are several compact models of 
MOSFETs, but some of the most commonly used ones are given in this section.

3.4.1 spiCe MoDeL

This is a popular MOSFET model used in circuit simulation software such as LTSpice, 
PSpice, and HSpice [14]. It is a semi-empirical model that uses a set of equations to 
model MOSFET behavior under different conditions, such as biasing, temperature, and 
frequency. The SPICE model can be understood by the following procedure.

3.4.1.1 Model Selection
In this context, selecting a SPICE model means selecting a suitable model that accurately 
represents the behavior of a specific electronic component in a circuit simulation. The 
selection of a suitable SPICE model is dependent on factors like the type of compo-
nent being simulated, the accuracy required for the simulation, and the computational 
resources available. When selecting a model, it is important to consider its complexity 
and accuracy. More complex models may provide greater accuracy, but they also require 
more computational resources and can result in longer simulation times. Therefore, a 
trade-off between accuracy and simulation speed must be made. In general, the most 
commonly used SPICE models are the default models provided by the simulation soft-
ware, which are often based on industry-standard models, such as the BSIM model for 
MOSFETs or the Ebers–Moll model for bipolar junction transistors (BJTs). However, in 
some cases, the default models may not be suitable, and it may be necessary to use more 
specialized or customized models. In these cases, it is important to carefully evaluate the 
accuracy of the model and validate it against experimental data before using it in a circuit 
simulation. Ultimately, the selection of a SPICE model depends on the specific require-
ments of the simulation and the available resources. Finding the optimal model for a 
given task may take some time and experimentation. Choose the appropriate MOSFET 
model based on the device characteristics and the simulation requirements.

3.4.1.2 Parameter Extraction
Parameter extraction in SPICE models involves the process of determining the val-
ues for model parameters that accurately represent the behavior of the actual device 
or circuit being modeled. This process is important because accurate parameter val-
ues are essential for reliable circuit simulation and analysis. There are several meth-
ods for parameter extraction in SPICE models, including the following.

3.4.1.2.1 Curve Fitting
This involves comparison of the SPICE model simulation to the data of the actual 
device or circuit. The parameters of the SPICE model are adjusted until the simula-
tion results match the measured or simulated data.

3.4.1.2.2 Optimization
This involves minimizing the difference between the simulation results of the SPICE 
model and the simulated data by using an optimization algorithm. The algorithm 
adjusts the parameters of the SPICE model until the difference is minimized.
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3.4.2 enz–kruMMenaCher–vittoz (ekv) MoDeL

This is a compact model of the MOSFET that was specifically developed for low-
power and low-voltage circuit applications [15, 16]. It is a physics-based model that 
considers the non-uniform doping profiles and the effect of the VG on the potential of 
the channel. This model presents a mathematical description for MOSFET behavior, 
including its DC characteristics and its alternating current (AC) behavior. The EKV 
model has the following assumptions:

• The channel of the MOSFET is assumed to be a uniformly doped 
semiconductor.

• Between the gate and the channel, an oxide layer is expected to exist as a 
uniform dielectric.

• It is assumed that the MOSFET is either in a weak inversion or strong inver-
sion region.

The EKV model can be used to simulate MOSFET behavior in both DC and 
AC modes, making it a useful tool for circuit design and analysis. The EKV model 
includes the following parameters:

• Threshold voltage (Vth): The voltage that triggers the MOSFET to begin 
conducting current.

• Body-effect coefficient (γ): The degree to which the body bias affects the 
sensitivity of the MOSFET threshold voltage.

• Saturation current (Idsat): The current that flows through the MOSFET 
when it is fully turned on.

• Subthreshold slope coefficient (K): The slope of the subthreshold region of 
the MOSFET characteristic.

• Mobility (μ): The ability of the carriers to move through the MOSFET 
channel.

• Channel-length modulation (λ): CLM is defined as the relationship between 
Ids and the channel length of the MOSFET.

• Early voltage (VEA): The voltage at which the MOSFET moves into the 
saturation zone of its operating range.

3.5 ANALYTICAL MODELING

This involves using mathematical equations to model the behavior of the device or 
circuit and deriving the parameters of the SPICE model from these equations. Method 
selection is dependent on parameters like the complexity of the device or circuit 
being modeled and the availability of measured or simulated data. Curve-fitting and 
optimization methods are generally used for more complex devices or circuits for 
which analytical modeling is not feasible or not accurate enough. Analytical model-
ing is usually reserved for simpler devices or circuits where mathematical equations 
can accurately capture the behavior of the device or circuit. Analytical modeling is 
usually reserved for simpler devices or circuits where mathematical equations can 
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accurately capture the behavior of the device or circuit with the help of model param-
eters from the MOSFET datasheet, measurements, or simulation results.

3.5.1 DC anaLysis

DC analysis in SPICE simulation refers to the process of simulating the behavior of a 
circuit at a steady-state or static condition where all inputs are constant. This analysis 
is important because it helps in determining the operating point of a circuit, which 
is essential for circuit design and optimization. To perform DC analysis in SPICE, 
you need to define the circuit topology and provide values for all of the compo-
nent parameters, such as resistors, capacitors, and voltage sources. You also need to 
specify the DC voltage or current values for any input sources in the circuit. Once the 
circuit is defined, you can run a DC simulation by using a SPICE simulator. During 
the simulation, the simulator solves a system of equations to determine the current 
and voltage at each node present in the circuit. The simulation results are typically 
presented in the form of a table or graph, showing the values of each node voltage 
and branch current at the steady-state condition. DC analysis in SPICE is useful for 
analyzing and optimizing circuits, such as amplifiers, filters, and power supplies. It 
helps in determining the biasing conditions for transistors and amplifiers, selecting 
component values for optimal performance, and optimizing the power consumption 
of the given circuit. The drain current and gate-source voltage are all part of the DC 
analysis used to find the MOSFET’s operating point.

3.5.2 sMaLL-signaL anaLysis

In SPICE modeling, small-signal analysis refers to the linearization of the circuit 
around its operating point (also called the “DC bias point”) in order to analyze its 
behavior in the small-signal regime [17, 18]. This is done by assuming that the cir-
cuit can be approximated by a linear model around the operating point, and that the 
signals of interest are small enough to be considered as perturbations around this 
point. To perform small-signal analysis in SPICE, the circuit must first be simulated 
in DC mode to obtain the operating point. Then, a small-signal AC analysis can be 
performed by applying a small AC signal to the circuit and measuring the resulting 
AC response. This involves specifying the AC amplitude, frequency, and phase of 
the input signal, and then running an AC simulation to obtain the AC response at 
various points present in the circuit. During the small-signal analysis, SPICE simula-
tion computes the small-signal model for the circuit, which includes the small-signal 
parameters such as small-signal resistance, capacitance, and conductance. These 
parameters are used to compute the input impedance, output impedance, small sig-
nal, and other important parameters of the circuit. Small-signal analysis is useful 
for analyzing the stability, frequency response, and noise performance of analog 
circuits, such as amplifiers, filters, and oscillators. It allows designers to evaluate 
the performance of their circuits under small-signal conditions, which are typically 
the most relevant for analog signal-processing applications. Perform small-signal 
analysis to determine the MOSFET’s small-signal behavior, including the transcon-
ductance, output resistance, and capacitances.



57Modeling Approaches to Field-Effect Transistors

3.6 MODEL IMPLEMENTATION

Implement the MOSFET model in SPICE by using the extracted parameters and the 
results from the DC and small-signal analyses. To implement a model in SPICE, you 
typically need to follow the following steps:

• Choose the appropriate model: The first step is to choose the appropriate 
model for the component you want to simulate. SPICE supports a wide 
range of models for different types of components, such as diodes, transis-
tors, and operational amplifiers. You can either use the built-in models in 
SPICE or create your own custom models.

• Create a SPICE netlist: A SPICE netlist is a text-based description of the 
circuit you want to simulate. You can either create the netlist manually or 
use a graphical user interface to generate it.

• Define the component parameters: Once the appropriate model is selected, 
you need to define the component parameters for the model. For example, if 
you are simulating a transistor, you need to specify the values of parameters 
like the threshold voltage, the drain–source resistance, and the gate–source 
capacitance.

• Run the simulation: Once you have defined the component parameters, 
you can run the simulation. SPICE will simulate the behavior of the circuit 
under the specified conditions and generate output waveforms for analysis.

• Simulation and verification: Simulate the MOSFET model, and verify 
the results against the expected behavior and the datasheet specifications. 
SPICE simulation is a computer program used for simulating and verify-
ing the behavior of electronic circuits. The SPICE model is a mathemati-
cal representation of the electronic circuit, and it is used to simulate the 
behavior of the circuit under different conditions. SPICE models are used 
for analyzing and optimizing the performance of the circuit, and to verify 
the correctness of the circuit design [19–21]. Simulation in SPICE involves 
running a series of tests on the circuit model to analyze its behavior. These 
tests can be performed by using different inputs, such as voltage or cur-
rent signals, to simulate different operating conditions. Simulation can help 
identify potential problems in the circuit design and optimize its perfor-
mance. Verification in SPICE involves checking the correctness of the cir-
cuit model by comparing its simulation results with the expected behavior 
of the circuit. Verification can help ensure that the circuit model accurately 
represents the behavior of the physical circuit and that the design meets the 
required specifications. In summary, simulation and verification are critical 
steps in the design and analysis of electronic circuits using SPICE models. 
Simulation helps optimize circuit performance and identify potential prob-
lems, while verification ensures that the circuit model accurately represents 
the physical circuit and meets the required specifications.

• Optimization: Modify the MOSFET model settings to fine-tune simulation 
results. “Optimization” in SPICE modeling refers to a process that finds the 
suitable values for the model’s parameters to match the actual behavior of 



58 Advanced Field-Effect Transistors

the component being modeled. The simulation accuracy depends on how 
well the SPICE model matches the real component’s behavior, and optimi-
zation is necessary to ensure that the model is as accurate as possible. The 
optimization process typically involves adjusting the values of the model’s 
parameters until the simulation results match the measured or expected 
behavior of the real component. The values of the parameters are adjusted 
based on a fitness function, which quantifies how well the simulation 
matches the real-world behavior. There are various optimization algorithms 
that can be used for SPICE modeling, such as gradient descent, genetic 
algorithms, and simulated annealing. These algorithms are used to find 
the best set of parameter values that minimize the difference between the 
simulated behavior and the real behavior. Overall, optimization in SPICE 
modeling is a crucial step in creating accurate circuit simulations and can 
help to reduce design time and costs.

• Model validation: Validate the MOSFET model against measurements or 
other simulations to ensure its accuracy and reliability. Model validation 
is a technique used to validate SPICE models by comparing their simu-
lation results to measurements from actual hardware. It involves testing 
the model’s ability to accurately predict the behavior of a device or circuit 
under different operating conditions. Model validation typically involves 
varying one or more operating parameters, such as temperature or voltage, 
and measuring the resulting behavior of the device or circuit. The simula-
tion results are then compared to the measured data to determine the accu-
racy of the SPICE model. In order to perform model validation, the SPICE 
model must be carefully calibrated to the specific device being tested. This 
involves adjusting the model parameters, such as the transistor width and 
channel length, to match the device’s physical characteristics. Once the 
model has been calibrated, it may be used to predict how the device will 
perform under a variety of scenarios and then checked against hard data. 
Model validation is an important step in the development of SPICE models, 
as it ensures that the models accurately represent the behavior of the devices 
they are intended to simulate. This is essential for designing and optimiz-
ing electronic circuits, as accurate models are necessary for predicting the 
behavior of a circuit before it is actually built.

• Model documentation: Document the MOSFET model, including the 
model equations, parameters, limitations, and assumptions, for future ref-
erence and use. To document a SPICE model, the following information 
should be provided:
• Model name: The name of the model should be clear and descriptive.
• Model type: The type of the component should be identified, such as 

MOSFET, diode, or resistor.
• Model parameters: The parameters used in the model should be listed 

with their definitions, units, and default values. These parameters can 
include physical parameters such as length, width, and doping density 
for MOSFETs, or parameters such as forward voltage drop and reverse 
saturation current for diodes.
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• Equations: The equations used to describe the behavior of the compo-
nent should be provided. These equations can be derived from physical 
principles or empirical data.

• Model limitations: The limitations of the model should be described. 
For example, a MOSFET model may not accurately simulate the behav-
ior of the component at high temperatures or high voltages.

• Model version: The version number of the model should be provided, 
along with the date of creation or modification.

Documentation of SPICE models is important to ensure that they 
can be easily understood and used by other designers. A clear and com-
prehensive documentation can help in the debugging process and facili-
tate the design of complex circuits.

3.7 DEVICE SIMULATION

Device simulation uses numerical methods to solve the fundamental equations that 
describe the behavior of FETs. These methods can capture all the complexities of FET 
behavior, including device variability, and can be used to optimize device design [22, 
23]. However, device simulation is computationally intensive and requires advanced 
computational resources. Device simulation can be understood by using the steps 
given in the following subsections.

3.7.1 Define the physiCaL struCture of the fet

This includes providing details on the FET’s shape and its material qualities. The 
FET has the following regions: the source, drain, and gate terminal of the MOSFET. 
The source and drain are highly doped with the material and serve as the device’s 
endpoints for the passage of current as it travels through the device. The gate area 
is an electrical barrier that consists of a very thin layer of an insulating substance, 
commonly silicon dioxide (SiO2), which is used to divide two regions (source/drain) 
of the MOSFET the source region apart from the drain region. The material proper-
ties of the FET are critical to its performance. The semiconductor material should 
have high mobility, which means that electrons can move through the channel with 
minimal resistance. It is important for the insulating layer to have a high dielectric 
constant so that the voltage that is necessary to generate an electric field in the chan-
nel area is kept to a minimum. The gate metal should have a high work function to 
provide a good barrier for the electrons or holes in the channel.

3.7.2 DisCretize the DeviCe into sMaLL eLeMents

Divide the FET into a mesh of small elements to create a numerical grid that covers 
the device. The process of discretization involves dividing the FET into a series of 
small, interconnected regions or cells [24]. Each cell is assigned a set of numerical 
values, which represent the relevant physical properties of the device at that location. 
These values are typically obtained from experimental data or theoretical models, 
and are used to determine the behavior of the device over time. The size and shape of 
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each cell in the mesh depend on the specific requirements of the simulation. In gen-
eral, smaller cells provide a more accurate representation of the device but require 
more computational resources to simulate. Conversely, larger cells are faster to simu-
late but may not accurately capture the behavior of the device in all situations.

Once the device has been discretized, the equations that govern its behavior can 
be solved numerically by using techniques such as finite element analysis or finite 
difference methods. These techniques involve breaking down the equations into 
smaller, more manageable pieces that can be solved iteratively. The resulting simula-
tion provides a detailed picture of the behavior of the device, which can be used to 
optimize its design and performance.

3.7.3 set the BounDary ConDitions

Boundary conditions are necessary to define the input and output of the device. The 
term “boundary conditions” refers to the inputs and outputs that define a device’s 
operating environment. In order to set the boundary conditions for a device, it is 
important to consider its intended use and the properties of the inputs and outputs.

• Inputs: The inputs to a device can include physical quantities such as tem-
perature, pressure, and voltage, as well as signals such as audio, video, or 
data. The boundary conditions for the inputs depend on the specific appli-
cation of the device. For example, in a thermometer, one input boundary 
condition is the temperature range that it is designed to measure.

• Outputs: The outputs of a device can be physical quantities such as force, 
displacement, or heat, or they can be signals such as audio, video, or data. 
The boundary conditions for the outputs depend on the specific application 
of the device. For example, in a speaker, output boundary conditions include 
the frequency range and sound level that the speaker is designed to produce.

3.7.4 soLve the governing eQuations

Use numerical methods to solve PDEs that describe the behavior of the FET. This 
includes the continuity equation, the Poisson equation, and transport equations [25, 
26]. An approach is to use finite element methods, which involve discretizing the 
domain into a mesh of elements and approximating the solution by using piecewise 
polynomials. This results in a set of linear equations, each of which may be solved 
by using iterative techniques as an alternative. In addition to the drift-diffusion equa-
tions, other equations may also need to be solved to fully describe the behavior of an 
FET, such as the Poisson equation for the electrostatic potential and the continuity 
equation for the current density. The specific equations and numerical methods used 
will depend on the specific device’s geometry and operating conditions.

3.7.5 CaLCuLate the Carrier Densities anD eLeCtriC fieLDs

To calculate the electric field and carrier density in a MOSFET device simulation, 
we typically use a device simulation software such as technology computer-aided 
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design (TCAD) [27]. The software uses numerical methods to solve semiconductor 
device equations such as the Poisson equation and carrier transport equations. The 
carrier densities and electric fields can be obtained from the solution of these equa-
tions. Carrier densities are the concentrations of holes and electrons in the semi-
conductor material, while the electric fields are the spatial variations in the electric 
potential across the device. In a MOSFET device simulation, the carrier densities 
and electric fields are typically calculated at different points in the device such 
as the source, drain, channel, and gate regions. These values are important for 
understanding the device behavior and optimizing its performance. In summary, 
the carrier densities and electric fields in a MOSFET device simulation can be 
obtained by using numerical methods that solve the semiconductor device equa-
tions. The values obtained are important for understanding and optimizing the 
device performance.

3.7.6 DeterMine the DeviCe CharaCteristiCs

Use the carrier densities and electric fields to calculate device characteristics like 
the I–V characteristic curve, the Cgg, and the gm. Here are the basic steps to calculate 
these device characteristics:

• Simulation Parameters setup: First, simulation parameters need be to 
defined, such as the material properties, doping profile, device dimensions, 
and operating conditions.

• Solve the Carrier transport equations: In order to derive the carrier densi-
ties and electric fields, the carrier transport equations, such as the drift-
diffusion equations or Schrödinger’s equation, must first be solved.

• Calculate the I–V curve: This curve is calculated for applied bias of the 
MOSFET, which results in current flow in the device. The I–V curve pro-
vides important information about the device performance, such as the Vth, 
the subthreshold slope (SS), and the saturation current.

• Calculate the Capacitance: The gate oxide capacitance of the MOSFET 
can be calculated from the charge density versus electric field by using the 
relationship C = q/V.

• Calculate the Transconductance: The transconductance is a measurement 
that indicates how much the device current shifts in response to a modifi-
cation in the gate voltage. It is calculated from the I–V curve by using the 
equation gm = dIds/dVg, where gm is the transconductance, I is the current 
flow through the device, and Vg is the gate voltage.

By following these given steps, we can obtain a comprehensive understanding of 
the device performance.

3.7.7 siMuLateD resuLts vaLiDation

Simulation validation is a process in which the simulated results are compared with 
experimental data of the device. Validation of the simulation results in a TCAD 
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simulation involves repeating the same. Here are some steps that can be taken to 
validate the simulation results in a TCAD simulation:

• Establish the simulation conditions: It’s important to ensure that the simu-
lation conditions are set up correctly, such as the device structure, material 
properties, doping profiles, and other relevant parameters. These should 
match the actual device being studied as closely as possible.

• Compare simulation results to experimental data: If experimental data is 
available, it can be used to compare against the simulation results. This can 
help to determine whether the simulation is accurately capturing the behav-
ior of the device being studied. For example, if the simulation results show 
a higher current than the experimental data, there may be an issue with the 
simulation setup or model parameters.

• Use established simulation results: If there are established simulation 
results for similar devices or materials, these can be used to compare against 
the simulation results. This is helpful in the validation of simulated results.

3.7.8 optiMize the DeviCe Design

To optimize the device design of an FET for improved performance, the following 
steps can be taken:

• Define the design parameters: The first thing that has to be done is to deter-
mine the FETes design parameters, which include the gate length, gate 
oxide thickness, doping concentration, and channel material.

• Simulate device performance: Use a device simulation software to simulate 
the performance of the FET with the defined design parameters. This can 
help identify the areas where the device may not be performing optimally.

• Analyze the simulation results: Analyze the simulation results to identify 
any factors that limit the performance of the designed device. For example, 
if the simulation shows that the device is experiencing high leakage cur-
rent, it may be necessary to adjust the doping concentration or gate oxide 
thickness.

• Modify The design parameters: Adjust the design parameters to improve the 
device performance based on the simulation results. For example, increas-
ing the doping concentration profile in the channel region can reduce the 
resistance and improve the device speed.

• Repeat the simulation and analysis: Repeat the simulation and analysis 
process with the modified design parameters to evaluate their impact on 
device performance.

• Verify and Fabricate: Once the design parameters are optimized, verify the 
device performance through additional simulations and then fabricate the 
device using the optimized design.

• Characterize the Device: Finally, characterize the device to verify its per-
formance and compare it with the simulation results. Any discrepancies can 
be used to further refine the design parameters.
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By following the above steps, it is possible to optimize the design of the FET for 
improved performance.

3.7.9 finaLize the Design

When satisfied with the performance of the FET, finalize the design and prepare for 
fabrication.

3.8 EVALUATION OF A SINGLE-GATE MOSFET’s PERFORMANCE

A fully depleted strained silicon-on-insulator (FD-S-SOI) single-gate MOSFET is a 
device that is made up of a thin strained silicon layer that is deposited on top of an 
insulator substrate [28, 29]. This device has a single-gate structure, which allows for 
higher carrier mobility and thus faster device operation. This device has lower Vth; 
therefore, it is suitable for low-power applications. The drain and source regions are 
connected to the gate, and the entire MOSFET is isolated from the substrate. The 
strained silicon layer provides enhanced electron mobility and lower leakage current, 
making this device more suitable for low-power applications. According to Moore’s 
law, the number of transistors in a single chip should double every two years [30–32]. 
In the field of computing, this law is a rule of thumb that is widely recognized and 
has been used to define goals for research. Figure 3.3 shows the cross-sectional view 
of a FD-S-SOI single-gate MOSFET.

3.8.1 anaLytiCaL MoDeL

The analytical model of a MOSFET consists of several mathematics equations to 
understand device behavior; these equations are based on the electrical and physical 
properties of the MOSFET. Analytical modeling is the process of creating a math-
ematical model based on axioms and principles. It involves deriving a mathematical 

FIGURE 3.3 Cross-sectional view of a fully depleted strained silicon-on-insulator (FD-S-
SOI) single-gate MOSFET.
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equation that describes the system of interest and then solving the equation to gener-
ate a model [33]. It is a theory-driven approach where the model parameters can be 
determined by the principles and assumptions underlying the equation.

3.8.2 surfaCe potentiaL MoDeLing of a singLe-gate Mosfet

Poisson’s equation is indeed a PDE that plays a fundamental role in modeling the 
behavior of a single-gate Metal-Oxide-Semiconductor Field-Effect Transistor 
(MOSFET). It describes the distribution of electric potential within the device and 
is crucial for understanding how the MOSFET operates. Poisson’s equation, A PDE 
equations that model the surface potential of a single-gate MOSFET. This equation 
represents the variation of electrostatic potential in an area of space owing to the 
presence of charge, which can model the surface potential of a single-gate MOSFET 
[34]. This equation has been solved numerically with a finite difference method. The 
solution of the PDE gives the surface potential of the MOSFET.

3.8.3 effeCt of strain on a DeviCe’s BanD struCture

The type of strain that is imposed has a significant bearing on the kind of influence the 
strain has on the band structure of a material. It’s possible for certain kinds of strain, 
like compressive strain, to cause a material’s band gap to narrow, while other kinds of 
strain, like tensile strain, can cause the band gap to widen [35, 36]. In addition, strain 
can cause a material’s valence and conduction bands to shift, resulting in a change 
in the material’s electrical properties. For example, compressive strain can cause the 
valence and conduction bands to shift closer together, resulting in a decrease in the 
material’s resistance. Conversely, tensile strain can cause the valence and conduction 
bands to shift further apart, resulting in an increase in the material’s resistance.

3.8.4 fLat BanD voLtage (VFB) of the front ChanneL

The voltage applied at the gate–source terminal of the MOSFET is referred to as the 
“flat band voltage” (VFB). This voltage is measured when the Ids is at zero. It is the 
voltage at which the MOSFET will begin to turn on, and it is usually measured at 
a Vds of 0 V. The flat band voltage is typically between −0.5 and −2.5 V for a given 
MOSFET. VFB can be expressed by [37]:

 ( ) = φ − φVFB f Si M si,  (3.30)

where:

 φ =






φ = χ + + φ− −V
N

n q

E

qf Si T
a

I
Si

Si g Si
f Siln ,

2
,  (3.31)

where φSi is the unstrained silicon work function, φM is the gate metal work function, 
φ −f si  is the Fermi potential present in unstrained silicon, χsi is the electron affinity, 
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q is the magnitude of the electron charge, Na is the acceptor-type doping profile, I 
is the intrinsic carrier concentration, and Eg Si,  is the band gap present in unstrained 
silicon.

3.8.5 fLat BanD voLtage of the BaCkChanneL

The backchannel VFB is affected by various parameters like doping concentration, 
bias applied, and temperature. VFB is a useful parameter for consideration in device 
design and characterization of MOSFETs; this can be expressed as:

 ( ) = φ − φVFB b Si sub Si,  (3.32)

where:

 ( )φ = χ + + φ φ =− −q

E

q
V N nsub

si g Si
f sub f Sub T Sub i 

2
, ln /,

 (3.33)

where φSub is the substrate work function, and φ −f sub is the Fermi work function with 
respect to substrate.

A built-in potential (Vbi Si, ) is an electrical potential that exists across a material 
due to a difference in the concentrations of charge carriers on either side of the mate-
rial. This potential arises due to the formation of an electric field across the material, 
which is usually caused by a difference in the number of electrons on either side of 
the material. Vbi Si,  is given by this expression [38]:

 = + φ −V
E

qbi Si
g Si

f Si2,
,  (3.34)

3.8.6 MoDeL forMuLation

Electric potential contained within a MOSFET is modeled with the assistance 
of Poisson’s equation on a two-dimensional (2D) scale. The electric potential 
is calculated using the distribution of charge carrier present in channel region 
of MOSFET. The Poisson equation calculates the surface potential of the 
MOSFET, which is the potential difference of the metal gate and semiconduc-
tor channel. This potential difference determines the flow of current through 
the MOSFET when potential is applied at the gate terminal. The equation can 
be expressed by [39]:

 ( ) ( )∂ φ
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+ ∂ φ
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A parabolic function provides a good approximation of the vertical potential 
profile.

( ) ( ) ( ) ( )ϕ = φ + + ≤ ≤ ≤ ≤ −m n m a m y a m n m L n ts S Si  , , for 0  , 01 1 11 12
2

1      (3.37)

( ) ( ) ( ) ( )ϕ = φ + + ≤ ≤ ≤ ≤ −m n m a m n a m n L m L n tS S Si  , , for ,02 2 12 22
2

1  (3.38)

In order to solve Poisson’s equation, first specify the appropriate boundary conditions.
The presence of the oxide layer does not cause a break in potential (displacement) 

across the strained silicon film and gate oxide contact.
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where ( )′ = −V V VGS Gs FB f Si,1 1
, and ( )′ = −V V VGS Gs FB f Si,2 1

.
Here, the effect of the trapped charge is considered as:

 ( ) ( )= φ − φ = φ − φ −V V
qN

CFB f Si M Si FB f Si M Si
f

ox

,, ,1 2
 (3.41)

Both the electric field and electric flux (displacement) at the trapped charge con-
tact are continuous.
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where ( )′ = −V V VSub Sub FB b Si  , .
At the location of the trapped charge, both the electric flux and the electric poten-

tial are continuous. This is a crucial point to keep in mind.
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 (3.44)

 ( ) ( )φ = φL L, 0 , 01 1 2 1  (3.45)

The surface potential measured from the source end of the MOSFET:

 ( ) ( )φ = φ = VS bi Si0, 0 01 1 ,  (3.46a)
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The surface potential measured from the drain end of the MOSFET:

 ( ) ( )φ + = φ + = +( )L L L L V VS bi Si Ds, 02 1 2 2 1 2 ,   (3.46b)

With the help of boundary condition (3.37–3.40), coefficient can be obtained 
and expression for ( )φ m n,1  and φ m n( ,2 ). Put the value of ( )φ m n,1  and φ m n( ,2 ) in 
Equations (3.33) and (3.34), respectively, and substitute the y = 0 expression, result-
ing in:
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It is possible to find a solution to Equations (3.45) and (3.46) by employing a 
straightforward nonhomogeneous differential equation of the second order, which, 
with the assistance of constant coefficients, may be stated as:

 ( )φ = + − β
α

( )( ) −m A e BeS
nm N m 1

* 1  (3.51)

 ( )φ = + − β
α

( ) ( )( ) ( )− − −x Ce DeS
N m L N m L

2
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where = αN , = β
αp1
1 , and = β

αp2
2 .

With the help of Equations (3.44) and (3.48), the boundary condition values for A′, 
B′, C′, and D′ can be obtained.

 { }( ) { }( ) ( ) ( )′ = − + + − + −( ) ( )− −A V e V P P NL P Pe NLbi Si
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It is possible to give an expression for the electric field present under the metal 
gate M1, M2 in terms of the horizontal component:

 ( ) = ′ − ′( ) ( )−E m A Ne B NeNm Nm
1  (3.57)

 ( ) = ′ − ′( ) ( )( ) ( )− − −E m C N D NeN m L N m Le2
1 1  (3.58)

The minimal front-channel potential can be stated as:

 = ′
′





m

n

B

Amin
1

2
ln  (3.59)

 φ = ′ ′ −A B ps min 2, 1 (3.60)

Figure 3.4 shows variations of surface potential with changes in gate length. The 
parameters used are as follows: The work function of metal φ =M 4.6 eV; doping 
concentration NA = 1×1016 cm−3; length variation L = 100, 50, 30 nm; thickness of the 
gate oxide tox = 2 nm; Vds = 0.0 V; and VGS = 0.1 V.

3.8.7 threshoLD voLtage (VTh) MoDeLing

The Vth is the VGS at which the MOSFET starts to conduct. The value of the Vth 
depends on various factors such as the Tox, and the doping concentrations of the 
acceptors (Na) and donors (Nd) in the substrate. Empirical models are mathematical 
equations that are derived from experimental data. Threshold voltage modeling is 
essential for designing and optimizing MOSFET-based circuits. It is helpful when 
forecasting the behavior of the device under a variety of various operating situations 
and for assuring the performance and dependability of the circuit. Modeling of Vth in 

FIGURE 3.4 Variations of surface potential with changes in gate length.
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a MOSFET is a process of obtaining the approximate values Vth by using empirical 
models. These models are based on physical parameters like oxide thickness, gate 
oxide capacitance, the substrate doping profile, and temperature [40]. It is possible 
to utilize the Vth model to optimize the design of the MOSFET by predicting the 
threshold voltage for a given set of parameters and by putting this information to 
use. Additionally, other models like the EKV model and BSIM4 model are used to 
analyze the threshold voltage of MOSFETs. These models are used for circuit simu-
lations to accurately predict the performance of MOSFETs.

The Vth of a strained Si SOI MOSFET is modified by changing the condition at the 
front gate. Specifically, the threshold condition can be expressed as [41]:

 φ = φ = φS M th f Si2, ,  (3.61)

This expression shows that the Vth can be modified by controlling the surface 
potential at the interface between the silicon and the insulator, which can be achieved 
by adjusting the front-gate voltage. In a strained Si MOSFET, the strain in the silicon 
can affect the density of states (DOS) and band structure, which can in turn affect 
the Vth. By using the above expression (3.61), the Vth is optimized for performance in 
strained Si MOSFETs [42]:

 =
−η + η − σξ

σ
VTH

4

2

2

 (3.62)

Equation (3.62) provides a formula for calculating the VTH based on param-
eters such as η, σ, and ξ. These parameters’ material-related properties are used 
in MOSFETs, such as the doping concentration and the degree of strain in the 
channel.

Equations (3.63) and (3.64) relate to the voltage across the MOSFET channel:

 ( ) ( )( )= − γ + − − − + γ( )V V   1 V u v  cosh NL v ubi _1 bi,Si Ds 2  (3.63)
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where Vbi_1 is the built-in voltage of the source end of the channel, VDs is the drain–
source voltage, VSUB is the substrate voltage, tsi is the thickness of the Si channel, and 
NA is the acceptor doping profile. Equation (3.64) considers various capacitances (Cb 
and Cf) and VFB of the MOSFET.

 

sinh   ,

1
1 2 sinh   1

_1 _ 2
2  2

2
_ 21

V V NL u

V NL u V

bi bi th

bi th bi

( )

( ) ( )

( )

( )

ξ = − φ − η

= −
γ

+






+ φ − − − γ
 (3.65)



70 Advanced Field-Effect Transistors

Equation (3.65) provides a formula for calculating the parameter η, which 
is used in Equation (3.62) to determine the threshold voltage. The parameter η 
depends on the built-in voltages (Vbi_1 and Vbi_2) and the surface potential (ϕth) of 
the MOSFET.

Figure 3.5 shows variations Vth along with channel length L having different chan-
nel-length ratios (L1/L2 = 1:2, 1:1, 2:1; Na = 1×1016 cm−3, tox = 2 nm, VDS = 0.1 V, and 
L = 100 nm).

3.9 CONCLUSION

Different types of modeling approaches, like analytical, empirical, and compact 
modeling processes, have been discussed. An analytical model for surface potential 
is useful for understanding the dynamics of surface charge and potential in various 
physical systems. It can be used to predict the behavior of surface potentials in dif-
ferent situations, such as electrolyte solutions in the presence of an electric field. The 
model can also be used to identify the effects of different parameters, such as the 
surface charge, surface dipole moment, surface potential, and dielectric constant, on 
the overall potentials of surfaces. Ultimately, this analytical model helps us to bet-
ter understand how electrical charges interact with surfaces, which is important for 
many applications in science and engineering. The analytical model for threshold 
voltage can provide a reliable and efficient way to accurately predict and control 
the threshold voltage of MOSFET devices, and it provides a better understanding 
of the behavior of MOSFET devices and their performance under different condi-
tions. Moreover, it helps to improve the design of MOSFETs and enhance device 
performance. Therefore, the analytical model for threshold voltage can be used as a 
powerful tool for the study and design of MOSFET devices.

FIGURE 3.5 Threshold voltage Vth variations with changes in channel length L.
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4.1 INTRODUCTION

4.1.1 BaCkgrounD

The success story of the semiconductor industry is undoubtedly silicon. The enor-
mous growth of the electronics market can be attributed to the device scaling pro-
posed by Gordon Moore in 1965, resulting in high-speed integrated circuits. The 
design of circuits in the nanometer regime coupled with the high cost and complex-
ity of lithographic equipment has led to research for alternative materials to silicon. 
The pathbreaking discovery to alternate semiconducting materials was made in 1978 
when polyacetylene, an intrinsically insulating organic conjugated polymer, demon-
strated electrical conductivity. This discovery of electrically conducting polymers 
led to Alan Heeger, Alan MacDiarmid, and Hideki Shirakawa winning the Nobel 
Prize in Chemistry in 2000 [1,2]. Since then, research has focused on designing elec-
tronic devices with the advantages of carbon-based materials, which is not otherwise 
possible using the inorganic silicon.

The term “organics” evokes the thought of plastics that are regarded as insula-
tors. It would have been ludicrous to think that polymers could be made to conduct 
electricity. In fact, the electronics sector has used plastics a lot as inactive packaging 
and insulating material. The unprecedented performance improvement in semicon-
ductors, storage, and displays at steadily declining costs that we witness today has 
been made possible by new organic materials. However, most of these organic mate-
rials are used either as passive insulators or as sacrificial stencils (photoresists), and 
thus play no active part in how an electronic device operates [1]. The current cost/
performance ratio of logic devices is made possible by photoresists and insulators, 
two important groups of passive organic materials. The essential components that 
characterize chip circuitry and permit continuous device size reduction are photo-
resists. New resists must be developed to keep lithographic scaling as optical tools 
improve due to special lens design and light sources. In order to meet the resolution, 
sensitivity, and processing requirements of each new generation of chips, chemists 
developed special photosensitive polymers. The combination of enhanced photore-
sist resolution capabilities and better optical tools has enabled the production of tran-
sistors with feature sizes less than 100 nm, which is substantially smaller than the 
193 nm exposure wavelength of the existing optical exposure tool [3, 4].

4
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4.1.2 why organiCs?

The enormous growth of the electronics industry is based on silicon-based transis-
tors with increased miniaturization per device per unit area, as suggested by Moore’s 
law. But the thought-provoking question is “How many Moore generations can we 
have?” Intel’s 10 nm Super Fin transistor is in high-volume production and Intel 7 
previously known as Enhanced Super Fin shows 10–15% performance per Watt gain 
over previous generation due to transistor optimization. [5]. Transistor sizes so small 
that they resemble an atom will have different device behavior, and we may end up 
having higher costs because of the unique photolithographic equipment required. 
This is currently a serious limitation in the scaling of silicon. By 2025, it’s feasible 
that we’ll hit the upper bounds of performance advancements in reasonably priced 
silicon devices, magnetic storage, and screens [1, 4]. Therefore, fundamental studies 
of materials may open the door to new product form factors. Organic materials have 
emerged as promising for electronic applications because of their semiconductive 
properties. Organic materials offer mechanical flexibility and toughness compared 
to inorganic silicon. The use of low-quality amorphous silicon for storage applica-
tions still requires a glass substrate to grow, whereas if the low-end applications of 
amorphous silicon are replaced with organic materials, we would be able to achieve 
new device functionalities that would be completely impossible with silicon [4]. The 
purpose of organic-based electronic devices is not to match or outperform silicon-
based technologies in performance, but rather to enable wholly new device functions 
that are difficult to realize with silicon [5, 6]. These factors make organics the mate-
rials of the twenty-first century.

4.1.3 aDvantages anD DisaDvantages

The use of organic materials in the field of electronic applications offers many ben-
efits, especially the properties of mechanical flexibility, optical transparency, and 
toughness, making these materials viable candidates in the field of emerging elec-
tronics. Organic transistors can be fabricated using inkjet printing, making roll-to-
roll manufacturing possible, in contrast to the high-cost multistep photolithography 
required for silicon transistors. Organic materials are processed at low temperatures, 
resulting in low processing costs and reduced capital investments. The fabrication 
processes are simple and affordable based on inkjet printing, stamping, and so on 
[7]. In one day, typically a sheet-feed printing machine can process the same area 
of material as a Si wafer production plant can process in one year. Conjugated poly-
mers have enabled the development of organic circuits that are amenable to plastic 
substrates, thereby facilitating the creation of electronic devices that are both com-
pact and lightweight, as well as structurally robust and flexible. Organic materials 
are biodegradable, as they can be manufactured on substrates using paper, plastic, 
cloth, and so on, resulting in the development of more sustainable and environmen-
tally conscious electronic technologies with an enhanced level of capabilities [4]. 
The potential of these materials to broaden our electronic domain in manners that 
will significantly transform the mode in which society engages with technology is 
immense.
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Despite many advantages, organic materials suffer from low charge mobility 
compared to their inorganic counterparts. They have shorter lifetimes and are more 
susceptible to environmental conditions. The air stability of n-type organic materials 
is an issue, especially when they are exposed to oxygen and humid conditions; hence, 
the applications of organic electronics are dominated by p-type materials [8].

4.1.4 organic Materials

Organic materials employed in electronic applications are mostly p-type because 
of their better air stability and higher conductivity. The organic materials that are 
of interest in electronics belong to the class of organic solids that contain π elec-
trons. Conjugated polymers used for electronic applications are sp2 hybridized [6, 7]. 
Sp2 orbitals on each carbon atom form a σ bond. The unhybridized pz on each car-
bon atom shares electrons off the internuclear axis and forms a π bond. Conjugated 
materials exhibit a distinctive structural pattern in terms of alternate single bonds 
followed by a double bond. The conduction electrons are composed of loosely bound 
electrons within the π bonds [7, 8]. The delocalization of the π electron cloud occurs 
throughout the conjugation length of the polymer. The molecular orbitals undergo 
splitting into bonding and antibonding states that are conventionally referred to as 
HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied molec-
ular orbital), respectively, as depicted in Figure 4.1 [7, 8]. Many organic materials 
like polyacetylene, poly(3-octylthiophene) (P3OT), poly(3-hexylthiophene) (P3HT), 
rubrene, tetracene, and pentacene have been identified for electronic applications 
[6, 8]. A novel derivative of pentacene, triisopropylsilyl (TIPS) pentacene, which is 

FIGURE 4.1 Ethylene molecule with σ and π bonds.
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solution processible, has also been developed. For thin-film transistor (TFT) appli-
cations, pentacene has unquestionably been regarded as a high-mobility material. 
This chemical compound is classified as a polycyclic aromatic hydrocarbon and is 
composed of five benzene rings that are fused linearly [8, 9]. Research has led scien-
tists to synthesize new organic compounds that are air stable and have an improved 
mobility of >1 cm2/V-s, like dinaptho-thieno-thiophene (DNTT) [10]. Figure 4.2 
shows the chemical structure of various organic semiconductors.

FIGURE 4.2 Typical chemical structure of different organic semiconductors [6, 8, 10].
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4.2 APPLICATIONS

Organic technologies that are popular and commercialized are organic light-emitting  
diodes (OLEDs), organic solar cells, and organic thin-film transistors (OTFTs)  
[2, 4]. OLEDs are used as display elements in large-screen active-matrix displays 
by many leading companies in their touchscreen mobile handsets. Organic photo-
voltaics (OPVs) represent a significant domain of application for organic materials. 
They are not intended to supplant silicon-based photovoltaics but, rather, to leverage 
the distinctive properties of OPVs, such as their flexibility, extensive coverage, and 
affordability. OTFTs present a cost-effective option to silicon transistors in the con-
text of large-area OTFT-based arrays. These arrays are commonly utilized as driver 
circuits in display applications, where the integration density and switching rate are 
not critical factors [9]. Circuits utilizing OTFTs that rely on conjugated polymers 
are amenable to flexible substrates, thereby enabling the production of circuits that 
are compact, lightweight, flexible, and structurally resilient. According to studies of 
recent research advancements and enhanced operational capabilities, it is now fea-
sible to implement OTFTs in intricate areas such as radiofrequency (RF), telecom-
munications, and aerospace [1, 4]. The studies also emphasized the optimization of 
OTFT performance to facilitate the integration of circuits made entirely of plastic 
materials.

Organic materials have opened up a new future of flexible and wearable elec-
tronics based on the mechanical flexibility offered by the substrates on which they 
are fabricated [1]. Organic materials are used in display arrays and in many other 
applications, such as electronic newspapers, skin sensors such as artificial skin and 
muscles, radiofrequency identification (RFID) tags, smart textiles, electronic noses, 
batteries and supercapacitors, and memory devices. OTFTs are dominating the dis-
play market, where they are used in large matrix display backplanes. The research 
is currently focused on improving their performance for use as driver elements in 
large matrix displays [2, 3]. Organic electronics has made possible the realization 
of a wide array of innovative applications, such as wearable sensors and 4K dis-
plays using light-emitting diodes (LEDs). Furthermore, fabrication using flexible 
substrates makes organic applications cheaper in cost compared to their inorganic 
counterparts. Toward the end of 2025, it is estimated that the organic market will be 
a $250 billion business without replacing much of the inorganic semiconductors in 
existing electronic products [4]. OLEDs, organic solar cells, and organic transistors 
are examples of commercially available organic materials utilized in electronics. 
OTFTs are not often employed because of their poor carrier field-effect mobilities. 
OTFTs are the most frequently researched application of organic materials in the 
electronics industry. OTFTs offer a cost-effective alternative to applications using 
amorphous silicon-based TFTs, such as large-area display units.

Despite the poor physical and electrical properties of organic materials, research 
on these materials has led to them attaining performance at par with that of hydro-
genated amorphous silicon. Because of the unique properties offered by organic 
materials, the International Technology Roadmap for Semiconductors (ITRS) finds 
organic-based devices to be one of the pioneering and promising technologies in the 
area of emerging electronics [11].
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Pentacene has demonstrated a high mobility of around 1 cm2/V-s (three orders 
of magnitude less than what monocrystalline silicon transistors can attain) and has 
been mostly used in TFT structures as an active semiconductor. TIPS pentacene is 
a solution-processible derivative of pentacene and is thus more popular than penta-
cene. DNTT has also been reported to be used as an active semiconductor in OTFTs 
[10]. One downside of OTFTs is that they cannot be used in high-speed applica-
tions. Nonetheless, OTFTs have prospective uses, such as in displays and smart 
devices, because of their simple manufacturing processes, structural flexibility, and 
cheap cost. Experimental synthesis and imaging techniques have demonstrated that 
organic materials have an irregular, granular structure. The granular arrangement 
leads to the formation of gap states in between, which are known as “trap states.” 
These trap states trap the charge carriers, thereby decreasing the effective charge 
density and limiting mobility.

4.3 ORGANIC THIN-FILM TRANSISTORS

A potential application of organic materials in the electronics industry is transis-
tor technology. Transistors using organic materials as the active semiconductor are 
finding applications in digital signal processors (DSPs), memory devices, mixer 
circuits, and the like. Organic transistors are designed on the schematic of TFTs, 
which has demonstrated compatibility with low-mobility materials [12]. They are 
especially appealing for uses in microelectronics applications (RFID tags, sensors, 
etc.), contrary to the exorbitant cost of packing traditional Si circuits, which makes 
them unaffordable. Moreover, OTFT circuits based on conjugated polymers can be 
fabricated on plastic substrates, allowing for the creation of small, light, structurally 
sturdy, and flexible electronic devices [4, 12]. An OTFT has three contact terminals: 
the gate, source, and drain contact. OTFTs do not have a body contact and, hence, 
no body effect. OTFTs can be designed in staggered and inverted staggered device 
configurations, depending upon the placement of the source and drain with respect 
to the semiconductor [13–15]. In a staggered structure, gate contact is always on top 
with respect to source–drain contacts. Organic semiconductors can be deposited 
on the top or bottom of the source–drain contacts in staggered geometry. In the 
inverted staggered structure, the gate contact is always below the source–drain con-
tact regions. The structural schematics that can be realized based on the placement 
of contact areas in OTFTs are shown in Figures 4.3 and 4.4.

The deposition of metal for the source–drain on the organic semiconductor leads 
to a metal-semiconductor junction, resulting in poor grain structure. This leads 
to reduced-mobility regions near source–drain contacts [16]. These low-mobility 
regions around source–semiconductor and drain–semiconductor contacts lead to 
high-resistance areas. The top-contact devices have less area of contact between 
the source–drain region and organic semiconductor compared to the bottom-contact 
devices. The small area of the low-mobility region in top-contact devices leads to 
small contact resistance. Hence, top-contact devices show better performance than 
the bottom-contact organic transistors [17]. However, the bottom-contact transistors 
are preferred, as the top-deposited organic semiconductor is protected dur-
ing etching, high-temperature processing, and metal penetration in the fabrication 
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process [6, 17]. The selection of the device configuration is thus predominantly deter-
mined by the application for which the device is designed. A TFT behaves similarly 
to a typical MOSFET, with the exception that TFTs only operate in the accumulation 
regime due to the absence of a space-charge region. Using a p-type semiconductor as 
a TFT’s active layer, and if a negative gate voltage is supplied, holes are induced in 
the semiconductor to produce an accumulation layer. When an n-type semiconductor 
is used, however, the accumulation layer is created because electrons are induced by 
a positive gate voltage.

4.4 EXISTENCE OF TRAP STATES

Organic materials possess a granular structure wherein the grain boundaries act as 
trapping centers. The structure of pentacene (an organic semiconductor) under scan-
ning tunneling microscopy (STM) is shown in Figure 4.5. The grain boundaries act 
as trapping centers, resulting in a density of defect states in addition to a density of 
states in the valence band and conduction band [18]. The defect states are distributed 
within the forbidden gap, as assumed by the multiple trap and release model [19, 
20]. The multiple trap and release model explains that the charge carriers can move 
within the bands and between the HOMO to a trap level or from one trap level to 

FIGURE 4.3 Staggered organic thin-film transistor (OTFT) structure [13].

FIGURE 4.4 Inverted staggered OTFT structure [13].
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another. Thus, movement of charge carriers within the organic semiconductors is 
more complex compared to the inorganic semiconductors. The states of the trap 
exhibit an energetic division that spans both the HOMO and the LUMO [20]. The 
trap states are distributed throughout the band structure of the organic semiconduc-
tor and are classified as shallow traps or deep traps, depending upon their distance 
from band edges, as shown in Figure 4.6. The traps can be deep or shallow based on 
their distribution in the energy band.

The shallow traps play a significant role in charge transport, as they are close to 
band edges and are responsible for trapping and detrapping. The deep states, being 
in the middle of the band gap, do not influence the electrical characteristics sig-
nificantly. Figure 4.7 depicts a Gaussian distribution explaining trap density in deep 
states and an exponential distribution explaining trap density in shallow states.

4.5 CHARGE TRANSPORT THEORY

Charge transport in an organic electronic material has been described in several the-
ories, and many models have been proposed. The band transport in inorganic semi-
conductors describes that the atoms in a crystal are held together tightly by covalent 
bonds. As a result, electronic interactions between atomic orbitals in an inorganic 
crystal are strong, and broad bands with bandwidths of a few eV are formed. This 
facilitates high-mobility charge transfer. Organic crystals are characterized by the 
presence of van der Waals forces that hold the constituent atoms together. These 
forces are relatively weak in nature. The feeble electronic interactions that occur 

FIGURE 4.5 Pentacene on styrene/Si under scanning tunneling microscopy (STM) [21].

FIGURE 4.6 Deep and shallow trap states.
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between atomic orbitals of adjacent lattice sites lead to the formation of narrow 
bands, which possess bandwidths that are lower than 500 meV [22].

Charge transport models are shown in Figure 4.8. Charge carrier transport has 
been popularly described by “hopping,” which defines carrier transport within local-
ized levels. The hopping of carriers is influenced by temperature. The theory of 
variable-range hopping (VRH) has been described for charge transport. Based on 
the activation energy, a charged particle may jump over a short distance with high 
energy or over a long distance with low energy [11, 23, 24]. The Poole–Frenkel (PF) 
conduction model is based on the concept that a trapped carrier jumps to the band 
from a defect state and moves freely within the band. The transport in organic mate-
rials can be more accurately described by considering the hybrid charge transport 
picture, wherein the movement of charge carriers is described by the combination of 
the PF and band transport models [25]. This describes the dependence of mobility on 
temperature, bias, and transitory effects. The ratio of trapped to free charges at thermal 
equilibrium results in a mobility that is dependent only on temperature. The variation 
in applied bias causes Fermi-level shifts, and the trapped charge can thus vary accord-
ingly. This phenomenon results in the dependence of charge mobility on applied bias.

FIGURE 4.7 Model for trap states within bands [18].

FIGURE 4.8 Charge conduction models for organic semiconductors [11].
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4.6 ANALYTICAL MODELING OF TRAP STATES

Designing and simulation of OTFT-based circuits are necessary for the commer-
cialization of organic electronics as a marketable technological resource. This calls 
for the creation of analytical models and procedures that are applicable to organic 
materials. It has been established that using MOSFET models to simulate and 
develop OTFTs is a practical way to forecast how effectively these devices perform. 
However, the device characteristics substantially deviate from the MOSFET theory’s 
predicted behavior [26]. As the current conduction mechanism in OTFTs differs 
from that of inorganic transistors, the MOSFET models are unreliable for precisely 
predicting the performance of OTFTs. Metal–oxide–semiconductor (MOS) models 
do not account for the defect states that are unavoidable in disordered organic semi-
conductors. Consequently, it becomes crucial to consider the material and behavioral 
characteristics of organic materials while analyzing and designing the device models 
for OTFTs.

4.6.1 threshoLD voLtage (VTH) anD trap Density of states

Most of the simulation studies on OTFTs have been carried out using pentacene 
as an active semiconductor owing to its nearly crystalline structure. An acceptor 
trap density of states has been reported to exist in pentacene [16]. When free holes 
are occupied, these states can be neutral (NT

0) or carry a positive charge (NT
+) [27, 

28]. The deep trap density of states approximated by the Gaussian function can be 
expressed as [28]:
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where NGA is the Gaussian density at equilibrium, EGA is the peak energy, and WGA is 
the characteristic decay energy.

The shallow trap density of states approximated by the exponential distribution 
can be expressed as [28]:
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where NTA is the valence band intercept edge density, and WTA is the characteristic 
energy.

Since trap states are responsible for occupying holes, the threshold voltage equa-
tion for OTFTs gets modified as [29]:
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where VFB is the flat band voltage and has a negative value for pentacene; flat 
band voltage is the gate voltage that must be supplied to prevent band bending in 
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a semiconductor. Ci is the gate oxide capacitance (F/cm2), qp corresponds to the 
channel hole carriers, and qNt

+ is the aggregate amount of confined electric charge 
per unit surface area. For a trap-free semiconductor, the last term of Equation (4.3) 
becomes zero.

The inclusion of trap states in the simulation studies on OTFTs has shown an 
increase in the value of VTH in accordance with Equation (4.3) [29, 30]. The holes 
induced in the channel may get trapped for an initial increase in values of gate–source 
voltage (VGS). But for sufficiently high values of VGS, trap states are almost filled, and 
the additional carriers induced contribute to the increase in device currents.

4.6.2 MoBiLity MoDeLing

The PF mobility model defines the observed crowding phenomenon in OTFTs at 
small values of drain–source voltage (VDS). This behavior is because of the enhance-
ment in mobility due to increased values of the electric field. The PF model defines 
the charge mobility, which is mathematically represented as [22, 31]:

 ( )µ = µ − ∆ + β − δ
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where µ(E) is field-dependent mobility, µ0 is intrinsic mobility, Δ is zero field activa-
tion energy, β is the electron PF factor, δ is the fitting parameter, k is the Boltzmann 
constant, and T is temperature. The PF mobility model offers a theoretical frame-
work to account for the variations in carrier mobility observed in OTFTs, which are 
influenced by temperature and electric field.

The trap states may contribute to surface roughness, and charge carriers may 
be subjected to the scattering phenomenon. The presence of structural imperfec-
tions, interruptions in the material’s continuity, and interactions between charges 
and surface phonons at the interface between pentacene and oxide may have a nega-
tive impact on the mobility of the device [32]. Research works have reported that 
OTFTs show mobility reduction at an increased magnitude of vertical electric fields 
[32]. Therefore, it is necessary to simulate the characteristics of devices, as well as 
models of mobility degradation, in conjunction with the PF mobility model. The sur-
face roughness causes phonon scattering, resulting in mobility degradation [31]. The 
mobility simulation of OTFTs using various mobility models has shown a signifi-
cant impact on device parameters, such as channel mobility, threshold voltage, and 
transconductance [32]. Results have shown that the mobility degradation behavior 
in OTFTs has been accurately modeled by the surface mobility model (SURFMOB) 
given by Jeffrey T. Watt. To include trap states, mobility has been analytically mod-
eled by modifying the SURFMOB proposed by Watt [28, 32, 33]:
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where Eeff p,  is the net field, NB  denotes the density of trapped charges located at the 
surface, and Ni is the density of charges under inversion. The hole mobility is defined 
in terms of three scattering mechanisms in Equation (4.5). The phonon scattering, 
surface roughness, and charged impurity scattering are represented by the first, sec-
ond, and third terms on the right-hand side of Equation (4.5), respectively. Each of 
the first two variables is of relevance for simulating mobility degradation behavior 
in organic semiconductors because they account for the impacts of the electric field. 
The universal field-mobility relation may be expressed in these two terms. ETAP.
WATT is a fitting parameter with a value of 0.33 in Equation (4.6). At the insulator–
semiconductor interface, E0 is the electric field orthogonal to the oxide–semiconduc-
tor interface, and ⊥E  is the electric field orthogonal to the current direction. The Watt 
model provides values for the pre-exponents in the three components of Equation 
(4.5) at T = 300 K.

The trap states concentration is directly proportional with the trapped charge den-
sity in OTFTs. Therefore, by replacing the NB in Equation (4.5) with NV and omitting 
the Ni term:
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The effective charge mobility of OTFTs can be combined using Matthiessen’s 
rule [30]. The rule states that the various independent functions having an influence 
on the same parameter can be combined as follows:
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where ax, ay, az, … are weighting parameters, often considered to be unity. When 
limiting or enhancing the value of U, the (+) and (−) signs are respectively utilized. 
Different functions X, Y, Z, (V), and so on are defined for the same quantity (which 
can be something like mobility or current), and U is the output value. The effective 
carrier mobility using Matthiessen’s rule for mobility is given as [34]:
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where µa and µb are mobilities from different unrelated mechanisms.
The net mobility of OTFTs can be obtained as:
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where µ0 is the zero field carrier mobility, µPF is the PF mobility, and µeff,P is given 
by Equation (4.7). PF mobility demonstrates the field-dependent mobility behavior 
of OTFTs [16, 25].
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µeff p,  as a function of Eeff p,  has been plotted in Figure 4.9 using Equation (4.10). 
The results have been plotted for different values of acceptor trap density. The results 
indicate that the effective mobility of charge carriers rises linearly as the electric 
field increases. Nonetheless, the mobility reaches a maximum for a given electric 
field value before declining. The mobility reduces as the number of trap states rises. 
This result confirms that more charge carriers are trapped as the trap states per unit 
volume increases, whereas the free charge carriers per unit volume fall, resulting in 
a reduction in mobility. The observed current crowding behavior of OTFTs at low 
field values can be modeled by the PF mobility model alone. But the PF mobility 
model is not sufficient to predict the mobility behavior of OTFTs at large values of 
gate field. The mobility reduction observed through device simulations in OTFTs 
proves the fact that the traps cause surface roughness and phonon scattering, leading 
to mobility degradation of holes in organic semiconductors. It has also been found 
that mobility degradation results in reductions of channel mobility, threshold volt-
age, and transconductance.

4.6.3 Drain Current MoDeLing

To develop a complete electrical model of OTFTs in the presence of the trap states, 
an energy band diagram is shown in Figure 4.10. EFM is the metal Fermi level, EFS is 
the pentacene Fermi level, Ei is the intrinsic level, Etr is the trap distribution (maxi-
mum near HOMO and minimum near EFS), and qФm and qФs are the metal and 
semiconductor work functions, respectively. For positive values of VGS, the trap level 
(Etr) is located below the Fermi energy; therefore, the hole carriers are not trapped, 
and trap states are neutral. At negative values of VGS, the holes are captured by the 
trap states (being close to HOMO), thus reducing the drain current. As the magni-
tude of gate voltage is increased, the trap states are occupied with holes and filled. 

FIGURE 4.9 Effective mobility variation with the effective electric field [29].
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Furthermore, an increase in VGS increases free charge density, as the trap volume is 
fixed and the current at the drain terminal increases linearly.

Thus, the threshold voltage (VTH) increases in the presence of trap states [29, 30]. 
At the oxide–semiconductor interface, the Fermi level falls and becomes pinned 
close to HOMO. Hence, the trapped charge density and the free charge carriers cre-
ated in the channel must be balanced by the gate charge. The trap density exhibits 
Fermi-level position dependency, as specified in [27]: 
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The temperature-dependent nature of N0(T) is independent of the Fermi level’s spatial 
position. The function denoted by α(T) is a constant, slowly varying function that 
is exclusively dependent on temperature and serves to rectify the integration error. 
gT 0 represents the density of defect states when E = EV, and T2 represents the rate 
of decay or characteristic energy. α(T) oscillates between 1 and 0.8, according to 
numerical simulations [27].

The general equation for calculating the potential in FETs can be solved to accom-
modate the influence of trap states as a parameter [29]:
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Equation (4.13) can be used to calculate the electric field and total charge in the 
semiconductor [29]. The drain current (ID) has been solved with the inclusion of traps 
for OTFTs [29]:

FIGURE 4.10 Energy-band diagram showing the position of Fermi level eFS with respect 
to trap distribution etr at equilibrium.
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where γ = T
T
2  is a constant.

γ  is the parameter that accounts for the effect of trap states on the current–
voltage characteristics. If trap density is not present, γ  = 0, and Equation (4.14) 
reduces to the basic MOS equation. A plot of OTFT transfer characteristics using 
Equation (4.14) with the variation in values of trap density of states is shown in 
Figure 4.11. The decline in ID at high values of N0(T) is seen in Figure 4.11. The 
current reduction due to increasing trap density causes a decrease in free mobile 
charge carriers, such as holes.

4.6.4 CapaCitanCe MoDeLing

Charge accumulation or depletion results in channel capacitance. The changes in 
surface potential from positive to negative values cause the charge carriers to be 
trapped and detrapped, and result in trap capacitance per unit area CT, defined by 
[29, 35, 36]:

 ψ = ψ
ψ

C
dQ

dT S
T s

S

( )
( )

 (4.15)

The capacitance model for OTFTs has been shown in Figure 4.12, where COX 
appears in series with the parallel combination of CC and CT. The trapping and 

FIGURE 4.11 A plot of id-VGS characteristics with variation in acceptor trap density n0(t) 
and a characteristic decay rate of γ = 1.
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detrapping of charge carriers lead to trap capacitance in parallel with channel 
capacitance.

The total capacitance between gate and body terminals (CGB) can be represented 
in Equation (4.16) [29]:

 = +
+C C C CGB OX C T

1 1 1
( )

 (4.16)

where Cox is the gate oxide capacitance, CC is the channel capacitance, and CT is the 
trap capacitance.

Channel capacitance Cc = Cox for transistors in accumulation mode, and thus 
Equation (4.16) can be rewritten as:

 = + ψ = η ψdQ C C d C dS ox T S ox S( )  (4.17)

where η = + C
C

T

ox
1  is the slope factor.

Device capacitance has been studied for its effect of traps using Equation (4.17), 
and the results are shown in Figure 4.13. For the concentration of trap states less 

FIGURE 4.12 Capacitance model of an OTFT with trap capacitance [29].

FIGURE 4.13 Plot of Cgb versus VGS with varying trap densities [29].
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than trap states in the valence band (N0(T) < NV), the capacitance is comparable 
to that of a device without traps. Yet the C-V curves show a strong jump for val-
ues of N0(T) > NV. The traps being charged and discharged via charge carriers are 
the root of this impulsive jump in the C-V characteristics. The distribution of trap 
states in shallow states is assumed to be exponential; thus, maximum trap states are 
close to the band edge. Traps at localized levels may generate or annihilate carriers. 
The trap states, even under flat band circumstances, may be filled and empty. When 
VGS decreases and becomes negative, the Fermi level drops downward and becomes 
stuck at HOMO at the oxide–semiconductor interface [37, 38].

This results in trapping and detrapping, which cause a bump in the capacitance 
curves. In inversion and accumulation modes, the device capacitance is dominated 
by gate oxide capacitance. The C-V displays a bump at the beginning of accumula-
tion, which is caused by additional capacitance introduced by traps while getting 
filled [39, 40]. A further detailed description has been provided in Figure 4.14, which 
plots Cgb normalized with Cox. The normalized capacitance has a value of 1 in both 
modes. Only at the start of the device accumulation mode of operation is a small 
jump in capacitance observed. The trap capacitance has momentarily contributed  
0.1 µF/cm2 of capacitance to the existing Cox for an increase in traps from 1018 per 
cm3 to 1020 per cm3 (i.e., for a 102 cm−3 increase in NTA, capacitance per unit area 
increases by just 0.1, which is not a substantial change). Furthermore, the capaci-
tance is not a fixed quantity and gets influenced by input signal, doping concentra-
tion, and trap concentration [37, 40]. Capacitance also changes under applied stress 
and is a function of time. Thus, trap states under the application of voltage behave 
dynamically and influence device capacitance also.

FIGURE 4.14 Plot of normalized capacitance with vGS [29].
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4.7 CONCLUSION

Although organic electronics is opening new dimensions of applications in the area 
of flexible electronics, the efficiency of TFTs is limited by their noncrystalline struc-
ture, resulting in trap states. In this chapter, the dynamic nature of trap states has 
been discussed in detail, and their effect on device characteristics has been mod-
eled analytically. Under no trap conditions does the current–voltage model reduce 
to a simple MOS transistor equation. The trap states have an influence on mobility 
behavior, and as a result a combined mobility model using the PF mobility and sur-
face mobility models has been derived. The outcomes derived from the modeling 
equations exhibit a high level of concurrence with the variations in trap parameters. 
The observed fluctuations in device performance parameters in response to altera-
tions in trap parameters suggest that the modeling of organic semiconductor-based 
transistors would be incomplete without trap states. The modeling results have shown 
that the lower the density of trap states, the better is the performance. A capacitance 
model has been reviewed using a unified charge control model. Thus, in order to 
develop a compact model for organic transistors, the trap states must be included 
as a modeling parameter. The utilization of said models can offer a comprehen-
sive solution to the compact modeling and characterization of OTFTs that does not 
require dependence on MOSFET models for the purpose of designing and advanc-
ing organic-based circuits toward a commercialized platform. Future advancements 
in organic electronics must be coupled with the development of correct modeling 
techniques predicting device behavior. Furthermore, the reduction of trap states is 
of prime importance if the mobility of organic materials is to be enhanced. This 
necessitates fabricating defect-free organic materials or exploring nature to discover 
hidden gold for the electronics industry.
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5.1 INTRODUCTION

It is well-known that the phenomenon of particle tunneling is a quantum mechanical 
process. Many semiconductor devices have used this mechanism of carrier transport 
to obtain better figures of merit (parameters such as threshold voltage, ON and OFF-
current, subthreshold swing, etc.) in several applications. Tunnel diodes and tunnel 
field-effect transistors (TFETs) work in reverse bias mode, as tunneling is a junction 
breakdown process. This chapter will help the reader to understand the basics of tun-
neling by using energy band diagrams (EBDs), which provide a qualitative analysis 
of the device while following the transport and continuity equations. One can calcu-
late the tunneling probability through EBDs, which ultimately helps one to calculate 
the net current flowing from one terminal to the other in a TFET device. The OFF- 
and ON-state band diagrams provide knowledge of the transport of carriers through 
the tunneling junction. These diagrams also help to obtain a technique to calculate 
the threshold voltage of TFETs, which is unique as well as more accurate than the 
conventional constant-current method of threshold-voltage determination. The basic 
TFET architecture is explained in this chapter, followed by the challenges that it may 
face at the simulation and fabrication levels. TFETs are considered when an applica-
tion demands low standby power due to less OFF-current or leakage. Biosensing, on 
the other hand, is one of the expanding domains incorporating the usage of TFETs. 
Therefore, this chapter illustrates a biosensor device based on the TFET architecture 
and some perspectives on the implementation of such devices in the future.

5.2 BASIC TFET ARCHITECTURE

Chip miniaturization designed at deep subnanometer technology nodes requires low 
standby power leakages. This is an important capability that a device must have 
while undergoing scaling. It is evident from the literature that when we scale down 
the metal–oxide–semiconductor field-effect transistor (MOSFET) to smaller than 
a 50 nm gate length, leakage issues arise that are responsible for high Ioff currents. 
This can also be observed by studying the subthreshold region of the device. It can be 
noticed that MOSFETs with larger Ioff tend to have greater subthreshold slopes (SS). 
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Mathematically, 2.3 kT/q gives the lowest possible value of SS, which is approxi-
mately equal to 60 mV/decade [1]. Therefore, there is a need to address such issues, 
and one possible efficient candidate is a tunnel mechanism–based field-effect tran-
sistor (FET) known as the TFET. A TFET has a wider barrier energy band in its 
OFF-state, which obstructs the flow of carriers. This helps to obtain a diminished 
leakage in the OFF-state, thereby inducing lower SS. Due to a different carrier trans-
port in TFETs, the ON-current is affected. This drawback can be mitigated by using 
multi-gate structures [2, 3], pocket engineering [4, 5], hetero-materials in the body 
[6, 7], high-k oxides [8], multi-material gates [2, 3], and more [9, 10].

This section describes a basic double-gate TFET architecture. If the electrons are 
responsible for the conduction, then it is called an n-channel TFET (or n-TFET), and 
if the conduction is because of holes, then it is called a p-channel TFET (or p-TFET). 
Figure 5.1(a) and (b) present the simplest structure of n-TFETs and p-TFETs based 
on a double-gate geometry. Double-gate structures are explained in this chapter to 
help the reader understand the need to use multiple gates to significantly improve the 
ON-current of these devices. As with MOSFETs, there are three main regions in any 
basic TFET device: the source, drain, and channel. For an n-TFET, the source is a 

FIGURE 5.1 Basic structure of a tunnel field-effect transistor (TFET): (a) n-channel and 
(b) p-channel.
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highly p-doped region, the drain is a moderately n-doped region, and the channel is 
an intrinsic region. Similarly, for a p-TFET, the source is a highly n-doped region, 
the drain is a moderately p-doped region, and the channel is an intrinsic region. Let 
us take, for instance, the case of an n-channel TFET. When there is no gate voltage  
(Vgs > 0) and the drain voltage rises above zero (Vds > 0) (OFF-state), there is a negli-
gible current flow. This current flows as a result of the presence of a few electrons in 
the conduction band, which moves to the drain side upon the applied drain bias. Also, 
it should be remembered that the p-type valence band has more electrons than the 
conduction band of the same. When the drain voltage is greater than zero (Vds > 0),  
and the gate voltage is increased (Vgs > 0) (ON-state), the source–channel interface 
is impacted. As soon as the gate voltage increases, the junction width begins to 
decrease as the energy bands of the source and channel start to align themselves. 
Under the impact of an applied electric field, electrons migrate from the source to the 
channel when the valence band of the source aligns with the conduction band of the 
channel. This barrier width resembles the potential well, and the drifting of electrons 
is happening because of tunneling across the barrier. As Vgs increases, it impacts the 
probability of tunneling along with electron concentration in the channel. This phe-
nomenon is explained in Section 5.3.

5.2.1 CharaCteristiCs of tfets

The generalized transfer characteristics of a TFET are shown in Figure 5.2. Three 
major visible regions are the ambipolar region, OFF-state region, and ON-state 
region. Ambipolarity is the behavior of n-TFETs for negative gate voltages.

FIGURE 5.2 Transfer characteristics of an n-TFET.
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The source–drain symmetrical doping makes the magnitude of the current in 
the ambipolar state rise. In this state, the majority carriers from the drain side drift 
toward the drain–channel area and generate a current. Because the doping of the 
drain side is more than that of the channel region, the presence of vacant energy 
states starts to fill, contributing to an ambipolar current. An OFF-state exists when 
the gate voltage is nonzero but smaller than the threshold voltage (Vth) of the device. 
At zero gate voltage, there are no energy states present in the channel region, and 
hence OFF-current is much less. Now that the conduction band of the channel 
has been lowered by lowering the gate voltage, current has begun to grow. If Vgs 
is increased more than Vds, the channel potential is pinned at the ON-state; conse-
quently, no appreciable increase in current is achieved.

Figure 5.3 depicts the device’s output characteristics. The channel potential is 
stuck at the drain potential as the gate potential is larger, so when the drain potential 
increases, it increases the channel potential and as a result the current surges. As 
soon as the drain potential drops off, the channel potential becomes independent 
of the gate potential. This means that the drain current is practically unbothered 
by an increase in the biasing of the drain. The output properties in this instance are 
saturated.

5.3  UNDERSTANDING TUNNELING WITH 
ENERGY BAND DIAGRAMS

The prime focus of this section is to learn the tunneling mechanism, and for that 
band diagrams must be drawn to understand the carrier transport occurring within 
the bands. These diagrams give an idea of the qualitative behavior of the device. In 
order to comprehend how electrons are moved from the source side to the channel 

FIGURE 5.3 Output characteristics of an n-TFET.
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side, n-TFETs are used as a point of reference. When the device is activated, elec-
trons can tunnel between the source and channel bands, or between the drain and 
channel bands. The latter scenario is undesirable, as it contributes to the ambipolar 
behavior of TFETs. This means that there is a cross-conduction of electrons from the 
drain to the channel, which gives rise to the leakage in the device. The width of the 
barrier is also a critical factor.

To facilitate electron tunneling and improve conduction and ON-current, the bar-
rier width must be reduced. As the Vgs and Vds are increased, the barrier width is 
decreased. Because of these differences, TFETs have gate-voltage-dependent and 
drain-voltage-dependent threshold voltages. In order to prevent tunneling from tak-
ing place in the OFF-state, the TFET should be designed so that the barrier width 
decreases. Figure 5.4 depicts the OFF-state and ON-state barrier widths and the 
tunneling process. The only conduction that occurs in the OFF-state is due to the 
small number of electrons that are drifted from the channel to the drain, as there are 
no energy levels available in the conduction band of the channel to tunnel through. 
When a positive potential is applied at the gate terminal, more energy levels are 
available for conduction, and the barrier width decreases due to lowering of the 
channel conduction band.

It is evident from these results that rising Vgs reduces the barrier width, and there-
fore the electrons present at lower energy states can tunnel through it significantly. 
When we make the gate and drain voltage equivalent to each other, the channel 
potential tends to saturate. As soon as the Vgs is increased beyond the Vds, the channel 
potential is pinned up, and there is no significant shortening of barrier width. Thus, 
the overall tunneling probability is improved at higher gate voltages but saturates 
beyond a certain point. A drop in the barrier width with an increase in Vgs is visible 
in Figure 5.5.

FIGURE 5.4 Energy band diagram for the OFF- and ON-states of an n-TFET.
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5.4 CHALLENGES FOR TFETs

5.4.1 siMuLation MethoD

The TCAD tools help to study through simulation the response of a device during 
real-time operation. Many of these tools are evolving to achieve results that are closer 
to their experimental/real-time operation. They help researchers to study the 1D, 2D, 
and 3D variations in many domains, such as electric field, current, energy bandgap 
distribution, and potential. These tools are referred to as TCAD (technology com-
puter-aided design) tools. The fabrication of a semiconductor device involves various 
steps (lithography, deposition of layers, annealing, etc.), and the fabricated device can 
have variations in the results in comparison to the simulation of the same device. This 
happens due to the inefficiency of many TCAD tools in replicating the fabricated 
structure before its actual fabrication. This becomes a challenge for the engineers.

Accuracy is one of the vital parameters that ensure the candidacy of any device. 
In this section, a widely used tool for the simulation and analysis of TFETs known 
as Silvaco ATLAS is discussed. There are some key points that one should consider 
while performing TFET simulations in general:

1. Devices such as TFETs require a careful simulation study, as they involve 
quantum equations. Therefore, their analysis must contain models that 
include the effects of such equations.

2. Simulation of TFETs must incorporate the bandgap narrowing effects. 
Bandgap narrowing can occur due to different materials used to design the 
TFET, temperature variations, and so on.

3. Electric field distribution in TFETs is a nonlocal tunneling phenom-
enon. Thus, an electric field calculation in tunnel devices should include 

FIGURE 5.5 Energy band diagram for varying gate voltages in an n-TFET.
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the variations involving nonlocal tunneling. Thus, such models must be 
considered.

4. The numerical simulation methods must be specified correctly to have a 
converged solution. It is observed that at short channel lengths, some TFET 
simulations do not converge, and hence, the behavior of such devices during 
scaling remains unknown. Thus, there is a need to perform such simula-
tions on specific software that incorporates non-equilibrium green func-
tions to study the device behavior. Such simulations are called “atomistic 
simulations.”

5. Device fabrication involves wear and tear on the edges of the device. Pre-
analysis of such effects can mitigate challenges related to the device’s accu-
racy. Such analyses are known as “variability analyses.” Many tools do not 
accurately provide variability analysis of TFETs.

6. Another challenge faced by the simulation tools is the analysis of 2D mate-
rials. If the TFET involves the use of 2D materials in its design, there are 
chances that the results are not accurate with respect to the experimental 
point of view.

7. Consideration of device parameters according to the International 
Technology Roadmap for Semiconductors (ITRS) guidelines is difficult for 
TFET devices due to their different carrier transport mechanism. Along 
with this constant, field scaling is also not applicable on tunnel devices. 
Therefore, simulating and designing an optimized TFET device needs 
more attention.

5.4.2 faBriCation MethoD

Silicon is an obvious choice for TFETs due to its compatibility with complementary 
metal–oxide–semiconductor (CMOS) fabrication procedures, and due to the fact that 
a less defective and high-quality interface between the Si and the gate dielectric 
can be formed. Some of the reported works give an insightful perspective on TFET 
fabrication [11–13]. A fabrication scheme for manufacturing of a basic TFET device 
is shown in Figure 5.6. The process can begin with a clean piece of Si wafer (i), over 
which the oxide can be grown with a local oxidation process known as LOCOS 
(local oxidation of silicon) (ii). Using chemical vapor deposition, a layer of poly-
silicon can be deposited, which works as the gate material in the device. After its 
deposition, gate patterning can be achieved with the help of photolithography (iii). In 
this, an ultraviolet (UV) light is exposed over the area, which needs to be etched out 
later in step (iv). The diffusion of p+ and n+ source and drain can be done with an ion 
implantation technique. For the activation of dopants in these regions, a laser spike 
annealing (LSA) methodology is practiced that often utilizes chemical treatments 
to repair any damage from implant dosage (v). The next steps involve metallization 
for biasing of the device (vi) and wafer bonding to form a double-gate structure (vii). 
The final device is shown in step (viii), which is a conventional structure of a double-
gate tunnel field-effect transistor (DGTFET). The overall ON-current of TFETs is 
much less than that of ordinary MOSFETs at higher supply voltages. It is evident 
that TFETs cannot replace MOSFETs unless they offer a subthreshold current range 
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with a much smaller SS (60 mV/dec) than MOSFETs. This goal has not been reached 
in many experiments, which may be because of basic problems with materials and 
device design as well.

Nonetheless, the TFET fabrication process is getting more meticulous, and incen-
tivizing variability analyses are being reported for statistically significant as well 
as experimental scenarios. There are still some fabrication challenges that must be 
addressed beforehand.

5.4.3 noise issues

Random telegraph noise (RTN) exists in devices when a single trap center captures 
the electrons out of a few carriers. Additionally, it can be found in gadgets that are 
made using a flawed crystal lattice. Temperature, radiation, and mechanical stress 
influence the RTN to a significant extent. Chen et al. [14] published an experimentally 
determined RTN amplitude on TFET characteristics. According to the study, the high 
amplitude of RTN is caused by the non-uniform variation of the band-to-band tunnel-
ing (BTBT) generating rate along the device width direction. Reduced critical route 
density as a result of decreasing device width leads to increased RTN amplitude.

Low-frequency noise known as “flicker” is caused by charge carriers being 
trapped and released in trap states present at the gate oxide around the quasi-Fermi 
level. This process is also referred to as “pink noise” and has 1/f as a power spectral 
density. When semiconductor devices are biased, this noise occurs. With increas-
ing frequency, the intensity of noise lessens. It is mostly produced at the junction 
between the gate oxide and the Si substrate. Dangling bonds can be seen at the Si 
substrate’s interface. There are other energy states created by these dangling con-
nections. Flicker noise is caused by charge carriers that are trapped at certain points 
after crossing between energy levels and then released in a chaotic fashion.

Flicker noise becomes highly unwanted at the nanoscale in the case of the 
produced device because this noise grows as the device dimensions decrease.  

FIGURE 5.6 Basic fabrication scheme for a double-gate TFET device.
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By measuring the amount of flicker noise, one may assess the quality and depend-
ability of a gadget. The RTN is dominant, having a slope of 1/f2 in large-channel 
TFETs; the low-frequency noise in TFETs follows a 1/f frequency dependence [15]. 
A study by Huang et al. [16] presents the findings of an experimental investigation to 
understand the influence of low-frequency noise on TFETs utilizing various source 
junction topologies. Due to the nonlocal BTBT process, the active traps that are situ-
ated in the region where the BTBT is creating electron–hole pairs (EHPs) are seen 
to be the cause of the noise in TFETs. The traps situated where the junction electric 
field is greatest have only a minimal effect on TFET noise.

Half static random-access memory (HSRAM) cells were presented by Luong 
et al. [17] in order to investigate the potential of TFETs for 6T-SRA. With Si nanow-
ire, this described structure has been stretched. Even without the ambipolar behav-
ior, the proposed TFET structure falls short of expectations. The static figure of 
merit has also been constrained as a result of the analysis of the proposed structure. 
The impact of a trapped charge causing RTN to occur in a heterojunction TFET 
(HTFET)-based SRAM was examined by Pandey et al. [18]. The investigation of a 
10T SRAM based on a Schmitt trigger mechanism was the main topic of this study. 
The investigation has made it evident that HTFET-based SRAM cells operate admi-
rably, even when RTN is present. For 0.2 V of applied bias, the presented design 
improves performance by 15% compared to a silicon-based fin field-effect transistor 
(FinFET).

5.5 ROLE OF TFETs IN BIOMOLECULE SENSING

Many industries such as biomedical, defense, food environmental, etc. make exten-
sive use of biosensors.. When designing a biosensor, detection speed and sensitivity 
are critical parameters. When conventional biosensors are used to detect biomol-
ecules, they have poor sensitivity and are also time- and money-intensive. As a 
result, the concept of a dielectrically modulated field-effect transistor (DMFET) 
is proposed to address the primary problems regarding detection processes [19–21]. 
There are basically two types of biosensors: label-based and label-free biosen-
sors. Magnetic, electrochemical, fluorescent, and other label detection methods 
are used, and they alter the inherent properties of biomolecules. Such label-based 
detection techniques produce inaccurate results and take a long time to produce 
results. Because of this, more accurate label-free electrical detecting techniques 
have become a fascinating study area. Biosensors composed of FETs can identify 
biomolecules without the use of labels or enzymes. FET-based biosensors profit 
from their compact design, low price, and capacity for mass production. The ion-
sensitive field-effect transistor (ISFET), first presented by Bergveld in 1970 [21], is 
a FET-based biosensor that can detect biomolecules (charged such as DNA) but is 
incompatible with neutral biomolecules. ISFET works on the pH-based properties 
of the electrolyte/analyte solutions, and its sensitivity depends upon the pH of the 
same. The maximum sensitivity obtainable by the Nernst equation is 59 mV per unit 
change in the pH of the analyte. Also, the size of an ISFET is large enough for any 
in vivo application. Thus, there is a need to find a better, more sustainable, and more 
efficient biosensor device.
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DMFETs based on FinFETs [22], nanotube FETs [23–24], negative-capacitance 
FETs (NCFETs) [25], TFETs [26], and impact ionization FETs [27] can sense bio-
molecules. The biomolecules are addressed as either charged biomolecules (e.g., 
DNA) or neutral biomolecules (e.g., keratin). DMFETs observe the electrical charac-
teristics changing as these biomolecule properties change.

To meet the demands of today’s technology and fabrication criteria, device 
dimensions must be downscaled. A smaller transistor needs a small amount of ana-
lyte to detect (the size of the analyte must be considered as well). Miniaturization of 
MOSFET dimensions beyond a certain limit results in drawbacks such as increased 
power consumption, short-channel effects (SCEs), more leakage, and a degraded 
Ion/Ioff ratio. TFETs have been implemented efficiently for sensing biomolecules and 
solving the mentioned problems. TFETs have a steeper SS (<60 mV/decade), a low 
value of leakage current and low power requirement, a quick response, and, most 
importantly, a higher sensitivity toward biomolecule detection. Even though TFETs 
are the most efficient MOSFET substitute, they have unavoidable drawbacks such as 
ambipolar conduction and poor ON-current. But these issues can be addressed by 
utilizing different device geometries and different materials.

Today, many reported TFET-based biosensors have outperformed the conven-
tional FET biosensor, considering their sensing metrics, low power consumption, and 
lesser reliance on the fill-in factor of biomolecules inside the nanocavity. Although 
the TFET biosensor has shown stable sensitivity values, it can be challenging to 
detect biomolecules when the fill-in factor, which is the proportion of a filled cavity 
to the overall cavity area, is low. TFET biosensors often show poor performance 
when biomolecules are placed distantly from the tunneling interface because the 
binding probability of the biomolecules is low within the cavity.

The ON-state current in TFETs can be amended by utilizing various mechanisms, 
such as the incorporation of lower-bandgap (low Eg) materials for line and vertical 
tunneling (e.g., Si(1−x) Ge(x)), metal work-function variations of the gate electrodes, 
a double-gate or FinFET gate structure, multi-dielectric materials (stacking up or 
horizontal placement of different dielectrics), and so on. The conduction of negative 
or ambipolar current can be mitigated by using a higher Eg material in the drain 
region, lower drain doping than the source, metal work-function adjustments of the 
drain electrode, and other techniques. The concentration of carriers such as electrons 
in the region below the gate can be sufficiently increased by increasing the carrier 
concentration in the source in comparison to that of the drain (asymmetrical doping). 
This increases the electron tunneling rate and ON-current. Along with this, a cross-
conduction from the drain to the channel is also reduced.

Because of random dopant fluctuations (RDFs), achieving an abrupt doping profile 
of the carriers at the junctions of the source–channel or drain–channel is extremely 
difficult. Consequently, physical doping has fabrication costs and difficulties. The 
charge plasma dopingless strategy can overcome the shortcomings of conventional 
TFETs. The charge plasma technique, which uses appropriate metals to build source 
and drain regions, can make fabrication relatively easy.

A dopingless TFET based on charge plasma induction is explained in the remain-
der of this chapter. The device resembles the studies shown by P. Goma et al. [26]. 
A reduction in RDFs can be obtained by using the charge plasma method; a surge in 
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the Ion is expected to occur because of the pocket under the cavity near the junction 
of the source and channel, and also because of the tunnel gate engineering.

5.5.1 DeviCe arChiteCture anD key paraMeters

The device architecture shown in Figure 5.7 incorporates a Si-Ge pocket present at the 
source–channel junction. The device is designed considering all the important fac-
tors that may increase the ON-current. For example, the gate region of the device is 
modified by altering the ratio of the tunnel gate length and thickness with respect to 
the auxiliary gate length and thickness. The region below the nanocavity is modified 
using a high-k dielectric material that may increase the ON-current and modulate the 
threshold voltage. A 45 nm technology node is utilized in this device. The thickness of 
the nanocavity is adjusted in such a way that the biomolecules of 7 nm × 5 nm size can 
be efficiently incorporated within it. The nanocavity is designed near the source–channel 
junction because the quantum mechanical effects affect the device’s performance.

The key parameters to design this biosensor are given in Table 5.1. The separation 
between the channel and drain metals is set to 22 nm in order to obtain a very less 
ambipolar current because this length, also known as “underlap length,” affects the 
ambipolarity and leakage in the biosensor.

5.5.2 funCtionaLity of the presenteD Biosensor

The source–channel junction, called the “tunneling junction,” is not far from the 
nanocavity. When a biomolecule is placed in a nanocavity, the current alters as the 
dielectric modulation affects the transport of electrons over the tunneling junction. 
For an empty nanocavity, the controlling voltages, namely Vgs, Vds, and pocket, are 

FIGURE 5.7 Schematic of the dopingless TFET biosensor.
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responsible to determine the width of the tunneling as well as the BTBT rate. This 
initiates the change in the capacitive relation of the gate and the region below it. As 
we increase the K value of the biomolecule, there is a resultant increase in the Ion 
of the biosensor. A change in the drain current with biomolecules is shown in 
Figure 5.8, which follows Landauer’s formula [28] given by Equation (5.1):
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The Fermi energy levels in the source valence band, f EV S i( ), , and the channel 
conduction band, f EC Ch i( ),  are used to calculate the occupancy of tunneling electrons 
at energy Ei. The energies corresponding to the valence band of source and conduc-
tion band of channel regions are given by EV S,  and EC Ch, ; q is the charge,  is reduced 
plank’s constant, and TBTBT  is the tunneling probability.

Drain current is maximum for the biomolecules whose K value is 12 and is least 
for the empty nanocavity. The maximum attainable value of ON-state current is 
almost 1.5×10−5A/µm for the keratin biomolecule. A further potential step to try to 
stop carrier flow from drain to gate is provided by adjusting ΦAG to 4.1 eV. Another 
parameter that needs to be observed is the drain-induced barrier thinning (DIBT) in 
the TFET biosensor. DIBT occurs when the drain voltage varies in the device, and 
this drain voltage also impacts the barrier width. It is shown in Figure 5.9 that the 
barrier width is lowered at higher drain voltages; therefore, the tunneling rate is also 
impacted, as it depends majorly on the energy band barrier width.

The Henderson–Hasselbalch equation, depending on the pH and molar concen-
tration of the biomolecules, calculates the charge on them. It can be observed that 

TABLE 5.1
Some Key Parameters for Dopingless Biosensor Design

Physical Design Parameter Value Symbol
Thickness of body (nm) 10 tSi

Thickness of cavity (nm) 5 tcav

Cavity length (nm) 7 Lcav

Gate length (nm) 45 Lg

Si(1−x)–Ge(x) pocket length (nm) 2 Lpocket

High-к oxide thickness (nm) 0.8 t1

Work function of drain metal gate (eV) 3.9 ΦDM

Tunnel-gate oxide thickness (nm) 1.8 t2

Tunneling Gate (TG) work function (eV) 3.9 ΦTG

Auxiliary Gate (AG) oxide thickness (nm) 3 t3

Length of source/gate underlap (nm) 3 Lsg

Length of gate/drain underlap (nm) 22 Lgd

AG work function (eV) 4.1 ΦAG

Work function of source metal gate (eV) 5.93 ΦSM
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the behavior of charged biomolecules at the nanocavity–oxide interface varies. The 
charge on a biomolecule is positive if the isometric point exceeds pH, and vice versa 
for a negative biomolecule, where the isometric point should be lower than pH. The 
electric field changes depending on the physical parameters, such as the dielectric 
constant (K) and charge density (ρ) of various biomolecules as they inhabit the 
nanoscaled cavity region.

FIGURE 5.8 Transfer characteristics of the dopingless TFET biosensor.

FIGURE 5.9 Impact of drain voltage on the energy bands of the presented biosensor.
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The electric field is critical to understanding our device’s functionality. The tun-
neling width influences how quickly electrons cross from the source energy band 
to the channel region. The tunneling mechanism operates at the source–channel 
(tunneling) interface, and this only happens when the electrons have the minimum 
required energy to pass the barrier. Extra carriers present in the pocket region aid in 
increasing the generation rate as the pocket is doped. Tunneling begins as soon as the 
required amount of drift is obtained. The electrons gain a high electric field value, 
which depends on the applied voltage, in addition to the source and pocket doping.

In the absence of biomolecules, the majority of electrons have a low concentration 
under the cavity region. When a biomolecule with a dielectric constant greater than 
one (K > 1) is immobilized in the cavity region, it changes the net concentration of 
electrons in this region, raising the potential with the rise in K values. Initially, the 
potential for the source region is constant, and it begins to vary as soon as the bio-
molecules are introduced.

The band alignment leads to a thin barrier (gap) that seems to be thin enough for 
the drifted electrons to cross. Band bending is only observable in the source–chan-
nel area, hence the pocket should be placed near this junction. Increased coupling 
between metal and semiconductor is caused by high-k oxides, which raise the Vth 
requirement. Even when the K value is changed little, the threshold voltage changes 
noticeably because of the high dielectric layer of oxide covering the source and nano-
cavity area. It displays a large shift in threshold voltage since these changes are tak-
ing place right above the tunneling junction.

Vth and Ion sensitivity are given in the equations for neutral and charged biomolecules 
[29–31]. The expressions for these quantities are given by Equations (5.2) and (5.3):
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Figure 5.10 shows how the Vth varies with different K values. A huge shift in the 
Vth of the device for an empty and a keratin-filled nanocavity is evitable from the 
results. The sensitivity associated with the Vth value is 550.4 mV, which is very good 
and a lot more than the ideal Nernst limit for label-based biosensor devices. In addi-
tion to this, the sensitivity associated with the drain current is 1.438×102, which is 
better than many related works and has a scope for improvement as well.

5.6 FUTURE OF TFETs IN BIOSENSING

TFETs have shown tremendous performance in biomolecule sensing despite their 
low ON-current and ambipolarity. Conventional TFET biosensors had many draw-
backs; therefore, variations in their device architecture have proven to be quite effi-
cient. Point- and line-tunneling TFETs [32–34], pocketed TFETs, gate-all-around 
TFETs [35], negative-capacitance TFETs, vertical TFETs [2], and so on have been 
researched and hold great promise for future biosensors.

Optimization of TFET biosensors must also be addressed in order to present their 
efficient practical usage. Another issue associated with TFET biosensors is their 



108 Advanced Field-Effect Transistors

downscaling, as discussed in this chapter. Addressing these issues can resolve the 
present challenges. 2D material–based devices and biosensors have very few studies 
and investigations to date [36]. These devices require quantum software to analyze 
their function properly, and designing a biosensor using 2D materials and TFETs 
requires huge computational power. Such calculations involve the use of non-equilibrium 
green functions and can outperform the existing research on TFET biosensors.
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6.1 INTRODUCTION

Future nanoelectronic devices have to operate at a sub-1.5 V supply voltage with 
low power dissipation. The downsizing of metal–oxide–semiconductor field-effect 
transistors (MOSFETs) is prevented by adverse short-channel effects (SCEs), in par-
ticular punch-through, drain-induced barrier narrowing, hot carrier, and also veloc-
ity saturation, which gradually reduce the performance of the devices [1–3]. Tunnel 
field-effect transistors (TFETs) are the successors of MOSFETs in future nanoelec-
tronic devices that operate on the band-to-band tunneling (BTBT) methodology and 
have a subthreshold slope (SS) of less than 60 mV/dec subthreshold slope (SS) [4–6]. 
BTBT ceases the SCEs in the TFETs and also improves the SS of the device, com-
pared to thermionic emission–operated MOSFETs. Hence, substantial research has 
been pursued in the field of TFET design [7–12]. The ambipolar conduction and low 
ON-state current are important issues to consider while designing the device. For 
silicon TFETs, ON-state current that is possibly boosted by placing an n+ pocket at 
the source terminal will uplift the internal electric field. Silicon TFETs can operate 
with low power supplies, exhibit steeper SS, and have enhanced reliability compared 
to conventional p-i-n TFETs, and they also possess great boosted ON-state current 
[13, 14]. For direct current (DC) circuit applications, the typical behavior of ambi-
polar conduction in TFETs limits their viability [15, 16]. Several types of device 
architecture—like large bandgap material at the output side, spacers (low-k), low 
drain doping, gate–drain underlap, and, later on, lateral heterostructures—have been 
reported [17, 18]. Despite that, low ambipolar current, a diminished ON-state cur-
rent, and fabrication complexity instigate greater drain series resistance and lead to 
higher manufacturing costs [17–20]. Sahay et al. reported that, at the drain–channel 
interface, the width of the tunnelling barrier can be controlled by introducing a het-
ero buried oxide (HBOX) beneath the silicon substrate to suppress the ambipolarity [21].

In this chapter, a HBOX layer beneath the silicon surface, at the source terminal, 
a heavily doped n+ pocket is introduced. Along with these, gate-to-drain underlap 
and gate–source overlap have evolved to circumvent the drawbacks of conventional 
TFETs. The outline of this chapter is as follows: Section 6.2 narrates the stated 
HBOX-TFET structure and the simulation approach. DC analysis of the mentioned 
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TFET is illustrated in Section 6.3. Next, Section 6.4 elaborates the analog/radiofre-
quency (RF) performance interpretation of the stated TFET. Finally, the conclusion 
follows.

6.2 DEVICE STRUCTURE AND SIMULATION APPROACH

A HBOX doped-pocket gate-engineered TFET structure is shown in Figure 6.1. A 
low-k oxide layer that is 30 nm thick and 50 nm long is placed at the drain side of 
the TFET, and a high-k oxide with the same thickness is deposited at the source 
side, to inhibit ambipolar current and magnify the ON-state current, respectively 
[22]. A 5-nm-thick heavily doped n+ pocket doping concentration is presumed to 
be 5×1019/cm3 at the source terminal; it modulates the bandgap in the midst of the 
source and channel. It also produces an enhanced electric field. The source and drain 
concentrations are considered as 1×1020/cm3 and 5×1018/cm3, respectively, and their 
thickness is 20 nm. The channel thickness is 20 nm, and it is doped with a boron 
concentration of 1×1016/cm3.

The source, channel, and drain terminal lengths are taken as 40 nm, 30 nm, and 
30 nm, respectively. In this structure, a HBOX comprising a low-k oxide (SiO2) at the 
drain side and a high-k oxide (HfO2) at the source side is contemplated. A 15 nm gate-
to-drain underlap length is considered, and a gate-to-source overlap length of 5 nm 
to decrease the ambipolar current is included. A hafnium oxide layer of 2 nm thick at 
the gate stack and a 1-nm-thick TiN gate with 4.33 eV work function are preferred. 
The total length of this HBOX-TFET is chosen as 100 nm.

The simulation of the stated HBOX-TFET is performed by employing two-
dimensional (2D) Synopsis TCAD software [23]. Shockley–Reade–Hall recom-
bination is constituted for minority recombination effects. The full Schenk 
bandgap-narrowing model is encompassed, as high carrier concentrations injects 

FIGURE 6.1 Hetero buried oxide–tunnel field-effect transistor (HBOX-TFET) structure.
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uplifted electric field ensues bandgap narrowing. To mimic the tunneling effects, 
the Fowler–Nordheim method is initiated as the tunneling of electrons from the 
valence band ascends the input terminal. This current is crucial, while it finely 
illuminates the potential of the flying substrate for a SOI floating body at the same 
time. A heavily doped source, drain, and pocket (>1019/cm3) require a doping-
dependent mobility model.

6.3 DC PARAMETER ANALYSIS

The performance of the device under DC conditions is evaluated. The transfer char-
acteristics of this HBOX-TFET are delineated by (1) altering the thickness of the 
silicon substrate and HBOX but keeping the total device thickness constant, (2) 
optimizing HfO2 length in the HBOX, and (3) altering the silicon thickness, which 
are explored in this section. From the characteristics, it is clear that the device’s 
ambipolar current is minor (i.e., 7×10−13A/µm); an enhanced ON-state current of 
1.123×10−3A/µm with a SS of 41.4 mV/dec is noticeable. This HBOX-TFET exhib-
ited an ON-OFF current ratio of 0.16×1010 with a threshold voltage of 0.67 V by 
altering the silicon thickness. Hence, the proposed device operation is absolutely 
good for DC applications.

In silicon substrate TFETs, the introduction of pocket-doping engineering at the 
source terminal is reported [13, 24] to create the local minima at the conduction band 
and generate a large breakthrough to decrease the width of the tunneling region. To 
obtain gate control, the pocket thickness should not be too long because it doesn’t get 
fully depleted. Hence, the pocket thickness is considered as only 5 nm. An intensi-
fied ON-state current results because of the high electric field in this region, and it 
is depicted in Figure 6.2(a) and (b). An increase in electric field is examined; this 
is caused by the origination of an n+ pocket and can be seen in Figure 6.2(a). The 
silicon thickness variation also changed the electric field in this stated hetero TFET, 
as revealed in Figure 6.2(b).

Another exceptional factor that will change the output current is the surface 
potential, and this is portrayed in Figure 6.3. The BOX thickness effect on the sur-
face potential is less, and the n+ pocket (source terminal) uplifts the potential at the 
surface, which is shown in Figure 6.3. The surface potential φs relies on the height of 
the barrier and its dependency on the gate oxide and depletion capacitances Cox and 
Cdep, respectively. This is given by Equation (6.1):

 ϕ =
+

s
C

C C
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gs (6.1)

An increase in the input voltage will affect the potential at the surface of the 
TFET. The SS of the stated device depends on this potential and is given by 
Equation (6.2):
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Hence, from Equation (6.2), it is obvious that the SS alters with the surface poten-
tial of the device. A SS of 41.4 mV/dec has been exposed by the device with this 
improved surface potential by inserting an n+ pocket.

Energy band diagrams of a HBOX-TFET operated at Vgs = 1 V and Vds = 0.7 V 
(ON-state) and differentiated in the OFF-state are depicted in Figure 6.4. In a TFET, 
the current flows primarily due to the source–channel tunnel junction. The introduc-
tion of an n+ pocket narrows the bandgap, and this leads to decreased barrier height. 
If Vgs < 0, the device operates in the OFF-state, leading to zero current under ideal 
conditions. With a gradual increase in the input voltage (i.e., Vgs ≥ Vth), the device 

FIGURE 6.2 Electric field (a) along the full length of the geometry, and (b) at the source 
and channel regions.
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enters the ON-state as the tunneling of electrons evolves from one band to another 
band of the source and the channel regions. Output current flowing in the device 
increments, with applied bias voltage in the subthreshold region by virtue of the 
energy band bending, is shown in Figure 6.4.

The input (transfer) characteristics are depicted in Figure 6.5, and these can be 
obtained by adjusting the HBOX thickness of the device mentioned. Initially, when 
the input voltage is negative, it operates in the OFF-state as BTBT is inhibited.  

FIGURE 6.3 Surface potential of the HBOX-TFET.

FIGURE 6.4 Energy band diagram showing the conduction and valence bands and their 
band bending in the ON-state and OFF-state.
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The source valence band approaches the conduction band of the channel with an 
intensification of the biased input voltage. Then, the current flows in the device as 
electrons move from one band to the other. This is known as BTBT. Because of 
the heavily doped n+ pocket at the source terminal, line tunnelling enhances SS 
than that of the point tunnelling [25]. It also enhances the electric field, leading to 
boosted ON-state current. The device characteristics are verified by sweeping the 
input voltage Vgs and is shown in Figure 6.5 by optimizing the HBOX thickness. The 
device showed a threshold voltage of 0.7 V, OFF-state current of 4.14×10−13A/µm, 
and ON-state current of 3.1×10−4 A/µm, and it exhibited a SS of 44.6 mV/dec.

Figure 6.6 depicts the device transfer characteristics by changing the silicon thick-
ness to obtain better OFF- and ON-state currents. It is noticeable from Figure 6.6 
that the ON-state current is increased to 1.12×10−3 A/µm, and there is an improved 
SS of 41.4 mV/dec. This is as a consequence of the change in the viable bandgap nar-
rowing with an applied voltage at the gate and source terminals. The effective tun-
neling between the bands increases with an increment in the silicon thickness. The 
device will switch quickly from on to off, and vice versa as SS lessens.

Homojunction TFETs exposed an inferior ION/IOFF ratio. Due to energy band-
gap considerations, simultaneously obtaining a high ON-state current and lower 
OFF-state current is unviable. IC fabrication engineers use silicon material, as it is 
abundantly available and able to emanate a silicon dioxide layer smoothly over it; 
although, as silicon dioxide has a low-k (3.9) value, the ON-state current lessens. As 
a means to increase the ON-state current, hafnium oxide is placed in the BOX at the 
source side, as it has a high-k (22) value. The length of this oxide layer is altered to 
obtain the high ON-state current.

The device characteristics with respect to the alteration in the length of hafnium 
oxide present in the HBOX are exhibited in Figure 6.7. With an increase in the HfO2 

FIGURE 6.5 Id-Vgs transfer characteristics when changing the HBOX thickness.
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layer length, a reduction in ON-state current is observed as it penetrates the channel 
and drain regions. A slight improvement in ON- and OFF-state currents has been 
obtained from the device, and it is depicted in Figure 6.7. Here, the threshold voltage 
and SS remain constant at 0.7 V and 44.6 mV/dec, respectively. The ambipolar cur-
rent is reduced to 10−13A/µm, and the ON-OFF current ratio is 109.

The extracted DC parameters of the proposed HBOX-TFET from the Synopsis 
TCAD software are tabulated in Table 6.1.

FIGURE 6.6 Id-Vgs with respect to silicon thickness variation.

FIGURE 6.7 Id-Vgs characteristics when varying the HfO2 length in a HBOX.
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6.4 ANALOG/RF PERFORMANCE ANALYSIS

For logic applications, conventional MOSFETs can be replaced by TFETs because 
of the latter’s unidirectional conduction and lesser SS. Moreover, recently, research-
ers analyzed the advantages of employing TFETs in various analog circuits [26–31]. 
In this section, the performance of the HBOX-TFET is analyzed and evaluated for 
analog/RF applications.

Parasitic capacitances exhibited by the proposed device are vital for ascertaining 
the frequency of operation of the device and its propagation delay. The gate-to-source 
capacitance Cgs is depicted in Figure 6.8. It depends up on the doping concentration 
of the source terminal. The coupling among gate and source diminishes with high 
input voltage Vgs as the region of inversion increases. As seen in the figure, the reduc-
tion in silicon thickness has reduced the capacitance Cgs. Generally, Cgs is less than 
Cgd. The gate–drain capacitance Cgd is shown in Figure 6.9. It has a similar manner 
to Cgs with the variation in the silicon thickness. These two capacitance values are in 

TABLE 6.1
Extracted DC Parameters of the Proposed TFET (Varying Silicon Thickness 
but Keeping BOX Thickness at 30 nm)

Buried Oxide 
Thickness
(nm)

Silicon
Thickness

(nm)
Vth

(V)
Ioff

(A/µm)
Ion

(A/µm) Ion/Ioff

SS
(mV/dec)

30 10 0.73 3.39×10−13 3.91×10−4 1.15×109 48.6

30 20 0.72 4.41×10−13 3.15×10−4 0.71×109 44.6

30 30 0.67 7.01×10−13 1.12×10−4 0.16×109 41.4

FIGURE 6.8 Gate–source capacitance Cgs.
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the range of 10−16 F/µmm with a silicon thickness of 30 nm and HBOX thickness of 
20 nm. The total capacitance Cgg is shown in Figure 6.10. It is on the order of 10−15 
F/µm.

First and foremost, an important factor to operate the device well in analog/RF 
applications is the transconductance gm. It is depicted in Figure 6.11 and is given by:

 = ∂
∂

→g
I

V
Vdsm

d

gs

     Constant (6.3)

FIGURE 6.9 Gate–drain capacitance Cgd.

FIGURE 6.10 Total gate capacitance Cgg.
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At low-input voltages, gm increases because of the mobility degradation. An 
increase in the input voltage leads to a decrease in transconductance value. It can be 
observed that an increase in silicon thickness gives rise to transconductance.

Another figure of merit is the output conductance gds. It is given by:

 = ∂
∂

→g
I

V
Vgsds

d

ds

     Constant (6.4)

In the linear region, the output conductance is maximum, and in the saturation 
region it is minimum; this is shown in Figure 6.12. The proposed HBOX-TFET is 
exceptionally suitable for analog/RF applications as the transconductance, and the 
output conductance values are good.

The ability of the device to amplify signals over a range of frequencies possibly 
inferred by the cutoff frequency ft is given as Equation (6.5):

 =
π

f
Ct

gg

 
g

2
m  (6.5)

The plot of cutoff frequency is shown in Figure 6.13. It is recognized that the 
device can operate well in the 1–100 MHz frequency range without any attenua-
tion because of the lower capacitance values and higher transconductance value. 
Similarly, another essential factor for analog/RF applications is the transit time τ; 
this factor is inversely proportional to ft, and it is represented as Equation (6.6):

 τ =
× π × ft

 
1

20
 (6.6)

FIGURE 6.11 Transconductance (gm).
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The decay in transit time corresponds to a high speed of operation. Figure 6.14 
portrays the transit time. This factor decreases on account of decreased barrier tun-
neling width with the input voltage. This is on the order of 10−14sec, even by changing 
the thickness of the silicon wafer.

Intrinsic gain (×1,000) of the stated HBOX-TFET is shown in Figure 6.15. The
gain of the device is on the order of 6×103, elevating the applicability of the device

FIGURE 6.12 Output conductance (gds).

FIGURE 6.13 Cutoff frequency ( ft).
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in analog/RF applications. The amplification provided by the device is very high, 
which indicates that the device works good as an amplifier even at high frequencies.

At a high-frequency region of operation of the device, the transistor frequency 
product (TFP) is also an important factor for evaluating the analog/RF performance 
analysis of TFETs. It is expressed as [24, 32–35]:

FIGURE 6.14 Transit time (τ).

FIGURE 6.15 Intrinsic gain (gm/gd).
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This factor is directly proportional to the transconductance and inversely propor-
tional to the output current of the device. At low input voltages, the TFP increases in 
the subthreshold region, although it continues to be stable in the above-subthreshold 
region; its plot is shown in Figure 6.16.

From Figure 6.16, the TFP exhibited by the proposed HBOX-TFET is 10 THz/V. 
Hence, it is observed that the device exhibited good TFP.

The gain bandwidth product (GBP) is the agreement among the bandwidth and 
gain. This factor is expressed as Equation (6.8) [27]:

FIGURE 6.16 Transistor frequency product (TFP).

FIGURE 6.17 Gain bandwidth product (GBP).
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This factor changes with respect to the transconductance and drain capacitance of 
the device. In the subthreshold region, this factor slowly improves, and in the above-
subthreshold region it reaches a constant value, as shown in Figure 6.17. A dominant 
value of this factor exhibited by the device is 1011 Hz. The proposed HBOX-TFET 
parameters extracted from Synopsis TCAD are tabulated in Table 6.2.

Henceforth, from Tables 6.1 and 6.2, it is remarkable that the proposed HBOX-
TFET DC and analog/RF performance is prominent in terms of all the characteris-
tics. Therefore, the applicability of the stated TFET can be considered in the design 
of electronic circuits to operate at low-power voltages.

6.5 CONCLUSION

The doped-pocket gate-engineered HBOX-TFET structure described in this chapter 
is perfectly suitable for both DC and analog/RF applications. The device exhibited 
a SS of 41.4 mV/dec, an OFF-state current of 7.01×10−13 A/µm, an ON-state current 
of 1.12×10−3 A/µm, and an ON-OFF current ratio of 0.16×1010. The reduction in the 
parasitic capacitances (1.6×10−15 F/µm) results in a high speed of operation. The con-
ductance exhibited by the device is effective for analog/RF performance evaluation. 
The cutoff frequency, intrinsic gain, transit time, GBP, and TFP illustrate the high-
lighted efficiency of the device and its suitability at high frequencies (1–100 MHz), 
with perfect amplification (104) at high speed. Henceforth, the device is feasible for 
ultra-low-power analog/RF and DC applications.
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7.1 INTRODUCTION

Transistors serve as the basic building blocks of most electronic gadgets such as 
radios, televisions, computers, and cellphones. Transistors can control the flow of 
current with a minimal input signal, making them popular switches and amplifi-
ers in electronic circuits. Technological innovation in a variety of sectors has been 
facilitated by downsizing the size and improving the performance. The capacity to 
manufacture transistors at ever-smaller scales is a crucial component of transistor 
technology. Transistors have shrunk in size over time, allowing for a huge rise in the 
number of transistors that can be crammed into a given space on a computer chip. 
This phenomenon, called Moore’s law [1], has been largely responsible for the tre-
mendous increase in computing power that has occurred over the past few decades. 
However, when transistors go closer to the nanoscale, they start to run into several 
physical restrictions that can make it more challenging to design and produce them.

Another area of active study in transistor technology is the development of novel 
transistor designs that can offer superior functionality or performance compared to 
traditional designs. As an illustration, there has recently been a great deal of interest 
in creating transistors with unique properties using two-dimensional (2D) materials 
like graphene or transition metal dichalcogenides [2]. Adding these materials gives 
them advantages that include high carrier mobility, low power consumption, and 
flexibility. New transistor types that can operate at low voltages or that are simple to 
integrate with other electrical components have been the focus of various research 
projects. Transistors are used in conventional electrical devices as well as in emerg-
ing fields like bioelectronics and neuromorphic computing. Bioelectronic devices can 
be utilized for purposes like health monitoring or delivering personalized medicinal 
therapies since they connect biological processes with electronic components. In 
contrast, neuromorphic computing makes use of electronic components to mimic 
how the human brain works.

Transistors are an essential part of both new sectors and are expected to become 
more crucial in the development of electronics and computers in the future [3–8].

7.1.1 introDuCtion to nanoeLeCtroniCs

The study and use of electronic systems and devices at the nanoscale level constitute 
the intriguing topic of nanoelectronics. This industry is built on the usage of compo-
nents and materials with nanometer-scale dimensions. Structures that are typically 
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1–100 nm in size is referred to as “nanoscale.” The ability to produce devices that 
are far smaller and more effective than conventional electrical devices is one of the 
key benefits of nanoelectronics. This is because materials’ electronic characteristics 
alter at the nanoscale, enabling distinctive electronic behaviors that can be utilized 
in devices.

In nanoelectronics, for instance, the application of quantum mechanics enables 
the development of devices that are quicker, more energy-efficient, and more sensi-
tive than their conventional equivalents. Nanoelectronics has several uses, including 
the creation of quicker and more potent computers, more effective solar cells, and 
cutting-edge medical equipment. Sensors and other devices that can detect and react 
to environmental changes, such as temperature, pressure, and radiation, are also 
being developed using nanoelectronics.

Despite the potential of nanoelectronics, the industry still faces difficulties. The 
difficulty of controlling and manipulating nanoscale structures, which necessitates 
the employment of specialized tools and methods, is one of the main difficulties. The 
possible threats to human health and the environment from using nanoparticles are 
another difficulty. To ensure the ethical and safe use of nanoelectronics, there is a 
need for ongoing research and development in the area [9].

7.1.2 invention of transistors

Three American physicists—John Bardeen, Walter H. Brattain, and William B. 
Shockley—developed the transistor in 1947 at Bell Telephone Laboratories (Bell 
Labs) in Murray Hill, New Jersey. The invention of a working transistor was 
announced a year later in 1948. The transistors replaced electron tubes and sup-
planted them in many applications in the late 1950s. The transistor can control the 
flow of current with a minimal input signal, making it popular as switches and ampli-
fiers in electronic circuits. Germanium was used to make the original transistors, but 
silicon eventually took its place as the most widely used semiconductor material in 
modern transistors because of its better qualities, including its abundance, low cost, 
and ease of manufacture. In the 1960s, integrated circuits (ICs) made it possible to 
mass-produce transistors, which resulted in the fabrication of smaller, more potent 
electronic devices [10].

7.1.3 evoLution of transistors

The invention of vacuum tubes at the beginning of the 20th century served as the 
foundation for the creation of transistors. An important turning point in the history 
of electronics occurred when the very first transistor was created by John Bardeen 
and his team in 1947 at Bell Labs. Initially, transistors were relatively massive and 
constructed of germanium. The widespread usage of transistors in electronic devices 
like radios, televisions, and computers was made possible by the discovery of silicon-
based transistors in the 1950s and 1960s. The ability to combine various numbers of 
transistors on a single substrate was made possible by the development of ICs in the 
1960s, which resulted in the shrinking of electronic devices and the emergence of 
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the microelectronics industry. The creation of transistors that are smaller, quicker, 
and more efficient than ever before has been made possible in recent years by the 
discovery of novel materials and fabrication techniques, advancing technology in 
industries like computing, telecommunications, and energy [2, 11, 12].

Here is the year-wise evolution of transistors in brief:

• 1947: At Bell Labs, the first transistor was invented. It was made of germa-
nium and had two contacts.

• 1951: William B. Shockley invented the point-contact transistor, which 
used a metal point to contact a semiconductor material.

• 1952: The junction transistor was invented by Shockley; it had a p-n junc-
tion to control the flow of electrons.

• 1953: Development of the first commercial transistor by Texas Instruments.
• 1956: Invention of the planar transistor by Jean A. Hoerni; this used a thin 

layer of oxide to isolate the transistor from other components on the same 
chip.

• 1959: Invention of the mesa transistor by John Saby and James Early, which 
used a mesa structure to isolate the transistor from other components on the 
same chip.

• 1960: The first IC was invented, which combined multiple transistors on a 
single chip.

• 1961: At Bell Labs, the invention of a metal–oxide–semiconductor (MOS) 
transistor took place; this type of transistor used a thin layer of oxide for 
insulation of the gate from the channel.

• 1963: Invention of the complementary MOS (CMOS) transistor by Frank 
Wanlass at Fairchild Semiconductor, which used both n- and p-type MOS 
transistors to reduce power consumption.

• 1969: Invention of the Schottky transistor by Walter Schottky, which used 
a metal–semiconductor junction to increase the frequency response and 
decrease the switching time.

• 1971: Introduction of the first microprocessor by Intel, which contained 
2,300 transistors on a single chip.

• 1987: Invention of the heterojunction bipolar transistor (HBT) by Takashi 
Mimura; for this type of transistor, the base and emitters are made up of 
different semiconductor materials to increase speed and reduce power 
consumption.

• 1998: Invention of the fin field-effect transistor (FinFET) by Chenming 
Hu and his team at the University of California, Berkeley, which used a 
three-dimensional (3D) structure to reduce leakage current and increase 
performance.

• 2011: Introduction of the first 3D transistor by Intel, which used a tri-gate 
structure to improve performance and reduce power consumption.

• 2021: Invention of the gate-all-around (GAA) transistor by the Taiwan 
Semiconductor Manufacturing Company (TSMC), which uses a vertical 
nanowire structure to improve performance and reduce power consumption.
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7.1.4 types of transistors

Here is some brief information about different types of transistors that are currently 
in use:

• Bipolar junction transistor (BJT): This is a semiconductor device that is 
widely used as an amplifier or as a switch. Most of the other transistors use 
a single type of charge carrier, but a BJT uses both holes and electrons. This 
three-terminal device consists of p-n junctions, which are of two types, 
PNP and NPN [13–15].

• Field-effect transistor (FET): In this type of transistor, the flow of current is 
governed by an electric field. A FET is a three-terminal device made up of 
a source, drain, and gate. It is a unipolar transistor, as it uses only one type 
of charge carrier. FETs are utilized in a variety of applications, including 
amplifiers, switches, oscillators, and in ICs for digital logic gates, ampli-
fiers, and other circuits [16].

• Heterojunction bipolar transistor (HBT): This is a special type of BJT 
whose base and emitter regions are made up of different semiconductor 
materials, producing a heterojunction. This design grants the HBT advan-
tages over conventional BJTs, such as higher electron mobility and lower 
base resistance, allowing it to operate at much faster speeds with increased 
efficiency. As a result, HBTs are utilized in high-speed digital circuits, 
wireless communication systems, and optoelectronic devices, among other 
applications.

• Metal–oxide–semiconductor field-effect transistor (MOSFET): This is a 
widely used electronic device for switching and amplification of electronic 
signals. It consists of gate, drain, body (substrate), and source terminals. 
This device operates by changing the width of the channel between the 
drain and source terminal. Voltage applied at the gate terminal regulates 
the channel width of the device and repels or attracts the charge carriers 
by creating an electric field. This property makes the MOSFET a versatile 
device, capable of functioning as either a switch or an amplifier [17, 18].

• Junction field-effect transistor (JFET): The flow of current in a JFET is 
controlled by an electric field. It is a three-terminal device. JFETs are often 
used as voltage-controlled resistors, amplifiers, or switches, and they work 
in depletion mode, which means that when negative voltage is applied to 
JFETs, they are turned off [19, 20].

• Insulated-gate bipolar transistor (IGBT): This transistor is used for elec-
tronic switches for high-power applications. It is designed to achieve the 
combined objectives of MOSFETs’ high current and bipolar transistors’ 
low-saturation-voltage capabilities. IGBTs are popular in various uses in 
power supplies, electric vehicles, home appliances, and renewable energy 
systems, all due to their capabilities of high efficiency and faster switching 
[21, 22].

• Fin field-effect transistor (FinFET): This is a 3D device that uses a multi-
gate structure to improve its performance. FinFETs are constructed on 
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substrate and place the gate on two, three, or four sides of the chan-
nel, forming a double- or even multi-gate structure. This unique design 
allows the gate to fully “wrap” around the channel on three sides, pro-
viding better control of the electric state and reducing leakage current. 
As the surface area is more between the source and the gate, the output 
and the performance of the device are best suited for the electronics 
industry [23, 24].

• Tunneling field-effect transistor (TFET): This is a unique type of transistor 
that utilizes a tunneling junction in place of the conventional p-n junction to 
facilitate the injection of charge carriers into a channel region. This tunnel-
ing junction is made up of two heavily doped regions of opposite polarity. 
A TFET is a good option for low-power electronics and has recently been 
supplemented by negative-capacitance ferroelectric field-effect transistors 
(NC-FETs) as another potential alternative [25, 26].

• Nanowire transistor: A nanowire transistor is a FET that uses a nanowire as 
the channel for its current. The nanowire is made of semiconductor materi-
als like silicon, germanium, or III-V semiconductors, and is controlled by 
a gate that regulates the flow of electrons through the channel. Nanowire 
transistors can overcome a few limitations of conventional transistors, such 
as their size and power consumption, and are being studied for various uses 
in sensors, memory devices, and logic circuits [27].

• Carbon nanotube transistor: This device replaces the traditional transis-
tor in the channel region with carbon nanotubes as its channel material. 
Carbon nanotubes are cylindrical in structures and are arranged in a hex-
agonal lattice. They are desirable for use in electronic devices, due to their 
distinctive mechanical and electrical qualities. Transistors made of car-
bon nanotubes have the potential to outperform silicon-based transistors 
in terms of speed, size, and energy efficiency. Although they are still at 
the research and development stage, they have great potential for electrical 
devices in the future [28].

• Spin field-effect transistor (SpinFET): SpinFETs control the flow of current 
by spinning electrons. These are based on the principle of spintronics, which 
is a field of electronics that deals with the spin of electrons rather than their 
charge. SpinFETs have several advantages over conventional transistors, 
including lower power consumption, faster switching speeds, and higher 
integration density. SpinFETs work by using a ferromagnetic material as 
the gate electrode instead of a dielectric material. Only electrons with a 
particular spin orientation are permitted to travel through the ferromagnetic 
material, which serves as a spin filter. The magnetic field direction decides 
how the current flows in this device. SpinFETs are still in the experimental 
stage and are not yet widely used in commercial applications. However, 
they have shown great promise for use in low-power electronics and other 
applications where high integration density and fast switching speeds are 
required [29].

In this chapter, we will study TFETs, specifically L-shaped TFETs.
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7.2 L-TFETs

TFETs that are designed in an L-shape are called L-TFETs. One of them is shown in 
Figure 7.1. The L-TFET is a promising device for the coming generation of electronic 
gadgets because it operates at very low power and has high-performance features. It 
is a type of transistor that operates on the tunneling of the electrons through a poten-
tial barrier. Compared to conventional transistors, L-TFETs can achieve superior 
performance with lower energy consumption, which is crucial for the development 
of low-power electronic devices [30–32].

Ferroelectric materials have special properties such as spontaneous polariza-
tion, hysteresis, and piezoelectricity. These properties make them useful for various 
types of applications, including electronic devices, memory devices, and sensors. 
Ferroelectric materials have been investigated extensively for applications in elec-
tronic devices due to their ability to consume less power and enhance device perfor-
mance. The use of ferroelectric materials in L-TFETs has the potential to enhance 
device performance by utilizing the negative-capacitance effect. The negative-
capacitance effect is a phenomenon where the effective capacitance of a ferroelectric 
material is negative. This effect can be used to overcome the limitations of conven-
tional MOSFETs, which suffer from the subthreshold slope (SS) problem [33–35].

In this chapter, we will discuss L-TFETs with ferroelectric materials, as well as 
their structure, working principle, and significance in the field of electronics. We 
will also provide a brief overview of ferroelectric materials and their properties, as 
well as the effect of negative capacitance in L-TFETs. In addition, we will review the 
latest research on L-TFETs with ferroelectric materials and their potential applica-
tions [36].

FIGURE 7.1 Cross-sectional view of an L-TFET (conventional device). Lg = 16 nm, Lt = 4 nm, 
Tox = 1 nm, Tg = 35 nm, Ts = 36 nm, Tdh = 6 nm, Ls = 67 nm, Ld = 67 nm, Ns = 1×1020 cm−3,  
Nd = 1×1017 cm−3, Nc = 1×1015 cm−3, WFg = 4.8 eV, Ttt = 42 nm, Ltt = 160 nm, and SiO2 as the 
gate oxide.
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7.2.1 ferroeLeCtriC MateriaLs

Ferroelectric materials in the presence of an external electric field have reversible 
spontaneous polarization. Nonvolatile memory, piezoelectric sensors and actua-
tors, electro-optic modulators, and pyroelectric detectors are just a few of the many 
devices that can use ok them [37]. Ferroelectric materials are used in NC-FETs 
to improve the subthreshold swing of conventional FETs [38]. Recently, there 
has been much ongoing research on combining ferroelectric materials with novel 
device concepts for transistors, to examine their capability for high-performance, 
low-power, next-generation electronic devices. The primary topics of discussion in 
this chapter will be the integration of ferroelectric materials with L-TFETs and the 
impact of ferroelectricity on device performance. Due to ferroelectric materials’ 
potential use in nonvolatile memory systems, such as ferroelectric random-access 
memory (FeRAM), and their capacity to display negative capacitance, which 
helps to improve the performance of electronic devices, they have been intensively 
explored.

7.2.2 properties of ferroeLeCtriC MateriaLs

• Spontaneous polarization: In ferroelectric materials, spontaneous polariza-
tion is a property that arises due to the alignment of electric dipoles in a 
particular direction without any external electric field [39]. Ferroelectric 
materials exhibit spontaneous polarization because of their crystal struc-
ture, and they are characterized by a hysteresis loop in their polariza-
tion–electric field curve [40]. The magnitude and direction of spontaneous 
polarization depend on the crystal structure of the material [41].

• Switchable polarization: Unlike other dielectric materials, ferroelectric 
materials have the capacity to change the direction of their polarization 
when an external electric field is present. This characteristic is essential for 
their use in FeRAM and other nonvolatile memory systems.

• Hysteresis: The polarization of a ferroelectric material exhibits hysteresis 
behavior, meaning that the history of the electric field will decide the behav-
ior of the material. This characteristic is crucial for their use in capacitors 
because it enables the material to store charge even after the electric field 
has been removed.

• Piezoelectricity: Piezoelectricity is a property of generating an electric field 
when a mechanical stress is applied or any deformation takes place. This 
property is important for their application in sensors and actuators.

• Nonlinear dielectric response: Ferroelectric materials have a nonlinear 
dielectric response, which means that the displacement is inversely pro-
portional to the electric field applied. This property is important for their 
application in frequency doubling and other nonlinear optical devices.

• Temperature dependence: The properties of ferroelectric materials are 
strongly temperature dependent. Their Curie temperature (the temperature 
at which they lose their ferroelectric properties) is a critical parameter that 
limits their application in high-temperature environments.



134 Advanced Field-Effect Transistors

Overall, these properties make ferroelectric materials attractive for various appli-
cations, including memory devices, capacitors, sensors, actuators, and nonlinear 
optical devices [42–45].

7.2.3 types of ferroeLeCtriC MateriaLs

• Perovskite-based ferroelectrics: These are the most extensively studied fer-
roelectric materials, and their unique properties are mainly attributed to 
their structure. Examples of perovskite-based ferroelectrics include lead 
zirconate titanate (PbZrTiO3) and barium titanate (BaTiO3).

• Organic ferroelectrics: These are relatively new ferroelectric materials and 
are composed of organic molecules or polymers. Examples for organic ferro-
electric materials include polyvinylidene fluoride (PVDF) and its copolymers.

• Relaxor ferroelectrics: These are a class of disordered ferroelectric materi-
als that exhibit high piezoelectricity and electromechanical coupling coef-
ficients. Examples of relaxor ferroelectric materials include lead scandium 
tantalate (PST) and lead magnesium niobate–lead titanate (PMN-PT).

• Biomorphic ferroelectrics: These are biomimetic ferroelectric materi-
als that are synthesized to replicate the structure and function of natural 
materials. An example of a biomorphic ferroelectric is hydroxyapatite 
(Ca10(PO4)6(OH)2) with ferroelectric polarization along the x-axis.

• Hybrid ferroelectrics: These are a class of ferroelectric materials that com-
bine inorganic and organic components, resulting in unique properties. An 
example of a hybrid ferroelectric is the metal–organic framework (MOF) 
Zn(2,5-dimethoxybenzene dicarboxylate).

• Thin-film ferroelectrics: These are thin ferroelectric material films that are 
typically created by physical or chemical deposition processes. Lead tita-
nate (PbTiO3) and barium strontium titanate (Ba0.5Sr0.5TiO3) are examples 
of thin-film ferroelectrics.

7.3 L-TFETs WITH FERROELECTRIC MATERIALS

The L-TFET is a valuable device for lower power consumption in high-speed elec-
tronics. Ferroelectric materials provide a negative-capacitance effect that can reduce 
effective gate voltage, thereby improving the SS and reducing the OFF-current of the 
device [46, 47]. L-TFET devices can be simulated using a variety of software tools, 
including commercial tools like Silvaco ATLAS and Synopsys’ QuantumATK, 
Sentaurus TCAD, and Sentaurus Device, as well as open-source tools. These simu-
lation tools employ numerical methods to solve the fundamental equations of charge 
and current transport, including Poisson’s equation, Schrödinger’s equation, and 
current continuity equations. Researchers can gain insights into a device’s perfor-
mance from studying the simulation results, which also show the electric field, band 
energy diagrams, Id-Vg characteristics, and a few other static properties. To simulate 
an L-TFET device, these steps can be followed:

1. Define the device geometry, including the gate length, gate oxide thickness, 
and ferroelectric material thickness.
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2. Specify the material properties of the various components, including the 
semiconductor material, gate oxide material, and ferroelectric material. 
These properties can include permittivity, mobility, doping concentration, 
and other relevant parameters.

3. Define the bias conditions for the device, including the source and drain 
voltages, gate voltage, and temperature.

4. Select the appropriate numerical methods and models for solving the charge 
and current transport equations, including the quantum mechanical models 
for tunneling and the models for the ferroelectric material.

5. Run the simulation and analyze the results, including the current–voltage 
characteristics, SS, ON-current, and OFF-current.

Overall, L-TFETs with ferroelectric material have shown promising results in 
reducing the subthreshold swing and improving the performance of the device com-
pared to conventional MOSFETs. The simulation tools can provide necessary infor-
mation on the device’s behavior and can help guide the design and optimization of 
L-TFETs for future electronics applications.

7.3.1 aBout the siMuLation software

For the simulation of material-based devices like solar cells, photodiodes, transis-
tors, and sensors, Silvaco’s ATLAS software is a powerful tool. It can simulate the 
physical processes and electrical properties of germanium, silicon, and a variety of 
other device structures and materials. ATLAS can also perform optimization and 
analysis of device performance using various methods such as parameter extraction, 
curve fitting, optimization algorithms, and statistical techniques. ATLAS is part 
of the TCAD suite of products by Silvaco, which also includes process simulation, 
mesh generation, visualization, and characterization tools. ATLAS is a modular and 
flexible platform that allows you to create and analyze realistic models of any type 
of solar cell, transistor, diode, sensor, or other device. ATLAS software can handle 
complex geometries, materials, doping profiles, contacts, interfaces, and physical 
phenomena such as quantum effects, tunneling, recombination, mobility models, 
temperature effects, stress effects, and more [48]. ATLAS consists of several mod-
ules to perform different tasks, including the following:

Device: The Poisson and continuity equations for electrons and holes in 1D, 
2D, or 3D systems are solved in this fundamental module. Devices such as 
MOSFETs, BJTs, HBTs, TFETs, light-emitting diodes (LEDs), and lasers 
can all be simulated.

Blaze: This is a module that extends a device to simulate optoelectronic 
devices such as solar cells, photodetectors, and organic light-emitting 
diodes (OLEDs). Blaze can calculate optical generation rates using rigor-
ous coupled-wave analysis (RCWA) or ray-tracing techniques. The optical 
losses brought on by reflection, transmission, absorption, scattering, and so 
on can also be modeled using Blaze.

Luminous: This is a module that extends Blaze to simulate advanced optoelec-
tronic devices such as quantum well lasers, vertical-cavity surface-emitting 
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lasers (VCSELs), and quantum dot devices. Luminous can account for quan-
tum confinement effects using effective mass or k·p methods. Luminous can 
also model carrier transport and recombination in quantum structures using 
drift diffusion or Schrödinger–Poisson methods.

TonyPlot: This is a module that provides visualization and analysis capabilities for 
ATLAS. A TonyPlot can display 1D, 2D, or 3D data from TCAD simulations 
or parasitic extraction tools. A TonyPlot can also perform various operations on 
the data, such as scaling, averaging, integration, differentiation, and interpolation.

7.4 DEVICE STRUCTURE AND PARAMETERS

The designed L-TFET is presented in Figure 7.1. The source region of the device is 
doped with germanium (Ge) with a source doping concentration (Ns) of 1×1020 cm−3, 
keeping the source length (Ls) as 67 nm and thickness as 36 nm. The length of the 
tunneling region (Lt) is set to 4 nm, followed by a gate oxide (Tox) of 1 nm thickness 
made of SiO2. The gate length (Lg) and thickness (Tg) are set as 16 nm and 35 nm, 
respectively. The channel doping concentration (Nc) is 1×1015 cm−3, and the drain 
doping concentration (Nd) is 1×1017 cm−30

. The length (Ld) and thickness (Tdh) of the 
drain have set values of 67 nm and 6 nm, respectively. Thus, the overall length and 
thickness of the device sum to 160 nm length and 42 nm thickness. The work func-
tion for the device is set to 4.8 eV for the complete simulation.

As discussed above regarding the types and properties of ferroelectric materials, 
there we find the scope of improvements in the current L-TFET structure (e.g., add-
ing ferroelectric material to the gate stack region can improve the performance and 
efficiency of the device). Figure 7.2 is the new proposed device that has a ferroelectric 

FIGURE 7.2 Cross-sectional view of a NC-L-TFET (proposed device). Lg = 16 nm, Lt = 4 nm,  
Tox = 1 nm, Tg = 35 nm, Ts = 36 nm, Tdh = 6 nm, Ls = 67 nm, TFE = 35 nm, LFE = 5 nm,  
Ld = 67 nm, Ns = 1×1020 cm−3, Nd = 1×1017 cm−3, Nc = 1×1015 cm−3, WFg = 4.8 eV, Ttt = 42 nm,  
Ltt = 160 nm, and SiO2 as the gate oxide.
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layer of 5 nm length and 35 nm thickness stacked between the gate and oxide layer 
[49, 50]. All the device parameters and values used for simulation is listed in Table 7.1.

7.5 SIMULATION RESULTS AND PERFORMANCE ANALYSIS

Here, we will observe, analyze, and compare the performance of a NC-L-TFET, the 
newly proposed device, with respect to an L-TFET (the conventional device). We 
will observe the quasi-Fermi level (QFL) and energy band diagrams, followed by 
the electric field, recombination rate, potential, Id-Vg characteristics, and analysis of 
capacitance from gate to drain and gate to source. From here onward, analysis along 
AB and XY will be referred to as performing the analysis of the device by taking the 
respective cutlines, as shown in Figure 7.3.

7.5.1 eLeCtron Quasi-ferMi LeveL

The electron QFL is a concept used in semiconductor physics to describe the energy 
level of electrons in a semiconductor material. It is a measure of the energy distribu-
tion of electrons in a material and is used to describe the behavior of electrons in a 
semiconductor device. The QFL is defined as the energy level at which there is an 
equal probability of finding an electron or hole [51]. In other words, it is a measure 
of the energy level at which there are equal numbers of electrons and holes in a 
material. The electron QFL can be used to describe the behavior of electrons in a 
semiconductor device such as a solar cell or transistor [52]. From Figure 7.4(a), we 

TABLE 7.1
Parameters and Values Used for Simulation of the Device

Parameters Abbreviations Set Values
Gate length Lg 16 nm

Length of tunneling region Lt 4 nm

Thickness of gate oxide Tox 1 nm

Thickness of gate region Tg 35 nm

Source thickness Ts 36 nm

Drain thickness Tdh 6 nm

Source length Ls 67 nm

Ferroelectric layer thickness TFE 35 nm

Ferroelectric layer length LFE 5 nm

Drain length Ld 67 nm

Source doping concentration Ns 1×1020 cm−3

Drain doping concentration Nd 1×1017 cm−3

Channel doping concentration Nc 1×1015 cm−3

Gate work function WFg 4.8 eV

Total thickness of device Ttt 42 nm

Total length of device Ltt 160 nm
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observe the electron QFL in electronvolts. The plot (which follow linear relation 
from 0.06 to 0.16 um) QFL represents the electron QFL of a NC-L-TFET, whereas 
blue represents the QFL of an L-TFET.

7.5.1.1 QFL along the AB Cutline
From Figure 7.4(a), we find that the electrons present in the L-TFET have relatively 
more energy compared to the NC-T-TFET. However, from Figure 7.4(b), we see that 
the holes’ energy is almost zero throughout the device except for the initial position.

7.5.1.2 QFL along the XY Cutline
Similarly, we look at Figure 7.5(a) and (b), which depicts the electrons and holes QFL 
when the horizontal cutline is taken along XY.

7.5.2 effeCt of ferroeLeCtriC MateriaLs on energy BanD DiagraMs

A pictorial representation of the energy levels of an atom, molecule, or solid is called 
an “energy band diagram.” It serves as a visual representation of how electrons are 
distributed across various energy states. Energy band diagrams are frequently used 
in solid-state physics to depict the electronic structure of materials like semiconduc-
tors and insulators. The permitted and prohibited energy levels in a substance are dis-
played on the energy band diagram. The diagram’s horizontal axis denotes position 
or distance, while the vertical axis represents energy. The permissible energy levels 
are depicted as bands, and the energy levels themselves are portrayed as horizontal 
lines. In semiconductors, the conduction band is present over the valence band; at 
the initial stage, all the electrons are accumulated in the valence band, whereas the 
conduction band is just partially or sparsely populated [53]. When voltage is applied 
to the device, the electrons from the valence band gain energy and are excited to the 

FIGURE 7.3 Cross-sectional view of a NC-L-TFET with vertical line AB and horizontal 
line XY as cutlines.
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conduction band, which makes the flow of current possible in the device. The energy 
band diagram can be used to build electronic components like transistors and diodes 
as well as to forecast the electrical properties of materials like conductivity. Here, 
we will study energy bands at two different cutlines, the vertical cutline (AB) and 
the horizontal cutline (XY). Figure 7.6 shows the newly proposed NC-L-TFET with 

FIGURE 7.4 Structure in accordance with Figure 7.3. Quasi-Fermi-level (QFL) analysis of 
(a) electrons and (b) hole charge carriers along the vertical cutline AB.
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FIGURE 7.5 Structure in accordance with Figure 7.3. Quasi-Fermi-level (QFL) analysis of 
(a) electrons and (b) hole charge carriers along the horizontal cutline XY.
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AB and XY cutlines for analysis. Here, we will observe and compare the energy band 
difference between the L-TFET and NC-L-TFET.

7.5.2.1 Analysis along the AB Cutline
Figure 7.6 represents the valence and conduction band of L-TFETs both with and 
without ferroelectric material. We observe no major difference in the energy band 
diagrams.

7.5.2.2 Analysis along the XY Cutline
In Figure 7.7, the dotted lines represent the bands of the L-TFET, and the sharp thick 
line with dots represents the bands of the NC-L-TFET. The rectangle symbol stands 
for the conduction band, whereas the black current represents valence bands. If we 
observe in Figure 7.7, the NC-L-TFET shows relatively better tunneling compared to 
the L-TFET. Due to the negative-capacitance effect, the NC-L-TFET shows better 
tunneling. The NC-L-TFET’s gate ferroelectric material displays a negative-capacitance 
response, which significantly lowers the device’s threshold voltage. The ferroelectric 
material acts as a negative capacitor when the voltage is applied at the gate, storing 
a charge with the polarity opposite to that of the applied voltage. By lowering the 

FIGURE 7.6 Energy band diagram of an L-TFET with rectangle symbol markings and 
NC-L-TFET with tringle symbol markings along the AB cutline. The dotted line shows the 
band energy of the L-TFET, whereas plane lines indicate the band energy of the NC-L-TFET 
in the source–channel region.
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voltage drop across the tunneling zone, this negative-capacitance effect can also nar-
row the effective tunneling barrier and increase the tunnel current.

7.5.3 effeCt of ferroeLeCtriC MateriaLs on the eLeCtriC fieLD

In an L-TFET, the electric field distribution in the channel region of the device is 
referred to as the “electric field.” The electric field in an L-TFET is essential for 
allowing electrons to tunnel through the barrier created by the gate and channel 
region. The potential barrier in the channel region is shaped by the electric field and 
controls how likely it is that electrons will tunnel through it. In an L-TFET, the chan-
nel’s source side has the strongest electric field, which gradually diminishes while 
moving toward the drain side. This is because of the presence of the gate terminal, 
and when a voltage is applied to it, it generates an electric field in the channel region. 
The ferroelectric substance, which can strengthen the electric field in the channel 
region, has an impact on the electric field as well.

7.5.3.1 Analysis along the AB Cutline
Figure 7.8(c) and (d) represents the electric fields of an L-TFET and NC-L-TFET 
observed on the AB cutline, as shown in Figure 7.3. Between 0.035 and 0.040 µm, 
we find the maximum electric field and a relatively higher electric field in the case 
of the NC-L-TFET. Due to the existence of the ferroelectric layer, the electric field 
in the source–channel region of the NC-L-TFET is higher than that of the L-TFET.  

FIGURE 7.7 Energy band diagram of an L-TFET (with circle symbol ) and NC-L-TFET 
(with rectangle symbol ) along the XY cutline.
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FIGURE 7.8 Structure in accordance with Figure 7.3. (a) EField intensity analysis in horizon-
tal (x-direction) and (b) vertical (y-direction). (Continued)
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FIGURE 7.8 (Continued) Structure in accordance with Figure 7.3. (c) Total electric field of 
the L-TFET, (d) total electric field of the NC-L-TFET. 
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A negative-capacitance effect that the ferroelectric layer can produce can improve 
gate control on the channel and increase the electric field in the source–channel 
region. The L-TFET geometry also has an impact on the distribution of the electric 
field, which is later modified by the presence of the ferroelectric layer.

7.5.3.2 Analysis along the XY Cutline
Figure 7.9 represents the electric field observed on taking the XY cutline in the drain–
channel interface. Figure 7.9(c) represents the electric field in the L-TFET, whereas 
Figure 7.9(d) represents the electric field in the NC-L-TFET. We observe that the elec-
tric field remains the same in both devices at 0.07 µm and decreases as we move close 
to the drain. However, between 0.09 µm and 0.10 µm, we find a huge drop in the elec-
tric field in the NC-L-TFET. The NC-L-TFET’s drain–channel area has experienced a 
sudden drop in the electric field because of the ferroelectric material’s negative-capac-
itance effect. A ferroelectric material’s polarization shifts in response to an applied 
voltage, which raises the effective gate voltage and lowers the subthreshold swing. This 
effect results in a lower voltage drop across the channel region, leading to a reduced 
electric field in that region. In contrast, L-TFETs do not have a ferroelectric layer, so 
they do not exhibit negative capacitance, and the electric field does not drop as much 
in the drain–channel region. Other factors, such as interface trap charge and material 
parameters, can also affect the electric field distribution in the device, but negative 
capacitance is a possible explanation for the observed behavior in the NC-L-TFET.

FIGURE 7.8 (Continued) Structure in accordance with Figure 7.3. (e) Overlay of (c) and (d) 
observed along the AB cutline.
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FIGURE 7.9 Structure in accordance with Figure 7.3. (a) EField intensity analysis in horizon-
tal (x-direction) and (b) vertical (y-direction) (Continued)
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FIGURE 7.9 (Continued) Structure in accordance with Figure 7.3. (c) Total electric field of 
the L-TFET, (d) total electric field of the NC-L-TFET. 
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FIGURE 7.9 (Continued) Structure in accordance with Figure 7.3. (e) Overlay of (c) and (d) 
observed along the XY cutline.

7.5.4 potentiaL of the DeviCe

7.5.4.1 Analysis along the AB and XY Cutlines
Figures 7.10 and 7.11 reveal that NC-L-TFETs have higher potential values com-
pared to conventional L-TFETs. However, if we move horizontally along the XY 
cutline, we find that the L-TFET’s potential increases after the intersection point 
at 0.09 µm.

7.5.5 effeCt of ferroeLeCtriC MateriaLs on the reCoMBination rate

The recombination rate in transistors refers to the rate at which electrons and holes 
recombine in the device, leading to a reduction in the number of charge carriers 
and a decrease in the transistor’s performance. Recombination can occur through a 
variety of mechanisms, including surface recombination, bulk recombination, and 
Shockley–Read–Hall recombination [54, 55]. The recombination rate is influenced 
by factors such as the doping concentration, temperature, and radiation exposure. In 
bipolar transistors, recombination can occur in the base–emitter depletion region, 
leading to hole losses [56].

7.5.5.1 Analysis along the AB and XY Cutlines
Observing Figures 7.12 and 7.13, we can comment that there is no major difference in 
the recombination rate of the conventional L-TFET and the proposed NC-L-TFET. 
The recombination rate of both the devices is observed to be −7×1016 cm−3s−1.
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FIGURE 7.10 Potential of an L-TFET (lowest plot) and NC-L-TFET (higher value data plot) 
along the vertical AB cutline.

FIGURE 7.11 Potential of an L-TFET (higher plot between 0.10 um to 0.16 um) and NC-L-
TFET (lowest and linear plot between 0.10 um to 0.16 um) along the horizontal XY cutline.
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FIGURE 7.12 Recombination rate of an L-TFET and NC-L-TFET along the vertical cutline 
AB (approximately both are same).

FIGURE 7.13 Recombination rate of an L-TFET and NC-L-TFET along the horizontal cut-
line XY (approximately both are same).
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7.5.6 effect of ferroelectrIc MaterIals on Id-Vg characterIstIcs

For L-TFETs, the ID-VG characteristics demonstrate the correlation between ID and 
VG, which stand for current at drain terminal and voltage at gate terminal, respec-
tively. L-TFETs, in contrast to ordinary MOSFETs, use band-to-band tunneling to 
conduct current. As a result, the SS is smaller than the 60 mV/decade that is the 
theoretical upper limit for ordinary MOSFETs [57], making L-TFETs potential can-
didates for low-power applications. The ID-VG characteristics for L-TFETs typically 
exhibit a very low drain current at low gate voltages, which is referred to as the “off-
state” region. With an increase in the voltage at the gate, the tunneling probability 
increases, resulting in a gradual increase in the drain current. However, the current 
at the drain in L-TFETs is typically lower than that of conventional MOSFETs at 
the same gate voltage due to the lower SS. The steepness of the ID-VG curve in the 
ON-state region is determined by the effective tunneling barrier height and the gate 
voltage. The gate voltage also affects the turn-on voltage and the maximum achiev-
able drain current. In addition, the ID-VG characteristics may be affected by other 
factors such as the doping profile, gate oxide thickness, and temperature.

7.5.6.1 Subthreshold Swing
In subthreshold operation, when gate voltage is lower than the threshold voltage, sub-
threshold swing is a crucial parameter for assessing the performance of transistors. 
It is defined as the change in gate voltage required to modify the drain current by 
one decade, and is expressed in volts per decade (V/dec). Due to their extremely low 
power consumption during subthreshold operation, TFETs place a special emphasis 
on subthreshold swing. The ON-OFF current ratio of the device and, consequently, 
its performance are directly impacted by the steepness of the SS. The Boltzmann 
limit for subthreshold swing for ordinary MOSFETs is generally accepted to be  
60 mV/dec at room temperature. However, because of the tunneling current’s sharp 
turn-on property, subthreshold swing in TFETs can be much smaller than this limit 
[58]. The subthreshold swing in TFETs has been improved by several design and 
material optimizations. The subthreshold swing, for instance, can be improved by 
using heterojunctions made of Si-Ge or III-V materials, which can also shorten the 
effective tunneling distance. Like this, by changing the band structure of the device, 
the use of strained materials or bandgap engineering can likewise result in improved 
subthreshold swing [59]. Ferroelectric L-TFETs have been a promising candidate 
in recent years for obtaining even lower subthreshold swing. Negative capacitance 
is made possible by using ferroelectric materials, which can effectively balance 
out the device’s positive capacitance and lessen subthreshold swing. In addition, 
the geometry of L-TFETs has the ability to increase tunneling probability while 
decreasing effective tunneling distance, resulting in even lower subthreshold swing. 
Subthreshold swing is a metric used to describe the steepness of a transistor’s trans-
fer characteristic curve in the subthreshold region [60, 61].

The equation for subthreshold swing is:

 ( )( )= ∂ ∂
−

logId VGSSubthreshold swing ⁄  10

1
 (7.1)

where VGS is the gate-to-source voltage.
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In practical terms, a lower subthreshold swing indicates a more efficient transistor 
that can switch its state from on to off or off to on more quickly and with less energy 
consumption. If we observe the characteristics represented in Figure 7.14(a), we see 
more drain current in the NC-L-TFET compared to the L-TFET; also, there is good 
improvement in SS in the case of the NC-L-TFET, making it the best device for 
faster switching. The reason for improvement is the negative-capacitance effect in 
the NC-L-TFET that causes the SS to be less than the theoretical limit of 60 mV/dec, 
which leads to improved ON-state current and lower OFF-state leakage current [62].

The negative capacitance in the gate oxide layer helps to overcome the potential 
barrier and lowers the required gate voltage to achieve a given current level. In addi-
tion, the incorporation of a ferroelectric layer in the gate oxide results in improved gate 
control of the channel charge and a higher current drive. This leads to better drain cur-
rent and good subthreshold swing in NC-L-TFETs as compared to L-TFETs.

7.5.7 analysIs and coMparIson of gate-to-draIn capacItance (Cgd)

Cgd is the capacitance between the gate and drain terminals of a FET, which rep-
resents the coupling between the gate and drain terminals. The Cgd capacitance 
affects the device’s performance in high-frequency applications, such as radiofre-
quency (RF) circuits, as it can impact the gain and the stability of the device [63]. 
In Figure 7.15, the circle symbolrepresents the gate-to-drain capacitance value of 
a NC-L-TFET with respect to the voltage applied to the device, whereas the black 
lines indicate the gate-to-drain capacitance value for a conventional L-TFET. In this 
figure, we observe that the Cgd value of the NC-L-TFET is relatively higher than that 
of the conventional L-TFET.

7.5.8 analysIs and coMparIson of gate-to-source capacItance (Cgs)

The Cgs of a transistor is defined as the capacitance between the gate and source 
terminals of a transistor when the drain voltage is zero. In Figure 7.16, we observe 
that NC-L-TFETs have lower Cgs compared to a conventional L-TFET. As the voltage 
increases from 0 to 1 V, the rate at which the Cgs decreases is higher for NC-L-TFETs 
compared to L-TFETs.

7.5.9 analysIs and coMparIson of transconductance (gm)

“Transconductance” in TFETs refers to the ratio of the change in the ID with respect 
to the VGS of the device [64]. It is a measure of the ability of the device to amplify 
an input signal and is an important parameter in the design of low-power, high-
frequency analog ICs [65]. Transconductance can be enhanced in TFETs by opti-
mizing the device’s geometry, doping concentration, and gate oxide thickness [66]. 
TFETs have a large ratio of transconductance, which allows them to work at low 
power and low OFF-currents, but ON-currents are highly reduced due to low trans-
conductance [64]. Conduction band, valence band, and electron-and-hole QFL pro-
files along the channel at various bias conditions can be used to illustrate how the 
device functions [67].
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FIGURE 7.14 (a) Id-Vg characteristics on a linear scale and (b) Id-Vg characteristics on a  
log scale.
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FIGURE 7.15 Overlay plot of the gate-to-drain capacitance of an L-TFET (rectangle sym-
bol) and NC-L-TFET (circle symbol).

FIGURE 7.16 Overlay plot of the gate-to-source capacitance of an L-TFET and NC-L-TFET.
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Transconductance is the change in drain current with respect to voltage. 
Transconductance can be calculated by taking the differentiation of drain current 
and gate voltage. From Figure 7.17, we see that the transconductance of NC-L-TFETs 
is higher than that of L-TFETs, meaning that the proposed device can be a good 
amplifier for electronic signals as it has the capability to produce a higher difference 
at a particular applied voltage.

7.6 DISCUSSION ON FERROELECTRIC MODELS USED

7.6.1 LanDau’s theory of ferroeLeCtriCity

Landau’s theory of ferroelectricity is a mathematical framework used to describe 
the behavior of ferroelectric materials. It was developed by the Russian physicist 
Lev Landau in the 1930s. The theory describes how ferroelectric materials, with the 
help of an external electric field, can change the spontaneous polarization. Landau’s 
theory uses a mathematical expression called a “Landau potential” to describe the 
energy of the material as a function of the polarization. The Landau potential has 
terms that represent the energy associated with the spontaneous polarization, the 
energy associated with an external electric field, and the energy associated with the 
interaction between neighboring atoms or molecules in the material. By minimizing 
the Landau potential, one can determine the equilibrium polarization of the mate-
rial as a function of temperature, pressure, and other external parameters. Landau’s 
theory has been widely used to study the properties of ferroelectric materials and to 
design new ferroelectric devices [68].

FIGURE 7.17 Overlay plot of transconductance (gm) of an L-TFET and NC-L-TFET.
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7.6.2 the ferroeLeCtriC perMittivity MoDeL

The behavior of ferroelectric materials in an applied electric field is described by 
the ferroelectric permittivity model. It considers the hysteresis effect, which is the 
dependence of the polarization of the material on the history of the electric field, 
and the nonlinear nature of the material’s response to the electric field. The model 
is based on Landau’s theory of ferroelectricity and includes parameters such as the 
coercive field, remnant polarization, and saturation polarization. The ferroelectric 
permittivity model is commonly used in the simulation of ferroelectric devices, like 
FeRAMs and ferroelectric field-effect transistors (FeFETs). Landau’s theory of fer-
roelectricity provides a framework for understanding the behavior of ferroelectric 
materials and their response to external fields. It defines temperature, external field, 
and internal strain as functions of ferroelectric polarization [69, 70].

The ferroelectric permittivity model is a mathematical model that uses the 
Landau theory to describe the polarization and permittivity of ferroelectric materi-
als. It considers the effects of hysteresis and nonlinearity and links polarization to 
the electric field and permittivity to temperature and polarization. In other words, 
the ferroelectric permittivity model is a practical implementation of Landau’s theory, 
which allows for the calculation of the permittivity and polarization of ferroelectric 
materials in specific situations. Poisson’s equation relates the space charge density 
and electrostatic potential by:

 ( )ε∇ψ = −ρdiv  (7.2)

where ε is the local permittivity, ρ is the local space charge density, and ψ is the 
electrostatic potential.

In the MODELS statement, add the FERRO parameter to activate the ferroelec-
tric model. The following functional form is given to the permittivity in this model, 
which is employed in Poisson’s equation:

 [ ]( )( )ε = + δ − δE FERRO EPSF FERRO PS sech E FERRO EC. . * 2 * 2 . /2  (7.3)

where E stands for the electric field, FERRO.EPSF is the permittivity, and δ is 
defined as follows:

 ( )( )( ) ( )δ = + −





−
FERRO EC FERRO PR FERRO PS FERRO PR FERRO PS.   log 1 . / . / 1 . / .

1
 

 (7.4)

where the MATERIAL statement’s parameters FERRO.EPSF, FERRO.PS, FERRO.
PR, and FERRO.EC are variables, and their values can be altered.

With respect to the Silvaco ATLAS simulation, FERRO.EPSF, FERRO.PR, 
FERRO.PS, and FERRO.EC are commonly used parameters that relate to the fer-
roelectric material properties. Here is a brief explanation of each parameter [48]:

• FERRO.EPSF: This parameter represents the static or zero-frequency rela-
tive permittivity of the ferroelectric material. It determines the amount of 
electrical energy stored per unit volume in the ferroelectric material when 
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the external electric field is zero. The unit of FERRO.EPSF is farads per 
meter (F/m).

• FERRO.PS: The ferroelectric material’s spontaneous polarization is rep-
resented by this parameter. That means it is the polarization that exists in 
ferroelectric materials when the external electric field is zero. The unit of 
FERRO.PS is coulombs per square meter (C/m2).

• FERRO.PR: This parameter represents the piezoelectric coefficient of the 
ferroelectric material. It describes the relationship between the mechanical 
strain and the resulting polarization in the material. The unit of FERRO.PR 
is coulombs per square meter per strain (C/m2·m).

• FERRO.EC: This parameter represents the critical electric field of the fer-
roelectric material. To switch the direction of polarization, the amount of 
electric field is given by this parameter. The unit of FERRO.EC is volts per 
meter (V/m).

These variables are used to characterize how ferroelectric materials behave in 
electrical devices, including transistors, sensors, and ferroelectric memories. They 
are important for accurately modeling the electrical properties of ferroelectric mate-
rials in simulation software like Silvaco ATLAS [48, 71].

Landau’s theory of ferroelectricity gives the information for understanding the 
behavior of ferroelectric materials and their response to external fields. It describes 
how temperature, external field, and internal strain affect ferroelectric polarization. 
The ferroelectric permittivity model is a mathematical model that uses the Landau 
theory to describe the polarization and permittivity of ferroelectric materials. With 
the effects of hysteresis and nonlinearity considered, it links polarization to the elec-
tric field and permittivity to temperature and polarization. In other words, the fer-
roelectric permittivity model is a practical implementation of Landau’s theory, which 
allows for the calculation of the permittivity and polarization of ferroelectric materi-
als in specific situations.

7.7 CONCLUSION

This chapter thoroughly examined negative capacitance on L-TFETs. We have ana-
lyzed the electrical characteristics and performance of NC-L-TFETs and compared 
them with the conventional L-TFETs. Our results show that NC-L-TFETs have bet-
ter electrical characteristics, such as higher ON-current and lower subthreshold 
swing. The negative-capacitance effect has lowered the effective threshold voltage 
and boosted the subthreshold swing, along with further improvements in the electric 
field, band bending, and the capacitance values (both CGS and CGD). In addition, the 
research into the ferroelectric permittivity model and Landau’s theory of ferroelec-
tricity has aided in our understanding of the fundamental processes that underlie the 
effects of negative capacitance in ferroelectric materials. Enhancing the performance 
of nanoelectronics devices through the incorporation of ferroelectric materials into 
NC-L-TFETs has proven to be a promising strategy. The use of advanced simulation 
tools like Silvaco ATLAS has enabled researchers to study the behavior of L-TFETs 
in detail and optimize their performance. With the continuous development of new 
materials and fabrication techniques, there is immense potential for the L-TFET 
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with ferroelectric material to become a leading material for future nanoelectronics 
devices. This chapter has provided a view on the L-TFET with ferroelectric material 
and its properties, various types of transistors, ferroelectric materials, and simula-
tion tools.
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Thermal Behavior 
of Si-Doped MoS2-
Based Step-Structure 
Double-Gate TFETs
Priya Kaushal and Gargi Khanna

8.1 INTRODUCTION

Complementary metal–oxide–semiconductor (CMOS) field-effect transistors (FETs) 
have traditionally been aggressively downscaled to meet the rising need for integrated 
circuits’ shrinking, operational speed, value, and varied functionality. A continuous 
decrease in transistor size is gravely affected by the high power dissipation present in 
CMOS technology, which has produced devices with dimensions much smaller than 
100 nm [1, 2]. For metal–oxide–semiconductor field-effect transistors (MOSFETs), 
the cumulative impact of the increased leakage current and the wide range of sup-
ply voltage result in this increased power loss [1]. More leakage current was present 
because of the short-channel effects (SCEs), which can be mitigated to a certain 
extent by novel transistor design [3, 4]. Otherwise, a higher supply voltage must 
be used in order to provide a high drive current and, as a result, a faster operating 
speed. To lower a transistor’s supply voltage without compromising its performance, 
its subthreshold swing must be as low as is practical. This will allow for a quick 
shifting between the off and on zones. In contrast, the lowest subthreshold swing 
of a semiconductor device is controlled with the restriction of 60 mV per decade at 
ambient temperature, which is substantially higher for operational nanotechnology 
transistors [2–4]. Research on substitute FETs with an incredibly tiny subthreshold 
swing is driven by these shortcomings in the current nanoscale MOSFET devices. 
The nanoscale MOSFET has been overtaken by the TFET [5, 6]. Due to the special 
carrier injection technique used in TFET designs, which is band-to-band tunneling 
(BTBT) of charge particles [7, 8], it is feasible to get a subthreshold swing of 60 
mV per decade. The TFET is also capable of retaining a negligible leakage cur-
rent flow in nanotechnology and is highly resistant to device downscaling. However, 
BTBT influences charge transfer in TFETs to generate an ON-state current (Ion) that 
is frequently several orders of magnitude lower than in traditional transistors. It is 
important to note that the possibility of BTBT, which is highly influenced by the 
electrostatics of the device and the characteristics of the semiconductor material [2], 
affects both the subthreshold swing and Ion of TFETs. In order to actually obtain 
smaller subthreshold swing and desirable Ion, the correct TFET device design and 
materials are both essential. As a result, growing research activity on TFET has 
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been noticed over the previous decade, paving the way for thorough theoretical and 
design-level information. The selection of semiconductor material has always been 
one of the primary considerations for such techniques; it resulted in the development 
of several performance-improving strategies for TFETs.

Since the first production of graphene in 2004, the study of two-dimensional (2D) 
semiconducting materials including one or a few atomic layers has advanced rap-
idly. An increasing group of 2D materials has an unreported physical procedure 
that is produced by the materials’ high quantum mechanical effects, fewer particle-
scattering events, and expanded correlations [9, 10]. The exceptional electrical, opti-
cal, and magnetic properties of the 2D materials are notably distinct from those 
of their three-dimensional (3D) bulk materials [11, 12]. In addition, fast-evolving 
synthesis methods allow the continuous and controlled production of 2D materials of 
very excellent quality, with an atomic-thin size of layers on a range of substrates. In 
addition, there have been considerable improvements in relevant theoretical research 
using the computational nanomaterials approach, which has led to accrual of knowl-
edge of the basic physics of those nanostructured materials. First-principles calcula-
tions utilizing density functional theory (DFT) are emerging as a major approach in 
investigating the characteristics of nanostructured materials and their related inter-
actions with various external forces, successfully supplementing the present experi-
mental findings [13–15]. These elements played a role in successful demonstrations 
of electrical, optoelectronic, and spintronic devices based on 2D materials that fre-
quently display noticeable performance enhancements over the bulk materials [16].

As materials for FET channels, 2D materials are currently being extensively 
explored. These 2D transistors typically have benefits like good electrostatic con-
trol of the gate electrode because of a higher surface-to-volume proportion, the best 
electrical conductivity because of ballistic movement, and perfect surface areas that 
guarantee improved structural relationships with the insulators. In addition, they 
have tunable electrical properties that depend on layer and stacking and provide 
the transistor design with more flexibility [1, 17]. With the use of these innovative 
features, 2D nanomaterials for TFET creation might be developed that combine the 
benefits of increased electrostatic stability and tunneling barrier engineering. In con-
clusion, the use of TFETs with 2D material as a channel material has significantly 
increased in recent years. Particularly, 2D TFETs are regarded to be the most likely 
option for nanodevice size, in which channel lengths are approximately 40 nm, caus-
ing ballistic carrier movement in the channel. All nanoscale 2D TFETs must take 
specific design considerations because this results in significantly changed device 
physics. In consideration of the various 2D semiconductors’ distinctive electrical 
properties, there has been a notable advancement in device and material co-opti-
mization, involving a variety of unique techniques for designing devices as well as 
techniques for developing materials for 2D TFETs at the nanoscale. It is significant 
to emphasize that the primary source of this rise continues to be theoretical and 
simulation-based research. [18].

Ghosh et al. [19] have investigated the gate-controlled direct BTBT current in a 
single-layer TFET that utilizes a transition-metal dichalcogenide (TMD) channel. 
For this, the 2D sheet shapes of five TMD materials—MoS2, MoSe2, MoTe2, WS2, 
and WSe2—are taken into consideration. DFT was first utilized to analyze the real 
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and imaginary band structures of specific TMD materials. The Wentzel–Kramers-
Brillouin (WKB) approximation was then used to compute the gate-controlled cur-
rent. According to reports, all five TMDs allow direct BTBT in these configurations 
and offer an average Ion and subthreshold swing of 150 A/m (with Vdd = 0.1 V) and 
4 mV/dec, respectively. In addition, it has been demonstrated how strain affects 
the complicated band structures and the behaviors of TFETs situated on TMDs. 
A particular tensile strain has been found to be advantageous for the enhancement 
of ON-current performances [20]. The performance of TMD (MoS2, WSe2, MoTe2, 
and WTe2) material-based TFETs has been examined using atomistic simulations. 
It has been demonstrated that an atomically thin channel alone is insufficient for 
high-performance TFET devices; the choice of channel material and design of the 
transistor are essential for achieving high Ion. Since the drain-induced barrier lower-
ing (DIBL) and subthreshold swing values are substantially lower for TMD TFETs 
than for Si MOSFETs (by a ratio of one-third), TMD TFETs display reduced SCEs. 
According to our simulations, 2D materials with effective masses that are lower and 
bandgaps that are less extreme (0.5–0.7 eV) are better suited for high-performance 
TFETs [21]. By applying a nonequilibrium Green function (NEGF) in atomistic sim-
ulations, the ballistic transport feature of TMD TFETs is examined. The maximum 
limit of the Ion/Ioff ratio in TMD TFETs depends on the crystal orientation, with a 
zigzag direction having a greater maximum limit than an armchair direction. This 
is the method to create a sheet of the material. The atomistic organization in the 
transport direction and the features of the subbands are related to the orientation-
dependent transport. The current can be boosted at all Vgs tested using a greater 
source–drain dopant, while lowering the Ion/Ioff relation, whereas a thinner sheet of 
dielectric material might simultaneously boost saturation current and diminish mini-
mum current. Investigations on the scaling behavior of TMD TFETs revealed that 
the gate length widens the current gap between the two directions in the OFF-state. 
Due to a desirable combination of physical characteristics, such as bandgap tunabil-
ity and moderately high electron mobility, semiconducting MoS2 is one material that 
is attracting more interest. In terms of experiments, scientists have concentrated on 
the practical uses of 2D MoS2, particularly the creation of FETs and the insignificant 
OFF-current. Monolayer MoS2 is particularly appealing for transparent and flexible 
electronics due to its flexibility, stretchability, and optical transparency.

Khan et al. [22] have examined the current transport properties of TFETs based 
on MoS2. We constructed an analytical model and verified the results with a com-
putationally created NEGF model. The drain current Ids, derived from an analytical 
model, is discovered to be higher than that obtained from the numerical computa-
tion. The subthreshold swing of both approaches, however, is essentially identical, 
with a minor deviation due to the WKB approximation. Scattering inside the chan-
nel has been researched to help explain the current mismatch between the linear 
and saturation areas. At 300 K, authors have determined the mobility as well as 
the ionized impurity. The results of the mathematical model with scattering are in 
satisfactory correlation with those of the NEGF simulator. Radisavljevic et al. [23] 
have developed single-layer MoS2 transistors. They have observed Ion/Ioff ratios of 108 
and ultralow power loss at room temperature, as well as mobility of the single-layer 
MoS2 not less than 200 cm2 V−1 s−1, which is comparable to the structure of graphene 
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nanoribbons. As single-layer MoS2 consists of a direct bandgap, it has the potential 
to cause BTBT transport in TFETs, which utilize very little power compared to con-
ventional transistors. Monolayer MoS2 could be used as a substitute for graphene in 
applications like optoelectronics and energy harvesting that call for thin, transparent 
semiconductors. Khan et al. [24] have proposed a double-gate (DG)-TFET based on 
MoS2 with a current transport model that is derived by using analytical and numeri-
cal methods. The Landauer current transport mechanism has been used to solve and 
construct a 2D potential distribution model for a heterojunction with the appropriate 
energy level. On the basis of the NEGF formalism (approach or method), the output 
attributes and the quantum mechanical approach have been compared. At Vds = 0.5 V, 
the subthreshold swing measured by NEGF and analytical procedures is 12.6 mV/
decade and 10 mV/decade, respectively, with Ion/Ioff ratios of 107 and 106, respectively. 
We incorporated the scattering phenomenon into our calculations and demonstrated 
that carrier movement is diffusive for 20 nm of channel length value. Furthermore, 
scattering displays strong concordance with the atomistic models and decreases the 
Ion by an order of magnitude. Finally, the mobility and ionized impurity concentra-
tions were 27.2 cm2/Vs and 1.17×1013/cm2, respectively.

One approach to change the structure is to enhance the functionality of TFETs. To 
boost the current and subthreshold swing, an L-shaped channel expands the source–
channel terminal area. However, there is severe ambipolarity in the L-shaped TFET 
[22, 25]. Meshkin et al. [26] have presented a novel double Step Structure (SS)-TFET 
with a linear doping profile in the channel area. Since BTBT of carrier movement 
happens fairly close to the source–channel junction, the addition of a step-shaped 
structure to the transistor boosts the tunneling junction area significantly. The step-
shaped design at the channel–drain junction decreases the distribution of the elec-
tric field near the drain intersection, which helps to inhibit the ambipolar tendency. 
Furthermore, by extending the effective length of the channel area, the double-step 
structure of the body restricts ambipolar conduction. The device properties are there-
fore significantly influenced by the height of the step in the presented transistor. In 
the channel region, the doping profile is thought to be linear. At the source side, the 
doping concentration is at its highest value and linearly falls to reach its lowest value 
down the x-axis. Numerical simulation results demonstrate that employing the linear 
doping distribution at the channel enhances device behavior by decreasing the tun-
neling barrier height at the source–channel interface. The ideal channel length for 
the linear-doped region is chosen to optimize the Ion without significantly reducing 
the Ioff. A comparison of the proposed device with a standard silicon-on-insulator 
(SOI)-TFET has been shown. Dutta et al. [27] have presented a newly designed 
silicon-based TFET with a channel length of 21 nm. Analytical modeling and opti-
mization of the suggested structure have been done. The TFET with a broken gate 
structure has extremely small ambipolar current, excellent subthreshold swing, and 
Ion that are analogous to recent architectures of comparable size. By resolving the 
2D Poisson’s equation, modeling is done to represent the device’s surface potential 
and the electric field, and to model the Ion using Kane’s generation rate. The analy-
sis’ findings are verified against simulations based on Synopsys Sentaurus TCAD’s 
nonlocal tunneling model. Zhang et al. [28] have used a 2D simulation to examine 
the behaviors of double-gate TFETs with step channel thickness. The mismatch in 
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between the source and drain is introduced by the step channel thickness; as a result, 
the ambipolar behavior is predicted to be reduced. According to the findings, the step 
channel TFET significantly reduces ambipolar current when compared to the tradi-
tional double-gate TFET. The physical understanding is explored with a full discus-
sion of step channel TFET processes. In finding the ideal structure, the effects of the 
structural parameters on the onset voltage, subthreshold swing, Ids in the ON-state, 
and ambipolar region of the drain current are demonstrated. Kaushal et al. [29] have 
proposed and investigated a novel MoS2-based thickness-engineered TFET. The Ion 
has been improved in the device by utilizing the effect of channel layer thickness 
variations on the bandgap. The various channel lengths, including 7, 10, 14, and 
22 nm, have been compared. Improved Ion/Ioff ratios of 1013 have been achieved for 
transistors of 10 nm size, and the Ion has been increased at 1 A/m along with a sub-
threshold swing of 11.6 mV/decade. Furthermore, the radiofrequency (RF)/analog 
performance has been investigated.

The number of monolayers substantially influences the characteristics of MoS2; 
hence, methods that allow for control over the number of monolayers deposited are 
highly desired. In this chapter, the step-structured DG-TFET is simulated to analyze 
the number of layer-dependent properties of MoS2 material at different temperatures 
(i.e., 250 K, 300 K, 400 K, and 500 K).

8.2 DESIGN AND SIMULATION PARAMETERS

In Figure 8.1, as a channel material, a monolayer of MoS2 has been utilized in the 
structure. In order to perform a first-principles calculation, we first built a monolayer 
using the Atomistix ToolKit’s (ATK) DFT approach. The source and drain portions 
of the suggested design have varied widths and carrier concentrations. The suggested 
transistor has a channel width of 15 nm between the source side toward the channel’s 
center and maintains a 5 nm width for the remaining channel in order to achieve 
thickness engineering along the channel. The source and drain areas are created by 
the silicon material using doping of (1×1020 cm−3) and (1×1018 cm−3), respectively, 
while the intrinsic channel is filled with doping of (1×1015 cm−3). HfO2 has been used 
as the dielectric material. A work function with a value of 4.2 eV has been used. 
Figure 8.1 shows a schematic for the Si-doped MoS2-SS-DG-TFET. During the sim-
ulation phase, some fundamental models were also used for a thorough examination 
of the effect of temperature on the multiple performance features of the proposed 
device. The models that included the simulation time of the proposed device are as 
follows:

• Standard BTBT
• Bandgap narrowing (BGN)
• Trap-assisted tunneling (TAT)
• Shockley–Read–Hall (SRH)
• Concentration-dependent mobility (CONMOB)
• Field-dependent mobility (FLDMOB)
• Auger recombination, auger, and others are some often-used key models.
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In addition to these approaches and methods, Newton’s numerical approach was 
also employed to establish the coupling between results driven for better current effi-
ciency. Aside from that, the frequency is fixed to 1 MHz to investigate RF operation. 
Table 8.1 contains a list of design parameters for the simulated device. The design 
of the displayed device was created and implemented using a technology computer-
aided design (TCAD) simulator.

8.3 RESULTS AND DISCUSSION

Temperature has a tremendous effect on transistor reliability. A transistor’s electrical 
properties change with temperature. Here, we investigate the impact of temperature 
between 250 K and 500 K on the transfer properties, analog/RF characteristics, and 
linearity analysis of Si-doped MoS2-SS-DG-TFETs.

The drain current (Ids) of a transistor is determined by the mobility of charge par-
ticles, which is a temperature-dependent characteristic. Equation (8.1) provides the 
relationship between mobility and temperature.

T

Teffµ = µ






−

0
0

2

(8.1)

FIGURE 8.1 Two-dimensional (2D) schematic of a Si-doped MoS2-based step-structure 
double-gate tunneling field-effect transistor (MoS2-SS-DG-TFET).
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where µ0 and µeff represent mobility at T0 (T0 is the temperature) and effective mobil-
ity, respectively. Due to the bandgap energy, which determines the voltage needed to 
cause an electron charge to move from the energy levels of valence to the conduction 
band, it also has an impact on the device’s drain current. Equation (8.2) illustrates 
how the energy band is temperature dependent.

 E T E
T

Tg g ( )( ) = − α
+ β

300
2

 (8.2)

where Eg(300), α, and β denote the fitting factors. The transfer characteristics of the 
device in log and linear scale are shown in Figure 8.2. According to the linear char-
acteristics, the current is low at lower temperatures and increases at higher tempera-
tures. The current in a TFET will be substantially less temperature dependent, since 
the flow of electrons between one level of energy and another is not significantly 
affected by the temperature. However, as temperature rises, charge carriers become 
more mobile, which makes them more likely to collide with one another, increasing 
the diffusion component of Ion. This collision reduces their mobility, which causes 
the drift component of the Ids to decrease, explaining why the Ids varies slightly 
in the ON-state. At various temperatures, a significant difference in currents can be 
observed in the OFF-state.

The energy band controls the variance in Ids at low gate voltages. As Vgs rises, 
the energy levels of the inversion layer begin to fall to coincide with the levels of 
the source region, allowing electrons to migrate from the source to the channel 
area, resulting in an increase in Ids. Figure 8.3, in an evaluation of the device’s per-
formance at various temperatures, displays the device’s energy band diagrams for 

TABLE 8.1
Design Parameters of the Proposed Device

Parameters
Silicon-Doped MoS2-Based Step-Structure 

Double-Gate Tunneling Field-Effect Transistor
Source length (XS) 20 nm

Channel length (XC) 10 nm

Drain length (XD) 20 nm

Source doping (NS) 1×1020 cm−3

Channel doping (NC) 1×1012 cm−3

Drain doping (ND) 1×1018 cm−3

Source width (YS) 15 nm

Channel width at source side (Yt1) 15 nm

Channel width at drain side (Yt2) 5 nm

Drain width (YD) 5 nm

Gate work function 4.2 eV

Oxide thickness (t1) 1 nm

Oxide thickness (t2) 6 nm
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FIGURE 8.2 Transfer characteristics of Si-doped MoS2-SS-DG-TFETs at various temperatures.

FIGURE 8.3 Impact of temperature on an energy band diagram of Si-doped MoS2-SS- 
DG-TFETs.



171Thermal Behavior of Si-Doped MoS2

temperatures ranging from 250 K to 500 K. As the temperature rises, the energy lev-
els of the transistors’ conduction band and valence band rise. The consequence is that 
when temperature increases, the energy bandgaps of Si-doped MoS2-SS-DG-TFETs 
get smaller; as a result, the Ioff increases. Furthermore, at high gate voltage, charge 
carrier mobility dominates and is inversely proportional to temperature change. As 
a result, the scattering effect causes the mobility of charge carriers to decrease with 
increasing temperature. When both components are present, the transfer properties 
degrade as the temperature rises.

Figure 8.4 depicts the charge carrier density of the simulated TFET at various 
temperatures. Since the donor atoms are bound with donor electrons in the area 
known as the “ionization region,” at low temperature, no electron–hole pairs exist at 
this period. On the source side, the number of electrons is significantly larger at 500 K  
than at other temperatures, leading to a high Ids in the ON-state. Thermal energy is 
produced by higher temperatures, which helps covalent bonds to break. This creates 
the separation of more donor particles from the donor states, which causes them to 
move into the conduction band and cause greater conduction.

8.3.1 anaLog/rf perforManCe

The transition to a nanoscale domain necessitates enhanced parameters of analog/
RF performance for high-frequency operations. This subsection demonstrates how 
temperature affects the analog/RF properties of Si-doped MoS2-SS-DG-TFETs. 
Device performance is evaluated at high frequency based on the examination of 
several parameters.

FIGURE 8.4 Impact of temperature on the electron–hole concentration of Si-doped MoS2- 
SS-DG-TFETs.
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Transconductance variability with temperature and Vgs can be shown in 
Figure 8.5. The cause for the gm1 increment is defined by the fluctuation in drain 
current. Equation (8.3) demonstrates the link between gm1 and Ids.

 g
I

vm
ds

gs

= ∂
∂1  (8.3)

The gm1 rises proportionately as the drain current increases in response to Vgs. 
High gm1 values are preferred for a device to have a good amplifying response. The 
high work function at the source–channel junction that provides stability from the 
DIBL causes gm1 to rise with temperature at low Vgs. When the Ids reaches its satu-
ration point, the decrease in gm1 begins to occur, along with an increase in Vgs. At 
higher temperatures, gm1 exhibits a greater peak, similar to the behavior of the drain 
current. However, with larger Vgs, gm1 decreases as the temperature rises due to dete-
rioration of the mobility of the charge particles. After Vgs = 1.5 V, the scattering 
effect causes a degradation in carrier mobility that results in drain current saturation.

According to Equation (8.4), output conductance (gds) represents the variation in 
Ids brought on by a moderate change in Vds.

 g
I

vds
ds

ds

= ∂
∂

 (8.4)

The gds is inversely related to the output resistance of the device. The device must 
have a high output resistance in order to have a strong amplification response; hence, 

FIGURE 8.5 Transconductance (gm1) at different temperatures.
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its gds should be as small as is feasible. Figure 8.6 illustrates how temperature affects 
the variability of gds. When Vgs seems low, gds is higher, and so as Vgs rises, gds begins 
to decrease rapidly. This causes the device to have a high current driving capacity 
when it is in the saturation zone. With a rise in temperature, the gds increases, show-
ing an insufficient amplification response at high temperatures.

The highest voltage gain is known as “intrinsic gain,” which is calculated using 
Equation (8.5) as the ratio between gm1 and gds. In this relationship, gm1 is the dominant 
factor, since gds is quite low in comparison to gm1. As a conclusion, the impact of tem-
perature on the intrinsic gain plot is comparable to that of a gm1 plot, and the intrinsic 
gain curve deviates downward with rising temperature, as shown in Figure 8.7.

 Intrinsic Gain
g

g
m

ds

=  1  (8.5)

Similarly, we must investigate the variability in cutoff frequency ( ft). According 
to Equation (8.6), the ft has a direct relationship with gm1 and an inverse relationship 
with total gate capacitance (Cgg = Cgd + Cgs), where Cgg denotes the total capacitance, 
Cgd denotes the capacitance from gain to drain, and Cgs denotes the capacitance from 
gate to source. The gm1 is the dominant parameter for smaller Vgs, but when Vgs rises, 
Cgg takes over. High Cgg with higher Vgs causes the ft curve to begin falling after 
reaching its peak, as shown in Figure 8.8.
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FIGURE 8.6 Output transconductance (gds) at different temperatures.
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FIGURE 8.7 Intrinsic gain at different temperatures.

FIGURE 8.8 Cutoff frequency at different temperatures.
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The term “gain bandwidth product” (GBP) refers to the bandwidth-gain product, 
which is used to calculate bandwidth. Equation (8.7) can be used to define GBP.

 Gain Bandwidth Product GBP
g

C
m

gd

( ) =
Π

     
2

1  (8.7)

GBP and gm1 are directly proportional, as shown by Equation (8.7). GBP obtains 
the largest peak as gm1 with an increase in Vgs, and further increase in Vgs causes a 
decrease in the value of GBP. The cause of that occurrence is that the direct relation 
with gm1 and Ids raises the GBP owing to a rise in itself, but at the point where the 
existing gm1 reaches saturation, gm1 starts to decrease, which has an impact on the 
GBP. In addition, Cgd has an inversely proportional impact on the GBP; as Cgd rises, 
the GBP falls. As shown in Figure 8.9, the GBP of the proposed device increases as 
the temperature rises.

A device metric that describes how well a device performs at its operating fre-
quency is called the “transconductance frequency product” (TFP). The TFP repre-
sents a power–bandwidth trade-off. Equation (8.8) has been used to demonstrate how 
TFP relates to gm1, ft, and Ids.

 Transconductance Frequency Product TFP
g f

I
m t

ds

=    ,   (8.8)

Equation (8.8) demonstrates how closely gm1, ft, and Ids affect TFP; as a result, 
an increase in gm1 and ft relative to Vgs will raise the TFP value, but after saturation, 

FIGURE 8.9 Gain bandwidth product (GBP) at different temperatures.
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current will stop increasing and will no longer affect the TFP, while a decrease in 
gm1 and ft will cause a decrease in the TFP’s value. Figure 8.10 shows a higher TFP 
parameter value at higher temperatures.

A performance metric for devices that shows efficiency is the “transconductance 
generation factor” (TGF). The curve in Figure 8.11 depicts the connection of the 
TGF with Vgs and temperature. Equation (8.9) illustrates the direct and indirect pro-
portionality of gm1 and Ids with the TGF.

 Transconductance Generation Factor TGF
g

I
m

ds

=    ,   1  (8.9)

According to the transfer characteristics, the Ids for 500 K gets a high value, and 
in this case, the TGF has an indirect relation to Ids, indicating that the TGF earned 
a lower value for 500 K and a greater value for 250 K. Figure 8.12 depicts a plot of 
the transit time (τ) of a Si-doped MoS2-SS-DG-TFET in relation to Vgs. Transit time 
measures how quickly a device performs. Equation (8.10) can be used to calculate τ.

 
ft

τ =
π

Transit time, 
1

2
 (8.10)

When Vgs is first applied, the device’s enhanced τ for various temperatures grad-
ually begins to diminish. This lowered τ reduces the delay of the device, which 
increases the speed of the device [30–32].

FIGURE 8.10 Transconductance frequency product (TFP) at different temperatures.
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FIGURE 8.11 Transconductance generation factor (TGF) at different temperatures.

FIGURE 8.12 Transit time (τ) at different temperatures.
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8.3.2 Linearity and distortion Performance

Exploring linearity parameters for RF operations such as 3G and 4G technolo-
gies and for other operations of high-frequency purposes is an essential step. The 
term “linearity” refers to the measurement of distortion and noise in a technology. 
Devices with higher linearity cause less signal distortion and introduce less noise, 
which makes them suitable for low-noise applications. Linearity is controlled by the 
transconductance coefficients, which are gm1, gm2, and gm3; voltage intercept points 
that include VIP2 and VIP3; input intercept points, such as IIP2 and IIP3; and inter-
modulation distortion, such as IMD2 and IMD3. The main factors that calculate the 
linearity of the device are the transconductance coefficients (gm1, gm2, and gm3). All 
other linearity metrics are completely dependent on transconductance coefficients.

The values of second-order transconductance (gm2) and third-order transconduc-
tance (gm3) should be low, since the lower limit of distortion is controlled by these 
two parameters. Equation (8.11) can be used to describe gm2, which is essentially the 
second derivative of Ids. A low gm2 value improves linearity by lowering distortion.

 g
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2
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The graph in Figure 8.13 can be used to study the modification of gm2 with Vgs. 
The value of gm2 initially rises; however, after reaching a maximum value, it begins 
to fall. This occurs while the impact of the Ids on gm2 starts to decrease when it 

FIGURE 8.13 Second-order transconductance (gm2) at different temperatures.
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reaches a saturation point. At this point, gate voltage takes over as the dominating 
factor, and any further increase in gate voltage causes gm2 to fall.

The gm3 is the third derivative of Ids. The gm3 value needs to be low for a linearity 
analysis to yield good results. From Equation (8.12), gm3 can be derived. Figure 8.14 
illustrates how gm3 changes with gate voltage.

 g
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ds

gs

= ∂
∂

Third-Order Transconductance,  3

3

3
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Figure 8.14 illustrates how gm3 degrades as temperature rises. The 400 K tem-
perature has the lowest value of the gm3 parameter as compared to other temperature 
values. The 500 K temperature has an increase toward the positive values of gm3 and 
then falls down after a peak value. At 500 K, the simulated device does not have 
better linearity performance.

The first and second harmonic voltages are equivalent to the input Vgs, and rep-
resented by the voltage intercept points VIP2 and VIP3, respectively. For a device to 
be distortion-free, VIP2 should have a high peak according to Equation (8.13). VIP2 
changes as the Vgs increases at different temperatures in Figure 8.15. Due to the fact 
that the impact of gm2 dominates over the effect of gm1, the value of VIP2 falls as 
temperature rises.

 VIP
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FIGURE 8.14 Third-order transconductance (gm3) at different temperatures.



180 Advanced Field-Effect Transistors

VIP3 is a significant characteristic that affects the linearity of the device. For the 
device to have a good linearity, a high VIP3 value is desired. VIP3 is provided in 
Equation (8.14), which illustrates how it relates to gm1 and gm3.

 VIP
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1

3

 (8.14)

Figure 8.16 illustrates a plot of VIP3 versus Vgs at distinct temperatures, demon-
strating that VIP3 performs best when the temperature is at 250 K.

The third-order input intercept point (IIP3) is an important component in the 
device’s linearity examination. The maximum point of IIP3 should be large for the 
device’s linearity to be optimized. IIP3 is determined by Equation (8.15).

 IIP
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where Rs is set to 50 Ω for analog/RF operations. Third-order intermodulation dis-
tortion (IMD3) is an important measure for determining the device’s linearity. IMD3 
is mathematically denoted by Equation (8.16), demonstrating its direct relationship 
to VIP3 and gm3.

 IMD VIP g Rm s( )= 
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FIGURE 8.15 Second-order voltage intercept point (VIP2) at different temperatures.
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FIGURE 8.16 Third-order voltage intercept point (VIP3) at different temperatures.

FIGURE 8.17 Third-order input intercept point (IIP3) at different temperatures.
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The IIP3 and IMD3 device performance metrics are inversely connected. For 
greater linearity, IIP3 should be higher and IMD3 should be lower. The IIP3 value 
specifies how much a signal can be amplified before IMD3 develops. Figure 8.17 
shows a hike in the maximum point of IIP3 as the temperatures fall, indicating an 
improvement in linearity at low temperatures. The low IMD3 for analog/RF opera-
tions denotes low distortion. Figure 8.18 depicts the IMD3 graph versus Vgs at vari-
ous temperatures. The value of IMD3 rises as temperature rises, indicating a loss of 
device linearity at high temperatures. Furthermore, the device exhibits great stabil-
ity because there is little variation in the value of IMD3 at high Vgs. As a result, the 
device is more efficient in parameters of IIP3 and IMD3 at lower temperatures 
[33, 34].

8.4 CONCLUSION

In this work, a temperature-based investigation was conducted for the device’s DC 
and analog properties, as well as a linearity analysis. According to the study, our sug-
gested device, the Si-doped MoS2-SS-DG-TFET, has high temperature sensitivity. 
Temperatures between 250 K and 500 K see an increase in ON-state current, while 
higher temperatures see an increase in OFF-state current as well, which lowers the 
quality of the Ion/Ioff relation. Also, the OFF-state current has been investigated for 
a variety of models and temperatures. SRH and TAT modeling for excessive tem-
peratures increase the current in the OFF-state. Furthermore, we looked at how tem-
perature affects the behavior of the transfer characteristics, energy band diagram, 

FIGURE 8.18 Third-order intermodulation distortion (IMD3) at different temperatures.
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and carrier concentration. Analog parameters are likewise temperature sensitive and 
produce better results at higher temperatures. The gm1, gds, ft, GBP, and TFP all reach 
their highest peaks at higher temperatures, whereas intrinsic gain, TGF, and τ reach 
their lowest peak at 500 K. A device works better if its transit time is the shortest. In 
comparison to other devices, the device’s transit time at 500 K is quite short. We also 
investigated linearity measures in aspects of gm2, gm3, VIP2, VIP3, IIP3, and IMD3 
to study the device’s nonlinearity concerns. As a result, the Si-doped MoS2-SS-DG-
TFET has better current driving capabilities for small Vgs and exhibits less distortion, 
proving to be a viable device for high-frequency applications as well as for linearity 
analysis, DC analysis, and analog analysis.
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Step-Channel TFETs
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9.1 INTRODUCTION

In the past, complementary metal–oxide–semiconductor (CMOS) technology was 
used to implement various digital integrated circuits (ICs), such as adders, multipliers, 
memory chips, and logical operations [1–3], due to its inherent advantages over n-type 
metal–oxide–semiconductor (NMOS) technology, including excellent dependability, 
robust performance, in addition to low power consumption even in standby mode. 
Hence, in the semiconductor industry, CMOS is therefore the optimal solution for 
digital circuits. In contrast, the requirement for continuing downscaling demands fur-
ther modifications to integrate numerous Boolean gates on the single Si substrate [4].  
That necessitated extra space, which increased the delay of the logic gates and the 
capacitance [5]. The logic gates in Refs. [6–10] are created with a single tunneling 
field-effect transistor (TFET) structure to reduce space overhead, in comparison to 
CMOS-based implementations. In addition, the TFET design offers inherent benefits, 
such as a low rate of power loss due to static resistance and a high level of energy effi-
ciency in its operation. In comparison to metal–oxide–semiconductor field-effect tran-
sistors (MOSFETs), TFETs have a subthreshold swing that is lower than 60 mV/dec.

In spite of the difficulties of employing a TFET in digital circuits because of its 
low ION current and huge ambipolar current, certain digital circuits have been shown 
in the literature [6–8]. Step-channel tunnel field-effect transistors (SCTFETs) com-
prise a novel device shape that is designed to improve ION current, decrease ambipo-
lar behavior, and enhance subthreshold swing. This device improves its performance 
by including a thin layer of dielectric material at the source–channel (S-C) junction. 
This reduced dielectric thickness at the S-C interface enhances device subthreshold 
swing, whereas increased dielectric thickness at the drain–channel (D-C) junction 
inhibits ambipolar current [9–17]. In order to achieve an even greater rise in the ION 
current, the oxide layer of the high-K SCTFET is constructed using high-k dielectric 
material. In the previously mentioned work [18–24], logic gates utilizing a single 
SCTFET structure were not built. In this study, all four basic gates are implemented 
using a single SCTFET architecture. These Boolean functions are implemented 
utilizing the appropriate work function (WF, or ϕ) of the SCTFET gate and the 
gate-to-source overlap (GSO) technique. The functionality of every logic function is 
represented by energy band diagrams (EBDs) [25–27] and the I-V characteristic of 
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a SCTFET at different logic inputs; here, an n-type SCTFET is used to implement 
OR logic, whereas for implementation of NAND Boolean logic, a p-type SCTFET 
is used. In addition, the GSO approach is commonly used for the construction of 
AND and NOR logic gates, but SCTFET types vary. AND logic gates utilize n-type 
SCTFETs, whereas NOR logic gates utilize p-type SCTFETs. Using the Silvaco 
ATLAS simulator, the recommended devices were simulated [28].

9.2 SIMULATION PARAMETERS OF SCTFETS

Figure 9.1(a) and (b) represents n- and p-type SCTFETs, which have been used to 
implement different logic functions. Figure 9.2 represents the transfer characteristics 
of SCTFETs [36] at VDD = 1.2 V. The transfer characteristics of simulated SCTFETs 
are quite similar to the curve shown in previous literature [36]. The device dimen-
sions and specifications are assumed to be the same as those stated in Refs. [36, 37]. 
The gate oxide thickness (TOX) of 1 nm has been used at the S-C interface, while the 
D-C junction has a TOX of 2 nm. As a result, this device is asymmetrical, since its S-C 

FIGURE 9.1 (a) A structural view of an n-type step-channel tunnel field-effect transistor 
(SCTFET). (b) A structural view of a p-type SCTFET. 
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interface and D-C junction have different gate oxide thicknesses. Under metal gate1 
(G1) and gate2 (G2), two distinct dielectrics are employed. On the source side, the 
silicon body is 8 nm thick, whereas on the drain side, it is 6 nm thick. Furthermore, 
the gate length is 10 nm. For logic “1,” the bias voltage (VDD) is considered 1.2 V. 
ATLAS Version 5.22.1.R has been used to simulate the outcomes of SCTFET-based 
logic functions. To examine the tunneling phenomena, a nonlocal band-to-band tun-
neling (BTBT) model is incorporated, which integrates spatial energy band distribu-
tion. This BTBT model agrees well with simulation and theoretical tunneling data 
[15–17]. In contrast to that, the influence of the Fermi–Dirac distribution on the nar-
rowing of the bandgap is taken into consideration. The Shockley–Read–Hall (SRH) 
model is utilized in order to compute the generation rate as well as the recombination 
rate [18–22]. Table 9.1 shows the drain current for different input combinations for 

TABLE 9.1
Drain Currents of a Step-Channel Tunnel Field-Effect Transistor (SCTFET) for 
Different Combinations of Logic Inputs

Input Combinations (X and Y) OR NAND AND NOR
00 IOFF ION IOFF ION

01 ION ION IOFF IOFF

10 ION ION IOFF IOFF

11 ION IOFF ION IOFF

FIGURE 9.2 Transfer characteristics of a standard SCTFET [36].
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SCTFET-based Boolean functions. The ION current denotes a high logic “1,” whereas 
the IOFF current denotes a low logic “0.”

9.3  IMPLEMENTATION OF SCTFET-BASED 
“OR” AND “NAND” FUNCTIONS

In this section, n- and p-type SCTFETs are used to realize the OR and NAND logic 
gates, as illustrated in Figure 9.1(a) and (b). Several input combinations are used 
over the upper and lower gates of the SCTFET structure. Because of this, the supply 
voltage, which is denoted by VDD = 1.2 V, is seen as representing logic “1,” whereas 
ground, which is denoted by 0 V, is supposed to represent logic “0.” The voltage at 
the upper gate is denoted by VX, whereas the voltage at the lower gate is denoted by 
VY. When the preset voltages at VX and VY are utilized, IXY is the symbol that is used 
to represent the drain current. Drain current is denoted by the symbol I10 when the 
upper gate is connected to 1.2 V (VX = VDD) and the lower gate is connected to 0 V 
(VY = 0).

This device contains two gates: the top gate (VX) and bottom gate (VY). Both are 
biased with various input voltages to implement SCTFET-based OR logic. If both 
gates are biased with VDD, then it is observed that a high amount of drain current 
flows through the SCTFET that is designated as I11, and if they are biased with low 
logic, then low ID flows through the device; however, if only one gate, either VX or 
VY, is set to high logic, then a huge amount of ID, marked I01 or I10, flows through the 
SCTFET. The ION/IOFF ratio must be increased for proper implementation of SCTFET 
as a logic function. Table 9.2 shows the drain current characteristics and ION/IOFF ratio 
of SCTFET-based OR logic for various input configurations. The varied gate WFs 
for G1 and G2 are used to improve the ION and implement the OR Boolean gate, as 
shown in Table 9.3. In the OR Boolean function, one gate is connected to VDD (“1”), 
then current in the device is represented as ION (high current), while the other gate is 
biased with ground and represents IOFF. The functioning of the OR gate is exempli-
fied in Figure 9.3 by the EBD of the SCTFET. The EBD of a SCTFET for the input 
combination “00” is shown in Figure 9.3(a). There is no tunneling because there is 
a large potential barrier observed between the S-C interface while both gates are at 
the low logic level. This means that there is no tunneling. Nonetheless, when one of 
the gates is set to high logic for combinations “01” and “10” in Figure 9.3(b) and (c), 
tunneling occurs, and a small number of electrons can go across the potential barrier.  

TABLE 9.2
ION/IOFF Ratio and Drain Current (in A/μm) for Different Logic Functions

Logic Function I00 I01 I10 I11 ION/IOFF

OR 10−15 10−7 10−7 10−5 1010

NAND 10−5 10−7 10−7 10−17 1012

AND 10−16 10−15 10−15 10−7 109

NOR 10−9 10−16 10−15 10−16 107
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FIGURE 9.3 (a) Energy band diagram (EBD) for OR logic function for input setup “00” 
with PP′, QQ′, and RR′ cutlines. (Continued) 

TABLE 9.3
Device Parameters for All Boolean Functions

Parameter OR AND NAND NOR
Source length (LS) (nm) 20 20 20 20

Channel length (LC) (nm) 10 10 10 10

Drain length (LD) (nm) 20 20 20 20

Oxide body thickness at drain–channel 
junction (nm)

2 2 2 2

Oxide body thickness at source–
channel junction (nm)

1 1 1 1

Drain body thickness (nm) 6 6 6 6

Source body thickness (nm) 8 8 8 8

Source doping (atom/cm3) 1020 (p-type) 1020 (p-type) 1020 (n-type) 1020 (n-type)

Channel doping (atom/cm3) 1017 (n-type) 1017 (n-type) 1017 (p-type) 1017 (p-type)

Drain doping (atom/cm3) 1018 (n-type) 1018 (n-type) 1018 (p-type) 1018 (p-type)

Gate work function (G1, G2) 4.25, 4.23 5.0, 5.0 5.20, 5.15 4.4, 4.4

Gate–source overlap length (nm) 0 4 0 4
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FIGURE 9.3 (Continued) (b) EBD for OR logic function for input setup “01” with PP′, QQ′, 
and RR′ cutlines. (c) EBD for OR logic function for input setup “10” with PP′, QQ′, and RR′ 
cutlines. 
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Figure 9.3(d) illustrates significant electron tunneling and high ON-current when 
both gates are connected to VDD (“11”) [34, 35]. Along the x-axis, the energy band 
diagrams for the PP ,́ QQ ,́ and RRʹ cutlines are drawn up to illustrate them, as shown 
in Figure 9.3. Figure 9.4 depicts the ID-VG curve of SCTFET-based OR logic. It is 
noticed that logic level “00” achieves a low current, whereas logic level “11” achieves 
a large current.

The NAND logic has been constructed using the p-type SCTFET seen in 
Figure 9.1(b). If both inputs are connected to “0” logic or one of them is connected to 
“0” logic, electrons tunnel from source to channel. If both inputs are at logic “1,” no 
tunneling will occur. Table 9.3 lists the different device parameters and character-
istics for the NAND Boolean function. Figure 9.5 depicts the EBD for various input 
configurations. When top and bottom gates are biased with logic level “0,” the input 
combination “00” exhibits maximal tunneling, resulting in significant overlapping 
and band bending at the S-C interface, as seen in Figure 9.5(a). Significant tunnel-
ing is discovered for logic levels “01” and “10,” but, on the other hand, there is no 
tunneling detected for “11”; see Figure 9.5(b)–(d). Figure 9.6 depicts the “transfer 
characteristics” of NAND gate implementation using a p-type SCTFET; here, the 
supply voltage VDD is equal to 1.2 V and VDS = −1.0 V, and I-V characteristics are 
shown. Observing the findings, we can conclude that for NAND logic, the “00” 
input configuration results in the highest possible ION current, whereas the “11” 
input configuration results in the lowest possible current. The ION/IOFF ratio is in 
the region of 1012 for NAND logic, which is a tenfold improvement over previous 
studies [29, 30].

FIGURE 9.3 (Continued) (d) EBD for OR logic function for input setup “11” with PP′, QQ′, 
and RR′ cutlines.
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FIGURE 9.4 ID-VG curve of n-type SCTFET-based OR logic.

FIGURE 9.5 (a) EBD of a p-type SCTFET used for NAND for input configuration “00” with 
PP′, QQ′, and RR′ cutlines as shown in Figure 9.1(b) (Continued)
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FIGURE 9.5 (Continued) (b) EBD of a p-type SCTFET used for NAND logic for input con-
figuration “01” with PP′, QQ′, and RR′ cutlines, as depicted in Figure 9.1(b) (c) EBD of a p-type 
SCTFET used for NAND logic for input configuration “10” with PP′, QQ′, and RR′ cutlines, as 
depicted in Fig. 9.1(b). 
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FIGURE 9.5 (Continued) (d) EBD of a p-type SCTFET used for NAND logic for input con-
figuration “11” with PP′, QQ′, and RR′ cutlines, as depicted in Fig. 9.1(b).

FIGURE 9.6 ID-VG curve of p-type SCTFET NAND logic.
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9.4  IMPLEMENTATION OF “AND” AND “NOR” 
FUNCTIONS USING SCTFETS

As shown in Figure 9.7, AND logic is created by using a gate source overlap tech-
nique for an n-type SCTFET architecture.

The LOV is assumed to be 4 nm in this case. The logic functioning of the AND 
gate is further proven using the EBD of the SCTFET, as shown in Figure 9.8. As the 
length of overlap between the gate and source is extended, the barrier height in the 
channel region increases; and, because of that, tunneling is not possible for input 
combinations “01” and “10,” as seen in Figure 9.8(b) and (c), the EBD of the SCTFET 
across PPʹ and RRʹ cutlines. As a result, electron tunneling is not conceivable for the 
input configurations “01” and “10”; if both the top and bottom gates are connected to 
the high input logic “11,” then tunneling is achievable over the cutline QQ ,́ as illus-
trated in Figure 9.8(d). This represents the functionality of the SCTFET-based AND 
Boolean gate. “Body tunneling” refers to tunneling deep into the silicon structure. 
As a result, the LOV allows body tunneling only when both gates relate to a high logic 
voltage, while limiting tunneling for input logic configurations “01,” “10,” and “00.” 
If the LOV is deleted, this indicates a configuration like that seen in Figure 9.1(a). 
Nevertheless, once LOV  = 4 nm, tunneling is completely blocked, and no further 
reduction in ION is seen. As a result, the LOV is used as an optimal value for the IOFF. 
Table 9.3 lists the different parameters of SCTFET-based AND logic.

Moreover, the oxide thickness has a considerable impact on AND gate function-
ing [37–39]. Previous research has shown that when oxide thickness increases, the 
effective tunneling reduces [30]. This results in an increase in the tunneling width 
between the valence band and the conduction band, which in turn leads to a decrease 
in the BTBT rate and, as a consequence, a decrease in the ION/IOFF ratio [40–45]. As 
a result, the significant TOX is ignored [32, 33] in order to achieve a suitable ION/IOFF 
ratio. In the channel, there is no quantum confinement (QC) effect when both n-type 
SCTFET gates (top and bottom) are linked to logic “11 (described as I11) [29]. As a 
result, this effect is not taken into account while implementing logic functionality. 

FIGURE 9.7 Cross-sectional view of a conventional SCTFET for AND gate implementa-
tion with PP ,́ QQ ,́ and RRʹ cutlines.
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FIGURE 9.8 EBDs of an n-type SCTFET that are being used for AND logic with a variety 
of inputs, including (a) “00,” (b) “01,” along with PP′, QQ′, and RR′ cutlines. (Continued)
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FIGURE 9.8 (Continued) EBDs of an n-type SCTFET that are being used for AND logic 
with a variety of inputs, including (“01,” (c) “10,” and (d) “11,” along with PP′, QQ′, and RR′ 
cutlines



199Implementation of Logic Gates

When VDD = 1.2 V and VDS = −1.0 V, the I-V characteristics of the SCTFET-based 
AND logic with LOV are depicted in Figure 9.9. It has been seen that a large ION cur-
rent has acquired exclusively for the input combination “11,” with an ION/IOFF ratio in 
the region of 109, while the ION detected for the remaining input combinations is very 
low and inconsequential, implying the AND logic operation.

To construct NOR logic, electron tunneling must occur exclusively for the “00” 
input combination, but for the other input combinations—“11,” “01,” and “10”—
there should be almost no tunneling. To achieve this type of specialized tunneling, 
LOV is incorporated in the p-type SCTFET architecture, as illustrated in Figure 9.10. 
Figure 9.11 illustrates the EBDs of p-type SCTFETs for various input combinations 
spanning cutlines PP ,́ QQ ,́ and RR .́ If the given input combination is “00,” tunnel-
ing at the QQʹ is conceivable, as can be seen in Figure 9.11(a). If one or both input 
logics are “1,” there is no overlapping or band bending in the conduction and valence 
for the specified LOV , as illustrated in Figure 9.11(b)–(d) [29, 30]. Seeing the figures, 
one may conclude that tunneling is not possible with given inputs. Table 9.3 shows 
the implementation of SCTFET-based NOR logic using different combinations of 
voltage supply and WF. The band diagrams at various voltage levels indicate the 
detection of equivalent BTBT.

Figure 9.12 depicts the “transfer characteristics” for the NOR gate implementa-
tion using a p-type SCTFET [31] with LOV; here, the supply voltage VDD is equal to 
1.2 V and VDS = −1.0 V, and I-V characteristics are shown. Observing the findings, 
we can conclude that for NOR logic, the “00” input configuration is the only one 
that gets the high ON-state current, while for all other input combinations the ION is 
insignificant and the ION/IOFF current ratio is in the region of 107.

FIGURE 9.9 ID-VG curve of n-type SCTFET AND logic.
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FIGURE 9.11 (a) A SCTFET’s EBD for the NOR logic function for input setup “00” with 
PP′, QQ′, and RR′ cutlines. (Continued)

FIGURE 9.10 Cross-sectional view of a conventional SCTFET for NOR gate implementa-
tion with PP ,́ QQ ,́ and RRʹ cutlines.
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FIGURE 9.11 (Continued) (b) A SCTFET’s EBD for the NOR logic function for input setup 
“01” with PP′, QQ′, and RR′ cutlines. (c) A SCTFET’s EBD for the NOR logic function for 
input setup “10” with PP′, QQ′, and RR′ cutlines. 
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FIGURE 9.11 (Continued) (d) A SCTFET’s EBD for the NOR logic function for input setup 
“11” with PP′, QQ′, and RR′ cutlines.

FIGURE 9.12 ID-VG curve of p-type SCTFET NOR logic.
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9.5 CONCLUSION

We demonstrated in this chapter that Boolean functions can be achieved by utiliz-
ing a single SCTFET architecture, by altering the design and selecting the relevant 
parameters and device characteristics. AND and NOR logic can be implemented 
using the GSO technique in both p- and n-type SCTFET structures. It is essential 
that the p-type and n-type SCTFET structures each have their upper and lower 
gates separately regulated. The transfer characteristic of the SCTFET device is 
used in conjunction with an EBD to demonstrate the fundamental functional-
ity of logic gates. The EBD of the SCTFET shows that the greatest tunneling is 
reached for the “11” input in AND logic, Hence, the expected ION/IOFF current ratio 
is around 109, which is 10 times higher than the prior literature. When it comes to 
NAND logic, the “00” input combination is the one that achieves maximum tun-
neling. This, in turn, results in a large ION current and an ION/IOFF current ratio in 
the range of 1012.

As a consequence, the simulation findings that were given in this study are help-
ful for building high-speed and concise logic functions utilizing a single SCTFET, 
which permits designs that are more energy efficient.
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10.1 INTRODUCTION

Researchers working with electronic devices face the challenge of making devices 
with greater performance but lower power consumption. Immense usage of electronic 
products is causing demand for faster speed, less power consumption, and greater sta-
bility [1, 2]. Accessing data takes a lot of time, hindering faster operating speeds, so a 
circuit is made that will be close to the processor to supply required data [3]. One faster 
memory device is named “cache memory,” which is made up of static random-access 
memory (SRAM) [4]. It is static in nature, so no refreshing mechanism is needed. 
SRAM is a type of volatile memory, which means that it holds data until the sup-
ply voltage is high, i.e. logic 1. SRAM is used in devices that need processors, like 
mobiles, laptops, and computers [5, 6]. Dynamic random-access memory (DRAM) 
also stores data, but it is refreshed periodically to retain the data that needs a refreshing 
circuit. Due to this reason, DRAM works slower. SRAM became a better choice for 
speed of operation and power dissipation. A basic variant of SRAM is made up of com-
plementary metal–oxide–semiconductor (CMOS)-based six-transistor (6T) cells; this 
became the most frequently used commercial topology for cache memory design [7, 8].  
Due to increases in the operating speed of devices and high-speed clocks, however, 
we need memory that responds quicker [9, 10]. There is always a gap between proces-
sor speeds and memory speed. To make memory faster, we explore different topolo-
gies of SRAM. In this chapter, we explore 7T SRAM, 9T SRAM, 11T SRAM, and 
13T SRAM topologies. To achieve greater speed, we sacrifice power because power 
dissipation and leakages rise with an increasing number of transistors. Therefore, we 
need to make trade-offs with speed and power dissipation [11, 12]. Stability is also one 
of the major parameters; due to a decrease in technology nodes, we reduce supply volt-
ages, and from that stability also decreases. To improve stability, we use the cell ratio 
(CR) and pullup ratio (PR), and by varying them we improve the stability of the circuit.

As the CR and PR rise, the capacitance of the device increases, making it slower 
and dissipating more energy [13, 14]. As a result, we must design a device that has 
low power consumption and is reliable.

10

https://doi.org/10.1201/9781003393542-10


207CMOS-Based SRAM with Odd Transistor Configurations

10.2 VARIOUS TOPOLOGIES OF SRAM AND ITS OPERATION

10.2.1 operation of 7t sraM

Resembling positive feedback, a set of back-to-back connected inverters is present 
in the 7T SRAM (as shown in Figure 10.1), holding bit values “0” or “1.” Two pass 
transistors PTran and an extra transistor M7 are used to enable the route for reading 
and writing necessary data to the SRAM cell. We use a distinct pre-charge circuit to 
charge the circuit to maximum voltage before performing read or write actions. The 
write driver of the device puts data into the SRAM. The data in the cell is extracted 
based on the difference in voltage levels in the bit lines (BLs) and bit line bar (BLB) 
or invert logic of BL, which is sensed by the sensing amplifier Samp circuit [15, 16]. 
Different operating modes of SRAM are as follows:

1. HOLD mode: In this condition, the pair of access transistors ATran are 
switched off by whatever data was present before; this data will be kept in 
an inverter cell that has positive feedback connected to it [17].

2. Read mode: To retrieve data from storage, first activate high value on the 
word lines (WLs) and then pre-charge the BL to high levels. Any of the BL 
or BLB bit lines can be easily discharged from Q and QB via the bottom 
component. A sense amplifier is used to calculate the deviation among the 
signals at each component and displays the result as an output [17].

3. Write mode: Bit lines must be pre-charged to high value before reading, 
and high value must be enabled by WLs, for the SRAM cell to be able to 
hold the necessary data. There will be a single bottom node between Q and 
QB, allowing for a direct route to discharge from any of the BL or BLB bit 
lines. The information for the cell is written by a circuit called the “write 
controller” [17, 18].

FIGURE 10.1 Seven-transistor (7T) static random-access memory (SRAM) cell for analysis.
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10.2.2 9T SRAM And ITS OpeRATIOn

Also resembling positive feedback, a set of back-to-back connected inverters is pres-
ent in the 9T SRAM (as shown in Figure 10.2), which holds bit values “0” or “1.” Two 
PTrans are operated to facilitate the path for read/write required data to the SRAM cell, 
and M7 and M8 are added extra to the 7T SRAM circuit. Prior to read/write opera-
tions, maximum voltage is given to the circuit with the ease of a discrete pre-charge 
circuit. To write the data into the SRAM, use a circuit named “write driver.” To extract 
the data present in the cell based on the difference in voltage levels in bit lines BL and 
BLB, use the Samp circuit, which helps to calculate the voltage levels [19, 20].

10.2.3 11T SRAM And ITS OpeRATIOn

The 11T SRAM contains a pair of inverters (coupled as back-to-back), similar to how 
it is shown in Figure 10.3. This configuration resembles positive feedback and stores 
bit values of either “0” or “1.” Two pass transistors are utilized in order to enable the 
path that is necessary to receive and transfer the required data to the SRAM cell. 
With the assistance of a distinct pre-charge circuit, the circuit tries to achieve its 
maximum voltage before beginning any reading or writing activities. By utilizing 
a write controller, the data will be written into the SRAM memory. We are able to 
retrieve the data that is stored in the cell by analyzing the difference in voltage levels 
that are found in the BL and BLB, which is something that is detected by the Samp 
circuit [21–25].

10.2.4 13T SRAM And ITS OpeRATIOn

The 13T SRAM contains a pair of inverters that are connected back to back, just 
like it is shown in Figure 10.4. This configuration is similar to positive feedback and 

FIGURE 10.2 9T SRAM cell for analysis.
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stores bit values of either “0” or “1.” In order to enable the path that is necessary to 
receive and write the essential data to the SRAM cell, two pass transistors are uti-
lized. The distinct pre-charge circuit is utilized in succession to bring the circuit’s 
voltage up to its maximum level before carrying out any read or write activities. The 
information will be penned into the SRAM with the assistance of the write controller 
circuit. The differentiation in voltage levels between BL and BLB is used to deter-
mine which data is stored in the cell. This is gleaned from the Samp circuit, which is 
a segment of the device. Read and write procedures both make use of signals such as 
pre-charge and Write Enable (WE) in order to detect the output through the use of a 

FIGURE 10.3 11T SRAM cell for analysis.

FIGURE 10.4 13T SRAM cell for analysis.
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Samp circuit. The CR and PR are determined by Equations (10.1) and (10.2), and their 
values change in accordance with those equations. Operations in the read, write, and 
hold phases are very comparable to those of 7T SRAM [26, 27].

 CR
of Pulldown Network

of Access Transistor

W
L
W
L

= 
     
     

 (10.1)

 PR
of Pullup Network

of Access Transistor

W
L

W
L

= 
     

   
 (10.2)

10.3 READ DELAY CALCULATION AND ITS COMPARISON

Because reading data from SRAM cells competes with higher clock speed, the sig-
nals linked to access transistors and read enable must be maintained at high values 
in read mode. Read delay is an essential parameter for determining circuit speed; 
it is determined as the time interval among the WL signal when it affects 50% of 
its maximum value and 50% of the signal present at output [28]. We calculated the 
read delay measure for SRAM odd-numbered transistors by providing discrete volt-
age values ranging from 1 to 1.8 V with 0.1 V increments. Figure 10.5 depicts the 
result of a comparison of odd numbers of transistors, after adding extra transistors 
to the circuit, which increases the strength of the read current value and gives the 
advantage of a lower read delay with an increase in transistor numbers and sup-
ply voltage [29]. Figures 10.6(a) and 10.7(a) show read delay variations from the 7T 
SRAM cell for the increase in PR and CR values as per Equations (10.1) and (10.2). 
From Figures 10.6(a)–(d) and 10.7(a)–(d), we can see noteworthy improvements with 
respect to voltage variations compared to 1.8 V with respect to 1 V, 7T enhanced by 
1.61× with the PR and 1.5× with the CR, 9T improved by 1.4× with the PR and 1.28× with 

FIGURE 10.5 SRAM read delay comparison for odd numbers of transistors.
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FIGURE 10.6 Read delay variation with the pullup ratio (PR) for (a) a 7T SRAM cell, (b) a 
9T SRAM cell, (c) an 11T SRAM cell. (Continued)
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FIGURE 10.6 (Continued) Read delay variation with the pullup ratio (PR) for (d) a 13T 
SRAM cell.

FIGURE 10.7 Analysis of read delay variations with the cell ratio (CR) for (a) a 7T SRAM 
cell, (b) a 9T SRAM cell, (Continued)
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the CR, 11T improved by 1.36× with the PR and 1.30× with the CR, and finally 13T 
increased by 1.9× with the PR and 2.12× with the CR. This shows that the delay for 
the read operation is improved as we add more transistors and supply voltage.

10.4 WRITE DELAY (WD)

The write operation should be speedy, and it has to keep up with current high-speed 
clocks; in write mode operation, the signals related to access transistors and read 
enable must be kept at high value. WD is computed as the time space relating the WL 
signal when it reaches 50% of the maximum value of the signal to the 50% of signal Q [30]. 
We extracted the WD parameter for even-numbered transistors and odd-numbered 
transistors of SRAM by giving discrete voltage values from 1 to 1.8 V in increments of  
0.1 V [31–34]. Figure 10.8 depicts the outcome of a comparison of odd numbers of 
transistors, after adding extra transistors to the circuit, which raises the intensity 
of the write current value and provides the benefit of reduced read latency with an 
increase in transistor numbers and supply voltage. The addition of further transistors 

FIGURE 10.7 (Continued) Analysis of read delay variations with the cell ratio (CR) for (c) 
an 11T SRAM cell, and (d) a 13T SRAM cell.
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will create ease in writing the data into the SRAM cell, which increases the write 
current and outcomes with less WD.

Figures 10.9(a) and 10.10(a) show WD variations for 7T SRAM cells with 
increases in PR and CR values, as per Equations (10.1) and (10.2). Thus, it shows 
that with respect to WD, 7T increased 1.5× with the CR and PR, 11T was enhanced 
by 1.62× with the PR and 1.28× with the CR, 11T improved 2.9× with the PR and 
2.36× with the CR, and 13T improved by 4.21× with the PR and 3.42× with the CR.

Figures 10.9(a)–(d) and 10.10(a)–(d) show significant improvements with respect 
to voltage variations compared to 1.8 V with 1 V: 7T improved by 1.88× with the 
PR and 1.58× with the CR, 9T improved by 1.23× with the PR and 1.52× with the 
CR, 11T increased by 1.44× with the PR and 1.3× with the CR, and finally 13T 

FIGURE 10.8 SRAM write delay comparison for odd numbers of transistors.

FIGURE 10.9 Write delay (WD) variation with the PR for (a) a 7T SRAM cell, (Continued)
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FIGURE 10.9 (Continued) Write delay (WD) variation with the PR for (b) a 9T SRAM cell,  
(c) an 11T SRAM cell, and (d) a 13T SRAM cell. 
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FIGURE 10.10 Write delay variation with the CR for (a) 7T, (b) 9T, (c) 11T (Continued)
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FIGURE 10.10 (Continued) Write delay variation with the CR for (d) 13T SRAM cells.

performance increased by 1.52× with the PR and 1.6× with the CR. This shows that 
WD is improved as we increase the number of transistors, the PR and CR, and the 
supply voltage.

10.5 AVERAGE POWER DISSIPATION (APD)

APD is the measure of circuit power exhausted during the entire operation of 
a SRAM cell. It’s an important parameter because, to produce a reliable device, 
we need to reduce the power leakage [35, 36]. Figure 10.11 shows the results of an 

FIGURE 10.11 SRAM average power dissipation (APD) comparison for odd numbers of 
transistors.
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assessment of odd transistor numbers; the circuit with more transistors is consum-
ing high power, so a rise in APD is observed. So, the APD of a 13T SRAM cell is 
higher than that of an 11T SRAM cell. Also, the APD is relative to the number of 
transistors and supply voltage [37–39]. Therefore, an increase in either of the values 
will increase the power dissipation value. Figures 10.12(a) and 10.13(a) show the 
variation of APD with increases in PR and CR values. Thus, an increase in either the 
CR or PR will also result in a rise in APD. For portable devices, power dissipation 
is a crucial parameter, so it’s better to opt for low-power techniques for reduction of 
power dissipation. Thus, it shows that the APD in comparison with 7T got 1.1× with 
the CR and PR, 11T was enhanced by 4× with the PR and 1.38× with the CR, 11T 
improved 5× with the PR and 1.92× with the CR, and the APD of 13T increased by 
6× with the PR and 2.53× with the CR. Significant improvements can be seen with 
respect to voltage variations compared to 1.8 V with respect to 1 V: 7T enhanced by 
4.8× with the PR and 2× with the CR, 9T performance improved by 7.8× with the 
PR and 8× with the CR, 11T performance improved by 10× with the PR and 9.2× 
with the CR, and finally performance of 13T SRAM boosted by 7.5× with the PR 
and 7.4× with the CR. This is shown in all of the APD graphs of 7T to 13T SRAM 
in Figures 10.12(a)–(d) and 10.13(a)–(d) for CR and PR variations. This shows that 
average power consumption rises as we increase the total of transistors, supply volt-
age, CR, and PR.

10.6 ANALYSIS OF THE STATIC NOISE MARGIN (SNM)

To find the stability of SRAM, the best technique is SNM. Here, we will estimate 
the noise voltage value to check the deviation in circuit performance. For the inverter 
circuits, voltage transfer curves (VTCs) are extracted and combined to form the 
shape of a butterfly and draw a square that fits in it to find the length of one side of 
the square, which denotes the SNM voltage [40]. Along with this is the need to find 

FIGURE 10.12 APD variation with the PR for (a) a 7T cell (Continued)
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FIGURE 10.12 (Continued) APD variation with the PR for (b) a 9T cell, (c) an 11T cell, and 
(d) a 13T SRAM cell.
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FIGURE 10.13 Investigation of (a) 7T, (b) 9T, (c) 11T (Continued)
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stability for the three modes of operation: (a) hold SNM (SNMH), (b) read SNM 
(SNMR), and (c) write SNM (SNMW).

10.6.1 hoLD statiC noise Margin (snMh)

An important measuring parameter for stability is the noise voltage added while the 
processing of the circuit is in HOLD mode, so it flips the state of the data stored in 
the SRAM cell; this is the static noise margin in hold mode [41, 42]. In the HOLD 
mode of operation, we turn off pass transistors (T5, T6); only transistors related to 
cross-coupled inverters are in ON-condition (active state). When we pick one inverter 
cell and feed input signal Q, then we get output signal QB, which is the VTC wave-
form [43]. Similarly, by feeding signal QB as input and getting signal Q as output, 
we get one more VTC waveform; after that, we must merge both waveforms in the 
origin software (data plotting tool) so that we get a butterfly-shaped waveform and 
draw a square that fits inside of our butterfly diagram [44]. Hence, the SNM voltage 
will be the length of one side of the square. Figure 10.14 shows the SNMH for 7T, 9T, 
11T, and 13T (odd-transistor-configuration CMOS-based SRAM); all configurations 
show the same hold margin as per the calculation only for the inverter, irrespective 
of topology. The optimized SNMH value obtained is approximately 480 mV.

10.6.2 reaD statiC noise Margin (snMr)

A crucial measuring factor for stability is the noise voltage added while the process-
ing of the circuit is in HOLD mode, so it flips the state of the data stored in the SRAM 
cell; this is the SNM in read mode [45, 46]. In the read mode of operation, we turn 
on pass transistors (T5, T6), and make bit lines BL and BLB high with the help of a 
pre-charge circuit. When we pick one inverter cell and feed input signal Q, then we 

FIGURE 10.13 (Continued) Investigation of (d) 13T SRAM cells’ APD with deviation in 
the CR.
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FIGURE 10.14 Analysis of the (a) 7T, (b) 9T, (c) 11T (Continued)
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FIGURE 10.14 (Continued) Analysis of the (d) 13T SRAM cells’ hold static noise margin 
(SNMH).

get the output signal QB, which is the VTC waveform [47]. Similarly, by maintaining 
signal QB as input and signal Q as output, one more VTC waveform is obtained; at 
last, we must merge both waveforms in the origin software to get a butterfly-shaped 
waveform and draw a square that fits inside of our butterfly diagram. Hence, the 
SNM voltage will be the length of one side of the square [47, 48]. Figure 10.15 shows 
a comparative analysis of 7T, 9T, 11T, and 13T for the SNMR. From that, we can 
observe that, as the number of transistors increases in the SRAM cell, the SNMR 
will improve accordingly. Furthermore, Figure 10.16(a) depicts the SNMR compari-
son for a 7T SRAM cell, which shows 235 mV for 1 CR and improved to 252 mV 

FIGURE 10.15 SRAM read delay comparison for odd numbers of transistors.
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FIGURE 10.16 Observation of the static noise margin (SNM) for the read mode operation 
of (a) 7T, (b) 9T, (c) 11T (Continued)
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for 1.5 CR. Similarly, 9T shows 280 mV for 1 CR and increased to 295 mV for 1.5 
CR, 11T shows deviation from 270 to 305 mV when the CR varies from 1 to 1.5, and 
13T shows an increment of 32 mV for a 0.5 V deviation in the CR (as depicted in 
Figure 10.16(b)–(d). The read noise margin is related to the CR directly; by increas-
ing the CR, an improvement can be seen in the SNMR. Along with this, an increas-
ing number of transistors in the cell also improves the values of the SNMR, and, 
through them, the stability of the configuration increases significantly.

10.6.3 write statiC noise Margin (snMw)

An important measuring parameter for stability is the noise voltage added while the 
processing of the circuit is in HOLD mode, so it flips the state of the data stored in 
the SRAM cell; this is the SNM in write mode [35]. The write mode of operation 
turns on pass transistors (T5, T6), and the BL and BLB are at opposite logic at a 
time so this makes us calculate separate VTC curves [49]. For situations where the 
BLB is “0,” connect corresponding pass transistors by merging with bit line BLB 
to ground and by applying signal Q, and find out the QB that is the output signal 
waveform. By considering the state where the BL is high and the gate terminal of the 
pass transistor is also high, give the input signal Q to get QB, then merge these two 
signals in the software and make a square that fits inside of our butterfly figure [50]. 
Hence, SNM voltage will be the length or width of the square. Figure 10.17 shows 
a comparison of the SNMW for odd-numbered transistor SRAM configurations. In 
Figure 10.18(a), the SNMW of odd numbers of transistors like 7T shows 790 mV for 
1 CR and improved to 838 mV for 1.5 CR. Similarly, 9T shows 820 mV for 1 CR and 
improved to 852 mV for 1.5 CR (Figure 10.18(b)), 11T shows improvement from 860 
to 880 mV for 1 to 1.5 CR (Figure 10.18(c)), and 13T shows 890 mV for 1 CR and 
improved to 896 mV for 1.5 CR (Figure 10.18(d)).

FIGURE 10.16 (Continued) Observation of the static noise margin (SNM) for the read 
mode operation of (d) 13T SRAM cells.
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FIGURE 10.18 Data plot for the (a) 7T SRAM, (b) 9T SRAM, (Continued)

FIGURE 10.17 SRAM write delay comparison for 7T, 9T, 11T, and 13T SRAM cells.



227CMOS-Based SRAM with Odd Transistor Configurations

10.7 CONCLUSION

The designed 7T, 9T, 11T, and 13T SRAM topologies employed the Cadence 
Virtuoso tool and used a technology node (180 nm) to examine different parameters 
from which we need to opt the best SRAM cell configuration. The read delay is 
decreasing with increments in voltage because higher voltage drives more read cur-
rent, and 13T got better in delay compared to 7T as we add the number of transistors 
in each topology that also contributes to more current. In the same way that WD 
also reduces with a rise in voltage, a significant reduction can be seen in 13T; as with 
read delay, write delay also reduces with an increase in voltage due to intensifica-
tion in the write current. WD rises with modifications in the CR and PR due to an 
increase in capacitance nature. 7T, 9T, 11T, and 13T show better in WD. APD rises 
as we add more transistors with a fixed supply voltage. There is a significant rise in 
power dissipation with a rise in voltage, the CR, and the PR. This shows that there 
is a substitution nature with delay and power dissipation. Stability is analyzed by the 
SNM for the hold, read, and write modes, and then the topologies are evaluated by 

FIGURE 10.18 (Continued) Data plot for the (c) 11T SRAM, and (d) 13T SRAM SNMW.
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changing the values of the CR and PR. From these observations, we conclude that as 
CR rises, the read margin also improves. 13T shows better results and, in the same 
way that PR rises the write margin with better write noise margin. The CR and PR 
deviations contribute to increased stability with considerable negative changes in 
delay and power.
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11.1  INTRODUCTION TO THE SYNOPSYS SENTAURUS 
TCAD SUITE AND DEVICE SIMULATION

Technology computer-aided design (TCAD) is any design software that is used for 
developing and optimizing semiconductor process technologies and devices using 
computer simulations [1]. Synopsys TCAD provides a varied range of products 
that include industry-leading devices and process simulation tools, along with an 
extremely powerful graphical user interface (GUI)-based/enabled simulation atmo-
sphere to manage simulation tasks and analyses of simulation results. Moreover, 
Synopsys TCAD has tools for interconnecting modeling and extraction, and for pro-
viding critical parasitic information to enable optimum chip performance [1–3].

In three-dimensional (3D) technology modeling, Synopsys TCAD is the industry 
lead and successfully provides a vast integrated simulation platform for design co-
optimization. TCAD device simulation and process simulation tools back a wide range 
of applications, like fin field-effect transistors (FinFETs), gate-all-around nanosheet 
field-effect transistors (GAA-NSFETs), gate-all-around nanowire field-effect transis-
tors (GAA-NWFETs), complementary metal–oxide–semiconductor field-effect tran-
sistors (CMOS-FETs), analog/radiofrequency (RF) devices, and so on. In addition, 
TCAD provides proven production and modeling solutions for memory, logic, and 
power applications. Moreover, it offers intelligent technology modeling that encour-
ages further cost and time savings in path-finding, development, and production 
ramping of semiconductor technologies [3, 4]. Time consumption due to expensive 
device fabrication processes is significantly reduced due to access to a TCAD simula-
tion at the design stage for analysis of physical as well as electric properties [4].

In summary, Sentaurus is an entourage of TCAD tools that perform several 
simulation operations, check for device structure reliability, and eventually fabri-
cate a semiconductor device. Physical models are used by Sentaurus simulators to 
deputize fabrication procedures and operations of the device, thus eventually lead-
ing to better optimization and exploration of next-generation semiconductor devices. 
Hence, Sentaurus’s TCAD tools function coherently and thus are easy to combine in 
simulation process flows in two-dimensional (2D) and 3D design. Thus, the TCAD 
software supports an array of semiconductor technologies, and hence covers a wide 
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range of semiconductor utilization areas [2–4]. The myriad scopes of TCAD are 
illustrated in Figure 11.1.

The intention and focus of the chapter are to build a solid knowledge base regard-
ing Synopsys Sentaurus TCAD to eventually enable the design and simulation of 3D 
devices like GAA-NSFETs.

11.1.1 siMuLation in synopsys sentaurus tCaD anD its Benefits

Sentaurus TCAD holds immense value in technology development and optimiza-
tion and provides tools for device performance simulation. As feedback to exterior 
thermal, electric, or ocular boundary situations inflicted over the structure, the tools 
simulate the electric attributes of semiconductor devices. Device design steps are 
done with the use of tools such as the Sentaurus Structure Device Editor (SDE). 
Hence, SDE as a tool enables simulation of both 2D and 3D devices [2–3].

The semiconductor manufacturing industry faces immense challenges in devel-
oping process technologies with limited time and cost restrictions. The most signifi-
cant factor that impacts consistent development cost and time is the amount of wafers 
required to bring the development of any new process to completion. Hence, TCAD 
enables a significant reduction in wastage of engineering wafers, time, and cost by 

FIGURE 11.1 Synopsys Sentaurus TCAD (technology computer-aided design) suite: Appli-
cation scope.
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providing alternative tools to simulate the process flows, device operations, and so 
on before the actual production of a wafer. Moreover, these simulations furnish engi-
neering experts with significant cognizance over the performance of semiconduc-
tor devices under varied environments, thereby leading to the development of new 
device conceptions [4]. All of the benefits accrued by using TCAD software have 
been summarized in Figure 11.2.

11.1.2 typiCaL fLow of MoDeLing a seMiConDuCtor DeviCe

11.1.2.1 Process Emulation
Process steps are emulation results, in which device structure is obtained by per-
forming and following certain procedures that are similar to the actual process flow. 
First-order devices are analyzed using the process emulation methodology. Process 
simulations are done after optimization of new device design architecture by using 
device simulation methodology in order to explore process non-idealities and target 
process specifications [2].

11.1.2.2 Compact Modeling
Compact modeling methodology is precisely related to only TCAD. As soon as the 
physics of a device gets verified by TCAD, device electrical characteristics are then 
“synthesized” through several analytical functions that are either physically based 
or simply behavioral. Compact modeling results are required for providing “device 
model cards” to circuit engineers for circuit simulations [2]. The typical flow model 
of a semiconductor device is given in the form of a flowchart in Figure 11.3.

FIGURE 11.2 Benefits accrued by using the simulation tools of the Synopsys Sentaurus 
TCAD Suite [3].
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11.2 THE SENTAURUS TCAD SUITE

Synopsys Sentaurus TCAD encapsulates several steps for device simulation, and for 
each step there are different tools available for simulation [1–4]. Both the steps and 
tools are given in Figures 11.4 and 11.5, respectively.

11.3 SENTAURUS PROCESS SIMULATION

• Sentaurus Process simulates the device fabrication steps that are included in 
silicon-based process technology in 2D and 3D devices. Sentaurus Process 
simulation provides a comprehensive framework for simulation of a wide 
array of technologies, varying from nanoscale CMOS to power 2D and 3D 
device designs.

• Sentaurus Process enables easy simulation of process modules for users. 
Hence, it further eases the integration of the modules with the complete 
frontend of line process flows. It includes an advanced cumulation of vari-
ous models, such as implantation, diffusion, oxidation, and mechanical, 
along with vigorous mesh generation as well as structure-editing potenti-
ality. Furthermore, it also encapsulates significant process modules like a 
high dielectric (k) metal gate, strained silicon, and ultra-shallow junction 
formation, to name a few.

FIGURE 11.3 Typical flow of modeling a semiconductor device.
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FIGURE 11.4 Going through the device simulation steps.

FIGURE 11.5 Sentaurus TCAD Suite: Tools for various simulations.
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• An array of highly developed implantation and diffusion models are present 
in the Sentaurus process simulation. A wide energy range varying from sub-
kiloelectronvolts to various mega-electronvolts is covered by analytic implant 
charts. Moreover, Monte Carlo implantation models, being highly methodical 
and precise, handle conditions better than other analytical models.

• The overall stress history while processing is simulated, and then the even-
tual results as stress fields are easily exported to Sentaurus Device. This 
enables a thorough evaluation of these stress effects on the electrical per-
formance of the device. Hence, due to its vast versatility, various models 
such as clustering, oxidation, diffusion, and silicidation models are easily 
implementable [3].

11.4 STRUCTURE DEVICE EDITOR (SDE)

• Sentaurus Structure Editor is a device editor that enables 2D and 3D device 
structure editing and designing using geometric operations. It is backed 
by the ACIS® geometry kernel, which is in several computer-aided design 
(CAD) application tools.

• The GUI of SDE consists of a command-line window at the bottom half of 
the window. In this window, the script of command line generated as per the 
GUI operations is generated and displayed. Scripts can be easily and directly 
entered at the command scheme window as well. Similarly, a GUI user can 
easily define the meshing strategies and doping profiles interactively.

• The meshing tools are called from the Structure Editor GUI, and hence, the 
meshing profiles as well as doping profiles can be seen simultaneously in 
the SDE window.

• Users can rerun the journal script file and reconstruct the device structure, 
since the journal file records all the operations.

• 2D as well as 3D devices can be created using 2D and 3D shapes provided 
in the GUI. Some of the available shapes are circles, spheres, polygons, 
rectangles, cuboids, and so on [2].

11.5  SENTAURUS DEVICE SEMICONDUCTOR  
DEVICE SIMULATOR

Figure 11.6 illustrates the varied simulation and optimization support provided, and 
Figure 11.7 illustrates physical models and their simulation utility.

11.6 SENTAURUS VISUAL: TCAD VISUALIZATION

• Sentaurus Visual yields an advanced interactive 1D, 2D, and 3D visualiza-
tion and data examination platform. It substructures TCL scripting, thereby 
further enabling the post-processing of output data, and generates fresh 
curves and other obtained parameters [3].
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FIGURE 11.7 Sentaurus Device: Physical models and their simulation utility.

FIGURE 11.6 Sentaurus Device: Simulation and design optimization support.
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11.7  EVOLUTION OF NOVEL DEVICE ARCHITECTURE: 
GATE-ALL-AROUND NANOSHEET FETs

11.7.1 teChonoLogiCaL progression of seMiConDuCtor transistors

Digital informative datasets are coded in binary language and thereby transformed 
into electrical signals by using a semiconductor device called a “transistor.” A tran-
sistor consists of a channel region, through which electric current flows between the 
source region and drain region by way of a gate region, which manages the electric 
current flowing through the channel [4–6]. The gate region works as a switch along 
with generating binary system data through amplification of electrical signals. Due 
to this functioning process of a transistor, it has become an essential basic building 
block of a semiconductor chip [7–9].

Chip sizes have been consistently shrunk in the industry to achieve the maximum 
number of semiconductor chips possible on the given size of the silicon wafer/sub-
strate. Moreover, to enhance the adaptability of chips to incorporate new and com-
plex functions, the basic building block (i.e., the transistor) is being made smaller, 
and its power consumption is being brought to minimum with state-of-the-art tech-
nology advancements. Hence, low power consumption will provide a better and lon-
ger battery period, and at the same time a reduction in heat generated will also be 
achieved simultaneously [8–9]. As can be seen in Figure 11.8, the industry has been 
gradually shifting to new and better transistors.

Since the electricity consumption of a semiconductor chip depends upon the volt-
age it is operated on, the focus now is to develop chips that function on low voltage 
power. Thus, the progression of transistors over time is equivalent with the creation 
of transistors devices, which are smaller in size, work on low-voltage power, and 
work at a faster pace [10].

The metal–oxide–semiconductor (MOS) is the most significant and widely used 
transistor across the semiconductor industry. The major components of a MOS tran-
sistor are given in Figure 11.9.

FIGURE 11.8 Progressive advancement of transistors with time.
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The first MOS transistor was a planar device in which the gate and channel had 
contact only on one planar surface. But, with the gradual decrease in transistor size, 
the source and drain distance also declined, resulting in a difficulty for the device 
to function as a switch. Thus, due to increasing limitations arising due to SCEs and 
limiting voltage scaling down, planar transistors could be scaled down to only 20 nm  
nodes [11].

Fully depleted (FD) transistors were developed as next-generation transistors to 
overcome the issue of SCEs. In FD transistors, the gates’ ability to adjust the chan-
nel is enhanced by using a thin Si (silicon) channel, and it thereby avoids SCEs. 
The structure of the FD transistor is an evolution from the basic planar transistor. 
The structure is thinner and more rugged than the standard transistor and has a thin 
standing rectangular channel, which has a channel presence on three sides. Due to its 
channel’s thin standing shape, it resembles a fish’s fin and thereby got its name as a 
“fin transistor.” Today, the industry manufactures fin transistors in a variety of sizes, 
beginning at more 14 nm [11–13].

As mentioned, in a planar transistor, the gate and channel have only a singular 
plane contact. On the other hand, in a fin transistor, the channel makes a three-
sided contact with the gate due to its 3D structure. Thus, due to the increase in 
contact regions with the gate, the overall working of the semiconductor device 
improves greatly. The progression of semiconductor devices with time and tech-
nological advancement is shown in Figure 11.10. This improvement in device 
design also led to a decrease in operating voltage, which eventually resolved the 
SCE issues [12].

However, due to increasing industry demands and a drive to improve the device 
performance, the fin transistor has been facing a performance limitation after years 
of development and several process transformations. Today, the industry is focused 
on reducing the operating voltage of devices and thus focusing on developing low-
power, low-voltage devices. However, in FinFETs, only the three sides of the fin are 
in contact with the gate, thereby creating a limiting boundary as transistors are being 
scaled down and thereby becoming more compact [13].

Hence, in order to overcome the limiting factors of existing transistors, the indus-
try is now focused on developing a new structure, the GAA transistors (performance 

FIGURE 11.9 Key components of metal–oxide–semiconductor (MOS) transistors.
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improvement is shown in Figure 11.11). The GAA-FET is designed in such a man-
ner that it increases the gates’ ability to control the channel functions, since all four 
faces of the channel are covered by the gate. Thus, the gate encloses the channel from 
all four faces, which further helps in addressing the SCE issues that further lead to 
reduced operating voltage [14, 15].

The GAA-FET usually consists of a long and ultrathin nanowire (GAA-NWFET). 
But, in order for more current to flow through it, the channel needs to be wider. Hence, 
the small diameter of the nanowire creates an issue to achieve higher current flow 
[14, 15]. A figurative comparison between a GAA-NWFET and a GAA-NSFET is 
shown in Figure 11.12. Hence, to overcome this problem, the GAA-NSFET has been 
developed, which is an optimized version of the GAA-NWFET [23]. In NSFETs, the 
area of contact between the channel and gate increases as we align the channel struc-
ture in a 2D cuboid (nanosheets). By incorporating stacked nanosheets, we achieve 
two benefits: uncomplicated device integration and an increased current flow [15].

Thus, today’s GAA-NSFET is an improved and better device structure as it not 
just mitigates SCEs due to its GAA structure, but also provides better and improved 
performance due to the increased channel area. Hence, its application as a biosensor 
is being worked upon relentlessly across academia [16–20].

FIGURE 11.11 Performance improvement of a GAA-NSFET over 7 nm FinFET transistors.

FIGURE 11.10 The progression of semiconductor devices with time and technological 
advancement.
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11.8 GATE-ALL-AROUND NANOSHEET FET (GAA-NSFET)

11.8.1 introDuCtion to a vertiCaLLy staCkeD gaa-nsfet

With the fast-paced advancement of transistor/MOSFET technology, semiconduc-
tor devices are continuously scaled down to attain improved performance along 
with greater density [21, 22], while nonplanar FETs like FinFETs are immune to 
the SCEs and thus are carried through manufacturing in the improved technology 
node. Recently, GAA-NSFETs have been introduced as a strong contender to replace 
FinFETs and thus are being implemented in the industry. Recently, vertically stacked 
GAA-NSFETs have been an outstanding replacement to FinFETs in 10 nm technol-
ogy. The GAA-NSFET shows improved gate controllability, process compatibility, 
and current drivability; advantages of GAA-NSFETs are shown in Figure 11.13 [22]. 
In GAA-NSFETs, horizontal sheets are stacked vertically one above the other, which 
enables maximization of the ID (drive current) for a specific track upon a wafer [24, 
25]. The performance of multi-gate devices is upgraded by implementing various 
geometric alterations such as process techniques at different technology nodes [26]. 
CAD technology is used for studying GAA-NSFETs. The fabrication of nanoscale 
devices has become immensely complex; hence, their performance predictions for 
given technology nodes are performed through TCAD [27–35].

FIGURE 11.12 Structural comparison between a nanowire and nanosheet FET.

FIGURE 11.13 Advantages of GAA-NSFETs over other conventional transistors [28].



243Gate-All-Around Nanosheet FET Device

The following sections have step-by-step guidelines for designing a 3D GAA-
NSFET device structure and its simulation.

11.9 PROPOSED GAA-NSFET

Table 11.1 shows the values of major key components of the proposed GAA-NSFET. 
Figure 11.14 shows the 3D structure of the device design, whereas Figure 11.15 shows 
a cross section of the device.

11.9.1  StepS involveD in DeSigning the gaa-nSfet uSing 
SynopSyS SentauruS tCaD, 2018 verSion

• Open terminal → enter SDE command.
• In SDE using the GUI interface, the user can create a 3D device struc-

ture using the calculated 3D coordinates based on the set parameters of the 
device structure.

• In GUI, for better labeling of the regions formed and user control, select 
the exact coordinates and turn off auto region naming. This will enable 

FIGURE 11.14 3D structure of the proposed GAA-NSFET.

TABLE 11.1
Key Parameters of GAA-NSFETs and Their Values

Key Parameter Value Applied (nm)
Length: Source region 25

Length: Gate region 20

Length: Drain region 25

Length: Spacer region 25

Width: Channel region 30

Thickness: Oxide region 4.4

Thickness between nanosheets 14
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the user to enter the exact calculated coordinates and then name the shape 
accordingly.

• Following the above step, the user can design the entire 3D structure. 
There is no hard-and-fast rule regarding which part of the device should be 
designed first in SDE.

• As the device structure creation continues, the script file gets generated 
simultaneously in the command scheme window.

• After creating the gate-all-around, vertically stacked three-nanosheet FET, 
the source, drain, and channel regions are doped.

• First, the constant doping profiles are set for the source, drain, and channel 
regions of the device. This is followed by Gaussian doping, which will be 
discussed later in this chapter.

• After doping, meshing of the device is supposed to be done to assess the 
electrical performance of the device more intrinsically.

• Eventually, once the meshing is successful, a .tdr file is generated that opens 
the device structure in SVisual.

• In SVisual, the doping profiles of the device structure can be assessed along 
with the meshing grids.

• The user can use various GUI tools in SVisual to assess the doping with 
further ease and clarity. For example, we used precision-cut z and y tools to 
assess the doping profile in the nanosheets.

11.10  SCRIPT FILE GUIDELINE FOR GAA-NSFET  
DEVICE STRUCTURE

;###############################################################
;    EXAMPLE
; Gate-All-Around Nanosheet Field-Effect Transistor (GAA-NSFET)
;   Ns = 3; Lg = 20 nm; Tox = 4.4 nm
;###############################################################

(sde:clear)

FIGURE 11.15 2D cross section of the GAA-NSFET.
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11.10.1 Defining parameterS of the DeviCe StruCture

;**************************defined parameters****************************

• While designing any proposed device structure, we define the constant 
parameters whose values are independent and are mostly the key parameters.

• Defining these parameters enables the user to more easily transition to other 
values and obtain the required results accordingly.

• In the proposed GAA-NSFET, we define parameters like the length, height, 
and width of buried oxide (BOX); the fixed parameters of the source, drain, 
and the length of nanosheets; and their thickness, pitch, and so on.

(define Lbox 120)
(define Wbox 50)
(define Hbox 10)

• Define the length and width of source. Similarly, the user has to define the 
length and width of the drain and spacer, and the metal gate length. 

(define Xs 25)
(define Ys 50)

• Define the number of nanosheets in the device structure and the thickness 
and width of each nanosheet.

• Similarly, define the pitch (i.e., the distance between each nanosheet). 

(define nsheet 3)
(define Tns 5)

• Define the oxide thickness. If the user is using multiple oxide materials, 
then it is advised to define their respective thicknesses as well.

• In this example, HfO2 and SiO2 have been used as dielectric oxide layers. 

(define Tox 4.4)

• Users must take note that, in Sentaurus TCAD SDE, the numeric data is 
considered to be of microunits.

• But, since we are designing a nanosized device structure, and all param-
eters are in nanometer (nm) unit size, the values are set to the required unit 
by dividing the defined parameters by 1e3.

• Below is an example of how the values of various parameters of the BOX 
can be set to the required unit size.

• Similarly, the values of other defined parameters have to be set to nanome-
ter unit size. 

(set! Xbox (/ Xbox 1e3))
(set! Ybox (/ Ybox 1e3))
(set! Zbox (/ Zbox 1e3))

;***************************derived parameters***************************
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• After defining the constant parameters of the device structure, the other 
parameters whose values are dependent on the defined parameters are 
defined through mathematical operations.

• For example, the height of the total nanosheet stack (Hns) will be a mul-
tiplication output of the thickness of each sheet (Tns) and the number of 
sheets (nsheet). 

(define Hns (* nsheet Tns))

• Similarly, the user can define several other parameters as per the design 
requirements. In this device design, some of the parameters defined include 
parameters to calculate the total height of the device, which is a variable 
parameter since it would depend upon the number of nanosheets, their 
thickness, their pitch, the oxide thickness, and so on.

• Defining the parameters greatly simplifies the process of structure 
designing. Hence, in the proposed GAA-NSFET, we defined maximum 
parameters such as minimum and maximum z-coordinate points of 
the respective nanosheets, their minimum and maximum y-coordinate 
points, and so on.

• For example, the following command line was used to define the minimum 
and maximum y-coordinate points of the nanosheets to define its width 
(channel width). 

(define Ynsmin (− (/ Ys 2) (/ Yns 2)))
(define Ynsmax (+ (/ Ys 2) (/ Yns 2)))

• The above command line defines the following mathematical equation:

Ynsmin = (Ys/2) − (Yns/2)
Ynsmax = (Ys/2) + (Yns/2)

where Ys = width of source, and Yns = width of the channel (nanosheet).
• The user can similarly further define parameters, such as the height of spac-

ers, maximum length coordinate of spacers, metal gate, and so on.

11.10.2 Creating the DeviCe StruCture

• Table 11.2 encapsulates the materials used for key regions of the device 
structure.

• After defining all the constant and derived parameters and setting their 
respective values to nanometer unit, the next step to follow is to create the 
structure of the device.

• Since we are dealing with a 3D semiconductor device in this chapter (i.e., 
a GAA-NSFET), we use a cuboid to create the various regions of the pro-
posed device.

• The following command line is used to create the BOX region.
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*****************************Box************************************

(sdegeo:create-cuboid
     (position  0   0  0  )
     (position  Xbox  Ybox  Zbox  )
 "SiO2"  "box"
)co

• In the command line, first the x, y, and z coordinates of the two diagonal 
points of the cuboid are defined.

• Thereafter, the material of the region is defined, followed by the name of 
the region.

• After the command line is entered, the following box region is created on 
the SDE window, as shown in Figure 11.16.

• The same command line of “create-cuboid” is used to create other regions, 
such as the source, drain, spacers, and other regions of the device structure.

11.10.3 SourCe

• But, before creating the cuboid for the source region, the following com-
mand line is used such that the old region replaces any common region 
created with the new region.

(sdegeo:set-default-boolean "ABA")
"ABA"

TABLE 11.2
Material Definitions of Key Regions of the Device Structure

Device Region Material
Source Silicon (Si)

Drain Silicon (Si)

Nanosheets Silicon (Si)

Buried oxide Silicon dioxide (SiO2)

Dielectric material Hafnium oxide (HfO2)

Spacer Silicon nitride (Si3N4)

FIGURE 11.16 Buried oxide (BOX) region as created in the SDE window (z-x-axis view).
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• Thereafter, the same “create-cuboid” command is used to create the source 
region, and, as per the placement of each region on the device structure, 
their extreme diagonal x-y-z coordinates are defined in the position brackets 
and followed by the material and region name.

(sdegeo:create-cuboid
     (position 0  0  Z1  )
     (position  X1  Y1   H1)
 "Silicon"  "source"
)

• The two command lines above are used to create the drain, spacer, and 
metal gate regions.

• After these command lines are run, the following regions of the device are 
created on the SDE window, as shown in Figure 11.17.

11.10.3.1 Diaelectric Material
• Now, to create the dielectric material layer, we first create the silicon diox-

ide layer over which the hafnium oxide layer will be created.
• To create a layer of oxide material over each nanosheet, first the user needs 

to have the extreme diagonal coordinates of each oxide cuboid to be created.
• The cuboid to be created to define the dielectric region will replace the 

overlapping region of the initially created regions.
• Hence, we call the following command line of “new replaces old” to suc-

cessfully create the dielectric regions of HfO2 and SiO2 for each nanosheet.
• For each dielectric region, separate cuboids are created and are named 

accordingly.

******************************HfO2---di2*******************************

;new replaces old
(sdegeo:set-default-boolean "ABA")
"BAB"
-----------------------for  nanosheet1--------------------
(sdegeo:create-cuboid
     (position  X2  Y2   Z2 )
     (position X3  Y3   Z3)
 
      "HfO2"  "di2_ns1"
)

FIGURE 11.17 Source, drain, spacer, and metal gate regions obtained on the SDE window 
(z-x-axis view).
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• Similarly, “create-cuboid” command lines are generated to create the HfO2 
region around nanosheets 2 and 3.

• Next, the SiO2 region has to be created within the HfO2 cuboid region. 
Thus, again we call the “new replaces old” command line, after which three 
separate cuboids are created for each nanosheet.

******************************** SiO2-Di1*******************************

new replaces old
(sdegeo:set-default-boolean "ABA")
"BAB"
;--------------------------for    nanosheet1----------------------
 
(sdegeo:create-cuboid
     (position  X4  Y4  Z4)
     (position  X5  Y5  Z5)
 "SiO2"  "Di1_ns1"
)

• Similarly, “create-cuboid” command lines are generated to create the SiO2 
region around nanosheets 2 and 3.

11.10.3.2 Nanosheets
• The next step involves the creation of nanosheets. In this chapter, a GAA-

NSFET with three vertically stacked nanosheets is being designed; hence, 
three separate cuboids with their respective coordinate points are to be 
created.

• Similar as before, the nanosheet region has to be created within the cuboid 
of SiO2, and the other overlapping region space of the two spacers is already 
created.

• Hence, we again call the command line “new replaces old” first, and then 
begin with the creation of three separate cuboids to form the nanosheet 
regions.

• The following is the example code for creating the nanosheet. The same can 
be used to define the remaining nanosheets using their respective coordi-
nate positions and naming.

• On following the correct steps and prompting the correct command  
lines, we achieve the progressive design of the GAA-NSFET, as shown in 
Figure 11.18.

********************************nanosheet******************************

(sdegeo:set-default-boolean "ABA")
"BAB"
(sdegeo:create-cuboid
     (position  X6  Y6  Z6)
     (position   X7  Y7  Z7)
 "Silicon"   "ns1"
)



250 Advanced Field-Effect Transistors

11.10.4 Creation of DeviCe ContaCtS

• In packaging, the silicon chip is put inside a plastic or metal case that con-
tains the contacts needed for the resulting chip to interface with external 
components.

• Hence, after creating the device structure, the contacts are created over the 
source, drain, and gate, as shown in Figure 11.18.

• The following command lines are used to create the contacts.
• For example, to create the gate contact, the contact name is defined as G, and 

color is set in a hexadecimal system, after which the contact face position coor-
dinates are mentioned in the command line, as shown in the example below.

*******************************gate contact******************************

(sdegeo:set-current-contact-set "G")
(sdegeo:define-contact-set "G" 4 (color:rgb 1 0 0 ) "##")
(sdegeo:set-contact-faces
        (find-face-id
        (position  X  Y  Z   )
        )
)

• Similarly, the same command line is used to create source and drain con-
tacts, as shown in Figure 11.19.

11.10.5 meShing

• Meshing enables the division of various regions of the semiconductor device 
into several small cells. These cells help provide better results to the govern-
ing equations, which enables a better assessment of the physical behavior.

• Hence, a good-quality, well-defined mesh ensures better accuracy and con-
vergence in faster simulations.

FIGURE 11.18 Progressive stages of formation of various regions of the GAA-NSFET.
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• Thus, all the regions of the device structure are meshed. The cell size of 
meshing in various regions may vary, as per the requirement of the device 
performance analysis.

• For example, the following command lines were used to mesh the spacers 
of GAA-NSFETs.

*********************************Spacer********************************
 

(sdedr:define-refinement-size "spacer_mesh" 0.010 0.010 
0.020 0.005 0.005 0.010)
(sdedr:define-refinement-material "spacer"  "spacer_mesh"  
"Si3N4"  )

• In the above command line, first the refinement size of the mesh is defined. 
The first three numbers denote the maximum mesh length in the x, y, and z 
coordinates, respectively.

• The latter set of numbers denotes the minimum size of the mesh length x, y, 
and z coordinates, respectively.

• Eventually, the mesh region is mentioned, which is “spacer” in the above 
command line. Then a name is given to the meshed region (“spacer_mesh”), 
and eventually the material of the mesh region is mentioned, as the “refine-
ment material” command line has done.

• The same command line is used to mesh the other regions of the device struc-
ture. The following command lines can be referred to as further examples.

• Note: The value of the mesh lengths is to be provided in micrometer units.

****************************** metal gate*******************************
 
(sdedr:define-refinement-size "GATE_Mesh" 0.010 0.005 
0.020 0.005 0.003 0.010)
(sdedr:define-refinement-material "GATE" "GATE_Mesh"  
"Metal"  )

FIGURE 11.19 The GAA-NSFET device structure after creating contact faces.
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• Similarly, the meshing can also be done based upon the region by using the 
following command lines:

*****************************box*******************************

(sdedr:define-refinement-size "box" 0.020 0.010 0.004 
0.010 0.005 0.002 )
(sdedr:define-refinement-placement "box_mesh" "box" (list 
"region" "box" ) )

• In the above command line, we define the refinement size and then the 
refinement placement with respect to the region.

• The name of the refinement placement in the above command line is “box_
mesh,” and the region being meshed is “box.”

• Similarly, other regions such as the nanosheets, drain, source, and dielectric 
oxide materials are to be meshed.

• Figure 11.20 shows the various meshed regions of the GAA-NSFET device 
structure.

11.10.6 Doping

• In this chapter, the source and drain of the GAA-NSFET are doped with 
arsenic, while the channel (i.e., the nanosheets) is doped with boron.

• First, the constant-doping profile is done; the command files used are men-
tioned below.

11.10.6.1 Constant Doping
**********************************source*******************************

• For the constant-doping profile, we name the constant profile definition, 
then mention the doping material and its concentration.

FIGURE 11.20 Meshing stages of all regions of the GAA-NSFET device structure.
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(sdedr:define-constant-profile
              "ConstantProfileDefinition_source"
              "ArsenicActiveConcentration"   2e20
)

• Then, the constant profile placement region is named and the constant pro-
file definition is mentioned, followed by the region name, which is being 
doped.

(sdedr:define-constant-profile-region
            "ConstantProfilePlacement_source"

            "ConstantProfileDefinition_source"  "source"
)

• The same command lines are used for the constant-doping profile of the 
drain region.

**********************************drain********************************

(sdedr:define-constant-profile
       "ConstantProfileDefinition_drain"
       "ArsenicActiveConcentration"  2e+20
)
(sdedr:define-constant-profile-region
       "ConstantProfilePlacement_drain"
       "ConstantProfileDefinition_drain"  "drain"
)

• The constant-doping profile of the nanosheets is done only for the region of 
nanosheets within the gate region.

• Thus, to dope a particular section of the nanosheets, Refeval windows are 
created.

• The following is an example of a set of command lines used for the con-
stant-doping profile of nanosheet 1.

******************************nanosheet 1*******************************

(sdedr:define-refeval-window
          "ns1_gate "   "Cuboid"
           ( position  0.05   0.010  0.020 )
           ( position  0.070  0.040  0.025 )
)
 
(sdedr:define-constant-profile  
       "ConstantProfileDefinition_ns1"
       "BoronActiveConcentration"   1e17
)
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(sdedr:define-constant-profile-placement
       "ConstantProfilePlacement_ns1"
       "ConstantProfileDefinition_ns1"  "ns1_gate "
)

• First, to create the window, its name and shape are mentioned, followed by 
the positions of the diagonal coordinates of the window.

• After creation of the window, the constant profile is defined, along with the 
doping material and its concentration.

• Then the constant profile placement region is named and the constant profile 
definition is mentioned, followed by the region name that is being doped.

• The same procedure is followed to create windows in other nanosheets and 
their respective constant-doping profile.

11.10.6.2 Gaussian Doping
• To do Gaussian doping, rectangular windows are created at each nanosheet 

and source junction as well as each nanosheet and drain junction. Thus, six 
separate windows were created for the given GAA-NSFET in this chapter, 
as shown in Figure 11.21.

• The following is the set of command lines used for Gaussian doping in 
nanosheet 1 and the source intersection region.

*********************************ns1_S********************************

FIGURE 11.21 Windows created for doping in the GAA-NSFET device structure.
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• First, the window is created wherein the name, shape, and extreme diagonal 
coordinates of the required window are mentioned.

(sdedr:define-refeval-window
            "NS1S"  "Rectangle"
            ( position  0.025  0.010  0.020 )
            ( position  0.025  0.040  0.025 )
)

• Following the creation of the window, the Gaussian profile, doping mate-
rial, its concentration, position of peak value, peak value concentration, 
concentration at depth, and the depth along with the Gaussian factor are 
mentioned in the command line.

• Note that the peak position is the start point of the Gaussian doping and is 
generally considered “0,” whereas “Depth” is the distance up to which the 
Gaussian doping has to be done.

(sdedr:define-gaussian-profile 
"AnalyticalProfileDefinition_ns1source" 
"ArsenicActiveConcentration" "PeakPos" 0 "PeakVal" 2e20 
"ValueAtDepth" 1e17 "Depth" 0.025 "Gauss" "Factor" 0.8)

• Finally, the analytical profile placement is done, which includes the name of 
the placement, analytical profile placement name, and name of the window 
generated.

(sdedr:define-analytical-profile-placement 
"AnalyticalProfilePlacement_ns1source" 
"AnalyticalProfileDefinition_ns1source" "NS1S" "Positive" 
"NoReplace" "Eval")

• The same set of command lines is used for Gaussian doping of the remaining 
five intersection junctions of nanosheets. Figures 11.22–11.24 show the doping 
concentrations obtained individually of boron in a section of nanosheets, arsenic 
doping in source and drain, and Gaussian doping in nanosheets, respectively.

• Figure 11.24 shows the total overall doping concentration of the device.

11.10.7 enD of SCript file – gaanSfet

• Once doping is done, the mesh file of the device structure is generated by 
using the following command line:

(sde:build-mesh "mesh" "-F tdr" "name_of_your_scriptfile")

• After successful meshing of the device, a .tdr file is generated that can be 
opened in SVisual.

• In SVisual, the user can easily assess the meshing and doping concentration 
of the device structure.
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FIGURE 11.23 Arsenic active concentration doping profile.

FIGURE 11.22 Boron active concentration.

FIGURE 11.24 Overall doping concentration in a GAA-NSFET.
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11.10.7.1 I-V Characteristics of the Proposed GAA-NSFET
• To obtain the I-V simulation curve of the device structure, the following 

three files are required: 

nsfet.tdr, nsfet.cmd, and nsfet.par.

• The Id–Vg simulation result of the proposed GAA-NSFET is shown in 
Figure 11.25.

11.11 CONCLUSION

In this chapter, Section 11.1 comprises the scope and introduction to the Synopsys 
Sentaurus TCAD suite. Section 11.2 provides an in-depth understanding of various 
Sentaurus TCAD simulation platforms, such as Process Simulation, Structure Editing 
Device, and interconnect simulation along with framework Sentaurus Visual (SVisual). 
Section 11.3 briefly discusses the requirements of device simulation and its benefits, 
along with the technological progression of semiconductor transistors over time. 
Section 9.4 introduces vertically stacked GAA-NSFETs. The device structure elucida-
tion along with a simulation setup comprising device models have also been included. 
The simulation of a GAA-NSFET device with optimum geometrical parameters and 
analysis of the I-V characteristics of the device have also been reported in Section 11.4.
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Device Simulation 
Process on TCAD
Abhay Pratap Singh, R.K. Baghel, and  
Sukeshni Tirkey

12.1 INTRODUCTION

Technology computer-aided design (TCAD) is a powerful tool that is used to design 
and simulate semiconductor devices and integrated circuits (ICs). It is a simulation-
based software package that integrates physics-based models and numerical algo-
rithms to solve complex semiconductor device problems. With the help of TCAD, 
engineers are able to design, simulate, and check the behavior of a device and ana-
lyze its behavior with process variation parameters. Circuit simulations with elec-
trical and electronics parameters can be explored. This is done by solving a set of 
nonlinear equations that are able to model the physical phenomena of the designed 
device [1–3]. TCAD can also be used for device designing and optimization; there-
fore, TCAD enhances device performance. TCAD helps engineers to simulate and 
analyze the behavior of semiconductor devices. It can be used to accurately predict 
the behavior of semiconductor devices like transistors, diodes, photodetectors, and 
solar cells. It is easy for engineers to understand the significance of these devices in 
order to develop cost-effective, reliable, and high-performance designs. The simu-
lation of devices also enables engineers to identify and troubleshoot design issues 
before committing to expensive fabrication processes. By utilizing TCAD device 
simulation, engineers can ensure that their designs meet the required specifications 
and performance goals [4]. Figure 12.1 elaborates the workflow of the TCAD device-
designing and simulation process.

12.1.1 physiCs in DeviCe siMuLations

A TCAD simulation of a semiconductor device involves the use of physics-based 
principles and models to accurately predict the behavior of the device. This includes 
the use of quantum mechanical models of the behavior of charges present in the 
device, as well as the use of classical physics and thermodynamics to model the 
thermal and electrical properties of the device [5, 6]. Physics-based models are also 
used in the simulation of device aging, reliability, and system-level interactions. 
Engineers are able to design devices more accurately by understanding the physics 
behind device simulation.

12
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12.2 THE DRIFT-DIFFUSION MODEL

TCAD device simulation uses the drift-diffusion model to simulate the behavior of 
charges present in semiconductors. These models are based on the drift-diffusion 
equations, which describe the momentum of charges present in an electric field. The 
electron–hole equations along with concentration equations can be modeled along 
with an electric field. These equations are used to calculate the current density, 

FIGURE 12.1 Flowchart of the technology computer-aided design (TCAD) simulation 
process.
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which is then used to determine how devices will behave under different conditions. 
Drift-diffusion models can be used to simulate the behavior of transistors, diodes, 
and other semiconductor devices. They can also be used to simulate the behavior of 
materials and structures, such as quantum wells and quantum dots. Poisson’s equa-
tion and continuity equations can be solved by the drift-diffusion model with the 
help of partial differential equations (PDEs).

12.2.1 poisson’s eQuation

Equations that use PDEs, which describe the behavior of electric or gravitational 
fields in three-dimensional (3D) space, can be expressed as [7]:

 q p n N ND A∇ ∇εΨ = − − + −+.    (   )_  (12.1)

where p is the hole concentration; n is the electron concentration; ND
+ , N A

−   are the 
impurity concentrations; q is the electron magnitude charge; and Ψ denotes the elec-
trostatic potential.

The effect of doping performance on the device can be understood with the help of 
the drift-diffusion model. The drift-diffusion model for electrons and holes predicts 
the effect of dopants present in the device, which would be helpful for generating the 
current–voltage (I-V) characteristic, which is useful for investigating how a device 
functions in a range of environmental conditions such as temperature and voltage 
dependency, and for optimizing the device’s design for a particular application.

The relationship between vacuum level Ψ, conduction band EC, and valence band 
EV is:

 E q EC C= − Ψ − χ − ∇   (12.2)

 E E E EV C g V= − − ∇  (12.3)

where EC∇ , EV∇  are the shifted bandgaps because of heavy doping or produced 
mechanical strain; χ is the electron affinity; and Eg is the bandgap.

Furthermore, the relationship of the intrinsic Fermi potential to the vacuum level 
is:
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ln  (12.4)

The intrinsic Fermi level, an equilibrium state, is used as reference energy, which is 
set at zero eV.

12.2.2 Continuity eQuations

A continuity equation describes the conservation of charge in a semiconductor mate-
rial. Mathematically, this can be represented as [8]:
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where 
Jp

→, 
Jn

→ are the hole and electron current densities; R is the recombination and 

generation rates; and G is electrons and holes.

12.2.3 Drift-Diffusion eQuation of Charges

Drift-diffusion current equations describe the charge densities flowing through a 
semiconductor device. The equations are given by [9]:

 q n qD n
J

n
E

n
n n

→ = µ →+ ∇   (12.7)

 q p qD p
J

p
E

p
p p

→ = µ →− ∇   (12.8)

where pµ , nµ  are the hole and electron mobility; and Dn, Dp, are diffusion constants 
for electrons and holes, respectively.

An effective electric field of holes and electrons can be represented by 
Ep

→, 
En

→, 
which is related to the band diagram.
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The equation for the drift-diffusion model is generated by replacing the exist-
ing density expressions with those from the drift-diffusion model, combined with 
Poisson’s equation.
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This drift-diffusion model is suitable for bipolar junction transistors (BJTs) and 
metal–oxide–semiconductor field-effect transistor (MOSFET) simulations.
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12.3 MOBILITY MODEL

TCAD device simulation uses a mobility model, which uses a mathematical rep-
resentation of the motion of charges present in a semiconductor device [10]. It is a 
key component in the simulation of charge transport and device performance. The 
mobility model considers various physical effects, such as scattering due to phonons, 
impurities, and defects, as well as quantum effects like band structure, band-to-band 
tunneling, and Auger recombination. By accurately incorporating these effects, this 
model provides a more accurate prediction of device performance than simpler mod-
els that ignore these effects. In addition, the model is used to evaluate new materi-
als and device structures for device performance. An analytical field model is the 
default field model for all materials; it is a temperature- and concentration-dependent 
empirical model, expressed as [11]:
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where N N NTotal A D= +   is the total impurity concentration.

12.3.1 Fermi–Dirac StatiSticS (FDS)

FDS is utilized to accurately model the thermodynamic properties of holes and elec-
trons in a semiconductor by considering the effects of quantum mechanics. FDS 
is used to calculate the energy distributions of holes and electrons, which helps to 
decide the Fermi level of a given material [12, 13]. The Fermi level is used to calcu-
late device characteristics like I-V characteristics and capacitance. FDS can also be 
used to calculate the chemical potential of a semiconductor material and the bandgap 
width. FDS is essential to accurately simulate the behavior of semiconductor devices 
used in device development. FDS is also used in the optimization of existing devices 
and device performance.

12.3.2 BounDary conDitionS

TCAD device simulation is an application used in semiconductor device modeling, 
which is used to predict the electrostatic behavior of a semiconductor device. It com-
bines numerical method simulation with device physics to analyze the behavior of 
semiconductor devices, including their structures, fabrication processes, and electri-
cal properties.

Boundary conditions are the conditions that need to be satisfied at the device 
boundaries or edges. These conditions are used to determine the behavior of the 
device when it is subjected to an input [14]. In TCAD device simulation, boundary 
conditions include the type of contact, the type of device being modeled, the tem-
perature, and the applied electric field. In addition, the boundary conditions can also 



265Device Simulation Process on TCAD

include other environmental conditions such as the presence of radiation, light, and 
active dopants.

The boundary conditions in TCAD device simulation can be used to model a 
variety of scenarios, includes device performance in different conditions, the design 
of a device for a specific application, and the analysis of a device for process optimi-
zation. For example, boundary conditions can be used to model the performance of a 
device under different temperatures. It might be implemented to enhance a device’s 
design for a specific task. Similarly, boundary conditions are used to analyze a 
device’s behavior, which can be used to optimize the device’s fabrication process.

Boundary conditions have a significant role in TCAD device simulation, because 
they are used to ensure that the simulated device behaves as expected in a given 
application. By setting the appropriate boundary conditions, engineers can design 
and analyze devices that are optimized for their intended applications.

• Ohmic contact: This is a type of electrical contact that has low resistance, 
which allows an efficient flow of charges in the semiconductor material. In 
an ohmic contact, the energy band diagram shows a flat energy level across 
the metal–semiconductor interface, indicating that there is no energy barrier 
present for electrons to move from one material to the other. Figure 12.2(a) 
shows the energy band diagram, and Figure 12.2(b) shows the ohmic con-
tact. The conduction band and Fermi level of the metal are aligned, indicat-
ing that there is no energy barrier present for electrons to pass through the 
metal into the semiconductor. Similarly, the valence band and Fermi level 
of the metal are aligned, indicating that there is no energy barrier present 
for holes to pass through the metal into the semiconductor.

In a semiconductor device simulation software, such as TCAD, there is 
a region at which the interface of semiconductor and metal electric current 
can be determined by the applied voltage. It is a region of low resistance, 
typically less than 10 ohms, which is used to connect a semiconductor 
device with an external circuit [15, 16]. The ohmic contact is important for 
optimization of the performance of the device. It is used to reduce electrical 
losses through the contact and to ensure that the charge carriers are trans-
ferred efficiently from the semiconductor to the external circuit.

 E E Vn
s

p
s

fn
s

fp
s

appliedφ = φ = − = − =           (12.14)

The application of ohmic contact in TCAD simulations includes the 
analysis of device performance and electrical characteristics. For example, 
ohmic contact can be used to analyze the I-V characteristics of a device, 
such as the impact of contact resistance on the device’s output.

It can also be used to study the effects of contact material and contact 
geometry on device performance. Dirichlet boundary conditions are used 
to implement ohmic contact.

• Schottky contact: This is a contact in which there is a semiconductor junction 
between a metal and a semiconductor material that exhibits very low con-
duction and low contact resistance. It is commonly used in semiconductor 



266 Advanced Field-Effect Transistors

devices such as transistors and diodes [17, 18]. TCAD device simulation 
for Schottky contacts can be modeled with the electrical and electronic 
properties of the device, like I-V characteristics, capacitance, and trans-
conductance. Schottky contacts have many applications in the electronics 
industry, including power rectifiers, logic gates, signal processing, and sig-
nal conditioning. In these applications, the Schottky contact for a metal 
and a semiconductor provides a low-resistive path between them, allowing 
higher current flow and lower voltage drop. It also reduces the risk of device 
failure due to excessive current. Schottky contacts are also used in solar cell 
applications to improve efficiency by allowing for the collection of more 
photons. The surface potential for a Schottky contact is expressed as:

 V Vs ref b applied= χ − χ − φ +     (12.15)

Figure 12.3 shows (a) an energy band diagram of a Schottky contact as 
zero potential, (b) an energy band diagram of a Schottky contact as posi-
tive potential, (c) an energy band diagram of a Schottky contact as negative 

FIGURE 12.2 (a) Ohmic contact and (b) band formation diagram.
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potential, and (d) the I-V characteristics of a Schottky diode. In the energy 
band diagram above (Figure 12.3(c)), the Fermi level (EF) of the metal is 
located within the bandgap of the semiconductor, and is typically higher 
than the conduction band edge (EC) of the semiconductor. The conduction 
band edge of the semiconductor is shifted upward due to the presence of the 
metal, creating a barrier to electron flow.

In a TCAD simulation, the Schottky contact can be modeled using 
parameters such as the Schottky barrier height, series resistance, contact 
resistance, and saturation current. These parameters are used to accurately 
model the electrical characteristics of the device, including its I-V charac-
teristics, capacitance, and transconductance. The Schottky contact can also 
use the simulated device behavior under different operating conditions, like 
voltage bias and temperature.

• Neumann boundaries: TCAD device simulation is used in the semiconduc-
tor industry to model the behavior of devices like transistors, diodes, and 
other ICs. The simulation process involves solving the device’s PDEs to 
predict its behavior under various conditions. By imposing certain bound-
ary conditions on the PDEs, the behavior of the device can be accurately 
simulated. One type of boundary condition that is commonly used in 
TCAD device simulations is the Neumann boundary condition [19, 20]. 
This boundary condition involves the specification of the derivative of the 

 

 

FIGURE 12.3 A Schottky contact band diagram for a metal and a semiconductor:  
(a) Forward bias with a lower metal work function, (b) forward bias with a higher metal work 
function, (c) reverse bias, and (d) Schottky diode I-V characteristics.
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solution of the PDE at the boundaries of the device model. This condition 
is important, since it is closely related to the conservation of charge and 
ensures that the total charge present in the system should be conserved. The 
Neumann boundary condition can be used to simulate the behavior of vari-
ous devices like diodes, transistors, and ICs. For example, it can be used to 
simulate the behavior of a transistor when it is connected to a power supply. 
By specifying the derivative of the solution of the PDE at the boundaries 
of the device model, the behavior of the transistor can be accurately simu-
lated. The Neumann boundary condition can also be used to simulate the 
behavior of an IC when it is connected to a power supply. By specifying the 
derivative of the solution of the PDE at the boundaries of the device model, 
the behavior of the IC can be accurately simulated, allowing engineers to 
design more efficient and reliable ICs. In addition, the Neumann boundary 
condition can be used to simulate the behavior of a circuit when it is con-
nected to a signal source. By specifying the derivative of the solution of 
the PDE at the boundaries of the device model, the behavior of the circuit 
can be accurately simulated, allowing engineers to design more efficient 
and reliable circuits. Overall, the Neumann boundary condition is an essen-
tial tool for accurately simulating the behavior of electronic devices. By 
specifying the derivative of the solution of the PDE at the boundaries of the 
device model, engineers can accurately simulate the behavior of transistors, 
diodes, ICs, and other electronic devices.

• Lumped elements: Lumped elements in TCAD device simulation are used 
to model electrical circuit elements like the inductor, capacitor, and resis-
tor. These elements are linked together to create a circuit model, which can 
then be used to predict and analyze the behavior of a device. For example, a 
circuit model is used to predict the behavior of the operating characteristics 
for a solar cell [21]. See Figure 12.4.

The application of lumped elements in TCAD simulation is to help 
device designers understand how their device will work under different 
operating conditions. With lumped elements, designers can rapidly and pre-
cisely determine the behavior of the device under various operating condi-
tions. This information can then be used to make design decisions that will 
improve device performance. Lumped elements are also used for optimiz-
ing and designing the device to maximize its efficiency.

12.3.3 Mesh issues

Mesh issues in TCAD device simulation can arise from several sources. Poor mesh 
resolution or incorrect mesh settings can lead to inaccurate or incomplete results. 
Other issues can arise from incorrect material parameters or boundary conditions. 
In addition, the mesh may be too coarse or too fine, leading to inaccurate results 
or convergence problems. Finally, the mesh may be limited in its ability to resolve 
complex geometries or physics [22]. All of these issues can be addressed through 
careful mesh selection, optimization, and refinement. In terms of applications, mesh 
issues can lead to incorrect or incomplete predictions of device performance and 
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reliability. For example, an inadequate mesh may lead to inaccurate predictions of 
carrier mobility or junction leakage. Mesh issues can also lead to problems with 
numerical stability and convergence, which can lead to incorrect results. In addition, 
mesh issues may lead to erroneous predictions of device stress and fatigue, which 
can lead to device failure. Finally, mesh issues can lead to inaccurate predictions of 
device lifetime and yield, which can lead to high manufacturing costs and reduced 
profitability.

12.3.4 physiCaL MoDeLs

A physical model in TCAD device simulation is a mathematical representation 
of a physical system or process. It is used to understand the device behavior with 
the help of simulating the physical properties and interactions of the components. 
Applications of physical models in TCAD device simulation include the following:

• Design optimization: Physical models are used to optimize the designed 
device by accounting for factors such as temperature, stress, and strain [23].

• Electrical characterization: Physical models can be used to characterize 
device performance by accounting for factors like I-V characteristics and 
capacitance–voltage (CV) characteristics.

• Reliability analysis: Physical models can be used to predict the reliability 
of a device by accounting for factors such as fatigue, wear, and degradation.

• Process optimization: Physical models can be used to optimize the fabrica-
tion process by accounting for factors such as doping concentration and 
etch rate.

FIGURE 12.4 Lumped-element graph. (a) Resistor symbol and I-V curve, (b) capacitor 
symbol and I-V curve, and (c) inductor symbol and I-V curve.
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12.3.5 Carrier statistiCs

Carrier statistics in TCAD device simulation comprise a powerful set of tools used to 
model the behavior of carriers (electrons and holes) in semiconductor devices. This 
suite of tools allows for the accurate characterization and simulation of the electrical 
characteristics of devices, such as transistors, diodes, and other electronic compo-
nents. The carrier statistics suite of tools is developed using advanced numerical 
techniques, such as Monte Carlo methods, to simulate the behavior of carriers in a 
device at the microscopic level. This suite of tools is used to analyze the performance 
of semiconductor devices and to optimize their design [24]. The carrier statistics 
suite of tools has been used in various applications, such as the design of high- 
performance transistors, the study of optoelectronic devices, and the characteriza-
tion of quantum well devices. It is also used in the development of advanced power 
electronics, such as power converters and inverters. This suite of tools has also been 
used to study effects like temperature and device operation for the desired perfor-
mance of devices, as well as in the study of device reliability.

12.3.6 inCoMpLete ionization of iMpurities

Incomplete ionization of impurities in TCAD device simulation is a big issue that 
needs to be modified. It affects the accuracy of simulated results, as the charge dis-
tribution and mobility of the carriers are significantly altered by the presence of ions 
[12]. This issue can be addressed by applying a self-consistent approach to the simu-
lation, which considers the effects of the ionized impurities. This approach is applied 
to various applications, like predicting the performance of the solar cells, designing 
MOSFETs, and analyzing the behavior of nanoelectronics. The variables fD and fA 
are occupancy coefficients that can be expressed by [14]:
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where fD, fA are occupancy coefficients used to determine the degree of ionization; 
subscripted A, D show the donor and acceptor atoms; and gd, ga are degeneracy 
levels.

12.3.7 heavy Doping effeCt

Heavy doping is used in TCAD device simulations to improve device performance. 
It is used to increase carrier mobility and reduce the device’s ON-state resistance. 
Heavy doping can also be used to reduce the threshold voltage and increase the 
breakdown voltage of the device. Heavy doping also has several applications in 
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complementary metal–oxide–semiconductor (CMOS) technology, such as reducing 
the junction capacitance and improving the immunity to hot-carrier effects [25]. 
Heavy doping also improves device robustness and reliability. In addition, heavy 
doping can be used to improve the performance of nanoscale transistors and circuits. 
The ionized energy, which is a function of concentration, can be obtained by [26]:
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12.3.8 shoCkLey–reaD–haLL (srh) anD auger reCoMBination

SRH recombination is an important phenomenon observed in semiconductor 
devices. It occurs when an electron and hole move away from each other in opposite 
directions, and as a result a new electron is created at the location of the hole pro-
cess known as SRH recombination. SRH recombination is useful in various aspects 
of semiconductor device simulation, such as the modeling of minority carrier life-
time, carrier mobility, and device I-V characteristics. In a TCAD device simulation, 
SRH recombination is typically modeled using the drift-diffusion equation, which 
describes the motion of holes and electrons in a semiconductor device [26, 27]. The 
SRH recombination process is then included in the equation as a source term, which 
accounts for recombination of charge carriers. These improved predictions of device 
characteristics enable device designers to achieve better performance from their 
devices.

A process in which electrons and holes are recombined and result in the emission 
of photons is known as the “Auger recombination process.” Semiconductor device 
simulation is a useful process, and it is often used to model the performance of pho-
todetectors and photovoltaic devices. Auger recombination can be simulated using 
TCAD device simulation software. In this simulation, the Auger recombination rate 
can be varied in order to study different device behaviors. For example, the Auger 
recombination rate can be increased to study the effect of increased recombination 
on device performance. Auger recombination has several important applications in 
photodetectors and photovoltaic devices. For example, it can be used to model the 
effect of increased recombination performance of the device, as well as to study the 
temperature variation effects on device performance. In addition, Auger recombi-
nation can be used to simulate the effect of optical feedback performance, and the 
impact of the surface recombination performance of the device.

12.3.9 iMpaCt ionization CoeffiCient

This is a physical phenomenon in which the impact of an energetic electron with a 
semiconductor material can cause the generation of electron–hole pairs, resulting 
in an increase of current flow. This phenomenon is commonly observed in semi-
conductor devices such as bipolar transistors and MOSFETs. The impact ionization 
coefficient (IIC) is a measure of the relative likelihood of this effect occurring in a 
given material. It is the ratio of current generated due to impact ionization to current 
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flow from the device. TCAD simulation is used to model semiconductor devices. It 
is used to understand the impact ionization behavior of a device under various oper-
ating conditions [28, 29]. The IIC can be used in TCAD simulations to accurately 
predict the performance of a device under varying conditions. In particular, it can be 
used to estimate the breakdown voltage of a device, which is an important parameter 
in determining its ability to withstand large currents. Furthermore, the IIC can also 
be used in conjunction with other device parameters to optimize the device design 
for better performance. For example, it can be used to optimize the doping profile 
of a device, therefore reducing the leakage current and improving device efficiency. 
Overall, the IIC is an important parameter in semiconductor device simulation, and 
its use can lead to improved device performance.

12.3.10 Baraff MoDeL

The Baraff model is a physically based device-level simulation model for semi-
conductor devices that was developed in the mid-1980s. It is based on the drift-
diffusion equation with a non-parabolic band structure. The model is widely used 
in TCAD device simulations and widely accepted in the semiconductor industry. 
The Baraff model is used to simulate various semiconductor device properties, 
such as electrical characteristics, capacitance, and breakdown voltages. It is also 
used to simulate the effects of device scaling, process variation, and the perfor-
mance of high-speed devices. Moreover, it is used to predict how new devices will 
behave under different operating conditions [30, 31]. The Baraff model is a power-
ful tool to understand device physics after a prediction of the device behavior. It 
is a versatile tool that can be used for a variety of device simulations, from simple 
to complex.
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The Baraff model can be used for device optimization, for designing high-per-
formance devices, and for predicting the behavior of future devices. It has been 
widely used in TCAD device simulations for decades and is highly regarded for its 
accuracy and reliability. It has been used to develop advanced device models and to 
optimize device performance. It has also been employed in the study of the physics 
behind novel device designs and in the forecasting of future device behavior. High-
performance device design and process variation effect simulation are two other 
applications of the concept..

12.3.11 fuLop’s approxiMation

Fulop’s approximation is a numerical method used in TCAD device simulation. It is 
a technique used to solve the PDEs that are used to simulate the physical behavior 
of devices like BJTs and field-effect transistors (FETs). Fulop’s approximation is an 
iterative method that uses a combination of numerical integration and linear inter-
polation to solve PDEs [32, 33]. It is a powerful tool for accurately simulating the 
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behavior of devices, as it can take into account the effects of nonlinearity, tempera-
ture, and device geometry.

 Fα = × −1.8 10 E35 7 (12.20)

Fulop’s approximation has been used in various applications, including the device 
development model used for device simulation in semiconductor technology. This model 
is used to accurately model the I-V characteristics of the device, allowing for more accu-
rate simulations of their performance. In addition, it is used to simulate the device under 
different operating conditions, such as extreme temperatures and device geometries. 
This can be useful for designing more energy-efficient devices and for optimizing their 
performance. Fulop’s approximation is also useful for simulating device failure mecha-
nisms. By accurately modeling the behavior of devices, it can be used to predict how they 
will fail under certain conditions. This can be used to identify potential failure modes 
and design strategies to prevent them. In addition, Fulop’s approximation can be used to 
simulate the effects of aging on devices, allowing for more accurate predictions of the 
lifetime of a device. Overall, Fulop’s approximation is a powerful tool for accurately 
simulating the behavior of devices. It can be used to develop device models, design more 
efficient devices, and simulate device failure mechanisms. It is an invaluable tool for 
TCAD device simulation, and its applications are only growing.

12.3.12 okuto–CroweLL MoDeL

The Okuto–Crowell model is a 2D device simulation model used for analyzing the 
electrical behavior of thin-film transistors (TFTs). It is commonly used in TCAD 
device simulations. The Okuto–Crowell model depends on drift-diffusion equations, 
which consider the effects of electron mobility, current density, and electric field for 
the electrical parameters for TFTs [34, 35]. It is used to model the electrical behavior 
of TFTs under a wide range of operating conditions.
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The model is especially useful for simulating TFTs with high mobility, such as 
those based on amorphous silicon or organic materials. The model can be used to 
analyze the threshold voltage, subthreshold swing, transfer characteristics, and other 
electrical properties of TFTs. The Okuto–Crowell model is also used to analyze 
the effects of device-designing parameters like the channel doping profile, channel 
length, gate oxide thickness, and electrical parameters of the TFTs. This model can 
be used to predict the performance of TFTs in various applications, including dis-
plays, radiofrequency circuits, and logic circuits.

12.3.13 LeCkner MoDeL

The Leckner model is a physics-based model used to simulate the device behavior 
for charge carriers present in the semiconductor device. This model is based on the 
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Boltzmann transport equation, which describes the motion of charge particles in a 
semiconductor. The Leckner model is used to simulate the behavior of semiconduc-
tor devices [36, 37]. This model is used to study the electrical and optical properties 
of a device, the effect of doping concentration, and the effect of temperature. In 
addition, it is useful for studying the effects of device geometry, such as the impact 
of gate length on device characteristics. The Leckner model is an important tool for 
device designers and can help them optimize the performance of their designs.

 
b

Z
en

n
b

E
n

α = γ − γ

  .

 
a

Z
ep

p
b

E
p

α =
γ −

γ

  .  
 

where αn, αp are IICs for electrons and holes, respectively.

 Z
b

Z
e

a

Z
en

b

E
p

b

E
n p

= + γ +
γ− γ −

γ

1 .   .  (12.22)

 

h

kT
h

kT

op

op

γ =

ω





ω





 

tanh
2

tanh
2

0  (12.23)

12.3.14 Mean free path (Mfp) MoDeL

The MFP model is a widely used model in TCAD device simulations used for the trans-
port of electrons and holes in devices. The MFP calculates the distance of electrons and 
holes before their collision with another particle [38]. The mobility of electrons and holes 
can be calculated using the MFP model, which is used to understand the performance of 
devices. The MFP model is used to understand the behavior of semiconductor devices 
like transistors, diodes, solar cells, and microelectromechanical (MEMS) devices. It can 
be used to simulate the effects of temperature, doping, and electric fields. The MFP 
model is also used to predict the electrical behavior of the device, like I-V characteris-
tics. This model is used to vary simulation conditions like different bias, temperatures, 
electric fields, and device doping profiles. It is also used to design and optimize the per-
formance of the device. For example, the MFP model can be used to design devices with 
improved mobility, which can lead to improved device performance.

 E
E

C
g=

λ
 

 
E

kT
pλ = λ 





  tanh
20  (12.24)

where λ is the MFP for holes and electrons.
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12.4  DESIGN AND SIMULATION OF A SINGLE-GATE 
MOSFET USING THE COGENDA TCAD SIMULATOR

TCAD is used to simulate the behavior of semiconductor devices such as diodes, 
transistors, and ICs. COGENDA TCAD software is a powerful tool for designing 
and simulating MOSFET devices [39, 40]. COGENDA TCAD Simulator allows 
engineers to model and simulate the performance of semiconductor devices under 
different conditions, such as temperature, electric field, and material composition. 
This helps to optimize the design and performance of semiconductor devices before 
they are manufactured, reducing development time and costs. The simulator includes 
a range of physics models, including quantum mechanics, electrostatics, and thermo-
dynamics. It also has simulation capabilities for both 2D and 3D structures, which 
makes this tool versatile for a wide range of applications. Overall, COGENDA 
TCAD Simulator is a valuable tool for semiconductor device design and optimi-
zation, allowing engineers to simulate and test the performance of devices before 
they are manufactured. Here are the steps to use this software for MOSFET device 
designing and simulation.

12.4.1 siMuLation software set up

Launch the COGENDA TCAD software and create a new project, then select Device 
Drawing.

12.4.2 seLeCtion of DeviCe geoMetry

Use the built-in editor to create the MOSFET device structure. This involves defin-
ing the gate, source, drain, and other elements, as shown in Figure 12.5, with the 

FIGURE 12.5 Selection of device geometry.
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selection of device geometry with a doping profile. Selection of gate oxide thickness, 
which is a thin layer of insulator material, is used to separate the gate and body parts 
of the MOSFET. The thickness of the oxide effect is the capacitance that turns on the 
switching and power consumption of the device.

A thinner oxide leads to higher capacitance and causes faster switching of the 
device, but it also increases the risks of gate leakage and breakdown. The chan-
nel length is the distance measure from the source to the drain regions of the 
MOSFET. It determines the resistance of the channel and the current-carrying 
capacity of the MOSFET. The effect of the channel length has a significant impact 
on device performance; for example, short-channel leads low on resistance cause 
high current density. Table 12.1 shows the device geometry profile for the proposed 
device structure.

12.4.3 proCess paraMeters

Define the process parameters for your MOSFET device; this includes specifying 
the doping profile, gate oxide thickness, and channel length. For the doping profile, 
MOSFETs are typically fabricated on a silicon substrate, which is doped to create 
either a p-type or n-type semiconductor. The doping profile of the substrate affects 
the Vth of the MOSFET, which is the voltage at which the device starts to conduct. 
A higher doping concentration leads to a lower Vth, which means that the MOSFET 
turns on at a lower voltage. The doping concentration of the proposed device is 
shown in Figure 12.6.

12.4.4 Meshing

Meshing is a technique used in finite element analysis to break down complex geom-
etries into smaller, simpler elements. In the context of MOSFET modeling, meshing 
is used to divide the device structure into smaller parts for simulation. The process 
of meshing involves dividing the MOSFET structure into small triangular or quad-
rilateral elements.

TABLE 12.1
Device Geometry

Parameter Conventional MOSFET
Gate length, Lg  (nm) 20

Source/drain length, LS D/  (nm) 10

Gate oxide thickness, Tox  (nm) 0.5

Channel doping Nch ( −cm 3) 1×1016

Source/drain doping, NS D/  ( −cm 3) 1×1019

Gate metal work function, Mφ  (eV) 4.5 (N Poly Si)
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The size and shape of the elements are chosen to ensure accurate simulation results 
while keeping the computational cost reasonable. Typically, the smaller the size of 
the element, the more accurate the simulation, but a simulation takes a long time. 
The meshing process is critical to accurately simulate MOSFET behavior because it 
affects the accuracy of the resulting numerical solution. A poorly meshed MOSFET 
model can lead to inaccurate results, while a well-meshed model can provide a more 
accurate representation of the device behavior. Do the meshing and refine the mesh 
according to the device structure, as shown in Figure 12.7.

FIGURE 12.6 Doping concentration of the device.

FIGURE 12.7 Meshing profile of the designed device.
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12.4.5 siMuLation paraMeter setup

Set up the simulation environment. This includes defining the simulation tempera-
ture, bias conditions, and other parameters. Figure 12.8 shows the device simulation 
setup.

• First, let’s define the simulation temperature at which the simulation 
environment can analyze the behavior of the MOSFET. Typically, 
MOSFET simulations are performed at room temperature, which is 
300 K (Kelvin).

• Next, let’s define the range of applied voltage bias for the MOSFET, 
which is the conditions at which the device will achieve the desired 
performance.

• The source is typically grounded (0  V), so the bias conditions for the 
MOSFET can be specified using two parameters, VDS and VGS.

• To set up the simulation environment, you will need to specify values for 
VDS and VGS. The specific values will depend on the operating point you 
want to simulate.

• For example, if you want to simulate the MOSFET in the saturation region, 
you might set VDS to a fixed value (e.g., 5 V) and vary VGS from 0 V to a 
value that puts the MOSFET in saturation. Overall, the simulation environ-
ment for a conventional MOSFET would typically include the following:
Temperature: 300 K
MOSFET terminals: Source (S), drain (D), and gate (G)
Source voltage: 0 V
Drain voltage: A fixed value (0.5 V)
Gate voltage: Varied to achieve the desired operating point (0–1 V)

FIGURE 12.8 Simulation setup for the designed device.
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12.4.6 start siMuLation

Run the simulation to obtain I-V curves, CV curves, and other important perfor-
mance metrics.

12.4.7 anaLysis of resuLts

Analyze the simulation results to determine if the device meets your design specifi-
cations. If not, adjust the device structure or simulation parameters, and repeat the 
simulation.

12.4.8 CheCking resuLts Meets Design speCifiCation or not

The proposed device is an n-channel MOSFET; n-typed doping has been done for 
the source and drain regions, which means they contain an excess of negatively 
charged electrons. When a positive voltage is applied to the gate, it repels some of 
these electrons away from the surface, creating a depletion region. As the gate volt-
age becomes more positive, the depletion region gets wider and the channel becomes 
narrower, which reduces the flow of current. Figure 12.9 shows the electron concen-
tration in the proposed device.

12.4.9 siMuLateD Meshing profiLe with eLeCtrons

The flow of electrons in a MOSFET is controlled by the electric field created by the 
applied potential to the gate. By changing the gate voltage, the conductivity of the 
channel between the source and drain can be controlled, allowing the MOSFET to 
function as a switch or amplifier. Figure 12.10 shows the potential profile for the 
proposed device.

FIGURE 12.9 Charge flow diagram of the designed device.
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12.4.10 eLeCtron fLow

The shape of the I-V curve depends on the specific MOSFET and its operating con-
ditions, such as the gate-source voltage and the device dimensions. The I-V curve 
is an important characteristic of a MOSFET and is used to determine the device’s 
operating region and its performance in various applications. When a MOSFET is 
operated with a fixed drain-source voltage (Vds) of 0.5 V and a variable gate-source 
voltage (Vgs) between 0 and 1 V, the resulting I-V curve can be explained as follows:

• At very low gate-source voltages (Vgs < threshold voltage Vt), the MOSFET 
is in the cutoff region, meaning that there is no current flow between the 
drain and source terminals.

• As the Vgs is increased beyond the Vth, the MOSFET enters the linear region, 
where the drain current (Ids) increases linearly with increasing Vgs. In this 
region, the MOSFET behaves like a resistor with a resistance that depends 
on the Vgs.

• As the gate-source voltage is further increased, the MOSFET enters the 
saturation region, where the drain current reaches a maximum value and 
remains relatively constant, even if the Vgs is increased. In this region, the 
MOSFET behaves like a current source. Figure 12.11 shows the I-V charac-
teristic curve for the proposed device.

12.4.11 Current voLtage (i–v) CharaCteristiCs using appLieD potentiaL

The gate capacitance of a MOSFET varies with the applied gate-source voltage and 
drain-source voltage, and it is strongly dependent on the dimensions of the device, 
such as channel length, channel width, and gate oxide thickness. The gate capac-
itance curve of a MOSFET represents the variation of the gate capacitance with 

FIGURE 12.10 Potential diagram of the proposed device.
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FIGURE 12.11 I-V characteristic curve for the proposed device.

FIGURE 12.12 Capacitance curve of the proposed device.
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respect to the gate-source voltage (Vgs). At a fixed drain-source voltage (Vds), which in 
this case is 0.5 V, the gate capacitance curve can be obtained by measuring the gate-
source capacitance (Cgs) at different values of Vgs ranging from 0 V to 1 V. Initially, 
when Vgs is 0 V, the MOSFET is in the cutoff region, and the gate-source capaci-
tance is at its minimum value, known as the “zero-bias capacitance” (Cgs0). As Vgs 
is increased, the MOSFET enters the triode or linear region, and the gate-source 
capacitance starts increasing due to the formation of an inversion layer in the chan-
nel. As the gate voltage continues to increase, the MOSFET enters the saturation 
region, where the channel is fully inverted, and the gate-source capacitance reaches 
its maximum value, known as the “saturation capacitance” (Cgs_sat). At this point, the 
gate-source voltage is high enough to fully deplete the channel under the oxide layer. 
Figure 12.12 shows the CV curve of the proposed device.

12.4.12 gate CapaCitanCe CharaCteristiCs

Analyze the simulation results to determine if the device meets your design specifi-
cations. If not, adjust the device structure or simulation parameters, and repeat the 
simulation. Table 12.2 shows the simulated results of the proposed device in terms of 
ON-current ION, OFF-current IOFF, switching ratio ION/IOFF, and gate capacitance Cgg.

Once you are satisfied with the simulation results, export the device structure and 
simulation data for use in further analysis or device fabrication.

12.5 CONCLUSION

A conventional silicon MOSFET has been designed using the COGENDA TCAD 
simulator tool for understanding the device simulation process, and each step of the 
simulation process has been described. TCAD-based simulation of MOSFETs is an 
effective tool for predicting the behavior of the device in terms of both electrical per-
formance and reliability. It provides a detailed understanding of the device physics, 
enabling engineers to design better MOSFETs for specific applications. It also helps 
to optimize the device performance, reduce leakage current, and improve device 
reliability. TCAD-based simulations are becoming increasingly important in the 
design and fabrication of modern semiconductor devices, and are likely to become 
even more important in the future.

TABLE 12.2
Calculated Parameters for the Proposed Device

Parameter Conventional MOSFET
Drain-to-source current, IDS  (Amp) 3.12×10−4

IOFF/ILeakage (Amp) 10−8

Switching ratio (ION/IOFF) 104

Gate oxide capacitance, Cgg (fF) 14.02
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