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Preface

Beginning in the early 1980s with the OPT software, a
software package for scheduling manufacturing operations,
Dr. Eliyahu M. Goldratt started applying the concepts of the
hard sciences! to problems in organizations. Later, with the
publication of The Goal in 1984, Dr. Goldratt launched a
series of revolutionary concepts aimed at bringing about
improvement in the global performance of organizations by
focusing on a few leverage points of the system. These
revolutionary ideas of Theory of Constraints go to the very
core of how things work in the real world. They focus on
Constraints as a centerpiece in the definition and
management of production work flow in manufacturing,
administrative processes, project management and the like.
Holistic thinking is emphasized throughout, shifting the
focus on work direction and measurement from local
efficiencies to Throughput of the entire system, buffering
the system to protect it from the statistical fluctuation
caused by unexpected problems (Murphy), Parkinson’s Law,
etc. This is fortified with clear guidance on placement of
buffers in the flow of the system and simple tools for “Buffer
Management” as a way of achieving the best focus on
priority actions. By taking a systems view and focusing the
cause-and-effect relationship of the leverage points to
global performance, Goldratt invented new management
concepts and applications in production, project
management, finance, accounting and performance
measurement, distribution and supply chain, marketing,
sales, managing people, and strategy and tactics. The
concepts are robust with applications appearing in
manufacturing, services, engineering, government,



education, medicine, prisons, banking, and professional,
scientific, and technical services and other service
industries.

Perhaps Dr. Goldratt’s most important contributions are
the Thinking Processes which employ structure and
language to lay out true cause and effect in defining
problems and laying out conflict dilemmas and their
solutions. They have been taught and used effectively in all
levels of education from pre-kindergarten through PhD
research. On a grand scale they provide a suite of
complementary problem-solving and decision-making tools
based on using the scientific foundation of cause-and-effect
logic, with steps for verification and validation. While they
are applied in strategy, development, marketing, sales,
production, distribution, finance, and accounting, they are
useful for addressing personal problems and have even
been used in teaching prisoners how to deal with the issues
they face.

Theory of Constraints concepts and tools are aimed at one
overriding objective: bringing about a process of ongoing
improvement in enterprises. That said, the purpose of this
book is to provide “hands on” guidance from the world’s top
experts on how to implement these TOC capabilities. This
guidance is buttressed by clear definition on how they work,
why they work, what issues are resolved and what benefits
accrue. Leading practitioners provide guidance based on
their hands-on implementation experience. Academic
authors give a review of the wealth of literature on why to
move from the traditional discipline to each TOC discipline
and a review of the TOC literature in that discipline. Indeed
these ideas are of such a scope that this Handbook required
44 authors to explain them.

James F. Cox Il
John G. Schleier, Jr.
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SECTION |
What Is TOC?

CHAPTER_ 1
Introduction to TOC—My Perspective

Here Dr. Goldratt, developer of TOC gives his perspective on
what TOC is; its goals and objectives, and the state of its
progress in bringing about improvement. Dr. Goldratt
discusses the evolution of TOC: how the identification of
major system problems led to the development of solutions
and significant system improvement only to surface the
next system problem. . . . Thus the evolution of TOC
followed the natural scientific approach to system
improvement. As the developer of Theory of Constraints, he
has brought the mind of a scientist to the problems and
needs of business, private sector organizations, and
individuals. His scientific approach has led to the breaking of
several business paradigms and the development of new
simplified approaches to managing systems. In the section,
his chapter leads forward to the remainder of the book
where the depth and scope of the TOC concepts are seen in
action.



CHAPTER 1
Introduction to TOC—My Perspective

Eliyahu M. Goldratt

There is a famous story about a gentile who
approached the two great Rabbis of the time and asked
each, “Can you teach me all of Judaism in the time | can
stand on one leg?”

The first Rabbi chased him out of the house,
however, the second Rabbi answered: “Don’t do unto
others what you don’t want done to you. That is all of
Judaism, the rest is just derivatives. Go and learn.”

Can we do the same; can we condense all of TOC into
one sentence? | think that it is possible to condense it to
a single word—focus.

Focus

There are many different definitions to the word focus, but a
good starting point is a simple definition such as “Focus:
doing what should be done.”

Focusing on everything is synonymous with not focusing on
anything.



In almost any system, there are plenty of actions that will
contribute to the performance of the system, so what is the
difficulty in focusing? True, we can’t take all the beneficial
actions because we don’t have enough time or enough
money or enough resources, but the more we do, the better
it is. This naive view was shattered by Paretol with his 80-20
rule. What Pareto proved is that 20 percent of the elements
contribute 80 percent of the impact. Therefore, when we
can't do it all, it is of the utmost importance to properly
select what to do; it is of the utmost importance what we
choose to focus on.

Copyright © 2010 by Eliyahu M. Goldratt.

However, as Pareto himself pointed out, the 80-20 rule is
correct only when there are no interdependencies between
the elements of the system. The more interdependencies
(and the bigger the variability), the more extreme the
situation becomes. In organizations, there are numerous
interdependencies and relatively high variability; therefore,
the number of elements that dictate the performance of the
system—the number of constraints—is extremely small.
Using Pareto’s vocabulary, one might say that in
organizations 0.1 percent of the elements dictate 99.9
percent of the result. This realization gives new meaning to
the word focus.

Constraints and Non-Constraints

There isn't a more grave mistake than to equate non-
constraint with non-important. On the contrary, due to the
dependencies, ignoring a non-constraint can impact the
constraint to the extent that the performance of the entire
system severely deteriorates. What is important to notice is
that the prevailing notion that “more is better” is correct



only for the constraints, but it is not correct for the vast
majority of the system elements—the non-constraints. For
the non-constraints, “more is better” is correct only up to a
threshold, but above this threshold, more is worse. This
threshold is dictated by the interdependencies with the
constraints and therefore cannot be determined by
examining the non-constraint in isolation. For the non-
constraints, local optimum is not equal to the global optima;
more on the non-constraints does not necessarily translate
to better performance of the system.

An hour lost on the bottleneck is an hour lost on the entire
system; an hour gained on a non-bottleneck is a mirage.

We now recognize that the vast majority of the elements
of a system are non-constraints. We also recognize that for
non-constraints more might not be better but worse. So,
what must be the unavoidable result of following the
prevailing notion that more is better? The number one
reason for not doing what should be done is doing what
should not be done.

We don’t have a choice but to define focus more narrowly:
do what should be done AND don’t do what should not be
done.

Measurements

According to cost accounting, when operations produce they
absorb cost into the inventory and this cost absorption is
interpreted as increasing profit. In other words, the cost-
accounting concept encourages any production, even on a
non-bottleneck, even if it is above the threshold. It is no
wonder then that the first implementations of TOC clashed
with cost accounting. It was mandatory to develop an
alternative. Almost immediately, Throughput Accounting



(TA)—a system based on simple definitions of Throughput
(T), Inventory (I), and Operating Expense (OE)—was
proposed alongside the explanation of the difference?
between the Cost World and the Throughput World.

Tell me how you measure me and | will tell you how | will
behave.

The Goal and The Race

Rapidly, the realization of the crucial impact of bottlenecks
gave rise to a collection of actions that were previously
deemed inefficient and now were recognized as the most
important actions to be taken. “What should be done” now
took on new meaning.

A novel about manufacturing? We don’'t even know what
shelf to put it on. It will never work.

No less important was the recognition that it is impractical
to monitor each non-bottleneck separately and therefore
constructing and implementing a system to prevent the
overproduction of non-bottlenecks was essential (Drum-
Buffer-Rope [DBR] and Buffer Management [BM]). The
understanding of “What should not be done” was even more
tantalizing.

This body of knowledge was captured in detail in The Goal
(Goldratt and Cox, 1984) and conceptually explained in The
Race (Goldratt and Fox, 1986).

Other Environments



The clear logic, the simplicity, and the rapid results that TOC
provided in production caused other environments to try to
implement the same. Unfortunately, some of them were so
different that even the constraint was different in nature.
The constraint in project environments is not bottlenecks
but the critical path (or, more accurately, the critical chain).
The constraint in distribution has nothing to do with
bottlenecks. It is either cash (wholesalers) or the number of
clients that enter the shop (retail). The term bottleneck
started to be misleading; it had to be replaced with the
broader term constraint. That was the time (1987) when the
term Theory of Constraints3 was coined and a precise
verbalization of the focusing process was offered—the five
focusing steps.

When you are good with a hammer everything looks like a
nail.

That was not enough. Applications for proper guidance of
the non-constraints in distribution? (blocking the tendency
to push the merchandise downstream [replenishment to
daily consumption]) and in project environments (blocking
the tendency to buffer the individual tasks [Critical Chain
Project Management]2) had to be developed in full.

The Thinking Processes®

Only when environments other than production had been
dealt with using TOC did the paradigm shift dictated by the
narrower definition of focus fully surface. To focus properly,
the following questions had to be answered: How do we
identify the constraint? What are the decisions that will lead
to better exploitation? How do we determine the proper way
to subordinate the non-constraints to the above decision?



And how do we reveal more effective ways to elevate the
constraint? It became apparent that even the best available
practices were not delivering the required answers, and
relying on intuition was not enough.

Reality is exceedingly simple and harmonious with itself,

The standard ways to identify the needed actions, the
standard ways to focus the improvements, were obviously
not adequate. They usually started with a list of problems,
of gaps between the existing situation and the desired
situation. The gaps were quantified and, following the Pareto
principle, items at the top of the list were taken as the
targets for improvement.

This approach leads, at best, to just marginal
improvements, since at the base of the approach is the
erroneous assumption that the gaps are not interdependent.
When the interdependencies are taken into account, it
becomes apparent that the gaps are nothing but effects,
undesirable effects (UDEs) of a much deeper cause. Trying
to deal directly with the UDEs does not lead to the
recognition of what actions should be taken. Actually, it
leads to many actions that should not be taken. There was a
crying need to provide a logical, detailed structure to
identify the core problem, to zoom in on the ways to remove
it, and to do so without creating new UDEs. From 1989 to
1992, the Thinking Processes of TOC were successfully
developed and polished.

The Market Constraint

When TOC is implemented in operations, the improvements
are substantial to the extent that the constraint moves into
the market. Very early on, it was noticed that the improved



performance of operations opened new opportunities to
gain more sales. That situation was described in The Goal
(Goldratt and Cox, 1984). But it took several years, and
many successful implementations, until it dawned on me
that the improvements in operations not only open new
opportunities but actually provide the company with a
decisive competitive edge. When the constraint of a
company is in the market and at the same time the
company has a decisive competitive edge, the obvious
interpretation of focus is to concentrate on capitalizing on
the existing competitive edge, rather than being distracted
with ongoing refinement in operations. To provide the bridge
from the focus on operations to the required focus on
strateqgy, The Goal (1992) was extended.

A decisive competitive edge is gained only when a company
satisfies a significant market need to an extent that none of
its significant competitors can.

To gain the required focus, a clear verbalization of the
resulting competitive edge was needed. That wasn’'t a
triviality. What obscured the picture was the fact that the
same improvements in operations gave rise to not one but
many vastly different competitive edges (depending on the
company’s products and the nature of their clients). In It’s
Not Luck (Goldratt, 1994), some examples of competitive
edges were described, alongside the introduction of the
Thinking Processes.

Capitalize and Sustain

Surprisingly, most companies that implemented TOC in
operations did not move on to capitalize on the resulting
competitive edge. In other words, they became totally
unfocused, being satisfied with the results of improved



operations and blind to the much bigger gains that were
now readily available—the profit increase when much more
sales are won and serviced with already exposed excess
capacity. What was missing was a whole body of knowledge.

Be careful of what you wish for. (You might get it. Too much,
too soon.)

Rarely does a company have a decisive competitive edge.
No wonder that most sales people are not trained to
conduct a sales meeting when they do have a decisive
competitive edge. The nature of such sales meetings is
different from conventional meetings. Rather than
concentrating on the company’s products, the meeting
should revolve around the client environment, exposing its
significant need that currently isn’t satisfied by the vendors.
Since there are many clients’ environments, deciphering the
causes and effects that govern each of them, constructing
the sale cycle in accordance, and finding the way to take
the sales people through the required paradigm shift took
several years.

But with the first successful cases it became apparent that
we had to deal with another challenge. Capitalizing
effectively on a decisive competitive edge causes the sales
to increase sharply. The resulting jump in sales can easily
cause the constraint to swing back into operations—
bottlenecks swiftly reappear. If this bounce-back is not
properly controlled, it can demolish the competitive edge. To
continue to focus, it became essential to know how to
sustain the increase in sales and how to synchronize
between sales and operations so that the rate of incoming
orders will not collapse but continue to grow. It wasn't
difficult to figure out the simple mechanisms that provide
such synchronization, but it was difficult to face the fact that
to actually implement them the TOC implementation had to
be done holistically. At that stage, | underestimated the



difficulty of moving from a functional implementation into a
holistic implementation and | naively assumed that showing
that TOC covers all aspects of the organization would be
sufficient. The Satellite Program (Goldratt, 1999), the
summary of the TOC knowledge in eight sessions! of 3
hours each, was recorded with that purpose in mind.

Ever Flourishing

A Process of Ongoing Improvement (POOGI) was the subtitle
of the revised edition of The Goal (Goldratt and Cox, 1986)
and the motto of TOC. Early on, it was noticed that the
conventional definition of POOGI (performance goes up as
time advances) contains two conceptually different curvesg
—the red curve, where the rate of improvement grows
leading to exponential growth, and the green curve, where
the rate of improvement decays leading to diminishing
returns. The drive to move companies to capitalize on the
resulting competitive edge that stems from the
improvement in operations caused us to guide companies to
strive for the red curve and to condemn the green curve.

The biggest obstacle to achievements—setting the objective
too low.

Only when reality demonstrated the absolute necessity of
sustaining rapid growth did it dawn on me that the green
curve is as essential as the red curve. Actually, we are
dealing with two types of performances: financial growth
and stability. Companies should strive to ensure that their
financial performance will grow by at least a few percent per
year, which is equivalent to demanding the red-curve
growth. But, to ensure that such growth will be sustained,
companies must ensure that the growth will not degrade
their stability. It became more and more evident that



achieving the red curve mandates the attainment of the
green curve and vice versa.

To “make more money now as well as in the future” (the
objective stated in The Goal) it is essential to choose
carefully the actions that will not only bring growth in the
near future but also increase (rather than endanger) the
company’s stability for the longer horizon. To fully capture
this essential realization, the objective was rephrased to:
“become an ever-flourishing company.” Likewise, the paths
to reach an ever-flourishing stage had to be laid out in
detail. Focus, doing what should be done and not doing
what shouldn’t be done, forced us to, again, re-examine and
severely alter the conventional wisdom.

At that stage (2002), the knowledge already existed, in
sufficient details, to construct the paths for five different
types of industries: make-to-order, make-to-stock, project
based, equipment manufacturers, and retailers/wholesalers.
This knowledge was so vast that it took many years to
educate new experts. Even more troublesome was the fact
that the transfer of even the relevant section of the
knowledge needed for improving a specific company raised
numerous misunderstandings. A comprehensive tool for
clearly transferring a vast body of knowledge was
mandatory.

Strategy and Tactic Trees

The Strategy and Tactic tree (S&T) is probably the most
powerful tool of the Thinking Processes. Formally, it replaces
the prerequisite tree. Practically, it is the organizer of all the
knowledge gained by the previous tools. It is the logical
structure that enables focusing. Starting from the
company’s strategic objective, it logically derives what



actions (and in which sequence) must be taken and which
actions should not be taken.

Strategy—the answer to “What for?” Tactic—the answer to
“How?”

The S&T trees brought clarity to the implementations.
They enhanced communication through the management
levels and synchronization between the various
departments. The time to reach results was considerably
shortened and the transition, from one stage of
implementation to the next, became relatively smooth. No
less important, they enabled introducing this knowledge
(the detailed implementation plan for the five
environments)2 into the public domain. That was
accomplished through a series of (recorded) Web seminars
in 2008-2009 (Goldratt, 2008; 2009)12,

New Frontiers

Currently several important new frontiers are screaming for
answers. And | suspect that this will always be the case as
long as we continue to be good scientists. My opinion about
it has not changed in the last 25 years. So, maybe the best
way to summarize this introduction is by quoting, word by
word, from my introduction to The Goal:

The secret of being a good scientist, | believe, lies
not in our brain power. We have enough. We simply
need to look at reality and think logically and precisely
about what we see. The key ingredient is to have the
courage to face inconsistencies between what we see
and deduce and the way things are done. This
challenging of basic assumptions is essential to
breakthroughs. Almost everyone who has worked in a



plant is at least uneasy about the use of cost accounting
efficiencies to control our actions. Yet few have
challenged this sacred cow directly. Progress in
understanding requires that we challenge basic
assumptions about how the world is and why it is that
way. If we can better understand our world and the
principles that govern it, | suspect all our lives will be
better.

A powerful answer raises new fruitful questions.
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Projects are at the center of change in organizations. They
are the vehicles for new product development, major
process improvements, organization changes, and the like.
Organization strategies therefore depend on projects for
their execution making it vital that projects be carried out in
the most effective way possible.

As the chapters of this section reveal, Theory of
Constraints Critical Chain unlocks a series of new paradigms
that enable major advances over traditional methods. New
approaches consider availability of critical resources in the



timing of new project releases and the planning of individual
project schedules. New concepts in task estimating and
tracking open the door to intelligently placed protective
time buffers enabling managers to focus correctly on
specific areas that need attention for project success.
Elimination of unnecessary multi-tasking combines with a
“relay-runner” approach to work flow to dramatically reduce
project execution times and improve project quality. These
simple but effective concepts focus management and
resource efforts on the vital few tasks that determine
organization success.

Key steps to implementation and sustainability are
addressed. These techniques and the dramatic
improvements in the field are explained. These include huge
improvements in completing projects on time, to
specification, and within budget. This section gives a clear
picture of the Critical Chain concept and how to implement
and execute it. Integration of Critical Chain with Lean and
Six Sigma is included. While management of individual
projects is addressed, special emphasis is put on multi-
project environments as these are more pervasive.



CHAPTER 2
The Problems with Project
Management

Ed Walker

Introduction

Most projects fail! Failure generally means the actual results
of at least one of the three objectives of the project did not
meet original expectations. The project scope was reduced
(changed the original specifications), the project was
delivered late (compared to the original due date), or the
budget was exceeded (actual project costs exceeded
projected costs). In some projects, two or even all three of
these objectives were not realized.

Over the last four decades, two streams of research have
emerged from project management. In the management
science stream, numerous academic researchers have
studied project networks (the theory) to identify specific
problems with PERT/CPM (use of the Beta distribution,
limited resources, parallel paths, etc.) or to determine the
most efficient algorithm to identify the shortest time to
complete a project. In the management arena, numerous
academic researchers and practitioners have studied the
project management environment to identify human
problems (lack of project and technical skills, lack of
teamwork, lack of communications, etc.) as causes of
project failure. Seldom have these researchers
acknowledged the work in the other research stream as



possible causes for project failure. In many cases, the
management scientists only discussed the problem under
study as the cause of project failures. What is required,
then, is an examination of the project environment as a
system and determination of the causes of project failure.

Purpose and Organization of the Chapter

The overarching purpose of this chapter is to expose the
problems associated with “traditional” project management.
Specific solutions are not to be found here, but rather what
is provided is a framework for developing a new project
management method that uses a systems perspective to
address the core problems of traditional project planning,
scheduling, and controlling tools. A systems perspective is
needed to fully assess the impact of an assumption related
to an activity, to resource contention, or to converging paths
on the results of a project.

Copyright © 2010 by Ed Walker

To accomplish this task, first the reader will be provided
with brief overviews of both Gantt chart scheduling and
PERT/CPM. Gantt charts were first developed nearly 100
years ago, while PERT (initially named Program Evaluation
Research Task and later changed to Program Evaluation and
Review Technique) and CPM (Critical Path Method) began
their evolution approximately 50 years ago. Each of these
methods has both advantages and disadvantages, which are
summarized. Brief reviews of the literature related to the
origins of project management and the high failures of
projects since its origin, as well as literature related to both
single and multiple project networks and resource allocation
are then presented. The main body of the chapter is
devoted to the development of guidelines that any new



project management method must address. This is followed
by a brief introduction to Critical Chain Project Management
(CCPM) and finally a review of the recent CCPM literature.

Traditional Planning and Control Mechanisms in
Project Management

Gantt Charts

A Gantt chart is a horizontal bar chart developed as a
production control tool in 1917 by Henry L. Gantt, an
American engineer and social scientist. Frequently used in
project management, a Gantt chart provides a graphical
illustration of a schedule that helps to plan, coordinate, and
track specific activities in a project. These charts might be
as simple as a hand-drawn image on graph paper, or as
complex as purpose-built computer software. A simple Gantt
chart used for a project is shown in Fig. 2-1.

The horizontal axis of the chart represents the total time
span of the project (broken down into uniform time
increments—days, weeks, months, etc.), while the tasks
comprising the project are on the vertical axis. Horizontal
bars are used to illustrate the start and end dates of
individual activities (for example, task A has a duration of y
days starting on day 1 and ending on day 5). In its simplest
form, the Gantt chart shows all of the activities necessary to
complete the project. Some of the activities must be
completed in a specified sequence, while others might
progress concurrently. Tasks B and C are processed
sequentially and tasks B and D can be processed
concurrently. One cannot start framing a home before the
foundation is laid; but once framing is complete, the



plumbing and electrical systems can be installed
simultaneously.

More complex Gantt chart scheduling is often based on a
work breakdown structure (WBS). To continue the previous
example, the installation of the electrical system (the
objective) might be broken down into manageable elements
such as the installation of the breaker panel, pulling
electrical wires through the home, pulling data cables,
connecting the electrical wires to the breaker panel,
inspection of the system by the building inspector, etc. It is
then necessary to determine the start and end dates as well
as responsibility for each. In such a chart, percent
completion is tracked for each element and the objectives. A
vertical line on the chart shows the current date (March 25)
while the completed and noncompleted portions of each
horizontal bar are shaded differently to allow visual
inspection of the project’s progress. For example, task B is
late by two days and task D is early by one day.

Task

Early

33 days to complete

[oday the project

T T T T | | I
5 10 15 20 25 a0 35 Days

FIGURE 2-1 Simplified Gantt chart of a project network.

The primary advantages of Gantt chart scheduling are
that it can be easily understood by a wide audience and it
provides a visual means to track project progress. The



disadvantages are numerous. The chart becomes unwieldy
for larger projects (more than about 30 activities) when it
extends for more than a single page (or screen, if
computerized). The chart does not indicate task
dependencies, and therefore fails to communicate how
falling behind on one activity might affect other activities.
When using a WBS, often there is confusion between
defining the WBS and defining the activities of the project.
Additionally, as some elements of the WBS might be front-
or end-loaded (more work at the beginning or end of the
element), the percent progress reported might be over- or
understated.

PERT/CPM in the Single Project Environment

CPM and PERT originated in 1957 and 1958, respectively,
with CPM examining the tradeoffs between project duration
reduction and increases in activity and project costs; and
with PERT examining the uncertainty aspects of completion
dates for development projects. CPM was originally
developed for use with manufacturing plant rebuilds by
DuPont and PERT for use with the Polaris nuclear submarine
program by the Special Project Office of the Department of
the Navy and the consulting firm Booz Allen Hamilton. From
their origins to the present, both techniques (and their
subsequent merger into one) have been heralded as
breakthroughs in managing complex systems.

Once all of the activities are identified (a process that in
itself is subject to controversy), a project network can be
created. The network organizes the activities in such a way
as to clearly show the technological precedence
relationships—the simple fact that most activities must be
preceded or followed by some other activity or activities.
Figure 2-2 shows a typical activity-on-arrow project network.
This network has six activities, each having an associated



estimate of activity duration. PERT/CPM requires that a
forward pass through the network be made to determine the
early start (ES) and early finish (EF) times for each activity.
Then a backward pass is made through the network using
the EF time of the last activity as the late finish (LF) time of
the last activity. This backward pass determines the late
finish and /ate start (LS) of each activity. The difference
between the LF and EF (or LS and ES) is the slack associated
with each activity.

ES=27EF=34

ES=20EF =27

Start

End

LS=241F=31 LS=31LF=38

ES=0EF=20 ES =38 EF = 48

LS=0LF=20 LS =38 LF =48

14 4
ES=20EF=34 ES=34EF=38

LS =20LF =34 LS=34LF =238
FIGURE 2-2 Typical activity-on-node project network.

Activities having zero slack are called critical activities
because any delay in these activities will cause the project
to be late. In Fig. 2-1, the critical activities are A, D, E, and F.
These activities form what is referred to as the critical path.
The primary advantages of PERT/CPM over Gantt charts are
that technological precedence (activity dependency) is
readily apparent and that it is relatively easy to determine
how falling behind on one activity might affect other
activities. Activities B and C (Eig._2-2) have a calculated
slack value of four. Therefore, if either of these activities is
delayed by more than four days, then the critical path will
be negatively impacted because both activities C and E



must be completed before activity F can be started. The
primary disadvantage of this method is the assumption of
readily available capacity on the required resources. Much
of the research that follows expands upon this basic
premise.

Brief Review of Project Management Literature

The project management literature is enormous—several
thousand articles and dozens of books. While project
management has grown significantly, many of the problems
initially identified almost five decades ago in both the
macro-view (applications) literature and in the micro-view
(or theoretical) literature still exist today. This literature
review provides only a brief glimpse of the continuing
themes of project management research since the late
1950s to today. The purpose is to show that the problems of
project management have not been solved nor has the
promise of project management been achieved over this
time interval.

Origins of PERT and CPM

The project management literature is intertwined with
descriptions of the benefits and problems of PERT and CPM.
A brief account is provided illustrating this continuing dialog.
PERT and CPM successes immediately caused top
management interest. Several researchers provided articles
describing the use of these new management tools.
Malcolm, Rose-boom, and Clark (1959) provide a status
report with a history of the development; examples of the
flow plan; the elapsed-time estimates; the organization of
the data; the computation of expected times, latest times,
slack, and critical path; and probability of project completion



by a given date. A description of the pilot application and its
full-scale implementation and results to date are provided
as well. Almost as soon as this detailed account of PERT
appeared, Healy (1961) warned of a problem with the
technique, that subdividing activities and their related times
can change the project completion date probabilities. Clark
(1961) and Millstein (1967) critique Healy’s research based
on the realities of managing with PERT, while Roseboom
(1961) critiques Healy’s research based on the whether his
assumptions are realistic.

Miller (1962) provides a description of how to plan and
control with PERT; and Levy, Thompson, and Wiest (1962)
provide a similar description of the ABCs of CPM, both in the
Harvard Business Review. At the same time, Pocock (1962)
describes PERT, its payoff, and problems (PERT is a
management responsibility; PERT is no automatic system;
PERT often clashes with traditional organization patterns;
learning to use a dynamic control system; poor applications;
PERT cannot be a rigidly standardized technique). Kelley
(1962) provides research supporting the mathematical basis
of CPM, and Bildson and Gillespie (1962) provide an
extension with a model of PERT (with activity time
uncertainty) and CPM (with cost of activity crashing). Paige
(1963) provides a detailed description of PERT/Cost. Several
research articles followed which examined and attacked the
PERT assumptions as being unrealistic or false. The purpose
of providing a brief description of the early articles and the
articles in the appendices related to various micro (theory)
problems being argued even today is to illustrate the types
of causes that academic researchers identify for the failures
of projects.

Project Failures



In addition to the theory-based research, both anecdotal
articles and surveys of different types of project
organizations have been taken to determine the level of
project failures and causes of failures. In 1957, C. Northcote
Parkinson observed that “work expands so as to fill the time
available for its completion”—now known as Parkinson’s
Law. Others (Marks and Taylor, 1966; Krakowski, 1974,
Gutierrez and Kouvelis, 1991) have ascribed the presence of
this law to project activities and the results on project
duration.

Middleton (1967) surveyed project management
organizations in aerospace industries. Respondents provided
the following disadvantages of using a project management
organization: more complex internal operations (51
percent), inconsistency in application of company policy (32
percent), lower utilization of personnel (13 percent), higher
program costs (13 percent), more difficult to manage (13
percent), and lower profit margins (2 percent). Other
disadvantages provided were the tendency of functional
groups to neglect their jobs, too much shifting of personnel
from project to project due to priorities, and duplication of
functional skills in the project organization.

Avot states, “The many instances where project
management fails overshadow the stories of successful
projects” (1970, 36). He identified the major causes of
project failure as the following: the basis for the project is
not sound; the wrong man is chosen as project manager;
company management is unsupportive; tasks are
inadequately defined; the project management system is
not adequately controlled; management techniques (e.qg.,
too many reports) are misused; and project termination is
not planned.

Brooks (1995), the project manager for the IBM 0S/360,
provides five major causes for lateness in information
technology projects: (1) techniques of estimating are poorly
developed (estimates are usually optimistic); (2) estimating



techniques confuse effort with progress (the assumption is
that men and months are interchangeable); (3) submission
to the customer’s desired (but unrealistic) due date; (4)
schedule progress is poorly monitored; and (5) when
schedule slippage occurs, the response is to add manpower.

Based on his project management experience, Hughes
(1986) blames the majority of project failures on not
following basic management principles such as an improper
focus on the project management system instead of the
project goals; fixation on maintaining first-time estimates;
too detailed or too broad activity structure; lack of training
in project management techniques; too many people
assigned to the project (Parkinson’s Law); lack of
communication of goals; and rewarding the wrong actions.
Black (1996) surveyed professional engineers to determine
the causes of project failures. His top 12 causes of project
failures are:

1. Lack of planning

. The project manager

. Project changes (scope creep, poor planning, etc.)
. Poor scheduling

. Skills of team members

. Management support

. Funding

. Cost containment

© 0 N o U ~ W N

. Resources

10. Information management



11. Incentives (lack of rewards and penalties)

12. Lack of continuing risk analysis

In the late 1980s and early 1990s, a series of articles by
Pinto and Slevin (1987), Pinto and Prescott (1988), Pinto and
Slevin (1989), and Pinto and Mantel (1990) examined the
presence of critical success factors in  project
implementations; differences across the stages of the
project life cycle; differences between construction and R&D
projects; and project failures, respectively. The critical
success factors are project mission definition, top
management support, client consultation, personnel,
technical tasks, client acceptance, monitoring and feedback,
communication, and troubleshooting. Of the projects (Pinto
and Mantel, 1990) accessed as failures in the strategic
stages, the relevant criterion for failure was that related to
external effectiveness: perceived value of the project and
client satisfaction. In the tactical stages, the relevant criteria
for failure were those related to trouble shooting, lack of
adequate personnel, ineffective scheduling, lack of client
acceptance, and inadequate technical support. One
hypothesis (H3), “the perceived causes of project failure will
vary depending upon the type of project assessed:
construction or R&D” (1990, 271), proved to be true. In
construction projects, the causes of failure were lack of
technical expertise, support, and lack of adequate trouble
shooting mechanisms. In R&D projects, a wide variety of
causes of failure was identified with the cause depending on
the definition of failure; inadequate troubleshooting impacts
all  definitions; implementation process: inefficient
scheduling; client satisfaction: personnel and monitoring
and feedback; and quality: lack of clear statement of project
goals.

Brown (2001) reports that three-quarters of all projects
are completed late and over budget according to a survey of
1800 executives, practitioners, and consultants. Pitagorsky



(2001) puts the failure rate at 40 to 60 percent. According to
James, 40 percent of all large IT projects end in “utter
failure” while another 33 percent are “challenged, meaning
that they were completed late, over budget or with fewer
features and functions than originally specified” (2000, p.
40). Based on their 20 years of project management
experience, Matta and Ashkenas (2003) provide two major
causes of complex project failure—critical tasks (called
white-space risk) are left off the project plan and the
different activities won't come together in the end to
produce the final project.

Neimat (2005) provides a detailed analysis of IT project
failure research from the Standish Group by annual IT
surveys of 18,000 executives showing the trends in failure
rates from 1994 (over 80 percent of projects were
challenged or failed) through 2000 (about 70 percent of
projects were stressed or failed); a summary of several
more recent research efforts examining IT project failures
and a description of the Federal Bureau of Investigation
(FBI) Virtual Case File project failure. His listing of causes of
project failure is similar to the listings across the 40-year
period: poor planning, unclear goals and objectives,
objectives changing during the project (scope creep),
unrealistic time or resource estimates, lack of executive
support and user involvement, failure to communicate and
act as a team, and inappropriate skills. Interestingly, the
descriptions of the failure and success variables listed in the
various articles across this 40-year time period are quite
similar.

Single Project Management Literature

PERT/CPM is criticized for failing to provide achievable
completion dates, for consistently underestimating budgets,
and for using resources inefficiently (e.g., Klingel, 1966;



Badiru, 1993; Meredith and Mantel, 2003, 134-135, 649-
652). These failures might be traceable to a faulty initial
plan or to an inadequate control process. A variety of
methods for both planning and controlling projects has been
espoused by researchers (Wiest and Levy, 1977; Badiru,
1993; Kerzner, 1994; Meredith and Mantel, 2003), yet no
consensus on either modifications to or a replacement for
the traditional PERT/CPM planning and control technique
have resulted.

As most research has been conducted in the single project
environment, most critiques of PERT/CPM have also been
focused on the single project environment. Kerzner (1994)
states that PERT: (1) is end-item oriented—it separates the
planners from the doers; (2) assumes infinite capacity; and
(3) fails to recognize the lack of history on which to base
estimates. Other researchers have found similar problems
and have criticized certain PERT/CPM characteristics. Wiest
and Levy (1977) question (1) whether activities themselves
and their durations (and associated distributions) and
precedent relationships can be known in advance; (2) the
lack of cyclical and conditional activities; and (3) the
assumption of an inverse linear relationship between cost
and duration (activity crashing). Van Slyke (1963) and later
Schonberger (1981) found that activity variability causes
project duration to exceed PERT estimates, that is, as
activity duration variability increases so does the difference
between planned and actual project duration. Both found
that PERT assumes path independence and questioned
whether variance on one path might cause another path to
be “late.” Van Slyke further identified the cause as
interdependence of activities on the “independent” paths.
Whether explicitly stated or simply suggested by the focus
of their research, many researchers ultimately question the
PERT/CPM assumption of infinite capacity and PERT/CPM’s
disregard of activity duration variability.



Multiple Project Management Literature

Not unlike other business environments, the management of
multiple projects has certain problems that must be
recognized prior to the development of new tools for
planning and control. Recent research in the area of multiple
project planning and control has recognized several
shortcomings of the PERT/CPM method. Researchers have
explored resource assignment rules to better plan multiple
projects (e.g., Lee et al., 1978; Trypia, 1980; Kurtulus and
Davis, 1982; Kurtulus, 1985; Kurtulus and Narula, 1985;
Allam, 1988; Mohanty and Siddiq, 1989; Bock and Patterson,
1990; Deckro et al., 1991; Dean et al., 1992; Abdel-Hamid,
1993; Kim and Leachman, 1993; Lawrence and Morton,
1993; Speranza and Vercellis, 1993; Yang and Sum, 1993;
Vercellis, 1994; Tsai and Chiu, 1996) and have investigated
the issue of multiple project control on both an
organizational basis (e.g., Coulter, 1990; Platje and Seidel,
1993; Payne, 1995) and a tactical basis (e.g., Tsubakitani
and Deckro, 1990; Dumond and Dumond, 1993). With the
exception of Dumond and Dumond (1993) and Tsubakitani
and Deckro (1990), this research has examined a static
multiple project environment.

The investigations into the planning, scheduling, and
control functions of multiple projects have found several
fundamental characteristics inherent in multiple projects:

1. Multiple projects are interdependent due to the use of
common resources.

2. Some method must be used to prioritize the use of
resources among multiple projects.

3. There is some trade-off between the utilization of
resources and the on-time completion of individual



projects.

4. Whether organizational or tactical, a control
mechanism must exist to reduce the variance
between planned and actual project completion dates.

Development of Guidelines

The widespread use of project management techniques and
the general failure of projects to meet time, budget, or
specification targets beg the examination of the
fundamentals of project planning, scheduling, and control
from a systems perspective. In the ensuing section, 12
guidelines for project planning, scheduling, and control
based on this systems perspective are developed. These
guidelines are posed as a starting point in the development
of a comprehensive solution to project planning, scheduling,
and control. Without this systems perspective of focusing on
core problems of project failures, a proposed solution (such
as better communications) may create more problems (such
as having more project meetings and producing more
reports) than it solves. The 12 guidelines are listed in the
shaded box and are further explained in the text that
follows.

Guideline I: Recognize the differences between due-date
projects and money-making projects. The network structure
may be the same, but a project to make money is started as
soon as possible (to make money) and a project that is due
by a given date is started as late as possible (to save
money) while still providing protection for its completion.
The project must be viewed as part of the larger system—
what are the goal and objectives of the project with respect
to the organization’s goal and objectives?



Guideline II: Recognize all of the activities required to
achieve the goal of a project and the organization. In
application, the goal of the project is generally a milestone
in @ much larger system. Ensure that the project scope fully
defines the activities necessary to achieve the project goal
and is in line with the system (organization) goal.

Guideline 1ll: Recognize that 100-percent resource
utilization may be counter to the objectives of the project
and the organization goal. Plan resource use within and
across projects such that the project is completed on time,
on budget, and to full specifications.

Guideline 1IV: The rules for constructing project activity
times must be known and practiced by all resources,
resource managers, and project managers. A.5 probability of
completion for the activities and project is required to
determine a correct network. Padding (or buffering) should
be applied strategically at the project level.

Guideline V: Minimize the amount of multitasking by
critical resources and the amount of multitasking on
activities on the critical path of the project to reduce activity
lateness. Use multitasking cautiously—understanding its
impact on project completion. Strategically buffer non-
critical paths, resource contention, and project completions
to reduce the impact of Murphy’s Law (Murphy).

Guideline VI: Develop and implement a methodology for
prioritizing resource allocation within a project and across
projects so that resources know what is most important from
the organizational (system) perspective.

Guideline VII: The project manager must consider all
activities and dependencies to be completed to achieve the
project goals, as well as all conditions that must be met
before an activity can begin when developing the project
network.

Guideline VIII: Recognize the existence of finite capacity
and activity duration variability by changing the planning,
scheduling, and control of single and multiple projects to



include a buffer time at the end of each individual project,
as well as at points of convergence (technological
convergence and convergence caused by resource
contention) both within and across projects.

Guideline IX: Recognize that the current practice of
minimizing costs by delaying activity expenditures might be
counter to the objective of on-time delivery of the projects.

Guideline X: Recognize that measuring resource managers
by resource utilization creates inflated activity time
estimates, timing issues in the wuse of resources,
multitasking within and across projects, and ultimately
project lateness.

Guideline XI: Theory (research) must be revised to reflect
and support practice. Activities on the Critical Chain or a
near-Critical Chain should be scheduled to completion of the
preceding activity instead of time. For example, traditional
project management software usually provides schedules
for resources and resources are available based on the
schedule. Project research simulations initiate succeeding
activities based on completion of proceeding activities. At a
minimum, research should define its parameters from a
systems perspective to match reality.

Guideline XlI: Establish a clear and effective method for
the planning and control of multiple projects looking at
resource contention across projects. Recognize that not all
projects can start as soon as possible. Projects should be
pipelined based on the capacity of critical resources and
staggered based on the capacity of those resources.

Macro Issues

Goals, Objectives, and Measures of a Project



Granger describes the hierarchy of objectives as follows:
“There are objectives with objectives, within objectives.
They all require painstaking definition and close analysis if
they are to be useful separately and profitable as a whole”
(1964, 63). Remember, the goal of a project is to complete a
project successfully, which usually translates into the lower
level objectives of minimizing the costs associated with the
project, completing the project on time, and completing the
project as described in the specifications.

But what is the real goal of the project? Project goals can
be classified as two types: (1) projects that have to be
completed by a given date, and (2) projects that when
completed generate revenues and therefore should be
completed as soon as possible. The first type of project
should be started as late as possible and still guarantee
delivery of the project by the desired date (this strategy
saves money). The second type of project should be started
as soon as possible and guarantee delivery of the project by
the desired date (this strategy makes money). The second
type of project is much more commonplace, yet it is often
treated as if it were the first type.

e Cause: PERT/CPM does not overtly recognize the
difference between a project that must be completed by
a promised due date (due-date project) and a project
that must be completed in order to make money as
quickly as possible (money-making project).

This is addressed by Guideline I.

Defining the Scope of a Project

In his research, Feldman (2001) identified the seven deadly
sins of project estimating. Included are that not all tasks or



costs are defined and that estimates do not represent scope
completeness. What is the goal of the project with respect
to the goal of the organization (system)? What then is the
scope of a project to support these organization and project
goals? If we are defining a project that entails the opening of
a new car dealership (see Rydell Group, 1995 for details of
this example), what are the activities that should be
included in the project? What is the goal of the project? In
this instance, it is to make money from the sale of cars. In
the past, a dealership would decide to open a new franchise
in a large town. This might have been executed as if it were
composed of several projects: buying the land; soliciting
bids; breaking ground, constructing the facility, furnishing
the building, and contracting utilities; ordering inventories;
hiring, staffing, and training employees; etc. It normally
takes nine months from the beginning of the project until
the doors of the facility are open—nine months of money
flowing out of the firm. By using the systems perspective
and recognizing that the goal is to make money on the
project (i.e., the completion of the project is to have a
money-making machine in place producing), they might
restructure the network as a single project by running
several activities in parallel—building, ordering furnishings,
setting up utilities, etc.—and complete the project in three
months. The project end is defined as opening the door for
business instead of completing construction. This
recognition of the type of project and its real scope allows
the business to generate profits after three months instead
of after nine months.

e« Cause: As traditionally applied, PERT/CPM does not
recognize all of the activities required to achieve the
goal of a project and the organization.



This is addressed by Guideline Il.

The Project Management Dilemma

Williams (2001) states that scheduling presents a dual
challenge in project management. On one hand, there is the
need to match capacity to the demand placed on it—the
resources must be available for use. On the other hand, idle
capacity will cost the firm money—the resources must be
fully utilized. The overall goal of most organizations is to be
successful (to make more money in most cases), and all
managers in the organization share this goal. A project
manager is usually assigned to plan and execute a project
successfully (on time, on budget, and to specifications). To
ensure that the resources are available at the proper times,
the project managers develop detailed schedules for each
resource manager.

These resources, however, are not controlled by the
project manager but are managed by resource managers.
For the organization to be successful, the resource
managers are charged with minimizing the operating
expenses associated with using the resources. This directive
to the resource managers usually translates into keeping
the resources busy at all times. The resource managers are
given a budget and measured against the budget and the
efficient use of their resources. The dilemma is then
between “The resource managers must have the resources
available for the projects” and “The resource managers
must keep their resources busy.” There is a constant tug of
war between project managers trying to complete projects
within time, budget, and specifications and resource
managers trying to make efficient use of resources.

In @ multi-project environment, the resource managers
being pulled across activities on different projects
exacerbates this dilemma; each project manager believing



that his or her project is the most important, most late, most
critical, etc. In practice, the environment worsens. A product
line manager might have a number of projects underway as
does another product line manager. In a given time period,
we can have a few projects in each product line competing
with other projects in the product line or projects from
different product lines competing for common resources.
The resource manager is pulled from one activity to another,
possibly without completing the first activity. The resource
manager usually responds to the squeaky wheel, the project
manager who yells the loudest, instead of having a formal
mechanism for prioritizing activities within and across
projects. In most situations, the resources also multitask
(start one activity, stop, start another, stop, start another,
stop, go back to the first, stop, go to the third, etc.) across
activities, which generally extends the activity and
completion times of each activity significantly and possibly
delays the completion of one or more projects. This
multitasking undoubtedly affects project quality as well.

e Cause: The resource and project managers are unable
to effectively plan resource use across activities in the
same project or across activities in different projects.

o Cause: Project managers are measured by their ability
to meet their three objectives—complete projects on
time, on budget, and to full specifications—whereas
resource managers have the objective of utilizing their
resources efficiently and are measured by their ability to
keep resources fully utilized. These are conflicting
objectives and have conflicting measures.

These are addressed by Guideline lll.

Determining an Activity Time Estimate



In theory, we assume that the activity time is the mean time
of the beta distribution (Miller, 1962). In reality, what time
does the resource manager normally give? Is it the mean
time? Seldom. Usually if a resource or resource manager is
asked to provide a time estimate for a task, he or she pads
the time a little (or a lot). If he or she ever misses that
activity time and is chewed out by the project manager,
then that time becomes more inflated to ensure successful
activity completion. Think about it. If you provided a 50
percent task completion time estimate to your boss and
were above the mean time 50 percent of the time, then
your boss would probably think you were a poor worker.
What probability of completion time do you give your boss?
A completion time related to 50 percent or a time related to
95 percent? What if you finished the work early? Would you
tell the project manager? You would probably not as his or
her expectation would be that you should be able to
complete future tasks in that amount of time. Yet, you gave
the project manager a 95 percent probability of completion
time to cover yourself. You would assume that if the project
manager knew you finished early he would assume you
provided inflated activity times and then would begin to
question the time and costs you provided for other
activities. Remember, we typically think the cost of a
resource is based on the amount of time used by the
resource to complete the job. If you consistently finished
earlier than your time estimate, then the project manager
would think you overpriced your resource. There is a strong
tendency to both expand the time estimates of activities
and, if the activity is finished early, not report the early
finish.

Additionally, the project manager has a tendency to pad
the project duration to ensure completion. Do you think the
project manager is going to provide the boss a project
completion time estimate that he or she is only 50 percent



sure of completing? He or she probably gives a 95 percent
probability of completion as well. You only have to be late
one time on a major project to learn to pad your project
times. What does the overall manager then do with your
project time estimate? Cut the project time and cost and
expect the same specifications. Why? The project manager
started as a resource, then worked as a resource manager,
then worked as a project manager, and is now a general
manager and has practiced and knows the rules of the
game.

Frequently, resources must be used to work on more than
one activity at a time. Why? Two conditions come to mind.
The first condition is the practice of multitasking discussed
previously. The second condition exists where the resource
runs into an unanticipated delay (interestingly the delay
could be caused by a missing activity or a missing
technological arrow on the network; hence, the need to use
a beta distribution with pessimistic times) or must set aside
the activity until later. This condition is discussed in the next
section on identifying obstacles to completing an activity.

e Cause: The rules and measures for determining activity
time are ambiguous. For example, according to the
assumptions of PERT theory, the resource (or resource
manager) must provide a.5 probability time for activity
times to build an accurate project network, yet the
project manager expects a 1.00 probability of
completion of the activity and project. If the resource
finishes early or the project finishes early, then the
expectation is for all of that resource’s activities or
project manager’s projects to finish early.

This is addressed by Guideline IV.



e Cause: The resource and project managers are unable
to plan resource use across activities in the same
project or across activities in different projects.

e Cause: Murphy has struck and some activities have
been delayed into the time allocated for other activities
connected to the activity by technological precedence
or by the use of a common resource (resource
precedence).

These are addressed by Guidelines V and VI.

Development of a Project Network

In theory, the development of a project network is
straightforward. First, we ask, “What are the activities of the
project?” Then we ask, “What goes first? What goes next?
What can be done in parallel?” These steps are over
simplifications to say the least.

In reality, activities cannot start for a multitude of reasons
not related to those activities preceding the delayed activity
(e.g., the tools were not available, the materials didn’t come
in from the vendor, the workforce wasn’t scheduled, the
application was not made for a needed permit, etc.). In
practice, each activity (node) in the network must be
examined to determine what has to be present to perform
the activity. The mere completion of the previous activities
does not always constitute the starting condition for the
activity. For example, in a recent upgrading of a computer
network for a building, the work crew was scheduled, the
users were notified that the building would be closed on the
weekend, the computer was scheduled to be down, police
were notified of workers crawling through ceiling spaces,
etc., but the necessary cable did not arrive. Therefore, we
find that while several activities were planned, one missing
activity could delay the completion of the project and this



activity was not anticipated. There are many penetration
points in a project that if something is not present, the
activity (or activities) and possibly the project will be
delayed. We have no means or warning of such situations in
the traditional project management literature—we do use a
beta distribution and place 1/6 probability of this pessimistic
activity duration occurring. We need to re-examine the steps
used in constructing a project network to reduce the
likelihood of pessimistic activity times occurring. We need to
fail-safe the activities.

For example, in Critical Chain project network
development (using Theory of Constraints [TOC]), network
developers use a prerequisite tree to identify obstacles to
achieving each intermediate objective (activity). They ask,
“What is preventing us from starting this activity?”
Numerous obstacles are identified; in most cases, these are
items not included on the original network. Then an activity
to overcome this obstacle is identified and included in the
network. In this manner, the network developers identify
and include many “assumed activities” in the project and
many connecting arrows (dependencies) that were omitted
in the original network. Most networks created in this
manner have at least 25 percent more activities (nodes) and
are 50 percent denser (more arrows). A quick review of the
causes of project failure from the literature review of 40
years of failures shows: techniques of estimating are poorly
developed (project completion estimates are usually
optimistic); too detailed or too broad activity structure; lack
of planning; ineffective scheduling; critical tasks are left off
the project plan; and, again, poor planning. All of these
“causes of project failure” can be caused by activities
(nodes) and missing dependencies (arrows).

A project network should include all of the activities and
dependencies required to achieve the goal of the project—
legal requirements, purchasing, designing, production,
accounting, finance, marketing, sales, personnel, etc. Most



networks are used for the design and development stages
and do not take a systems perspective to a project. The
consequences are that the project may be completed in
time (that time shown on the network), but the result of the
project (making money or using the end product) is not
achieved.

e Cause: The project network is not developed to include
all obstacles that must be overcome before an activity
might begin.

This is addressed by Guideline VII.

Micro Issues

The micro issues relate to errors or shortcomings in using
the project tools. We will use simple numerical examples of
each problem. By careful study of these errors and their
causes, a systems approach to project planning, scheduling,
and control can be developed and tested to ensure it
addresses each of these problems.

Gedanken exercises, or thought experiments, have
traditionally been used in the sciences rather than in
business. The method uses logic and simple mathematics to
construct an illustrative example to validate a hypothesis.
While the method has usually been applied to scientific
research areas such as quantum mechanics or astral
physics where time, space, or both separate the subjects of
scrutiny from the researchers, gedanken exercises also have
the advantage of holding all other variables constant in
order that the effects of the variable being examined are
isolated. This simplification allows the researcher to gain
knowledge and understanding by examining fragments of
the system one piece at a time rather than losing the effects



of an individual variable in the noise of many interacting
variables. With a full understanding of the behavior of each
variable acting in isolation, the researcher might be able to
construct a logically sound theory about the system.

The use of gedankens in this research is based upon the
realization that there are many factors that contribute to the
project completion delays found in project planning,
scheduling, and control. Here, the use of gedankens allows
for the examination of each factor in isolation so that the
factor can be studied to determine its effects on project
completion.

Single Project Gedankens

Problem 1: Variability and Convergence Points The
first of the eight weaknesses attributable to the
assumptions of PERT/CPM is that of variability of activity
duration and points of convergence. Many, if not all,
PERT/CPM networks have points where two (or more)
activities must be completed before a third activity may
begin. Assume activity times follow a beta distribution. In
Fig. 2-3 Problem 1, activities A and B must be completed
before activity C can begin. Since the expected duration of
both A and B is 4 periods [E(AorB) =(2 +4 X 4 + 6)/6 =
4], typical PERT/CPM planning would calculate that C will
begin in period 4. However, if all possible combinations of
the durations of both A and B are enumerated, the expected
completion date of both A and B is 4.56 periods. The
ultimate cause of the delay of activity C is the intersection
of activities A and B (convergent point) when activity
duration variability exists. With statistical fluctuations,
convergent point calculations of start and finish times are
incorrect.



e Cause: Network conventions require that all paths
converge to one end node.

e Cause: Projects consist of dependent sequential
activities, parallel paths, and convergent points.

e Cause: Murphy exists.

o Cause: PERT/CPM does not protect against Murphy.

These are addressed by Guideline VIII.
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FIGURE 2-3 Eight problems with PERT/CPM management of
single projects identified by Pittman (1994).

Problem 2: High Variability on a Non-Critical Path
Figure 2-3 Problem 2 shows a simple PERT/CPM project with
two paths. In typical PERT/CPM project management, the
expected duration of each activity (assuming a beta
distribution) is a simple point estimate based on the
optimistic, most likely, and pessimistic estimates of activity
duration. The expected duration of an activity is given by
E(A) of an activity.

E(A)=(5+4x6+7)/6=6

E(B)=(3+4x4+5)/6=4

E(C)=(4+4x5+6)/6=5



ED)=(1+4x4+7)6=4

The upper path (C-D) would be expected to take 9
periods, and the lower path (A-B) would be expected to take
10 periods. The PERT/CPM critical path is therefore A-B
taking 10 periods. However, when all possible durations of
each activity are enumerated, the expected duration of the
project is not 10 periods but rather it is 10.725 periods. Van
Slyke (1963) and later Schonberger (1981) suggested that
near-critical paths be managed to ensure that variability on
these paths does not affect the critical path. It is interesting
to note that had the two paths not converged, the variability
of the non-critical path would not have affected the critical
path; therefore, this is a special type of convergence
problem. (The assumptions of PERT include that a project
has only one exit node; therefore, any project with more
than one path must have a point of convergence.) The
ultimate cause of the delay of project completion is the
intersection of a non-critical path (C-D) with the critical path
(A-B) when high activity duration variability exists on the
non-critical path.

e Cause: Murphy exists.
e Cause: PERT/CPM does not protect against Murphy.

These are addressed by Guideline VIILI.
Problem 3: Scheduling to Time Rather Than the
Completion of the Prior Activity The managerial practice
of scheduling to time rather than the completion of the prior
activity is also affected by activity duration variability. Figure
2-3 Problem 3 shows a simple three-activity PERT/CPM
network. In practice, the typical PERT/CPM project manager
generates and distributes to the resource managers a
written or computer-generated schedule of planned activity



start times for that resource manager’s resource based
upon the expected duration of the preceding activities.
Given that the expected durations of activities A, B, and C
are 4, 4, and 4, respectively, a typical PERT/CPM schedule

would be as follows:

Scheduled
Activity

Start Date

Expected
Duration

Finish Date

A
| B
C

0

4

8

4

4

4

112

4
a8

If, however, all possible combinations of activity duration
are enumerated and the activities are started on the
scheduled start date (or later if the preceding activity has
not been completed), the project will have an actual
expected duration of 13.11 periods. Project managers fail to
take advantage of favorable completion times when the
project is managed according to the above schedule. It
should be noted here that optimistic completion times are
leveraged only by the last activity in the network since there
are no other activities planned to follow it. This means that
the managerial practice of scheduling to time rather than
completion of the previous activity is magnified in larger
projects. The core driver, activity duration variability, is a
fact. The practice of traditional project management to
schedule to time instead of completion of preceding activity
eliminates the opportunity to take advantage of optimistic
completions of activities and thus produces poor project
results.

« Cause: PERT/CPM does not recognize that some
resources might be required for more than one activity.

e Cause: PERT/CPM provides resource schedules based
only on technological relationships and time estimates.



These are addressed by Guideline XI.

Problem 4: Increasing Planned Activity Times
Resource managers (as opposed to project managers) have
long felt pressure to complete their activity within the
expected activity duration estimate. Resource managers
then often increase the estimate of activity duration that
they submit to the project manager to ensure that the
activity is completed on time and to show high utilization of
their resources. Low utilization of resources translates into
excess resources that will be trimmed. Figure 2-3 Problem 4
shows a simple two-activity PERT/CPM project. The upper
project is the network that would be developed if the
resource managers were to submit estimates of activity
duration based on the actual estimates of activity duration.
In the upper network, the PERT/CPM expected project
duration would be 12 periods. The lower network is the
PERT/CPM project network that the project manager would
construct if each resource manager were to increase the
expected duration of his activity by 25 percent.

Since the project manager constructs the project schedule
based on the activity duration estimates provided by the
resource managers, the resulting schedule would be as
shown. The expected duration of the project would be 15
periods.

Scheduled Expected

Activity Start Date Duration Finish Date
A . 0 . 5 5

B 5 10 15

If the project manager schedules to time (a resource
schedule) rather than the completion of the prior activity,
the actual expected duration of the project is 13.33 periods.
In this case, the project manager receives praise for
completing the project ahead of schedule and the activity
managers receive praise for completing their respective



activities ahead of schedule (although only 67 percent of
the time). If the estimates of activity duration had not been
increased and the project manager had planned to time, the
actual expected duration of the project would have been
12.67 periods. Clearly, this is a better result than 13.33
periods in both duration and cost, but the project manager
would be punished for failing to meet the scheduled
completion date. Finally, if the estimates of activity duration
had not been increased and the project manager had
scheduled to completion of the prior activity, the actual
expected duration of the project would have been 12
periods. Again, the ultimate causes of project delay are
resource managers including local protection in activity
times and the project management practice of scheduling
activity start times based on the expected time estimates
instead of scheduling activities to start based on the actual
completion of the preceding activity when variability exists.

e Cause: Murphy exists.

« Cause: Resource managers are expected to finish
activities when planned.

« Cause: Resource managers do what they feel is
necessary to ensure resource utilization and that the
resources are available when promised.

These are addressed by Guidelines IV and X.
Problem 5: Early Consumption of Path Slack Figure 2-3
Problem 5 shows a simple PERT/CPM network. There are two
paths in the network: A-C-E taking 28 periods and B-D-E
taking 33 periods. The slack associated with the non-critical
path is therefore 5 periods. Since activity E is critical (0
slack), all of the slack associated with the non-critical path
can be “assigned” to activities A and C. Because a non-
critical path has slack, a typical PERT/CPM project manager



would assign a start date of 5 to activity A. The expected
finish date for activity C would therefore be period 18. If one
examines the portion of the critical path before activity E
(namely B-D), it is obvious that the expected finish date for
path B-D is also period 18. It should be clear from the
example of variability and convergence points that if activity
duration variability exists in this network, then activity E
cannot be expected to start in period 18. Consequently, the
actual expected duration of the project cannot be 33
periods, but rather it must be longer. Two problems exist in
the practice of project management. First, all of the slack
associated with the non-critical path was absorbed in the
planning stage of the project. PERT/CPM treats path slack as
if it is associated with a specific activity and provides little
recognition that once consumed by early activities, it is not
available for protection for later activity (it is called activity
slack, not path slack). Second, the project is delayed
because of scheduling activity start times based on the
PERT/CPM-calculated late start date rather than scheduling
activities to start based on the actual completion of the
preceding activity when variability exists.

e Cause: Murphy exists.

« Cause: The projects is a major undertaking, which
determines the success or profitability (goal) of the
organization.

 Cause: Project managers delay expenses by starting
activities as late as possible.

These are addressed by Guidelines I, II, lll, and IX.
Problem 6: Resource Contention Many researchers have
recognized that the PERT/CPM assumption of infinite
capacity does not accurately reflect the reality of finite
capacity (e.g., Davis, 1966; 1973; Westney, 1991; Badiru,



1992; Davis et al., 1992; Dean, Denzler, and Watkins, 1992;
Pittman, 1994; Zhan, 1994). When resource capacity is
finite, the possibility exists that a single resource might be
required to perform two or more activities simultaneously.
Pittman defines resource contention as “the simultaneous
demand for a common resource within a narrow time-span”
(1994, 54).

Figure 2-3 Problem 6 shows a simple PERT/CPM project
with eight activities and two paths. In this example,
variability of activity duration is ignored and only the
expected activity duration estimate is used. The letter on
the node designates the use of resources. There are only
seven resources used to complete the eight activities.
Resource D is used twice—once on node D1 and again on
node D2. Typical PERT/CPM planning concludes that the
lower path A-C-D2-F-G is the critical path, taking 30 periods,
and the upper path A-B-D1-E-G is non-critical with 1 period
of slack.

By examining the network, one can clearly see that
resource D is required by activity D1 and activity D2 in
period 8. Since resource D can only be used on one activity
at a time, the activities must compete for the use of a
limited resource. Either activity D1 uses resource D or
activity D2 uses resource D, but both cannot use resource D
simultaneously. By scheduling D1 and then D2 on resource
D or vice versa, the duration of the project will be extended
beyond 30 periods. The ultimate cause of project delay is
the failure of PERT/CPM to recognize resource contention
when resources are scarce.

e Cause: PERT/CPM does not recognize that some
resources might be required for more than one activity.

e Cause: Resource utilizations are performance measures
important to the organization’s success.



These are addressed by Guidelines Il and VIII.

Problem 7: Resource Contention and Priority
Planning It should now be clear that the PERT/CPM
assumption of infinite capacity extends project duration
when resource contention and limited resources exist. Figure
2-3 Problem 7 demonstrates the effect on project duration
of priority planning to overcome resource contention. The
network shown has five activities and four resources. Once
again, activity duration variability is ignored, and only the
expected activity duration estimates are used. Typical
PERT/CPM planning concludes that the lower path B-C2 is
the critical path, taking 26 periods to complete, and the
upper path A-C1-D is the non-critical path with 3 periods of
associated slack.

If all activities are started on the early start date, the
problem of resource contention occurs in period 15. If
activity C2 is scheduled to use resource C first, then activity
C1l must wait for the completion of activity C2 in period 26
before C1 can begin. In this case, the upper path and thus
the project will not be completed until period 39.
Conversely, if activity Cl is scheduled to use resource C
first, then activity C2 must wait for the completion of
activity C1 in period 15. In this case, the lower path and
thus the project will not be completed until period 35. In
either case, the duration of the project is greatly extended,
but the difference between the two scheduling choices is
not insignificant. The ultimate cause of project delay is the
failure of PERT/CPM to provide a heuristic to prioritize
resource use among activities when resource contention
and limited resources exist.

e Cause: Priority of resource use may affect on-time
project completion.



e Cause: PERT/CPM does not recognize that some
resources might be required for more than one activity.

e« Cause: PERT/CPM does not provide priority rules to
support project completion.

These are addressed by Guidelines VI and VIII.

Problem 8: Variability, Convergence, and Resource
Contention Activity duration variability can compound the
problem of resource contention. In Fig. 2-3 Problem 8, a
simple PERT/CPM four activity, two-path project network is
shown. There are only three resources required. If a uniform
distribution of activity duration estimates is assumed, then
the expected duration of each activity is as follows: E(Al) =
5, E(B) = 3, E(C) = 5, and E(A2) = 4. Typical PERT/CPM
calculations conclude that resource contention does not
exist since the expected completion date of activity Al is
period 5 and the early start date of activity A2 is also period
5. The lower path C-A2 is the PERT/CPM critical path, taking
9 periods. However, if activity Al takes 6 periods to
complete (a 50 percent probability), then a resource
contention problem occurs, causing activity A2 to start later
than its early start date and thus extending the project
duration. If all possible combinations of activity duration are
enumerated, the actual overall project duration is 9.75
periods. Activity duration variability causes resource
contention when activity Al requires 6 periods and causes a
convergence problem when activity Al and activity B
require the longer of their respective estimates of duration.
The cause of project delay is the failure of PERT/CPM to
recognize convergence points, and resource contention and
limited resources when activity duration variability exists.

e Cause: Network conventions require that all paths
converge to one end node.



e Cause: Projects consist of dependent sequential
activities, parallel paths, and convergent points.

o Cause: Murphy exists.

e Cause: PERT/CPM does not protect against Murphy.

e Cause: PERT/CPM does not recognize that some
resources might be required for more than one activity.

e Cause: PERT/CPM does not view activity slack
strategically.

These are addressed by Guidelines Il and VIII.

Multiple Project Gedankens

Problem 1: Resource Contention across Projects Many
researchers have recognized that the PERT/CPM assumption
of infinite capacity does not accurately reflect the reality of
finite capacity (e.g., Davis, 1966, 1973; Westney, 1991;
Davis et al., 1992; Dean et al., 1992; Dumond, 1992; Badiru,
1993; Kerzner, 1994; Pittman, 1994; Zhan, 1994). When
resource capacity is finite, the possibility exists that a single
resource might be required to perform two or more activities
simultaneously. Recall Pittman defines resource contention
as “the simultaneous demand for a common resource within
a narrow time-span” (1994, 54).

Figure 2-4 Problem 1 shows two independent projects
diagramed as a single “mega-project.” This method has
been suggested by numerous researchers (Lee et al., 1978;
Kurtulus and Davis, 1982; Kurtulus, 1985; Kurtulus and
Narula, 1985; Mohanty and Siddiq, 1989; Bock and
Patterson, 1990; Tsubakitani and Deckro, 1990; Deckro et
al., 1991; Kim and Leachman, 1993; Lawrence and Morton,
1993; Yang and Sum, 1993; Vercellis, 1994), although there
has been considerable debate over how to schedule
resources.



The activity duration for each of the six activities in Fig, 2-
3 Problem 1 is deterministic (i.e., there is no variability).
Activities B1 and B2 require the use of the same resource.
Since there is only one of each type of resource and both
activity B1 and activity B2 require the use of resource 2 in
periods 7 through 15, a resource contention problem exists
across the two projects. If resource contention is ignored as
in typical PERT/CPM planning, project 1 has a planned
completion date of period 17; project 2 has a planned
completion date of period 18. There are two possible
orderings of the use of resource 2—B1 then B2 and B2 then
B1. If the project manager runs B2 then B1, project 2 would
have the same completion date as typical PERT/CPM
planning would estimate, but the completion date of project
1 would be delayed while activity B1 waits for activity B2 to
finish using resource 2. If the project manager runs Bl then
B2, activity B2 must wait for activity B1 to finish using
resource 2, thus extending the completion of project 2.
PERT/CPM does not provide mechanisms for determining
how to optimally sequence activities on common resources
across projects to provide realistic project completion times.

e Cause: PERT/CPM does not recognize that some
resources might be required for more than one activity
across projects.

This is addressed by Guidelines VIIlI and XIlI.
Problem 2: Priority of Resource Use across Projects
Figure 2-4 Problem 2 shows two simple projects diagramed
as a single mega-project. Resource 3 is used by activities
Cl, C2, and C3. Typical PERT/CPM planning calculates the
critical path for project 1 to be 23 periods and the critical
path for project 2 to be 35 periods. There are three possible
orderings for the use of resource 3 by the three activities:



C2-C1-C3 (solution 1 designated S1); C1-C3-C2 (solution 2
designated S2); and, C1-C2-C3 (solution 3 designated S3).
Any of the three possible solutions—S1, S2, or S3—will delay
the completion of the critical path of at least one of the two
projects. In fact, solution 3 (C1l-C2-C3) will delay the
completion of both projects. Additionally, one can imagine
the effects of multitasking or job splitting. Although
PERT/CPM assumes that an activity, once started, cannot be
stopped and restarted, it is common in practice for resource
managers to do just that in order to appease various project
managers. PERT/CPM does not provide guidelines on when
and how to multitask, a common practice in industry.



Early consumption of project slack

Problem 2 Problem &

Priority of resource use across projects Planning to time rather than activity
completion
Problem 3 Problem 7

Project 1

Project 2
Resource contention across progocts Increasging plarned actvity duration
caused by variability of oflher resources estimales
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Resource contenlion actoss prejecls
caused by variabiity of commaon or other
MEsSOUrces

FIGURE 2-4 Seven problems with PERT/CPM management of
single projects identified by Walker (1998).

e Cause: Priority of resource use across projects may
affect on-time project completion.

e Cause: PERT/CPM does not provide priority rules to
support project completion.



These are addressed by Guidelines VI, VI, and XIlI.
Problem 3: Resource Contention across Projects
Caused by Variability of Other Resources Figure 2-4
Problem 3 shows two simple projects diagramed as a single
mega-project. Each project has only two activities. Only one
activity (activity N in project 2) has any associated
variability. Resource 1 is used by activity L1 in project 1 and
by activity L2 in project 2 in immediate succession. Typical
PERT/CPM calculations estimate the completion date of
project 1 to be period 8, and the completion date of project
2 to be period 8. The dashed arrow in Fig. 2-4 Problem 3
shows the order of use of resource 1 as activity L1 then
activity L2.

If all possible combinations of activity duration are
enumerated, the completion date of project 1 is unaffected
by the activity duration variability. However, when activity
duration variability results in shorter than expected duration
of activity N, a resource contention problem between
activity L1 and activity L2 causes the delay of the
completion date of project 2. Resource 1 is still in use by
activity L1 when activity N is completed in period 2 (its
optimistic estimate). As activity L2 cannot begin until
activity L1 is completed, project 2 is unable to take
advantage of an optimistic completion. A resource
contention problem does not exist when activity N is
completed in its pessimistic estimate. Therefore, only the
late (pessimistic) duration time is added to the enumerated
total, and the completion date of project 2 is later than
planned. PERT/CPM does not recognize the impact of
statistical fluctuation and dependent events on project
completion. It should provide guidelines on buffering
resources and paths against statistical fluctuations.

e Cause: Murphy exists.



e Cause: PERT/CPM does not protect against Murphy.

o« Cause: PERT/CPM does not recognize that multiple
projects are interrelated due to the shared use of
common resources.

These are addressed by Guidelines VI, VI, and XII.
Problem 4: Resource Contention across Projects
Caused by Variability of Common or Other Resources
In Fig. 2-4 Problem 4, two simple projects are diagrammed
as a single mega-project. The activity durations in project 1
are variable, while the activity durations in project 2 are
deterministic. Resource X is used by activity X1 in project 1
and by activity X2 in project 2 in immediate succession.
Typical PERT/CPM calculations estimate the completion date
of project 1 to be period 8, and the completion date of
project 2 to be period 12. The dashed arrow in Fig. 2-4
Problem 4 shows the order of use of resource 1 as activity
X1 then activity X2.

If all possible combinations of activity durations for the
two projects are enumerated, the completion of project 1 is
unaffected by the activity duration variability of activities W
and X1. However, when activity duration variability results
in longer than expected duration of project 1, a resource
contention problem between activity X1 and activity X2
causes the completion date of project 2 to be later than
planned. PERT/CPM does not recognize the existence of
these three core drivers and does not provide a mechanism
to reduce their collective impact on project completion.

e Cause: Murphy exists.

e Cause: PERT/CPM does not protect against Murphy.

« Cause: PERT/CPM does not recognize that multiple
projects are interrelated due to the shared use of
common resources.



These are addressed by Guidelines VI, VI, and XIlI.
Problem 5: Early Consumption of Project Slack Figure
2-4 Problem 5 shows two simple projects diagramed as a
single mega-project. The critical paths of each project are as
follows: project 1 A-B-C = 16; project 2 E-D2 = 15. The non-
critical path of project 1 (A-D1-C) has two periods of
associated slack. Typical PERT/CPM management would
delay starting activity D1 in project 1 by the amount of slack
available. If activity D1 is started on its late start date,
activity D2 in project 2 and thus the completion of project 2
will be delayed by one period. PERT/CPM does not look at
the impact of contention across projects on project lateness.

e Cause: PERT/CPM does not view activity slack
strategically.

e Cause: The project is a major undertaking that
determines the success or profitability (goal) of the
organization.

« Cause: Project managers delay expenses by starting
activities as late as possible.

These are addressed by Guidelines |, II, IlI, IX, and XII.
Problem 6: Planning to Time Rather Than Activity
Completion Figure 2-4 Problem 6 shows two simple
projects diagrammed as a single mega-project. Each of the
two projects has only two activities, and each activity has
some associated activity duration variability. The expected
duration of each activity is as follows: E(A) = 4, E(B1) = 2,
E(B2) = 5, and E(D) = 5. Typical PERT/CPM planning would
yield the following estimates of the date of project
completion: project 1 complete in period 9, and project 2
complete in period 7.



The typical PERT/CPM manager would try to plan to start
each activity based on the estimated time of completion of
the preceding activity. Since E(A) = 4 and E(B1) = 2, the
manager would plan to start activities B2 and D in periods 4
and 2, respectively. If all possible activity durations are
enumerated and activities B2 and D are started based on
the expected time of completion of A and B1, respectively,
the expected completion dates of project 1 and project 2
exceed their PERT/CPM-planned completion dates. The
expected completion date of project 1 is 9.5 periods versus
9; the expected completion date of project 2 is 7.625
periods versus 7. PERT/CPM does not look at the impact of
scheduling to time instead of completion of proceeding
activity across projects on project completion.

e Cause: PERT/CPM does not recognize that some
resources might be required for more than one activity.

e Cause: PERT/CPM provides resource schedules based
only on technological relationships and time estimates.

These are addressed by Guidelines Xl and XIlI.
Problem 7: Increasing Planned Activity Duration
Estimates In this case (Eig._2-4 Problem 7), the activity
duration estimates have been increased by one period to
reflect that managers may recognize that activity duration
variability exists (see Fig. 2-3). The revised estimates of
activity duration are as follows: E(A) = 5, E(B2) = 3, E(B1) =
6, and E(D) = 6. If the reader examines Fig. 2-3 Problem 4,
he will find that increasing activity duration estimates leads
to PERT/CPM-planned projects being late; increasing planned
activity times in the multiple project environment also
causes projects to be late.

If all possible combinations of activity duration are
enumerated and activities B2 and D are started based on



the (revised) expected time of completion of A and B1,
respectively, the expected completion date of project 1 is
equal to its planned completion date given the revised
estimates of activity duration. The expected completion
date of project 2 is less than its planned completion date
given the revised estimates of activity duration. The
probability of on-time project completion is 100 percent for
project 1 but only 50 percent for project 2. The augmenting
(or “fudging”) of activity duration estimates has bettered
the probability of on-time completion of project 1 (over Fig.
2-3 Problem 6) and has not worsened the probability of on-
time completion of project 2.

However, augmenting the activity duration estimates has
caused the planned completion date of each project to be
later than would be the case without increasing activity
duration estimates. Both of the individual project
completions have been extended for minimal or no gain in
probability of on-time completion.

In this case, the project manager receives praise for
completing the projects ahead of schedule and the activity
managers receive praise for completing their respective
activities ahead of schedule (though only 67 percent of the
time). If the estimates of activity duration had not been
increased and the project manager had planned to time (as
in Fig. 2-4 Problem 6), the expected completion date of
project 1 would have been 9.5 periods and the expected
completion date of project 2 would have been 7.625
periods. Clearly, this is a better result than 10 periods and 8
periods (projects 1 and 2, respectively) both in time and in
cost, but the project manager would be punished for failing
to meet the planned completion date. Additionally, had the
activity duration estimates not been increased and the
activities had been planned to completion, the expected
completion dates of projects 1 and 2 would have been the
same as their respective planned completion dates.



PERT/CPM does not discuss the impact of overestimating
activity times across projects on project completion.

e Cause: Murphy exists.

o Cause: Resource managers are expected to finish
activities when planned.

e Cause: Resource managers do what they feel is
necessary to ensure resource utilization and that the
resources are available when promised.

These are addressed by Guidelines IV, X, and XII.

The Use of PERT/CPM Critical Paths in the Single Project Environment

In conducting research on project management using
simulation as compared to using project management in
practice, some differences are noted. In most simulation
models, the succeeding activity is linked to the completion
of the proceeding activity (scheduling by activity
completion). For example, if activity A was scheduled to
finish at time 10 but finished early at time 7, then activity B
started at time 7 instead of waiting until the scheduled start
time of 10. This seems to be the common practice in
conducting research on project management.

In practice, however, with the growing use of project
management software (Krakow, 1985; Lowery and Stover,
2001), the convention is to schedule by time (scheduling by
time). Each resource is given a project schedule indicating
when the resource is to start a given activity and how long it
is to last. Where software is not used, either convention
applies. Seldom, however, can a resource immediately
reschedule what it is doing to start an activity early unless
given warning.



The point here is that research does not simulate reality in
its simplest form. In practice, where projects are large,
several functions are involved, and project management
software is used, projects seldom benefit from optimistic
(early) completions. This means that the project is assured
of being late unless extraordinary actions are taken to keep
the project on schedule. If activities are only completed in
their mean and pessimistic times, then activity times and
project times are consistently understated. The project will

always be late.l
e Cause: Theory does not support practice.

This is addressed by Guideline XI.

The Use of PERT/CPM Critical Paths in the Multiple Project Environment

Two approaches are recommended in the research—the use
of single project critical path and the use of a mega-project
network connecting all projects to plan and controlling all
projects simultaneously. Little research has been conducted
to determine which of these is the better approach. Given
the errors in logic of simulating projects as described
previously, any research comparing these approaches needs
to be reconsidered. Clearly, if resource contention exists
across projects, then this must be reconciled to determine
appropriate critical paths for each project and clearly, if one
or a few resources are heavily loaded in most projects, then
a mega-project approach is desired to ensure effective use
of the constraining resource across projects.

In practice, 90 percent of projects occur in a multi-project
environment and little research has been conducted in this
environment. In practice, few organizations use the project
networks to control projects and little research has been



conducted on how to control across multiple projects. After
the original project plans are established, few bother with
constantly updating the plans and rescheduling in the
computer. Given all of the causes of failures of projects, one
can see why a manager may not go to the trouble to
constantly update every delay on every activity in a
network.

e Cause: No well-defined method of planning and
controlling projects in a multi-project environment
exists.

This is addressed by Guideline XIlI.

Summary of the Micro Issues

That which is of the most importance here is not that
researchers have not recognized that PERT/CPM is limited by
its assumptions, but rather that the effects of these
assumptions have been both underestimated and unstated.
Many researchers have indeed recognized these
assumptions, but there has been no systematic effort to
eliminate the effects. By examining the gedankens, the
reader will recognize that if the practitioner is forced to
commit even one of the errors identified previously, then
the project is probably going to be late. Additionally, the
magnitude of the system effect (late, over budget, or under
completed projects) is increased with each problem and
each occurrence of each problem.

A Brief Overview of Critical Chain Project
Management



Critical Chain in the Single Project Environment

Goldratt (1997) introduced the concept of Critical Chain
Project Management for Single Projects (CCPM-SP or Critical
Chain) to begin to address the problems associated with the
more traditional methods of PERT/CPM and Gantt charts. As
presented later, CCPM-SP addresses many of the guidelines
listed previously, but not all of them. Guideline | concerns
recognition of project type. Guidelines Il and VII deal with
the development of the project network, while Guideline XIlI
is concerned with multiple projects. The resulting project
network is a feasible, but not necessarily optimal, project
plan.

Figure 2-2 shows a typical activity-on-node PERT/CPM
project network. Realistically, the completion of project
activities requires the use of resources. Furthermore,
resources are typically limited—there are only X number of
programmers, or bulldozers, or whatever. Assume that the
project shown in Fig. 2-2 is to be completed using three
different resources. Figure 2-5 shows the same AON network
as Fig. 2-2, but with the addition of resources. The shading
on the diagram denotes resource use: A and B, C and D, and
E and F share a common resource.

The reader will quickly note that the activity times have
been reduced by 50 percent. This reduction, at least
partially, addresses Guidelines 1V, VIII, and X. In addition,
there has been another arrow added to the diagram. This
dashed arrow represented the priority of resource use within
the project—addressing Guidelines Ill and VI. By using the
PERT/CPM technique of forward- and backward-passes
through the network considering this newly added dashed
arrow, the ES/EF and LS/LF times can be determined. Those
activities with zero slack are critical activities. However, the
sequence of activities (A-D-C-F) does not correspond to a
PERT/CPM path, so the term chain is used to denote the



difference between a PERT/CPM path (which considers only
technological precedence) and a CCPM-SP chain (which
considers both technological and resource precedence).
Since all of the activities on the chain A-D-C-F have zero
slack, this chain is called the Critical Chain (CC).

Other additions to the diagram are the boxes labeled FB
and PCB. These boxes denote feeding buffers and the
project completion buffer, respectively. These buffers exist
to address Guidelines V, VI, and IX. Time was taken out of
each of the activities in the project, resulting in a.5
probability that each activity will be completed on time. The
buffers exist to increase the probability of on-time project
completion. The PCB adds time to the end of the project. In
this case, since the CC is 20.5 days the PCB would be 10.25
days—the project can then be promised to be delivered in
30.75 days. The feeding buffers exist to protect the CC from
variation of non-critical activities. If activities B and E were
started on the LS date and suffered any delay, then the CC
would be jeopardized. The feeding buffers require that these
activities be started sometime before their LS date. (Actual
determination of buffer size is left to later chapters.)

LS=135 LF=17 LS=17LF=205

Start

PCB ]-! End

ES =205EF =255

ES=0EF=10

LS=0LF =10 LS=205LF =255

ES=10EF=17 ES=17EF=19
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FIGURE 2-5 Typical activity-on-node project network with
resource contention identified (shading shows same
resource use).

In practice, CCPM-SP requires that all activities on the CC
be monitored and started as soon as the previous activity
ends in order to take advantage of early completions. This
process addresses Guideline Xl. Additionally, all resources
on the CC are monitored to ensure that multitasking is
eliminated or minimized to address Guideline V.

Brief Review of Critical Chain Literature

In the book Critical Chain, Goldratt (1997) first published the
concept of CCPM. Like several of his prior texts, the book
outlined the concept in a narrative fashion and does not
seem to have been intended to be a “how-to” manual for
CCPM. Rather, its purpose seems to have been to provide a
basis for a stream of research that might be pursued by him
and others. Pittman (1994) and Walker (1998) examined the
single and multiple project environments (respectively) and
sought to expose the assumptions and practice of
scheduling and controlling projects by traditional methods.
Their work provides the basis for the gedankens presented
earlier in this chapter.

Hoel and Taylor (1999) sought to provide a method (via
simulation) for determining the appropriate size for the
buffers required by CCPM. Rand (2000) introduced CCPM to
the project management literature framing CCPM as an
extension of TOC. He concluded that CCPM not only dealt
with the technical aspects of project management (like
PERT/CPM) but also that CCPM dealt with how senior
management manages human behavior in the construction
of the project network as well as the execution of the
network. Steyn (2000) followed this research with an



investigation of the fundamentals of CCPM. He concluded
that a major impediment to implementing CCPM is that it
requires a fundamental change in the way project
management is approached and that such a change is likely
to meet with resistance.

However, Herroelen and Leus (2001) argued that while
CCPM was as important to project management as TOC was
to production scheduling, CCPM oversimplified the issue of
scheduling and rescheduling. Herroelen, Leus, and
Demeulemeester (2002) continued much of the same
argument in a later paper. Likewise, Raz, Divr, and Barnes
re-examined CCPM and concluded that project performance
is often a function of the skills and capabilities of project
leaders and that “some CCPM principles do make sense in
certain situations” (2003, 31). McKay and Morton (1998) as
well as Pinto (1999) were concerned that CCPM might be
misapplied by managers who failed to understand the
underpinnings of CCPM and who attempted to adopt it
without fully changing their fundamental approach to the
management of projects.

Answering this criticism, Steyn (2002) sought to apply
TOC to a variety of other areas of project management
beyond the creation and execution of project schedules. He
recognized the multidisciplinary nature of project
management and how it affects cash flow, stakeholder
needs, and risk management. Yeo and Ning (2002) began
work on integrating supply chain management with project
management. Sonawane (2004) incorporated systems
dynamics with CCPM to create a “modern” project
management system. Similarly, Lee and Miller (2004)
applied systems thinking to multiple projects along with
CCPM, and Trietsch (2005) argued that CCPM is, in fact, a
more holistic approach to project management than
traditional methods.

Herroelen and Leus concede that CCPM “seems practical
and well thought-out...nevertheless, for single projects, the



unconditional focus on a ‘Critical Chain’ seems useless...”
(2004, 1616). Srinivasan, Best, and Chandrasekaren (2007)
presented a case study that clearly appears to contradict
this conclusion. The Warner Robins Air Logistics Center (WR-
ALC) is charged with the repair and overhaul of C-5
transport aircraft. After an eight-month implementation
period starting in 2005 and without the addition of any
resources, WR-ALC returned five additional aircraft to the
operational fleet by reducing the number of in-service
planes from 12 to 7. The replacement value of these aircraft
is $2.4 billion and does not consider nonmonetary benefits
such as increased responsiveness and casualty avoidance
during wartime.

Summary and Conclusions

The literature of project management relates to the practice
of project management and to the theory of project
management. The practice emphasizes the large number of
project failures, and the theory focuses on fine-tuning
algorithms in an attempt to minimize computer time or
project duration. Certainly, the two themes should converge
to provide a simple but effective approach to project
management. One approach to refocusing the theoretical
literature is to take a different perspective to project
management. Our systems approach attempts to
specifically identify several of the sources of project failure.
The purposes of this chapter were twofold. First, we
examined the macro issues associated with project
management. Second, the micro issues of project networks
were examined. The overall objective of this research is not
to propose solutions to each of the surface problems
revealed in this chapter but to identify and logically link
these surface problems to their underlying causes as well as
to project failure. One must fully understand the core



problems of project management and its environment
before proposing a comprehensive solution to these core
problems. Without this systems perspective, a proposed
solution may create more problems than it solves.

This chapter provides evidence that, not unlike other
business environments, the management of single and
multiple projects has certain core problems that must be
recognized prior to the development of new tools for
planning and control. Recent research in the areas of both
single and multiple project planning and control has
recognized the shortcomings of the PERT/CPM method.
Twelve quidelines have been proposed by which the
effective planning and control of both single and multiple
projects might be improved.

These guidelines reflect fundamental changes to the way
single and multiple projects are currently planned and
controlled. The objective of any improved planning and
control technique should not be to find the optimal solution
to each of the problems found in project management, but
rather that a feasible or realistic solution be found for all of
the problems in project management (such as that
presented by Goldratt, 1997 and Newbold, 1999).
Furthermore, solutions for any one problem should not be
developed in isolation of the other problems. Additionally,
complex solutions should not be developed for such
solutions are difficult for practitioners to both understand
and apply. A realistic planned project completion date that is
met is better than an optimal solution that is never met.

The practitioners have voiced the strongest criticisms of
current project management methods. This is because the
current reward systems are based not upon the method
used but upon the results received—on time, on budget, and
to full specifications. Recognizing the inadequacies of PERT-
based methods in achieving the desired results,
practitioners attempt to modify these project management
methods.



Practitioners recognize the effects of variability and finite
capacity when their projects are completed late and over-
budget, but do not understand the underlying reasons for
the observed effects. They intuitively “know” that PERT/CPM
assumptions are causing their project to fail, but have not
recognized that their own behavior is also a cause. These
behaviors, such as project managers seeking to delay
spending or to avoid late penalties, or resource managers
increasing planned activity duration to protect their
resources, are driven by policies and measures. (A full
discussion of policies and measures, how they influence
behavior, and how to align individual behaviors with
corporate goals is far beyond the scope of this chapter.)

Important recommendations to practitioners may be made
because of the research presented in this chapter. Project
managers should understand that estimates of activity
duration are prone to over-estimation and, counter-
intuitively, often lead to poor project performance. Project
managers should also understand that multiple projects are
interdependent due to the shared use of common resources.
As such, decisions made with respect to one project may
have detrimental effects on other projects, even projects
that have not yet started. Additionally, a reward system
should be developed that recognizes the completion rather
than the duration of both activities and projects. Resource
managers need to understand the concept of a Critical
Chain and must also take advantage of early activity
completions. Finally, project managers should not base
planned project completion dates on PERT-based plans, but
rather on some method that recognizes the shared use of
common resources and the existence of statistical
fluctuation within and across projects.

Researchers have identified many of these surface
problems in their studies; however, no comprehensive
examination of the causes of these surface problems has
been undertaken. We feel this approach is not enough. To



provide a practical framework for reducing project failures, a
systems approach must be taken to identify both macro and
micro surface problems, core drivers (environmental
factors), and core problems with the PERT/CPM
methodology. We do not propose a comprehensive solution
to addressing project management; however, we do provide
some guidelines to start a dialog with other researchers in
developing a more effective and practitioner-friendly
approach to project management. Researchers should use
these guidelines as a starting point to develop algorithms
that are more robust. Goldratt’s Critical Chain method offers
promise in addressing many of these problems. It has been
used effectively in a limited but growing number of different
environments. That method and others need to be
developed and refined to provide a systems perspective
encompassing the needs of project managers, resource
managers, and organization managers.

Policies, procedures, measures, planning, and control
methods need to be re-examined as indicated by the
current reality trees of single and multiple project
organizations. Underlying conflicts among the goals and
measures of managers create many of the surface problems
seen in a project management environment. These conflicts
must be resolved by providing supporting policies,
procedures, and measures. Given that these can be devised
and successfully implemented, a systems perspective must
be utilized to identify all of the core drivers in a given
environment and the planning and control system so
structured to accommodate these core drivers. The project
environment has several common core drivers that must be
incorporated into any planning and control methodology. We
tried to identify a number of these and provide guidelines
for managers to consider in planning and controlling
projects. These gquidelines should also provide the
foundation for further research into developing and testing



effective methodologies for planning and controlling
projects.

Academia needs to shift emphasis from defining a good
algorithm from one that minimizes computer time or finds
the shortest completion time to determining ways to
construct networks to guarantee completion of the project
on the plan and methods of immunizing projects against
statistical fluctuation. The recognition that in the presence
of statistical fluctuation and dependent events, lateness
accumulates are essential. Methods of eliminating or
minimizing the effect of the accumulated lateness on project
completion are needed. Strategic buffering of resources,
paths, and networks in single and multiple projects must
also be studied.
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CHAPTER 3
A Critical Chain Project Management
Primer

Charlene Spoede Budd and Janice Cerveny

Introduction

As evidenced by their support of professional certification
from the Project Management Institute,1 organizations want
to improve their project management skills. Even though
the profession has recognized the need to improve and
companies seriously try to improve their project
management maturity, most are still on the lower levels of a
typical five-level project management maturity model, and
few have reached the top levels involving continuous
improvement.

The previous chapter, by Ed Walker, is an excellent review
of the entire history of project management. The next three
chapters, one by Realization, one by Rob Newbold, and one
by AGI, cover the latest Critical Chain (CC) advances.
Compared to the other chapters in this section, this chapter
contains tutorial material on how CC works, along with some
implementation suggestions. Our basic assumption is that
the reader knows little or nothing about Critical Chain
Project Management (CCPM).

Why These Widespread Project-Related Problems Persist



Chapter 2 clearly outlines a host of very familiar problems
with which project managers (PMs) continue to struggle.
History suggests that a definitive solution is elusive.

Throughout his professional life, Eli Goldratt has stressed
how complex and chaotic situations can be handled with a
simple five-step approach (first detailed in Goldratt and Cox,
1984; Goldratt, 1990, 59-62). This same approach applies to
project management (Leach, 2005, 52-54). The first of the
five steps involves identifying the constraint. For projects,
the constraint that prevents an organization from earning
more, both now and in the future, is the time required to
complete a project with available resources. In product
development projects, for example, projects delivered late
may lose a significant share of their potential market to
competitors.

Copyright © 2010 by Charlene Spoede Budd and Janice
Cerveny.

For traditionally-managed projects, two assumptions
guarantee project completion delays: (1) project task times
can be accurately predicted, and (2) the traditional project
management planning and control system is effective
(Leach, 2005, 10-11). Resources are asked to provide an
estimate of the time required to complete a particular task.
Once all project resources have reported their estimated
(and safe) times, management frequently requires lower
estimates. If those estimates are accepted by all resources
(and resources usually have little choice), the estimate
becomes a commitment upon which the resource will be
evaluated.

Task Duration Uncertainty

We know that task times follow a distribution pattern that is
skewed to the right. No task can be completed in zero time,



but the maximum possible time can be extremely long. Look
at a simple example such as the time required to drive to an
important client’s office. Let’s say if you pressed the speed
limit (exceeded it by 5 or 6 miles—9 or 10 is more common
in Atlanta) and encountered no problems, you might make
the trip in 20 minutes (the minimum task time). Normally,
however, the trip takes about 30 minutes. If there was an
accident on the freeway that you couldn’t avoid, it may take
several hours. If you had to promise your client that you
would be there at a certain time or lose your account, how
much time would you estimate? It would certainly not be 20
or 30 minutes. The same is true for a project resource who
must promise to complete a task in a certain amount of
time. The estimate typically will be in a range such that the
resource has a 90 to 95 percent probability of successful on-
time completion.

Since task times follow a skewed distribution, as
illustrated in Fig. 3-1, and have unique properties,
completion times cannot be estimated with precision.
Nevertheless, an estimated time must be provided.
Resources operating in traditional project management
environments, therefore, are forced to protect their careers
by providing times with appropriate safety that will permit
them to survive management “adjustments” and to deliver
on their promises.

The area under the curve shows the probability of
completing the task in a given time estimate. Estimated
completion time if resources could dedicate their time to the
task, without interruption, most likely would occur
somewhere to the left of the longer vertical dotted line in
Fig. 3-1 (between the two arrows pointing in opposite
directions). A minimum time, the far left point in the
distribution curve, can occur, but with very low probability.
To provide for interruptions and urgent but unplanned
assignments, resources typically elect to provide a time that
they are 90 to 95 percent confident they can achieve. In



general, if resources deliver on the accepted due date, they
receive a good evaluation. If a task is delivered late, their
evaluation is diminished, depending on how late a task is
delivered. Typically, resources are evaluated based on how
well they perform their assignments, independent of other
resources working on the same projects.

50 percent
probability

90 percent
probability

Frobability

Time

FIGURE 3-1 Probabilities for a task with a skewed
distribution.

In project-based environments, where multiple projects
are performed using shared resources, "“accurate” task
estimates are even more critical for planning achievable
schedules. Because making sure that an individual resource
is not assigned to work on two tasks at the same time is
logistically next to impossible in a multi-project environment
(due to task completion uncertainty, where no single point
estimate can be correct), only the most sophisticated
(project mature) organizations attempt to solve this
mathematically NP-hard problem.2

The mechanisms used to plan and schedule projects must
minimize the risk of nonproductive, abortive, or misdirected
effort. The methodology also must provide relevant, timely
information for management control, such that appropriate
intervention occurs when needed during project execution.
In addition, the system must capture the correct information
for improvement.

In traditional multi-project environments, a basic problem
is the inability to ensure adequate progress on the projects



already underway while simultaneously having the flexibility
to take advantage of new business opportunities as they
arise. Typically, new projects are entered into a system as
soon as they are funded and few organizations appear to be
able to successfully establish stable global project priorities.

Traditional Survivor Behaviors

Human resources may be assigned to three to five major
projects, sometimes in addition to their functional duties. To
deal with skewed task times, official resource estimates,
those that are turned in to management, generally are two
or more times their estimated dedicated durations.
Dedicated duration estimates are those that could be met if
resources were allowed to work without interruption.
However, most project employees do not work without
interruption.

Forced multitasking induces additional stress on already
heavily loaded resources. In spite of the widespread praise
for multitasking ability, most people realize that they are
more productive when they concentrate their effort on one
task (Rubenstein et al., 2001; Shellenbarger, 2003, 169).

Three behaviors typically are used by resources to deal
with chaotic project situations: (1) student syndrome, (2)
sandbagging, and (3) engaging in Parkinson’s Law. They are
discussed in the following sections.

Student Syndrome

The name student syndrome (Goldratt, 1997) developed
from a common student behavior of lobbying for an
extension to an exam date that is two weeks away (typically
some time after an upcoming school event) so they can
study. However, most students only begin studying for the
exam a few hours or, at best, a couple of days before it is



scheduled—whether or not they receive the requested
delay. While this behavior is typical for students, it also is
typical for the rest of us.

Negotiating additional time would appear to enable us to
ensure on-time completion of current assignments. Of
course, when we wait until the last possible minute to begin
a new assignment, we should expect that we would run into
problems we had not anticipated. Therefore, meeting the
promised due date may be extremely difficult and stressful.

Sandbagging Completed Work

Sandbagging refers to holding completed work until a more
beneficial time arrives to officially acknowledge its
completion. A resource may have fought long and hard for
the time allotted to its task. Therefore, if a task is completed
early, there may be a very real reluctance to pass it on to
the next activity, since their next task duration estimate
may be discounted accordingly. Also, acknowledging an
early completion frequently results in additional assigned
work, increasing a resource’s workload even more. In order
to protect one’s reputation and believing that the next
resource will not be prepared to take advantage of an early
start if one discloses early completion, most experienced
resources will not pass on their work until just prior to, or on,
the due date.

Sales people (including those who sell projects) who have
met their quotas regularly engage in sandbagging. A similar
delay in passing on work, but due to a different motivation,
is work completion delays due to Parkinson’s Law, discussed
next.

“Improving” a Completed Task



Rather than merely holding completed work, if work on a
task proceeds extremely well (which normally would enable
the work to be completed before the due date), there is a
tendency among some resources to continue improving the
completed work. This sometimes is referred to as
“polishing” work and has come to be known as Parkinson’s
Law which states that work expands to fill the time available
(Parkinson, 1957).

Not infrequently, these resources think they are improving
the quality of their product by adding “extras” not included
in the original specifications for the task. (In our experience,
this is especially true on software projects.) However, the
unspecified and undocumented addition may cause
problems, sometimes major problems, further along in the
project.

Management rarely distinguishes between  task
uncertainty and the time that is lost when tasks are started
late, constantly interrupted, or when workers fail to turn
over finished work. CC acknowledges these dysfunctional
behaviors and establishes policies to deter their occurrence.
The next section summarizes the basic elements of CC.

Key Elements of Critical Chain

While many of the basic project management concepts are
preserved in CCPM, it is designed to overcome the most
egregious issues that have resulted in the poor performance
of projects as described in the previous chapter and in all-
too-familiar press reports. The magnitude of change
required demands a different approach. When people are
doing their best and outcomes are unacceptable, as Deming
(1993, 172-175) so strongly advised, we must change the
system.

Changes are required in planning, scheduling in single and
multi-project environments, and in managing the project.



Issues in Creating a Project Plan

Most stakeholders involved in a project are quite familiar
with the general requirements of the project that include
issues such as identifying the project objective, having a
project charter, understanding the work breakdown
structure, acquiring resources, and creating a plan for the
budget and scheduled tasks.2 Once planned, most project
management books suggest that the critical path, the
longest chain of dependent tasks, is the most important in
project completion. Therefore, this path is given preferential
treatment when assigning scarce resources.

When planning a CC project, the total budget may be the
same, but there are particular scheduling requirements that
differ from the traditional critical path approach. However,
we will discuss the scheduling differences then return to the
project budget toward the end of this chapter.

Task Duration Estimates

Human resources naturally include safety time in their
duration estimates. In defining a CC schedule, this safety is
removed from individual (local) tasks and aggregated to
protect the entire project. It can be helpful if the PM has
some historical knowledge of an individual resource’s safety
preferences. In general, about half of a task’s “safe” time,
the time required to be 90 to 95 percent confident of task
completion, is there to cover interruptions, surprise rework,
urgent unanticipated assignments, and task estimation
error.

Rather than providing “start” and “finish” times for every
task, as recommended by traditional project management,
CC uses task durations and asks resources to work on a
first-in, first-out (FIFO) basis for all queued tasks. Start times



are provided only for initial activities on a path—those with
successor activities but no predecessors.

Task Uncertainty

Just as a management reserve is established to cover the
uncertainty of estimated costs, task uncertainty is managed
in CC with buffers of time. Besides referring to these blocks
of time with no scheduled activities as buffers, some U.S.
government guides call them schedule reserves or schedule
margins.2 (For example, see NASA, 2009, 223-224; United
States Government Accountability Office [GAO], 2009, 56,
respectively, for NASA and GAO best-practices remarks).

Buffers will be explained more fully later and will be
illustrated in an example of a project scheduled using CC
concepts.

Resource Contention

In most traditional project plans, encountering resource
unavailability or tasks delivered late can cause the critical
path to shift. Some projects will have the critical path shift
several times during project execution. These shifts result in
constantly changing priorities and continuously revised task
start and finish times. This is especially true if projects are
not leveled prior to initiation of project work.

In CC project plans, it is vital to resolve all resource
contention with reverse passes through the project
schedule; that is, starting from the end of the project
schedule, eliminating resource contention all the way back
to the start of the project. Following this resource leveling
effort, the Critical Chain is identified as the longest chain of
task and resource dependencies. Ideally, a Critical Chain
remains the same throughout project execution.

Merging Paths



There is special risk in a project schedule where paths or
chains2 of dependent activities merge with other chains. If
one of the paths is the Critical Chain, the project completion
date can be endangered by late completion of a non-critical
path. As we will see in a sample CC project schedule, special
attention is ascribed to chains of dependent activities that
merge into tasks on the Critical Chain.

Communications

There are many policy differences between traditional
project management and CCPM and those differences will
require changes in organizational and individual behaviors.
An especially important process for CC projects is an
effective communication system that includes a method of
resource notifications, a message to a resource to: (1) start
a chain (path) of activities, (2) prepare for upcoming work
on the Critical Chain, or (3) perform critical work on a
higher-priority project in a multi-project environment. Such
notifications help to ensure that CC tasks, which determine
project completion, will be given appropriate priority.

Later in the chapter, we will describe how CC overcomes
all the forces that pose challenges to successful project
completion.

Issues in Managing Project Execution

Ideally, no project should be started unless all specifications
have been received, the charter has been approved, an
acceptable schedule has been approved, and all other
preparatory steps have been accomplished. Further, no task
should be started unless all required materials are available
and the task is at the start of a FIFO work queue. Having
everything ready and on hand before starting a project or a



task is referred to as having a “whole kit” or a “full kit.”
While a research project may violate this “rule,” other
projects should not.

In traditional project management, once a project is
begun, each task is managed as if it were an independent
event. That is, a worker is rewarded if an assigned task is
completed on or before its scheduled finish date; exhorted
to work harder if it is not completed on the finish date; and
punished, in several ways, if the finish date is overrun by a
significant amount. The rationale for this partitioning of
project work is that if every task is completed on time, the
project will be completed on time. Of course, this rationale
completely disregards the reality that few, if any, tasks are
passed on early. Therefore, if only a few tasks complete late,
as nearly always happens, the entire project is delayed.

Critical Chain uses buffers to manage task duration
uncertainty and to monitor project progress. A later section,
entitled “Project Control: The Power of Buffer Management,”
describes how this is accomplished.

Scheduling a Single Project

One of the easiest ways to illustrate the way CC addresses
the issues presented previously is by contrasting what is
done in traditional project environments with a single
project example. To illustrate the scheduling steps, we use a
simple project with 5 resources and 10 activities (tasks).
There is only one of each of the five uniquely qualified
resources; each resource can perform its own work but
cannot perform the work of any other resource.

To provide a better understanding of single-project
scheduling, a manual CC process is described in the
following section. However, there are software programs
now available that can perform these scheduling steps in
both single project and multi-project environments. The



advantages of the CC solution in a multi-project
environment are even more dramatic and will be discussed
later.

Modifying Task Duration Estimates

Following initial project planning activities (i.e., identifying
the project objective, authorizing the project charter,
determining required tasks and the work breakdown
structure, etc.), a most critical step in preparing a project
plan is getting estimates for task durations. In most
organizations with a functional or matrix structure,® project
resources are primarily responsible to a line manager and
only secondarily to a PM. The resources know that project
tasks will be in addition to their usual job responsibilities.
They often do not know how much of their time the task will
take. They do know that they will be expected to complete
their project tasks within the estimated (promised) time.

R (=X:8 Hes, 2

Task A Task B Task C Task J
Resource 5 Resource 2 Resource 3 Resource 4
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Task |
Resource 4 QEEEERK
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FIGURE 3-2 Estimated dedicated task times.



If resources could work uninterrupted on a task until it is
completed, they probably would provide the estimated
durations shown in Fig. 3-2. However, they would be risking
their jobs to report these durations to their PM.

Veteran resources (all of whom have experienced
unplanned work assignments and interruptions that affect
their ability to complete their assigned tasks on time) rely
on their intuitive knowledge that the actual task time will be
an element of a skewed distribution having some minimum
time but possibly a very high maximum. Therefore,
knowledgeable resources typically give a task duration
estimate that they can expect to meet at least 90 percent of
the time. (Recall that resources in traditional project
management are held responsible for completing the task
by their estimated times.)

Assume, for our simple example, resources provide the
task times illustrated in Fig. 3-3 for a traditional, resource-
leveled project.Z Task D, on the top path of Fig. 3-3 and Task
J at the very end of the project, show the skewed continuous
distributions associated with the task estimates of 16 days
and 28 days for Tasks D and ], respectively. All of the tasks
have similar distributions that justify the times submitted,
although they are not shown in the figure. The tasks that
comprise the critical path are highlighted with a solid thick
grey line from Task D and two-thirds of Task E, to Task B,
shifts back to Task E (to complete the final 4 days of the 12-
day task) estimate, and then continues to Tasks F, G, and J.

Note that the lower path of activities in Fig. 3-3 is
scheduled to begin as soon as possible (immediately after
Resource 4 completes Task D), as is the general practice in
traditional project scheduling. The generally held erroneous
assumption that an early start helps ensure an early finish
guarantees path starts as soon as possible. The project is
scheduled to complete in 104 workdays. Microsoft Project



2007 ™ software splits the work on Task E into two parts and
includes Task B on the critical path, as reflected in Eig. 3-3.

FIGURE 3-3 Traditional resource-leveled project schedule
(showing 2 of 10 distributions).

A major precept of the Theory of Constraints (TOC) states
that the sum of local optima is not equal to global optima. In
managing a project, the concept implies that concentrating
on individual task completion does not ensure that the
project will complete on time. The entire project may be in
danger of not completing on schedule when even a few
tasks are late (especially if they are on the Critical Chain).
This means that we should change our focus from individual
task completion to project completion. This focus is
accomplished in a CC schedule by removing the safety
(time) built into the individual tasks and concentrating this
safety where it will protect the project’'s completion rather
than the completion of individual tasks.

Can we really do this and not jeopardize the completion of
every task? Yes, but it will take some changes in
organizational behavior patterns, which we will discuss later.
First, let’s look at the statistics that really indicate that there
is little overall danger in removing some time from task
duration estimates.



A Bit of Statistics

Basic statistical understanding informs us that about half a
project’s tasks will complete before their dedicated duration
and about half will complete after. The uncertainty in the
sum of tasks is equal to the square root of the sum of the
squares of the individual task variations. Variation here is
the difference between the estimated and actual time.
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Of course, the above formula technically is only applicable
in  repetitive situations where task durations are
independent, but it helps us understand a complex issue.

Intuitively, when we amass all the protection in one place
(a buffer), the early and late finishes should offset each
other. Thus, TOC argues that we need only about half the
safety used to protect each individual task. For shorter
projects, where the offsets might not happen as expected,
we might need more than 50 percent of the safety removed
from individual tasks; on larger projects, we may not need
as much. However, 50 percent is a good rule of thumb for
establishing a project’s buffer, the schedule reserve that we
establish at the end of the Critical Chain.

Critical Chain Scheduling

Armed with knowledge of CC issues and the single project
environment, we are prepared to schedule the sample
project introduced previously. There are six generic steps in
CC scheduling

1. Build an initial project schedule that has safety times
(assumed here as approximately 50 percent of the



original task time estimate) removed from task
durations.8

2. Working from the end of the project, eliminate all
resource contention (first backward pass).

3. ldentify the longest path of resource and task
dependencies: the Critical Chain (the second
backward pass).

4. Calculate and insert the project buffer (typically about
half the safety removed from tasks on the Critical
Chain).

5. Calculate and insert feeding buffers for all paths
(chains) merging into the Critical Chain, resolving any
newly discovered resource contention within the
project. (Compute buffer sizes using the same
procedure as that for the project buffer.)

6. Add communication resource buffers?2 to ensure
timely notifications to resources that have no
predecessors to begin work, and to all resources that
have work assigned on the Critical Chain.

An optional seventh step may be required if the planned
completion date is too far in the future.

7. Analyze the schedule and evaluate options to
complete the project at an earlier date; make selected
changes, review and approve changes, and update
the schedule.

As we will see, for most CC projects it is easy to know
which additional resources should be acquired, and for what
periods of time.12 Therefore, we will concentrate on the first
six steps in our sample illustration.

Critical Chain Scheduling—Steps 1 through 4



To schedule the project shown in Fig. 3-3 as a CC project, the
safety embedded in each task is removed from protecting
the task (a local optimum) and half of the safety related to
the CC tasks is moved to a place where it can protect the
entire project from uncertainty. That means that the starting
point for developing a CC schedule is shown in Fig. 3-2, i.e.
the project with the estimated dedicated task times.

Step 2, resource leveling, then is accomplished by starting
at the end of the project and working backward,
rescheduling or shifting each task so that there is no overlap
of tasks assigned to the same resource while keeping the
total length of the project as short as possible. Unlike the
traditional approach where resource leveling occurs after
identification of the critical path, with CC the leveling is
accomplished prior to identification of the Critical Chain.

Step 3 involves another backward pass through the
project in order to identify the most obvious candidate for
the longest path. Once again, starting from the end of the
project, and working backward on the chosen path, the
Critical Chain (=) is identified as Task J, C, and B, but then,
because Task E uses the same resource as Task B, the
Critical Chain moves up to Task E and finally Task D.11

Step 4 results in the insertion of the project buffer. The
size of the buffer, technically, is half the number of time
units (days in this example) of safety that were removed
from the activities that comprise the Critical Chain. Most
practitioners understand that it is half the total length of the
Critical Chain. The project buffer is placed at the end of the
Critical Chain, thus pushing the end date past the apparent
end point of the last task.

Figure 3-4 demonstrates the first four steps in CC
scheduling: (1) using shortened or dedicated task times, (2)
resource leveling, (3) the identification of the Critical Chain,
and (4) insertion of the project buffer. The Critical Chain is




identified with white stars beside the task identifications in
Fig. 3-4.

Note that the project buffer in Fig. 3-4 (Step 4) has no task
or resource assigned. The project buffer can be used to
manage the time lost in those tasks that do not complete in
their shortened (dedicated) time. Rather than having safety
in individual tasks where it may not be required (and
typically is wasted due to the student syndrome,
sandbagging, and Parkinson’s Law), the project buffer
protects completion of the project. Note also that we have
rescheduled the lower chain of tasks in Fig. 3-4 to start as
late as possible without encountering resource contention
on Tasks F and H.

The project is now scheduled to complete in 78 days, but
there are several more steps. Remember that software is
available to perform these steps.

In terms of the TOC Five Focusing Steps (5FS), the CCPM
scheduling Steps 1, 2, 3, and 4 would be the TOC focusing
Step 1 (identify the constraint) and Step 2 (exploit the
constraint).

Project Buffer
{1/2 of critical chain)
26 days

FiIGURe 3-4 Critical Chain incomplete project schedule with
only a project buffer.

Merging Paths—Step 5



When non-Critical Chains of dependent activities that merge
into the Critical Chain encounter problems, the entire
project can be delayed. To provide protection for such
possibilities, feeding buffers, Step 5 should be added at the
end of each non-critical path at the point where it joins the
Critical Chain. Like the project buffer, feeding buffers are
blocks of time that do not have assigned tasks or resources.

The size of these buffers is determined using the same
logic as with the project buffer. The general rule is to use
half of the total estimated, reduced task times of each
feeding path. If the feeding path contains a Critical Chain
task, the Critical Chain task is excluded from the calculation
because the project buffer already protects it. Figure 3-5
illustrates the placement and size of the feeding buffers for
our sample project schedule. The feeding buffer for the
upper chain (5 days) is half of the time scheduled for Tasks F
and G (10 days). The feeding buffer for the lower chain (7
days) is half of the time scheduled for Tasks H and | (14
days).

Figure 3-5 exhibits two important phenomena unique to
CC. Notice first that Task A is not on the Critical Chain, but is
a predecessor activity for Task B. Since Task A is a 12-day
task, it should have a 6-day feeding buffer. However, that
amount of buffer would push the start of Task A to 4 days
earlier than the start of the Critical Chain, which is illogical
even if possible. Therefore, a dark line in the 6-day feeding
buffer denotes the fact that 4 days of the 6-day buffer are
consumed before the project begins. Some CC scheduling
tools add the “days earlier” to the project buffer for
additional protection, others simply register the fact that
one of the buffers has already been partially consumed, and
others push everything out to make room for the buffer. For
this example, 4 days have been added to the project buffer,
increasing it from 26 to 30 days.




A second item to note is the apparent violation of the
practice of starting all tasks as late as possible. In this case,
the PM has decided that because Resource 3 on Task | has
the possibility of delaying the start of Task C on the CC if
Task H and | are delayed more than a total of six days (a
distinct possibility since the feeding buffer is seven days),
that the lower path in Fig. 3-5 should begin as soon as
possible.12 This action results in a large gap between Task |
and the feeding buffer, at the end of which the lower path
joins the CC. It is not uncommon for such gaps to occur,
given reasoned analysis of risk and additional resource
leveling due to the insertion of feeding buffers. Gaps on
non-critical paths such as the gaps between Tasks E and F
on the upper path in Fig. 3-5 also are no cause for
concern.13

Projact Butter
(1/2 of Critical Chain + 4 days)
30 days

Feeding
{ Buffer
| 7 days

FiGUReE 3-5 Critical Chain project schedule with project and
feeding buffers.

In terms of the original 5FS, dealing with merging paths
would be the subordination step, Step 3.

Another Look at Resource Contention



In order to develop a project plan that has any chance of on-
time completion, we must schedule tasks in such a way that
the assigned resource is not scheduled to work on more
than one task at a time. In CC scheduling, we typically start
tasks as late as possible and, when scheduling manually,
schedule shorter tasks toward the end of the project when
possible. This usually will result in less resource contention
as the rescheduling proceeds and provide better
opportunities for time recovery earlier during project
execution.

As mentioned previously, the critical path in traditional
projects may change many times. In CC scheduling,
resolving resource contention is doubly important and the
possibility of resource contention must be checked in every
step of the process.

Looking at the intermediate project schedules in Fig. 3-4
and Fig. 3-5, we see that Task F and Task G are forced earlier
in time by the insertion of a 5-day feeding buffer. However,
no new resource contention arises due to the insertion of
this buffer. Task I, Resource 3, which was pushed earlier by
previous action by the PM, is not affected by the insertion of
a 7-day feeding buffer. If work on Task | has not been
completed by the time Task B (that precedes Task C) is
completed, normally the PM will inform Resource 3 to cease
work on Task | and move to Task C on the CC.1%4 Since Task D
is on the CC, Resource 4 first will complete that task, then
begin Task H. Should Task D require more than 8 days to
complete, Task H might be delayed starting, but the feeding
buffer and project buffer can absorb any delays. This simple
project example is unusual in that new resource contention
does not result from the insertion of feeding buffers. You
always should expect new resource contention arising when
feeding buffers are added to a project schedule.

Scheduling a resource to work on more than one task at a
time can easily result in the resource multitasking in order



to show “progress” on all assigned tasks. Making sure this
does not occur in a single project, by leveling all resources,
avoids this type of unproductive multitasking. Of course, in
a multi-project environment, it is impossible to level all
resources over all projects with any confidence that
resource contention can be avoided. We must use another
CC technique, discussed later, to avoid resource contention
in @ multi-project environment.

Communications—Step 6

It is imperative that a resource that is assigned to a task on
the Critical Chain immediately begin that task as soon as
the preceding task is completed. CC uses a notification
system that informs the next resource that she or he will be
required to work on a CC task. This notification is given a
brief time interval before the previous CC task has been
completed. In the sample project, this time interval would
be two or three days at most.
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FIGURE 3-6 A complete and fully protected Critical Chain
project schedule.



Step 6 of CC project schedulingi2 ensures this notification
occurs by placing resource buffers in the project schedule at
appropriate points. Resource buffers do not have any task
time: they are communication tools. In addition, resource
buffers should be placed in the project plan to inform
resources assigned to tasks with no predecessor when they
should begin work. Tasks A and D have no predecessors and
therefore require early warning signals.18

The problem of ineffective multitasking was discussed
previously. A general policy should be established that
states that once a task is begun, it should be completed
before another queued task is begun. Certain exceptions
can be allowed, such as when the resource must wait for
some requirement before he or she can complete the
current task. However, the most important exception is
when the resource is required on a CC task. The notification
time, mentioned previously, should be set at a sufficient
time for the resource to “set down” his or her current work
in an orderly fashion and prepare for the CC task.

Now we have a fully protected CC project schedule, shown
in Fig. 3-6, with no resource contention and with three
feeding buffers and a project buffer. The project is now
scheduled to complete in 82 days.

There are alternative CC project schedules that are
possible for the sample project used in this chapter. This is
because the scheduler or scheduling tool may opt to move
different tasks forward or backward and thus achieve a
somewhat different schedule.Z The most important concern
is not that the schedule is the shortest possible schedule (as
most academic literature suggests), but that the promised
project completion date is adequately protected.

In Fig. 3-6, resource buffers (one or two days) have been
placed in the project schedule to notify Resources 4 and 5
when they should begin work on this project. Resource 4 is



informed to begin Task D, then go immediately to Task H.
Proper notification (a resource buffer) is given to Resource 2
when work is scheduled to start on Task E on the Critical
Chain. Resource 2 is instructed to proceed from Task E as
soon as that work is completed to Task B. Like Task H, whose
start was transmitted in Task D’s resource buffer, a separate
resource buffer for Task B is not required.

Even though Resource 3 may still be working on Task |
(late completion) when Task B is nearing completion, the
resource buffer or other communication about an upcoming
CC task may advise Resource 3 to start setting down work
on Task | in an orderly way and be ready to begin work on
Task C as soon as Task B is completed. Once Task C has
been completed, Resource 3 immediately can return to Task

| and complete that work.18

Three Sources of Critical Chain Project Protection

The previous discussion and Fig. 3-6 illustrate that there are
three types of protection to improve the likelihood of
completing CC projects on schedule:

1. One project buffer of time that can be used for Critical
Chain tasks that are not completed in their shortened
duration times.

2. Multiple feeding buffers of time that can be used to
protect the Critical Chain activities’ starts if there are
problems with activities on merging paths.

3. Multiple resource buffers that do not add time to the
project schedule but provide early warnings to certain
resources either to start a path or that they must
move to a CC task when needed and sometimes
deviate from the standard policy (of not stopping work



on a task until it is completed) in order to start a CC
task on time.

In order to present the principles of CC project scheduling,
this section considered a simple schedule in a single project
environment. We have also presented some clues about
basic behavioral changes that are required to make CC
project scheduling more effective. Responsibilities for
behavioral change will be covered later, but first we will look
at the complicated world of scheduling in many or perhaps
most environments where many projects coexist.

Scheduling Projects in Multi-Project Environments

A major problem in a multi-project environment s
establishing priorities. Not every project can be “Number
One.” Setting priorities for projects in a multi-project
environment is difficult, but essential. In our experience,
many organizations forgo this politically sensitive task and
simply cram as many projects as possible into the system in
order to take advantage of new business opportunities.
Doing so, however, frequently jeopardizes progress on the
projects currently underway. The assumption that an early
start makes possible an early finish is incorrect. As
described previously and in Chapter 2,12 flooding the
organization with projects creates chaos in the project
management process, stresses conscientious workers, and
tends to burnout the organization’s best people.

Because multitasking is rampant in multi-project
environments, and generally is highly valued by
management, we wish to stress again its negative effect on
productivity. So that you can experience the harmful effects
of multitasking, we have included a “Wafer Experiment,”
located at www.mhprofessional.com/TOCHandbook that you
should conduct. The experiment compares traditional
multitasking on three projects with the CC approach. This is




a nice experiment to perform with your children, who may
be far better than you may be at manipulating objects on a
computer, and who will benefit from being involved in the
experiment.

Establishing Project Priorities

It is beyond the scope of this chapter to solve all the
problems of prioritization, but it is imperative for every
organization in a multi-project environment to use some
priority scheme. It does not make sense to permit, by
default, the setting of priorities by a resource manager or
other person who may not have a global perspective of the
organization’s many ongoing projects.

Many organizations have established a Project
Management Office (PMO) for the management of their
project portfolio. Some of the possible functions of a PMO
are described in Fig. 3-7. Notice the establishment of project
priorities based on business priorities, resources, and
organizational skills.

Selecting a Scheduling Resource and Establishing Scheduling Buffers

Once project priorities are established, the key TOC concept
of buffers can be employed to control the initiation of new
projects. In a multi-project environment, each project is
scheduled in the same way as in a single project
environment, but without regard to resource usage in other
projects. Due to massive task duration uncertainty, it is not
possible to level all resources across all projects and expect
such initial leveling to remain effective for any period of
time once project execution is begun.

In order to minimize the need for resources to multitask
and to make sure delays on one project do not affect other
projects, entry of new projects into the system must be



controlled. We have chosen to use the descriptive terms of
“scheduling resource” and “scheduling buffers” in this
chapter to restrict the entry of new projects. However,
standard terminology has not been established. A search of
CC software vendors’ training materials and an investigation
of materials and resources used by consultants,
academicians, and other CC experts have yielded references
to “pipeline buffer,” “staggering buffer,” “drum feeding
buffer,” “scheduling resource buffer,” “synchronizing
buffer,” “drum buffer,” “sequencing buffer,” “capacity
buffer,”29 “drum schedule buffer,” “pacing buffer,” and
“capacity constraint buffer.”

Business Process
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FIGURE3-7 Functions of a Project Management Office.
(Reprinted with permission from A Practical Guide to Earned
Value Project Management, 2nd ed., Charles I. Budd and
Charlene S. Budd. © 2010 by Management Concepts, Inc.
All rights reserved.)

A scheduling resource (SR), somewhat similar to the
constraint resource in Drum-Buffer-Rope (DBR)
implementations for manufacturing, is used to minimize
resource conflicts and prevent choking the organization with
too many projects. Just as material is scheduled into a



production line based on the system’s constraint (the drum
that controls the pace of production), we can schedule the
initiation of projects into our operations based on the
scheduling resource’s availability.

Of course, identifying a resource constraint in most multi-
project environments is impossible and unnecessary.
Therefore, choosing the “right” SR is not critical, but the SR
should be one that is utilized across most projects. In
software projects, the integration?k resource typically is
chosen as the scheduling resource.

The initiation of each project (in the predetermined
priority order) is scheduled such that the SR is leveled
across the projects. That is, the SR’s22 tasks are never
overlapped. New projects can be initiated only at the time
that the SR’s first task in the new project occurs after the
SR’s last task in the current project is scheduled to
complete.

In addition, we do not want to schedule the SR’s tasks in
the different projects back-to-back in case one of the tasks
should overrun its estimated duration. To provide some
protection for the overall multi-project schedule, a
scheduling buffer is used in each project.

The scheduling buffer is inserted into each project in front
of the first task to be performed by the SR. When problems
arise in any project, a time buffer in front of the SR’s task in
the next project will minimize slippage in the entire portfolio
schedule. The size of the buffer is optional, but it should be
relatively large. Because our entire project portfolio
schedule depends on the scheduling buffer, a general rule is
to make the buffer at least as large as the duration of recent
task times scheduled in the higher-priority project. This is
especially true when first establishing a CC multi-project
environment. However, buffer size can depend on
experience, individual project configurations, and other
factors.



For example, suppose we select Resource 4 as a SR. The
last two tasks of Resource 4 in the sample project (see Fig.
3-5 or Fig. 3-6) are scheduled with sequential durations that
total 20 days. This project is unusual in that Resource 4 was
required to perform four separate tasks on this project. The
next priority project only requires Resource 4 to perform two
tasks, about the average for this organization. Therefore,
the organization has decided that 20 days is a sufficient
scheduling buffer to delay the start of Project 2.

Figure 3-8 shows the latter part of the current project,
“Project 1,” and two additional projects being initiated as
Resource 4 (black color) is available to perform work on
them. (Only the latter part of Project 1 and only the
beginning part of Project 3 are shown in Fig. 3-8 because the
figure is designed to show how the scheduling buffers in
Projects 1 and 2 sequence the release of Projects 2 and 3
based on availability of black Resource 4.) The previously
described Strategic-Resource-Buffer methodology
sufficiently staggers the entry of work into the
organization’s system, according to a project’s priority, to
avoid, to a great extent, any temptation for resources to
multi-task. Should there be an occasional example of a
resource being required to perform work on different
projects at the same time, the PMO or the resource manager
can decide which task should have priority.
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FIGURE 3-8 Scheduling resource (black) and scheduling
buffers space the entry of new projects.

The CC in each project in Fig. 3-8 is identified with white
stars (). Project 2 has black Resource 4 scheduled on two
tasks for a total of 25 days. Therefore, the scheduling buffer
to sufficiently delay the start of Project 3 is 25 days.

Establishing clear project priorities to support an
organization’s strategy is the responsibility of top
management. Priorities should be clear and firm. Should a



more desirable project opportunity arise, project scheduling
can be adjusted. However, the impact of delaying projects
already scheduled should be computed and considered
carefully prior to adding a new project. Change control at
the portfolio level is as important as change control on an
individual project.

Project Control: The Power of Buffer Management

We previously discussed the purpose of buffers as a project-
planning device to concentrate protection for individual
projects and to control the initiation of projects in a multi-
project environment. Another very important use of CC
buffers is to provide a project management tool so a PM
knows when to take action and when to avoid doing so
unnecessarily.

Tracking Buffer Consumption

To calculate buffer consumption, the PM must have current
information on every task that has been started and has not
been completed. At each checkpoint (daily or once or twice
a week), each project staff member currently working on a
task should be asked for the amount of time remaining to
complete the task. It is unproductive, for project
management purposes, to ask for a completion date or
percentage of the work that has been completed.
(Historically, “percent complete” has often been
overestimated.) A “remaining” time estimate is necessary
for the PM to know if action is warranted. The remaining
time, added to the time elapsed since the task was started,
can be compared to the original estimated aggressive time
to determine the buffer penetration or recovery. The



reported remaining time changes (i.e. is not always
decreasing) each time a query is made.

A task duration overage, meaning the task will complete
some time beyond the reduced estimated (aggressive)
duration, can be calculated as follows: For a task that has
been started and not completed, add the amount of time
remaining to complete the task (provided by the assigned
resource) to the time elapsed since the task was initiated
and compare the current expected total duration to the
original estimated aggressive duration. If the current
duration is greater than the estimated aggressive duration,
the difference between the two is the amount of overage
that must be reflected in the appropriate buffer as “used.”23

The overage calculation is not based on when the task
was originally planned to start. There is no concern about
“start dates” or “finish dates” as each activity time is
calculated only on its own planned duration. More will be
discussed on this matter later, but as we have already
intimated in the preceding section “Communication Plan,”
start dates are not emphasized. Instead, CC concentrates on
task durations and provides notifications of impending work
for each resource on the Critical Chain and for each task
without a predecessor task. Otherwise, work is performed in
the order in which it arrived in a resource’s queue.

If the overage task is on a feeding chain, the amount of
the estimated overage is subtracted from the feeding buffer.
If, at some point, a feeding buffer becomes fully consumed,
then any remaining overage is shown as utilized in the
project buffer. For any task on the Critical Chain, the
overage must be subtracted from the project buffer. In a
multi-project environment, the project management office
(or the equivalent function) should track the performance of
the SR (see Fig. 3-8) so that scheduling buffers can be
adjusted if the SR indicates a shorter or longer than planned
duration for one of its assigned tasks.



Start of Buffer End of Buffer

k

Expected Mormal
Variation Variation

FIGURE 3-9 Buffer variation areas. (Reprinted with
permission from A Practical Guide to Earned Value Project
Management, 2nd ed., Charles |I. Budd and Charlene S.
Budd. © 2010 by Management Concepts, Inc. All rights
reserved.)

Knowing When to Act

PMs need to have a meaningful knowledge about their
project’s status and they need to know when to take
corrective actions. The amount of buffer utilization provides
the required information. Buffers are generally divided into
three equal sections of time that can be thought of as
“expected variation,” “normal variation,” and “abnormal
variation.” They are somewhat analogous to the green,
yellow, and red of a traffic control light. An illustration of this
division is shown in Fig. 3-9. In Fig. 3-6, there are 30 days in
the project buffer, which means there would be about 10
days in each of the buffer variation sections.24

Expected Variation (Green Zone)

Time has been aggregated in the CC buffers to protect the
completion date of the project. If everything works
according to the CC schedule, some or all of the buffers will
be used and the project will complete on or before the
scheduled date. As the project work proceeds, we can
expect one-third of the buffers to be utilized due to inherent
task uncertainty. That means that, in our sample project
from Fig. 3-6, we will expect that 10 or 11 days will be



utilized from our project buffer. No action is required to
correct the system at this point. Deming (1993, 194-209)
called excessive intervention in operations “tampering.”
Taking corrective action when none is required can waste
productive time and cause loss of focus.

Normal Variation (Yellow Zone)

The basis for Deming’s discussion of tampering was his
hypothesis (now universally accepted) that there are two
kinds of variation in any process. He called them “common
cause” variation and “special cause” variation (Deming,
1986). Common cause variation is inherent in the design of
the process itself because no process is perfect. By their
very nature, project task times are uncertain. The utilization
of the second third of CC buffers is usually caused due to
the inherent uncertainty of task duration prediction. Small
variations in the operation of a project are not a reason for
alarm, but if the second third of the buffer begins to be used
to cover task overages, plans should be formulated to
recover lost time. However, to avoid tampering, action
should not be initiated until abnormal variation, the last
third of the buffer, is experienced.

Utilization of the last (abnormal variation or red) section of
a buffer is usually the result of special cause variation and it
is wise to observe the scout motto to “be prepared.” The
time for the PM to develop an action plan to be used if the
red (abnormal) section of the buffer is penetrated is before
it happens—while only the second section of the buffer
(normal variation) has been penetrated. Among other
possibilities, an action plan might include such items as
arranging for the possible use of overtime or additional
resources, outsourcing parts of the project, or securing an
agreement to reduce the scope of the project.

Abnormal Variation (Red Zone)



Special cause (abnormal) variation is usually the result of a
unique event outside of the normal course of the project
operation. Such events could be as simple as illness of a
project resource or as momentous as a natural disaster.
When the red portion of the buffer is penetrated, it is
definitely time for action and the implementation of the
plans made while buffer consumption was in the middle
section of the buffer.

If a feeding buffer is involved, the appropriate action is to
carefully monitor the project buffer. If the project buffer still
holds adequate safety, immediate action may not be
necessary. If the project buffer is involved, the action plan
should be initiated immediately. If a scheduling buffer is
involved, the initiation of the next project should be delayed
if possible. Some precedent tasks of the next project may
have already been started before knowledge of the SR
problem surfaced. If the next project has already been
initiated, it would be prudent to delay the initiation of other
projects that occur later in the project schedule.

Adjusting Buffers

As a project nears completion, it is expected that some or all
of the buffers will be utilized. It is less and less important to
maintain the full size of the protective buffers unless they
are needed. Remembering that we had to add 4 days from a
feeding buffer, the sample project in Fig. 3-6 (or Fig. 3-5)
starts with 30 days in the project buffer. Compared to the
original CC time, that is a ratio of 30/52 = 0.58. This ratio of
task duration to buffer time should be maintained
throughout the performance of the project.

Using Fig. 3-6, for example, when Tasks A, D, and E have
been completed, Tasks B, C, and ] on the Critical Chain
would leave 38 days of work to be completed. Maintaining



the same ratio of 0.58 means that the project buffer can
now be adjusted down by 8 days to about 22 (actually
22.04). The traffic light buffer sections of the new buffer
would be divided into thirds of 7-1/3 days each and an
adjustment made to calculate the new action triggering
points. The amount of the reduction in the buffer (8 days) is
subtracted from any previous buffer utilization and the
difference is applied to the new buffer sections. Assuming
that 10 days of safety have been used from the buffer,
subtract the 8 days of buffer reduction from the 10 days of
safety consumption and the project has utilized 2 days of
our recalculated buffer. The project is still “in the green”
(experiencing expected variation) and no action is required.
See Fig. 3-10 for an illustration of (a) the buffer penetration
of 10 days using the original buffer size and (b) the
recalculated buffer with two days penetration. (A thick black
line denotes the portion of the buffer that has been used.)

a. Original Buffer Size and Consumption (solid black line)

10 Days 10 Days 10 Days I

b. Recalculated Buffer Size and Consumption (solid black line)

7-1/3 Days 7-1/3 Days

F

FIGURE 3-10 Original and revised buffer sizes (after
completion of Tasks A, D, and E).

Sometimes consumption of the buffer is referred to as
buffer burn rate. The TOCICO Dictionary defines this term
as, “The rate at which the project buffer is being consumed
in Critical Chain Project Management. The rate is calculated
as the ratio of the percent of penetration into the project



buffer and the percent of completion of the Critical Chain”
(Sullivan et al., 2007, 7-8). A result of 1.0 would indicate
that the original relationship between the Critical Chain and
the buffer is being maintained. Using this formula in our
sample project, the burn rate would be 0.33 [percentage of
buffer consumption: (10 days)/(30 days)], divided by 0.27
[percentage of Critical Chain completed: (14 days)/(52
days)], or 1.22, a bit higher than the desired 1.0. However,
Fig. 3-10 indicates the project is still in the expected (green)
range of variability.

Feeding buffers similarly are adjusted as the feeding paths
are completed. Since Task A has been completed, its feeding
buffer is no longer needed. However, 12-day Task A required
16 days for completion, so 2 of the 10 days of the original
project buffer used resulted from Task A, which was able to
use only 2 days of its original 6 days of feeding buffer.

The PM should know how and why to perform these buffer
calculations each time they receive task reports on active
tasks, but in complex project settings it would be a very
difficult chore without CC project software that reports
resized buffers, buffer penetration, and other useful project
management information. Various CCPM software programs
may compute buffer consumption slightly differently, but
the example in Fig. 3-10 will give you an understanding of
how the buffers can be adjusted manually as the project is
completed.

A typical fever chart showing the trend of buffer
consumption versus CC completion over a number of
reporting periods, is illustrated in Fig. 3-11. The solid black
area (top of Fig. 3-11) represents the red zone, requiring
immediate action, the dark grey area in the middle
(diagonal) represents the yellow zone, where plans are
made, but action is delayed, and the light grey area
represents the green zone where things are going well and
the PM should not intervene. Note that by the fourth
reporting date, buffer consumption jumped to about 80



percent while only 40 percent of the CC was completed. The
project was in the red zone and required immediate
intervention. While the project recovered (back to the yellow
zone) by the sixth period, additional recovery plans should
be formulated in order to ensure on-time completion.

100%

Percent of Buffer
Consumed

0%
0% Percent of Critical Chain Completad 100%

FiGure 3-11 Buffer tracking on a fever chart [adapted from
Newbold (2008), 112].

Using Buffer Consumption Information to Continuously Improve

When buffer consumption enters the expected (yellow)
variability zone (see Figs. 3-9 and 3-11), every task that
overruns its expected (aggressive) time should be analyzed
for the cause. This investigation might be initiated for any
buffer consumption, starting from the beginning of a project.
Causes of overruns (overages) include the following:

Material damaged or of poor quality

Resource ill or absent due to family emergency
Task poorly defined (or poorly understood)
Quality problem with previous work



e Resource assigned to a more critical project by the PMO
(or similar body)

e Subcontractor problems such as poor quality or late
delivery

« Unexpected event such as abnormal weather22

Whatever the cause, it should be recorded and all like
events aggregated via a check sheet. A Pareto analysis will
reveal the most common and expensive causes of delay.
This information should be used to analyze how processes
and procedures can be changed to avoid future overrun
occurrences. The data definitely should not be used to point
fingers or berate employees.

Everyone involved in the most common and most critical
overrun events should be part of a team to formulate a
solution. This group might include individuals involved in
predecessor and successor tasks. In this way, an
organization can continuously improve its project
performance.

Project Budgeting

Now that you have been exposed to CC scheduling and
management, we need to return to the subject of project
budgeting. We know that we can control task uncertainty
with buffers of time. Should we control project costs with a
budget buffer of cash? First, let us review, very briefly, a few
things about project budgeting.

Keep in mind that the first priority for the organization is
completion of every project on or before its CC (shortened)
due date. Time is the element that limits organizational
profitability. Costs are secondary, or perhaps even further
down the list of organization goals. However, if a process is



not established to permit cost savings on projects, they
most assuredly will not occur.28

Components of a Project Budget

We are all familiar with the angst of going through the
preparation of a regular annual budget and the subsequent
budget cycle. Fortunately, preparation of a project budget is
much easier and requires fewer schedules. For example,
project revenue, either actual or imputed (for internal
projects), generally is known prior to a detailed estimation
of costs.2Z In addition, either the finance or accounting
department will take care of managing cash flows, so a
project can be treated as a cost center (for internal projects,
where only costs are traced to the project) or a profit center
(for projects initiated for outside customers and involving
revenue generation as well as cost accumulation). Project
costs include materials, labor, and overhead.

Materials

Required raw materials, major (costly or unique) supplies,
and outsourced work that generally is billed in a lump sum
are included in this category and should be estimated for
each task that must be performed to complete the project.
Materials typically are added when the first task on a path is
begun, but can be required for any task.

Equipment purchased for the sole use of the project can
be included in the materials or overhead (see subsection
“Overhead”) category. The original cost of the equipment,
minus any resale or salvage value, or, alternatively, the
periodic lease cost, should be assigned to the project task
designated to use the equipment.

If more than one task requires use of this special
equipment, the net purchase cost (original purchase price,



less salvage value) or the lease cost of the equipment may
be apportioned to the tasks using the equipment by
employing a rational and reasonable allocation method. In
this case, the project’s overhead account is used rather than
the materials account.

Labor

Labor can be the largest element of project cost, and
includes the fully loaded (salary plus benefits) cost of all
resources assigned to the project. For convenience, some
organizations use an average resource cost per day for all
projects, but, with present-day software, it is easy to use
individual resource costs. Only the time spent working on
the project should be charged to the project.

Overhead

In addition to overhead amounts that may be incurred for
the direct benefit of a particular project (such as equipment
lease cost or specialized equipment depreciation expense),
organizations usually assign a portion of total organization
overhead to a project during its life. Overhead costs include
information systems, maintenance, and human resources
costs, as well as the costs of general materials and
equipment commonly wused by many projects and
departments. Overhead might also include interest expense
on borrowed funds.

Good internal control requires direct tracing of all
overhead costs to the project benefitting from the use of the
overhead item, if possible. However, many organizations
use only a few overhead cost pools (sometimes called
buckets) that are basically general ledger accounts where
costs of a particular type are aggregated. Then the
organization uses simple allocation methods based on



common drivers (allocation bases), such as total materials
costs or total labor hours or total labor costs, to allocate
overhead amounts. Typically, there are weak cause-effect
relationships between the accumulation of costs in the pool,
the assumed dependent variable (the item caused by the
driver) and changes in the driver (the assumed independent
variable) whose increase causes the overhead cost pool to
increase.

Typically, overhead costs and driver quantity are
estimated prior to the start of an organization’s fiscal year
for each overhead pool. Then, an overhead rate [(estimated
cost)/(estimated driver quantity)] is computed and used to
allocate pool costs to “users” of the cost pool. For example,
if the estimated annual costs for a particular overhead pool
(overhead account) are $832,000 and the driver is direct
labor hours of 208,000, every direct labor hour incurred on a
project would be allocated $4.00 of overhead from this
pool.28

A PM should seek to find out everything possible about the
organization’s overhead allocation process so they can be in
a position to negotiate a lower rate if the project does not
utilize the services provided by every overhead pool. While
difficult to accomplish, some PMs succeed in negotiating a
lower overhead rate.

Regardless of how costs are allocated to the project, we
now return to the question of how the total project budget
should be allocated to project tasks. The remainder of this
topic is a bit beyond the beginner level we have assumed
thus far, but the following discussion could prove extremely
beneficial to your organization.

Assigning Total Project Costs to Project Tasks

Materials naturally are linked to the tasks requiring them
and material costs, including outsourced work, which can



easily be traced to particular tasks. Therefore, material
costs normally are treated the same for traditional and CC
projects.22

Human resource time (labor), however, is another matter.
Logically, if aggressive task times are used and resource
time safety moved to a buffer, costs should follow the same
pattern. For example, Task A in Fig. 3-3 required 24 days of
work by Resource 5. In a CC schedule, Resource 5 would be
asked to complete the task, under different operating
policies, of course, in 12 days. Ignoring material costs, if we
assume that Resource 5 has a fully loaded cost of $50 per
hour or $400 per day, $4800 [(12 days) X ($400 resource
labor cost per day)] would be assigned to Task A and $2400
(6 days x $400 per day) would be assigned to the project
budget buffer,29 analogous to a project buffer of time. While
budget buffers might be established for feeding paths as
well as for the project, there is little need for such
dichotomy between feeding chains (paths) and the Critical
Chain when establishing a budget buffer. Therefore, there is
a need for only one budget buffer for each project into
which half the cost of the safety time removed from all tasks
is deposited.

Using traditional product budgeting, Task A would be
assigned $9600 for Resource 5 labor, while CC would assign
a total of $7200 ($4800 + $2400) to Task A and the project’s
budget buffer. The difference in these two amounts ($9600
and $7200), or $2400, would be held at the organizational
level as project contingency funds. A PM can freely access
funds in the project’'s budget buffer, but must petition the
organization to access project contingency funds. The
budget for other tasks would be handled similarly.

For example, the PM could transfer amounts from the
project budget buffer to Task A to cover time overages. If
Resource 5 required 16 days instead of the estimated 12
days to complete Task A, as we earlier assumed, the CC PM



could transfer $1600 (4 days x $400 per day) to cover Task
A’'s overage. Should Task A complete in 12 or less days, the
budget buffer would remain intact and remain available to
cover other task (or materials) variability.

The project’s budget buffer is computed from the safety
time and individual resource costs for all tasks on the
Critical Chain and feeding paths (chains). If the project
completes on or before its calculated due date, any funds
remaining in the budget buffer would be returned to
Accounting/Finance. If the project requires access to
contingency funds, the PMO, or similar body, should provide
them upon reasonable and logical petition unless the project
is to be cancelled or delayed.

Implementing a New Project Budgeting Process

Quite obviously, for all projects completed for outside
parties, an organization would not want to return revenues
earned by the completion of a project by its CC due date,
which can be significantly shorter than a similar project
completed using  traditional project management
techniques. Therefore, careful attention must be paid to
agreed contracts. Contracts not only should state that all
revenues promised are earned upon successful completion
of the project, but there also may be opportunities to earn a
bonus for early project delivery. Likewise, it is not too risky
to accept contractual penalties for delivery beyond the
promised due date. Even better, these terms (bonus for
early completion, penalties for late completion) should be
suggested to organizations preparing Requests for Proposals
(RFPs) so all companies responding face the same terms.
Prior to implementing a new system for allocating project
costs to tasks and the establishment of project budget
(cost) buffers, however, the CCPM must be implemented
and working as expected. Then the 10-step change process



described later and illustrated in Fig. 3-12, shown later,
should be followed to ensure that potential negative
unintended consequences of such a change do not occur.
For example, funds from traditionally budgeted project work
may be used by a resource manager to compensate for
unbudgeted items such as employee recruitment or
specialized training needs, and this situation should be
addressed prior to implementing a new budgeting process.

Project Reporting

Communication was one of the key elements of CCPM listed
early in this chapter. Parts of the internal communication
plan were discussed briefly. Communicating (reporting) both
internally and externally is presented in this section.

Internal Reporting

The two main aspects of internal reporting are
communications among the project team members and
information provided to those within the project control
functions of the organization. Necessary information is
generated from CC Buffer Management. Some aspects of
this topic, such as the resource and scheduling buffers, were
introduced in the section “Project Control.” Excessive
consumption of buffers always should be reported.

Review of Project and Feeding Buffers

The most relevant information to provide inside the
company is buffer consumption for all active projects.
Consumption of a project buffer that does not match
completion of CC tasks (the buffer burn rate) is most

revealing.2l Because the project buffer serves as an



additional protection for feeding buffers, the ratio of
consumption compared to completion of noncritical tasks is
not terribly important.

Buffer consumption over time, as revealed in “fever”
charts showing which region (zone) of a buffer [green
(represented as light grey in chapter figures), yellow (dark
grey), or red (black)] has been penetrated at a particular
status date, displays trends and charts the history of project
operations. As demonstrated in Fig. 3-11, the danger zone
(black area) requiring immediate action typically is wide at
the beginning of a project and narrow as the project is
completed to reflect the decreasing size as work is
completed. The pattern of zone sizes over the life of a
project, however, tends to vary by industry.

Review of Resource Buffers

A resource buffer adds no time to the project plan, but it is a
vital part of the CC internal communications plan. It is a
calendar event set prior to a Critical Chain task or path
initiation so that the PM can inform resources when they
should prepare to perform the task. To maintain a tightly
planned project schedule, a Critical Chain task must be
started as soon as its predecessor is completed. The
duration of each resource buffer should be set based on the
PM’s knowledge of the project resources and their
requirements. Some project members will have
comparatively inflexible line duties and will require more
set-down and set-up time. All resource buffers, therefore,
will not necessarily have the same alert time. Resource
buffers are established and placed in the project schedule
after the Critical Chain is determined and project and
feeding buffers are in place.

Review of Scheduling Buffers



Like project and feeding buffers, a scheduling buffer has no
task time, but logically is placed between projects to
regulate the initiation of projects in a regulated manner. The
buffer is used as an internal communications tool to prevent
project overload and to limit ineffective multitasking. A SR is
designated and scheduling buffers are placed between the
SR tasks which staggers the different projects. The buffer
size is determined by the PMO (or equivalent) and based on
knowledge of the entire project portfolio schedule. If the SR
does not have a task in a particular project, the other
resources on the project should be examined for potential
multitasking and a scheduling buffer inserted before the
project is initiated.

Changing Priorities

Periodically, organization priorities will change to admit new
projects and to de-emphasize, delay, or cancel projects.
Resource managers and PMs need this information so they
can establish work schedules.

Since resource managers and PMs typically have access to
detailed project information, they may be assigned the task
of preparing reports describing the consequences (both
expected additional costs and opportunity costs) of
changing priorities.  Thus, the advantages and
disadvantages of a change in priorities can be analyzed
prior to a final decision.

External Reporting

External entities in the context of this section will include
those that have no immediate and direct oversight of
projects and include:



1. The board of directors, the executive committee, or
equivalent governing body

2. Other organizations for whom project work has been
contracted

3. Regulatory bodies
There are three general requirements for project status
reports to external entities:

1. Contractual requirements such as the Earned Value
Management System (EVS)

2. Non-contractual performance reports to project
owners

3. Internal control schedule and scope reports to a
project office or similar oversight entity

Project Planning, Deliverables, and Periodic Reporting

In general, the best information to provide in status reports
is the buffer burn rate: the percentage of CC tasks that have
been completed and the related percentage of consumption
of the project buffer. If 25 percent of the Critical Chain has
been completed but 40 percent of the buffer consumed, the
PM most likely will be required to explain how this trend can
be reversed and the project brought back under control.

The Earned Value System

The Earned Value System (EVS) is a set of 32 criteria
established for control and reporting in project
management. The criteria are organized into five sections
with five in Organization, ten in Planning and Budgeting, six
in  Accounting Considerations, six in Analysis and



Management Reports, and five in Revisions and Data
Maintenance. Most branches of the U.S. Government (and
other governments) require adherence to the criteria for
major project contracts.22 The requiring entities have also
published volumes on interpretation of the criteria and
“guides” for their implementation. If PMs wish to use the
power of CCPM, but are also required to adhere to the EVS
criteria and gquidelines, they may need to reconcile
differences in the two concepts by providing a CC view of
status and an EVS view (based on traditional scheduling).
Because of the complexity involved, detailed treatment of
EVS is beyond the scope of this chapter. However, it is
important to note that it is possible to use CC with EVS.

Non-Contractual Performance Reports to Project Owners

If the organization is using only certain aspects of earned
value, the use of CC concepts should not present a problem.
Buffer Management can be used internally and earned value
(EV) calculations can be used for external reporting. In a few
cases, traditional project plans adhering to EVS criteria have
been successfully managed using only the behavioral
concepts required for CC (discussed later in the section
“Causing the Change”).

Internal Control Schedule and Scope Reports to a Project Office or Similar Body

Legal requirements, such as the Sarbanes-Oxley Act of 2002
(SOX; Sarbanes and Oxley, 2002), have reinforced the need
for more stringent internal reporting on projects that impact
an organization’s financial reporting system—as do many, if
not most, projects. External auditors of companies required
to file financial information with the Securities and Exchange
Commission now want detailed information on projects that
affect the financial reporting process. In our experience, EV,



which is largely based on the familiar standard cost system,
is being used more frequently to satisfy these requirements.
External auditors are familiar with EV; they may require
some education to feel comfortable with CC metrics.

The completion of some projects might determine the life
or death of the organization. Other projects have a profound
influence on the company’s future success. If this is the
case, stringent internal controls dictated by SOX (Sarbanes
and Oxley, 2002) might apply. Even if a project currently is
not required to meet the law’s financial operations internal
control criteria, it might be required to do so in the future.
EVS offers an internal control environment that will meet
SOX internal control requirements. Of course, provided
auditors have been educated in CC concepts, CCPM also
supports SOX internal control requirements.

Causing the Change: Behavioral Issues, Management
Tactics, and Implementation

To obtain maximum benefit from CCPM, it should be applied
to all of an organization’s projects. However, as part of an
implementation plan, it may be advisable to conduct a pilot
project of one or two projects. While CC concepts may be
intuitively obvious to many individuals, you should not
underestimate the difficulty of smoothly introducing a new
planning, scheduling, and control system.

First, top management must actively and continuously
support a CC implementation. Top management must make
sure that they, and all other managers, have been trained in
the need for new behaviors.

Next, most workers have experienced more than one
reorganization and usually many “improvement” programs
that have not delivered promised outcomes. However, these
are the people who must implement a new system;



management cannot do it alone. The last topic in this
section addresses the issue of change.

Managerial Actions to Support Critical Chain Project Management

The more employees who understand CC concepts, the
easier a CC implementation will become. However, all
managers should receive CC training and should agree with
and support CC concepts. In addition, certain actions are
required of top managers, resource managers, and PMs.

Top Management Responsibilities

To set the proper environment for change, top managers
(CEOs and Executive VPs) will:

e Outwardly and continuously support the implementation
of CC concepts.

» Help enforce the ban on unproductive multitasking.

e Reinforce FIFO work rules.

e Direct all performance evaluation, positive and
negative, to the project team, not to individual project
team members.

e Resist any temptation to enter additional projects into
the system without appropriate planning, impact
analysis, and change control procedures.

e Show appreciation for a crisis-free work environment.
(That is, top management will not single out individual
“heroes,” who may have solved some crisis, for special
recognition.)

» Give attention to sustainable ongoing improvement of
project management for the enterprise.

e Use CC schedules and reporting mechanisms to
evaluate the implementation of organization strategy
and determine required changes.



Resource Manager Responsibilities

Resource managers generally have considerable power in a
traditional project management system because they have
been able to influence, and perhaps control, project
priorities. In a CCPM system, resource managers will:

e« Be fully educated in CC concepts so they can make
appropriate priority decisions according to buffer
consumption reports from PMs.

e Outwardly and continuously support the implementation
of CC concepts.

 Work closely with a PMO or similar body in establishing
project priorities and selecting a SR.

» Help enforce the ban on unproductive multitasking.

e Reinforce FIFO work rules.

e Emphasize fast turnover of work (analogous to relay
race transfers) when a task is completed.

e Enforce the policy of not stopping work once started
until it is finished, unless workers receive orders from
management (change of priorities) or project status
reports indicate that they should work elsewhere.

e Include team performance on projects assigned to
individual resources in their overall evaluation.

Project Manager Responsibilities

As front-line managers, PMs should be both capable and
creative. PMs will:

 Be available to help any resource that needs help.



« Carefully track all active tasks and immediately record
all buffer quantity changes.

e Provide appropriate notice to resources required for
upcoming work on a Critical Chain or required to start
the first task on a non-critical path.

e Resist the impulse to interfere with the work on a task
while buffer consumption is in the “expected” (first
third, or green) or “normal” (second third, or yellow)
portions of a buffer.

e Formulate an action plan to reverse an unfavorable
trend in buffer consumption prior to entering the last
third of a project’s buffer.

 Implement planned actions immediately when the
remaining buffer is one-third of its expected size
according to remaining CC tasks.

e Respect the project priority sequence established by the
organization and assist other PMs when possible.

e Enforce the discipline required to protect the project
staff from unnecessary multitasking interruptions.

Importance of Trust

Trust is earned slowly and lost quickly. You cannot expect
workers who distrust management to welcome any change.
A change to CC concepts may be especially difficult if many
project workers have considerable experience with
traditional project management. With traditional project
management systems, tasks appear to require all the time
they have been allotted. Estimated task times are a self-
confirming prophesy. When people have been scrambling to
meet many deadlines, multitasking like crazy, and you tell
them they are now working under a new system that
requires even shorter durations, they quite naturally will be
concerned, if not alarmed. A full explanation of the



anticipated implementation plan, including environmental
and other policy changes, is required.

The next topic presents an organizational system to
implement change in a way that addresses employee
concerns.

Implementing a Critical Chain Project Management System

There is always resistance to change—sometimes for very
good reasons. TOC proponents have developed six “layers
of resistance” to change (for example, see Kendall, 2005,
Chapter 11; Goldratt, Chapter 20, this volume), a familiar
topic in behavioral psychology and many other circles.
Based on the TOC six layers of resistance, previous
behavioral research, and the Budd Innovation Empowerment
Model (Budd and Budd, 2010), Fig. 3-12 shows a 10-step
process for incorporating concerns and suggestions from
many individuals in the organization.33
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FIGURE 3-12 Critical Chain implementation empowerment
model. (Adapted from Budd & Budd, 2010, 260.)

Step 1 in Fig. 3-12 establishes the motivation for change
(Why change?). A critical mass of individuals must recognize
the pain resulting from continued use of the current system
—in this case, traditional project management. Step 2 is the
TOC first layer of resistance.32 The remaining steps proceed
in numerical sequence. All of the steps must be addressed
and none skipped. Some have to be visited more than once



if some members have been left behind at another step or
now question a previous step.

The dotted line from Step 8, “Evaluate results of CCPM to
assess value to the organization,” to Step 5, “Ensure that all
significant unintended consequences of CCPM have been
surfaced and addressed,” indicates that Steps 5, 6, 7, and 8
may have to be repeated multiple times as implementation
proceeds and negative unintended consequences are
experienced and overcome.

Once all 10 steps have been taken, a CCPM system is in
place and, if no steps have been passed too quickly, the
system is working and benefitting the organization as
planned. However, as the environment changes, new
practices may develop that require changes in the installed
system. Therefore, a dotted line also extends from Step 10,
“CCPM is established as best practice and standard
operating procedure,” back to Step 1, signifying the need
for a significantly revised project management system. Of
course, new improvements in CCPM are being developed
every day (see the next three chapters in this book), and
your system should be revised from time to time, which may
require only a portion of the 10 steps.

Summary

This chapter presents a basic approach to CCPM concepts.
Because task times have skewed distributions and cannot
be predicted accurately, CC is designed to avoid the
dysfunctional behaviors of ineffective multitasking, the
student syndrome, sandbagging, and the impact of
Parkinson’s Law typical in traditional project management.
To shift concentration from local optima to global optima,
safety time is removed from individual tasks and used to
protect the entire project. Resource contention is addressed
early in the CC planning process and time buffers are used



to address task time uncertainty. Communication tools
called resource buffers add to the project communication
process and scheduling buffers control the initiation of new
projects into the multi-project mix. Full kitting is completed
prior to the release of a project. The chapter describes the
six regular steps and one optional step in scheduling a
single CC project. The three primary sources of safety for
on-time project completion are the project buffer, multiple
feeding buffers, and multiple resource buffers.

In multi-project environments, it is essential to have a
prioritizing process for projects. None of the projects will
complete on time if there are so many projects that
resource scheduling is difficult and multitasking is rampant.
A “Wafer Experiment” located at www.mhprofessional.
com/TOCHandbook is an excellent way to experience the
effects of bad multitasking. A SR is similar to the constraint
resource in DBR implementations in manufacturing. A
scheduling buffer, based on the SR’s availability, will
minimize resource conflicts and prevent choking the
organization with too many projects.

Buffer Management gives the PM important information
on the project status. When actual task durations are longer
than planned in the project schedule, the overages are
subtracted from the buffer. Normal variations in task
durations are expected to consume some or all of the buffer
time during the operation of the project. An extreme rate of
buffer consumption can inform the PM when extraordinary
action is required. As the project is completing, the size of
the buffers can be reduced as there will be less and less
task protection time required.

The use of time buffers in the project schedule has been
covered extensively and the use of budget buffers in
planning the project might be helpful. Typically, project
budgets are derived from the costs of materials, labor, and
overhead. As components of the project schedule are
moved to time buffers, the associated costs could be moved



to budget buffers. Careful attention must be paid to contract
wording so that unintended consequences do not occur
because of early (or late) project completion.

Internal reporting in CCPM is accomplished primarily with
buffer reports. For external reporting, either CC metrics or a
formal or informal EVS may be used.

Implementing CCPM will require changes in the typical
behavior of project team members and in organizational
policies and procedures. Certainly, management support is
crucial and a pilot program might be advisable. The chapter
describes the responsibilities for top management, resource
managers, and PMs and reinforces the need for
intraorganizational trust. Because there will always be some
resistance to any change, a CC implementation
empowerment model graphically illustrates the steps in
overcoming resistance and dealing with unintended
consequences.
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CHAPTER 4
Getting Durable Results with Critical
Chain—A Field Report

Realization Technologies, Inc.

Background

“Overdue and over budget” is what most often comes to
mind whenever one mentions “projects.” An equally
depressing image is one of long hours, firefighting, and
chaos. It is against this backdrop that Critical Chain was
introduced by Dr. Eliyahu Goldratt in 1997.

Since 1997, Critical Chain has been deployed in a wide
range of organizations. Many of them have achieved results
that are nothing short of amazing—whether they are in the
private sector or public; engaged in blue sky R&D or
industrial projects; large or small; or based in western or
eastern countries. Some of them have won top honors
including the 2006 Franz Edelman Award,X and the 2009
TOC North American Achievement Award.2

Purpose and Organization

Like all improvements, the concepts of Critical Chain are
straightforward. However, just like other breakthroughs, the
science behind a concept doesn’t automatically deliver its
benefits. The results shown in Table 4-1 came from
“engineering” the nitty-gritty details of putting Critical Chain




concepts into practice. To paraphrase, success was 1
percent science and 99 percent engineering.

Copyright © 2010 Realization Technologies, Inc.

Project Descriptions

| Before

After

Design, development,
and upgrade of tele-
communications switches
(300400 active projects,
30+ deliveries a month)

Lead times were long
On-time delivery was poor
2000 people

10 to 25% reduction in lead times
S0+% ontime delivery
45% increase in productivity

Design and manufacturing
of pil and gas platforms

Pharmaceutical research
and development

Design engineering: 15 mos.
Production engineering: 9 mos.

Fabrication and assembly:
8 mos.

Completed 5 projects per

quarter in 2005
55% projects delivered on time

Design engineering: 9 mos.
Production engineering: 5 mos.
Fabrication and assembly: 5 mos,

22% higher labor productivity

12 projects per guarter in 2008
90% projects on time
Mo increase in resources

Customized customer billing
and management systems
for the telecommunications
industry

Steel plant maintenance

Market pressure to reduce
project cost and cycle time

Boiler conversion: 300-500 days

Routine maintenance and
upgrade took too long

Increased revenue per person for
4000 people by 14%, reduced
project cycle time by 20%

Boiler conversion: 120-160 days
Reduced maintenance and
upgrade durations by 10 to 33%
in Year 1, and another & to 33%
in Year 2

Mew product development
(home apphances)

Helicapter repair and
overhaul

| 34 new products per year

T4% projects on time

H-46 aircraft tumaround time:
225 days

H-53 aireraft turnaround time:
310 days

Throughput: 23 per vear

Increased Throughput to 52 new
products in Year 1 and 70+ in
Year 2, with 88% projects on time

and ng increase in head count

Reduced H-46 tumaround time to
167 days. with more scope
Reduced H-53 turmaround time to
180 days

Delivered 23 aircraft in 6 mos.

Repair and overhaul of
C-5 aircraft (cargo planes
used by the U.S. Air Force)

Equipment for
manufacturing solar
panels (engneerto-order)

Turnaround time; 240 days
13 aircraft in repair cycle

Revenues of €130 M

Profits of €13 M
Cycle time: 17 weeks
80% ontime delivery

Turnaround time: 160 days
T aircraft in repair cycle

75% reduction in defects

Increased revenues to €170 M
Increased profits to €22 M
Reduced cycle time to 14 weeks
B0% on-time delivery

Source; Presentations by respective organizations at Realization’s Project Flow Conferences, 2004-2009 available

at www.realization.com,/ results, where more examples can be found.




TABLE 4-1 Examples of Critical Chain Results

The purpose of this chapter is to share how successful
adopters have put Critical Chain concepts into practice and
achieved durable results. It is based on experience from
more than 200 enterprise-level2 implementations of Critical
Chain. The range of these includes development of high-
tech products; R&D and commercialization of
pharmaceuticals; IT applications; design and manufacturing
of complex equipment; shipbuilding; building, erection, and
commissioning of physical infrastructure; and maintenance,
repair, and overhaul of aircraft, submarines, and ships, as
well as steel plants and oil refineries.

Starting with a quick recap of Critical Chain, this chapter
discusses practical challenges in implementing it
successfully. Then, a step-by-step process of
implementation is described, followed by an overview of
lessons learned over the last 12 years. Finally, before the
summary, there are answers to the frequently asked
questions that have not been covered in the rest of the
chapter.

Recap of Critical Chain

Executing projects is like conducting an orchestra. Various
inputs, resources, equipment, decisions and corrective
actions have to be brought together at the right place and
the right time throughout the life of a project.

Unfortunately, uncertainties get in the way. Tasks take
longer, vendors don’t deliver on time, technical glitches
happen, requirements change and so on. As these
uncertainties unfold, even the most carefully prepared plans
go awry. Execution priorities become unclear (which tasks to
do first) and unsynchronized (every department, every
person starts prioritizing their tasks differently).



Consequently, a project is mostly waiting for something or
the other (see Fig. 4-1). For example:

o Waiting for resources because they have been assigned
to other tasks.

» Waiting for specifications, approvals, materials, etc.,
because the supporting resources that were supposed
to supply or obtain them were busy elsewhere.

e Waiting for issues to get resolved because experts are
firefighting other issues.

o Waiting for decisions because managers have too much
on their plates.

o Waiting for all feeding legs of the project to come
together at integration points.

-4 Total time taken e

* Waiting for resources

* Waiting for specifications, approvals, materials, stc.
= Waiting for eguipment

* Waiting for issues to get resolved

+ Waiting for decisions

+« Waiting at integration points

FIGURE 4-1 Time-traps in projects.

As these wait times accumulate, projects become late,
firefighting starts, and resources are pulled in multiple
directions at once. Priorities keep changing and people are
forced to multitask.2 Managers’ ability to control outcomes
is compromised and they often suffer a near-total loss of



control. They cannot predict when a project will finish
because holdups keep happening; and they don’t know how
much capacity is really needed because no matter how
many resources they provide, resources are still overloaded
while projects continue to run late.

The net impact is that projects take much longer than
they should, deliver less scope than originally planned, and
are costlier than they need to be. In addition, resources are
less productive than they might be.

Critical Chain solves all these problems by synchronizing
task priorities within and across projects, and within and
across departments. To synchronize, Critical Chain uses
three precepts, or Rules:

1. Pipelining: Limit the number of projects in execution
at one time.

2. Buffering: Discard local schedules and

measurements, and use aggregate buffers2 to protect
against uncertainties.

3. Buffer Management: Use buffer consumption to
measure Execution, and to drive execution priorities
and managerial interventions.

Rule 1 Pipelining: Limit the Number of Projects in Execution at One
Time

When too many projects are in execution compared to
available capacity—hereafter referred to as high work-in-
progress or high WIP—it automatically causes execution
priorities to become unsynchronized.

For example, if several projects are simultaneously in
execution, different departments might prioritize their work
differently. All projects can make some progress but then
become stuck at integration points where work-streams



from different departments have to come together. Task
priorities within departments could also get unsynchronized,
in which case even the departmental work-streams would
take longer. Unsynchronized priorities also create schedule
conflicts, which can cause the individual resources to
multitask, which results in lower quality.

If fewer projects are in execution, the chances are much
higher that task priorities within and across departments are
synchronized. The higher the WIP, the smaller the chances
that task priorities will be synchronized!

Therefore, the first rule for execution success is: Limit the
number of projects being run at a time. Projects should be
staggered based on the most limiting resources because at
any time only as many projects can be executed as you can
get through those constraints. Any extra projects will only
spread resources more thinly and destroy synchronization.
Enforce this rule even if it means leaving some resources
idle!

Rule 2 Buffering: Discard Local Schedules and Measurements, and Use
Aggregate Buffers

The traditional project management approach is to turn task
schedules and estimates into commitments. It assumes that
if people are held accountable, they will finish individual
tasks on time and on budget, and the entire project will
consequently be on time and on budget.

Unfortunately, this traditional approach only leads to
longer projects while causing execution to become more
unsynchronized:

e In planning, accountability for task-times causes people
to include contingencies in their commitments—they
have to plan for uncertainties as well as the reality that



most of this time will be spent waiting for one thing or
another. That is how project plans are extended.

e In execution, resources now not only are scattered
across too many projects, but also have an incentive to
work on easy tasks—tasks that will help them beat or
meet their estimates—instead of working on tasks that
are most critical to the project.

Therefore, the second rule for execution success comes
down to: Allow individual tasks to exceed their planning
estimates. To protect projects from task delays, buffers are
inserted before integration points and at the end of the
project. With lower WIP, with the pressure to meet estimates
gone, and with buffers to take care of uncertainties, the
contingencies embedded inside task estimates are no
longer needed and can be stripped out.

Not only does this second rule allow for shorter project
plans (because buffers are smaller than the sum of task-
level contingencies), execution becomes easier as well. With
shorter project plans there is significantly less pressure to
start projects as soon as possible; extra time can be used to
get ready for execution through better preparation.

Rule 3 Buffer Management: Use Buffers to Measure Execution, and
Drive Execution Priorities and Managerial Interventions

With low WIP and adequately buffered project plans, a single
priority system can be firmly established in execution. The
essence of the third rule is simple, but profound: Prioritize
tasks according to buffer consumption. The highest priority
is given to project legs that are consuming buffers at the
fastest rate.. When every person and department follows
these priorities, they are all synchronized—automatically!
Buffer-based priorities not only are synchronized, but they
also cause project status to be reliable. If resources work on



the right tasks at the right time, it is assured that current
project status is an accurate predictor of the future—despite
uncertainties, most of which can be absorbed into the
properly sized buffers. If recovery actions are initiated
whenever buffers are showing “over consumed,” many
abnormal uncertainties can also be combatted.

Practical Challenges in Implementing Critical Chain

Experience shows that no matter what the environment,
there are three sets of challenges in realizing the benefits of
Critical Chain. These challenges all arise from the fact that
Critical Chain is an enterprise solution for synchronizing
project execution, rather than a planning and control
technique for individual project managers.

Challenge 1: Gaining Managerial Commitment for Implementing the
Three Rules

To state the obvious, without managers’ commitment it is
not possible to activate any new management rules.Z To be
clear, commitment is not about managers agreeing with the
idea of Critical Chain. It is about them thoroughly thinking
through the details of the changes, overcoming the hurdles
that will come up, and getting results.

Buy-in needed to gain the commitment: As many would
attest, even after managers are trained by experts and even
after the method has been successfully piloted on one or
two projects, organizations may not undertake a full
implementation. Not surprisingly, lofty visions and abstract
mission statements advocated by change management
gurus don’t break the inertia either.

True buy-in is achieved only when managers realize why
improving project performance is vital for the business (why
change?). They also need to appreciate that the



management challenges they face daily and the inordinate
waste of time and capacity stem from the same root cause,
that is, poor synchronization of tasks and resources.

Challenge 2: Translating Concepts into Practical Procedures and
Instructions

Once managers have bought into the need for change and
the validity of the Critical Chain Rules, a host of technical
questions arises. What is the right level of WIP? How do you
transition from high WIP to low WIP? When do you release
new projects into execution? How do you size buffers? How
much detail do you put into project plans? How do you
ensure that removing local due dates and local efficiency
measurements does not lead to loss of accountability? What
does it mean to actively manage buffers?

Many such questions are answered throughout this
chapter in a summary form. “TOC Insights into Project
Management”® and “The Goldratt Webcast Program on
Project Management”2 provide more in-depth explanations.

Challenge 3: Sustaining the Critical Chain Rules and Results

How are organizations prevented from sliding back into their
old mode of running projects? How do you adjust Execution
as business needs change? Can the implementation be
protected from changes in personnel, especially at the top?

These issues are not unique to Critical Chain but common
to all management systems. Moreover, sustained superior
performance is not a natural state for organizations; it
requires strong leadership to produce great results on an
ongoing basis. Still, hands-on experience in many
environments has repeatedly shown that the following
actions significantly increase the odds of sustained success
with Critical Chain.



Mechanizing the Changes

Embedding the Critical Chain Rules into management
policies, management processes, and management
information makes an implementation less dependent on
people. It makes sure that the Rules are not subject to
individual choice; and it also allows them to be easily
understood and translated into decisions and actions.
Following are some examples of such mechanization, and
making the fruitful practices routine:

« WIP Policy: Set a limit on the number of projects that
can be in execution at a time.

 Pipeline Reviews: Are WIP limits being followed and, if
not, why?

« WIP Alerts: Highlight if the actual WIP exceeds the
allowed WIP.

« Task Management Policy: Make task managers
accountable for following the buffer-based task
priorities.

« Task Management Reviews: Are task managers
assigning resources in order of priority and, if not, why?

e Priority Compliance Reports: Show if tasks are being
worked out of priority.

Establishing a Process of Ongoing Improvement

With Critical Chain, improving performance should not be,
and does not have to be, a onetime event. Analyzing buffer
consumption highlights the problems to solve to keep
getting incremental improvements in overall performance.
For example, a leading provider of food packaging increased
its Throughput from 72 sales projects per year to 116, and



then from 116 to 171. Originally completed in 2003, this
implementation is still going strong.

Identifying improvement opportunities by analyzing buffer
history ensures that local improvements will not only have a
global impact, but also not violate the Rules. Actually,
making those improvements will only increase the value of
the Rules.

Turning “Execution” into a Business Asset

Improving performance is not just about catching up with
the backlog and due-dates. It is also about building a
business advantage. Once project speed, efficiency, and
predictability become a business asset (high margins, low
investment in operating infrastructure/equipment, or a
competitive edge), the pressure to sustain results, as well as
the Rules that enable them, will not subside.

For example, when the U.S. Air Force got used to having
fewer aircraft in maintenance and more aircraft available to
fly missions, its logistics centers had to sustain the fast
turnaround times—the frequent changes in their military
leadership notwithstanding.

Similarly, after a large provider of IT applications to the
telecommunications industry got used to 14 percent higher
revenue per person and 20 percent shorter project
durations, the part of the organization delivering those
improved results was not only expected but required to
continue performing at those levels. Even more
impressively, as increasing globalization and the 2009
downturn in the economy put more pressure on prices, this
group rose to the challenge once again and was
instrumental in maintaining corporate profitability.

Step-By-Step Process for Implementing Critical Chain



This section describes seven practical steps developed in
the field over the last 12 years for getting results quickly (in
weeks, not months or years).

The operative word here is “quickly,” not only because
results can be achieved quickly but because the actual
results (or lack thereof) also provide useful feedback to the
implementation teams. In those implementations where
results were being achieved quickly, it increased confidence
and strengthened buy-in; and in cases where anticipated
results were not being achieved, course corrections could be
made early.

It does not matter whether an organization is large or
small; results can be realized within weeks—in fact, as soon
as the first rule of low WIP is put into practice.

The seven-step process is as follows:

Step 1: Achieve management buy-in

Step 2: Reduce WIP and implement “full kitting”

Step 3: Build buffered project plans

Step 4: Establish task management

Step 5: Implement surrounding processes

Step 6: Identify opportunities for continuous improvement
(POOGIL9)

Step 7: (When applicable) Use superior delivery as a
competitive advantage to win more business.

Each step is discussed in more detail in the following
sections.

Step 1: Achieve Management Buy-In

Experience confirms that the TOC buy-in processil works
quite well, especially when facilitated by skilled and
knowledgeable implementers—people who know the details
of the adopter’s business and operations as well as Critical



Chain. For our purposes, this process translates into getting
the following five agreements from management:

1. We need to improve project execution.

2. The solution lies in synchronizing resources by
implementing the Three Rules.

3. The Three Rules can be translated into practical
procedures.

4. We can take care of all the possible negative side-
effects (e.g., loss of accountability when task level
measurements are discarded; project managers
gaming the priorities by manipulating buffers in their
projects; delaying discovery of risks by not starting
projects as soon as possible; etc.).

5. All the implementation obstacles (e.g., potential
conflicts with “earned value reporting”) can and will
be addressed.

As the TOC buy-in process of gaining unequivocal
acceptance is widely known and documented, this chapter
will not dwell on it further.

The major learning to emphasize is that instead of
pursuing Critical Chain as a “best practice,” successful
adopters used business needs to drive the implementation.
Critical Chain was viewed as a means to this end. They
analyzed how project performance was linked to making
more money or achieving more of the goal of their
enterprise, quantified the gap between desired project
performance and actual project performance, and set
improvement goals accordingly. See Table 4-2.

To demonstrate that managers are committed, the
improvement goals they set should be ambitious. It has
been consistently observed that organizations are more



easily galvanized toward ambitious goals than around
incremental improvements. Moreover, only when ambitious
goals are set are substantial improvements realized. Modest
targets are rewarded with moderate results, and lack of
targets is accompanied by absence of results.

Improvement goals are usually set for higher Throughput
(i.,e., how many more projects, features, experiments,
studies, etc., a year compared to current performance) and
for faster cycle time.

Link between Project and Business

Project Types Examples Performance
Project-Based Equipment manufacturers Generate higher revenues and profits
Businesses Maintenance, repair, and using the same resources.
overhaul (MRQ) operators Use delivery performance (deliver
IT services providers faster and on time) to win sales and
Engineering services firms even charge premiums.
Internal Projects: Mew | High tech Get to market fast to capture market
Product Development pharmaceuticals share and charge higher price.

Segment the markets/play in more
segments by offering many products.

Internal Projects: Mew factories, stores, brigges, Get to market fast to start generating

Infrastructure Setup railway lines, etc. return on investment faster.
Sometimes capture market share
and charge higher price.

Internal Projects: Airlines and defense Increase productive uptime by doing

Maintenance, Repair, establishments with their own maintenance and upgrades faster.
and Upgrade of MRO facilities Increase productive yield through
Captive Assets Process manufacturing plants like | higher quality of maintenance.

oil refineries and steg| plants

TABLE 4-2 Links between Project and Business Performance
for the Basic Types of Projects

In just one real life example from among many, leadership
of a large military organization set a target of increasing the
number of testing projects by 40 percent—even though
project people were overloaded and projects were running
behind. Within three months, the organization was
delivering 25 percent more projects, with 30 percent



reduction in cycle times. In addition, the goal of 40 percent
increase in Throughput was realized in eight months.

Step 2: Reduce WIP and Implement “Full Kitting”

Since the traditional mode of operation leads to too many
projects in execution, there are two aspects to pipelining:
one is transitioning from high WIP to low WIP, and the
second is maintaining low WIP by releasing projects in a
metered fashion. This step is about transitioning from high
WIP to low WIP.12

The typical process for transitioning from high WIP to low
WIP is as follows:

1. Create a list of projects in the various phases of
execution. These phases in different types of projects,
for example, can be:

e IT projects—Scoping, design, coding, and unit testing;
system testing; and user testing

e New product development—High-level design, low-level
design, virtual testing, prototyping, physical testing, and
production ramp up

e Engineer-to-order—System design, detailed design,
procurement, manufacturing, and assembly and testing

e MRO—Inspection and disassembly; repair, assembly,
and inspection; and trials

2. Specify one of the phases as the drum.13 Drum is the
phase that can accommodate the least number of
projects at a time. Put 25 to 50 percent of the
workload temporarily on hold in the overall pipeline as
well as the drum. There is no need to worry about



selecting a wrong drum at this time (it can be
corrected later), or to be exact in calculating workload
from each project. The objective is simply to free up
enough resources so that remaining projects will be
done substantially faster.

3. For the time being, organize remaining projects using
a simple priority process like project due dates. The
project that is due first gets the first shot at resources;
remaining resources are given to the project due next;
and so on. This will accelerate the rate of completing
projects. A sophisticated process for synchronizing
resources (i.e., based on the rate of buffer
consumption) is implemented later (see Step 4).

4. Deploy any unassigned resources to “full kitting” the
projects on hold. Full kitting is the process of clarifying
requirements, getting sign offs, staging of materials,
etc. It is important to distinguish between full kitting
and actually doing the tasks: activities that allow
project tasks to be done without interruptions are
included in the full kit list, whereas activities that
directly progress the tasks are excluded.

5. As in-process projects are completed, release the on-
hold projects one by one according to their
established priority.

Avoid paralysis by analysis. The goal is to get results
quickly. For example, a major pharmaceutical company
almost doubled its rate of project completion in the first 8
weeks—following the implementation of this step, they
finished 11 projects compared to 6 projects in the prior 8
weeks. In other cases of comparable potential, hesitancy led
to “more study,” initial enthusiasm and momentum were



lost, and the implementations were subsequently
abandoned.

Step 3: Build Buffered Project Plans

Project plans are needed to provide execution priorities and
early warning signals, and require the following data:

« Tasks and dependencies (precedents and hand-offs)
among tasks

e Duration of tasks

» Type and quantity of resources needed for each task

» Task managers

« Buffers (feeding buffers, contractual milestone buffers,
and project buffers)

e Resource types and the maximum units of a resource
type available to the project

e Project end date and contractual milestone dates

While the concept of a project plan is simple, many
organizations struggle with defining the right level of detail.

Degree of Detail Required in the Plans

Too many tasks in a project plan induce multitasking, make
it difficult to analyze plans and buffer consumption, and
generally lead to loss of control. Not enough detail, on the
other hand, leads to unclear priorities and hence the same
effects.

Based on evidence from a wide range of industries, a task
should be 3 to 7 percent of a buffered project’s lead time.
More than 250 to 300 tasks in a complex project and less



than 10 to 15 tasks in a simple project are not
recommended. If this guideline yields tasks that are too long
and thus not useful for task managers, then subprojects can
be used to zoom into detailed tasks instead of adding tasks
to the main project. Subprojects that are two to four weeks
long can be a network of tasks without buffers, while longer
subprojects must be properly buffered project plans. For
reference purposes:

e« An IT application development project with 200 people
working on it for four months is executed successfully
with 150 tasks.

e Aircraft maintenance and repair projects with 50,000
hours of work per project and durations of 7 months are
managed with less than 200 tasks.

e A 3-year pharmaceutical research and development
project, with about 50 scientists and professionals
working on it, could be managed well with about 175
tasks in the main project.

e Development of digital cameras with 100 engineers and
10 projects at a time could be managed with 150 tasks
per project.

« Ten-day long helicopter maintenance and repair projects
requiring about 4500 hours of work are being managed
with 15 tasks.

e Commercial shipbuilding projects with 750 people
working on a project for one year are being managed
with 275 tasks.

e Construction of five 50-story buildings with 1600 people
working on them for three years was managed with 5
projects and 290 tasks in each project.

The Process of Creating Buffered Project Plans



1. Define cycle-time targets.

2. Communicate to all managers that people will not be
measured in execution against the task estimates
used in planning.

3. Assemble a team of representative project managers
and task managers and conduct a workshop to get
their buy-in into the possible gains with the Three
Rules.

4. Create project plans without buffers.14

Define the project’s objective and the task that will
signify achievement of that objective. This is the end-
task.

Identify tasks whose completion is required immediately
preceding the end task.

Identify tasks immediately preceding each of those
tasks.

Keep working backward in this fashion until you get to
the starting tasks.

From the starting tasks, work forward one-by-one to
validate succeeding tasks. This will identify any tasks
that were overlooked in the backward pass.

5. Convert project plans into buffered project plans
(stagger tasks to avoid resource conflicts within
projects and insert integration and project buffers in
the required places).



6. Challenge and refine assumptions (data) whenever
the calculated project cycle time does not match the
expected/desired result (see first item).

7. Share the final project plansi2 with all task managers
so that they understand their tasks (outputs,
precedents, handoffs, etc.) as well as the overall plan.

Additional Tips

A project plan is not a time reporting mechanism. The
purpose of a project plan is to provide execution
priorities and early warning signals.

Noise factors like “lead and lag” dependencies or
“fractional resources” should not be modeled.

A project plan is not a to-do list. Tasks represent
intermediate deliverables. If task managers or resources
need a to-do list, these activities can be captured under
the task as a checklist.

A task is a chunk of work; definitive hand-offs of work
characterize task scope. A task should not be broken
down into several pieces just because it requires
different resources at different times. However, tasks
should be broken down to reflect handoffs among main
resource types; that is, those resources that are
required for most of the task time.

Buffering policy should require projects to have a
prescribed minimum amount of buffer before they can
be accepted for execution. This will safeguard the
buffering rule from project managers who might game
the system by having smaller buffers, and from
managers who might think buffers are unnecessary.
Experience in small as well as large projects, and in one-
off as well as repetitive projects, shows that about one-



third1® of a project’s total buffered lead time should be
buffer; shorter buffers make the priorities sensitive to
even minor perturbations and longer buffers tend to
delay managerial interventions.

Step 4: Establish Task Management

Task management is about assuring tasks are executed in
the proper order of priority and with minimal interruptions,
and monitoring remaining duration. Implementing and
reinforcing this process is the key to sustained
improvements in project performance.

Reporting Remaining Duration

Daily during execution, task managers estimate how much
longer it will take to finish each of their tasks-in-progress.
With this simple information, the amount of buffer
consumed for the corresponding legs can be calculated and
compared to the work completed in that leg. This
information is then used to calculate task priorities and
provide task managers with a report of all the current and
upcoming tasks in order of priority, along with the rate of
buffer consumption on the corresponding leq.

Tendency to procrastinatell or not report early finishes is
automatically curbed in this process. According to the head
of engineering at a North American company, when “red”
tasks were visible to all the concerned managers, task
managers did not need much prodding to make or to report
progress; every morning they would come in, follow up on
their tasks to make sure progress was being made, and
report the remaining duration.

Assigning Resources



Task managers assign resources to current tasks in order of
priority. If resources are not enough to handle even the red
tasks (tasks that have crossed the threshold of acceptable
buffer consumption), overtime and other such decisions are
implemented.

Preparing Tasks

After taking care of current tasks on their plate, task
managers turn their attention to upcoming tasks. They
ensure that all necessary preparations, such as getting
approvals, drawings, materials, etc., are made so that tasks
can be done without interruption as soon as the work of the
preceding task is complete and available.

Organizations find it useful to formalize the responsibilities
of front-line managers around the aforementioned aspects
of task management.

Reminder: Do not pressure resources to meet planning
estimates! Otherwise, you will soon be back to Square One.

Step 5: Implement Surrounding Processes

After reducing WIP and establishing task management, the
benefits of synchronization will already be evident. Projects
will be completing faster, firefighting and multitasking will
be substantially less, and managers will feel more in control.
However, the following surrounding processes are also
needed to complete the picture.

Project Control

This is typically a formal weekly process to respond to
uncertainties such as scope changes, technical problems,
etc., that cannot be combated through routine task



management. If the rate of buffer consumption (percentage
buffer consumed versus percentage work completed in the
longest leq) is too high, then project managers know which
legs of the project are in the “red.” They can then develop
and execute recovery plans for those legs. Recovery plans
can consist of run-of-the-mill items like scope adjustments
and overtime as well as unique, even brilliant, solutions for
specific situations.

Pipeline Control

While project managers can keep the buffers within their
individual projects in control, it works only when just some
projects are “red.” If most projects are running behind
schedule, there is probably a more systemic or global issue
at play that is affecting all projects in the pipeline. This is
where senior managers step in and make global decisions
like putting some projects temporarily on hold, reprioritizing
projects, or authorizing across-the-board overtime.

For example, about a year after the initial implementation
at an aircraft maintenance and repair depot, the number of
red projects jumped from 30 to 70 percent. The underlying
reason was a sudden increase in the sheet-metal work
required on incoming aircraft. During the three months it
took to ramp up sheet-metal capacity, the number of active
aircraft in the sheet-metal department was reduced from
four to three and the maximum allowed overtime was
authorized. As a result, the duration of the sheet-metal
phase came down from 65 days to 47 days; projects trended
back to “green” and the required Throughput rate was
achieved.

Pipeline Planning



During WIP reduction (Step 2), Execution is monitored to
verify that the initially selected drum is still valid. If the
original drum is getting starved for projects, then the real
drum could be an earlier phase or an upstream resource;
similarly, if queues build up downstream of the original
drum, then the real drum could be a later phase or a
downstream resource. The drum can be changed if such
conditions persist.

In the event the drum changes, managers formally meet
to reset project priorities and possibly revise due-date
commitments. Then decisions about project priorities can be
made routinely as new projects are undertaken or as
business conditions change.

While actual decisions are made by managers in charge of
the project operations (in consultation with other affected
functions such as manufacturing, sales, and marketing), a
dedicated “Master Scheduler” or “Pipeline Analyst” is
typically required to provide analytical support.

Capacity Management

The loop is closed with a capacity management process that
identifies and mitigates resource shortages. The required
information comes from an aggregate database of project
plans, which shows the total resource “load to capacity,” as
well as buffer analysis, which identifies the resources that
drive high-buffer consumption.

An important point is that the capacity of resources that
are recovering buffers should be maintained or even
increased (at least temporarily), even if it shows up as
excess capacity in the “load to capacity” view.

In IT and engineering projects, for example, subject
matter specialists do not have many explicit tasks in the
project plans. A “load-to-capacity” view will show them as
being 20 to 30 percent utilized. However, these specialists



are vital for recovering buffers. Keeping their planned
workload at 20 to 30 percent is a good practice that ensures
both project delivery and pipeline Throughput.

Step 6: Identify Opportunities for Continuous Improvement (POOGI)

Having put the Three Rules of Execution Management into
practice, the holy grail of projects—how to prioritize
improvement efforts—can now be pursued. Since almost
every process in projects can be improved, it is essential to
pinpoint and focus on those improvements that will have the
biggest impact on global performance.

As is known, the most harm to lead times and Throughput
is done by practices and resources that have the most
impact on project buffers. Therefore, the logical way to
prioritize improvement efforts is:

» Record reasons for delay in task completions.

e During buffer consumption calculations, identify the
tasks that are affecting project buffers the most, and
classify the corresponding reasons for delays.

e Do a Pareto analysis of the reasons for delays across all
projects and address the top reasons.

Organizations that have focused and prioritized their
improvement efforts in this manner have achieved even
shorter cycle times and much higher Throughput than they
achieved during the initial implementation.

Step 7: (When Applicable) Use Superior Delivery as a Competitive
Advantage to Win More Business



When most competitors don’t deliver their projects on time,
and late delivery has a big effect on their clients, reliable
due-date performance can give companies a competitive
edge. Some companies in engineer-to-order manufacturing,
after stabilizing Execution, have been able to win more
clients by coupling their offers with large penalties for
delays.

While completing projects early is not always relevant for
the client, in some cases it is critical. For example, the U.S.
Air Force captive MRO facilities improved their service and
value by offering faster turnaround on aircraft that were in
high demand.

Similarly, a supplier of equipment for power plants was on
the critical path of projects to set up those plants. This
supplier was able to increase its win rates without offering
price concessions by promising and delivering shorter lead
times.

Lessons Learned

Following are some of the key lessonsi® drawn and shared
by hundreds of managers who have implemented Critical
Chain.

Performance Gains Come from Managing Differently, Not Better
Planning and Visibility

While good plans are essential and the rate of buffer
consumption status is an effective way to monitor projects,
increasing the rate of execution requires changing the way
execution is managed.

Projects can be planned better even without Critical Chain,
and the rate of buffer consumption provides similar
information about project status as a comparison of actual
time-lines against the baseline. If only better planning and



visibility are what is required, they can very well be
achieved with traditional methods.

However, unless WIP is reduced, task-level measurements
are abandoned, projects are planned with shorter cycle
times, and buffer-based priorities are followed, execution
priorities will not be synchronized and projects will not be
done faster. Nor will Throughput be increased.

Implement All of the Three Rules

Experience over the years has shown that the Three Rules
of Critical Chain must all go together (see Fig. 4-2). Not
implementing any one of them only shows up as lack of
results or resistance to change. For example, organizations
doing multiple projects with shared resources might be
tempted to implement Critical Chain one project at a time.
They ignore the pipelining rule. In a shared resource
environment when WIP is not lowered, conflicts for
resources continue. Priorities cannot be followed, buffers are
consumed, and commitments are missed. Very quickly, faith
in Critical Chain is lost.

Many times organizations aim just to gain control without
increasing speed and Throughput. They compromise the
buffering rule (for example, cycle times are not cut, but
buffers are added). When cycle times are not cut, pipelining
is compromised because long cycle times mean high WIP.
When WIP is not lowered, Buffer Management cannot be
done. The entire system falls apart.

Some managers compromise Buffer Management because
they feel this is micromanagement. However, without
people working to a single priority system and without
timely interventions, buffers are wasted. This creates a
sense that shorter cycle times were unrealistic. Eventually
the organization reverts to its old ways (high WIP, safeties



embedded inside individual tasks, and ad hoc priorities in
Execution).
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FIGURE 4-2 Why implement all the Three Rules.

Top Managers Must Play an Active Role

Mere sponsorship by top managers is not enough. Even
though the top managers’ role is typically to set policies and
make planning-time decisions (project execution s
delegated to middle and front-line managers), in successful
implementations the top managers take on a more active
role for the first 6 to 12 months.

The first reason is that middle managers and front-line
managers encounter policy obstacles that they do not even
know can be removed. Only senior managers can identify
and eliminate those policy obstacles. For example, middle
managers frequently assume that project starts cannot be
staggered because clients will not buy-in; however, when
the matter is brought up to top management, they are often



willing to explain personally to their clients the benefits of
pipelining projects. The CEO of one medium-sized
manufacturer of industrial equipment even undertook a tour
of customers around the world to explain pipelining and get
their buy-in.

Second, managing buffers takes time to become a habit. It
is only human to revert to old ways as soon as there is a
minor hiccup. Close oversight by top management is
necessary until managing buffers becomes second nature
(“constantly peering over the shoulders” as an engineering
manager from one company put it). The leadership in a U.S.
Air Force Logistics Center went on daily rounds and for three
months personally got involved in resolving issues.

Finally, outsiders can teach concepts. However, how to
manage differently is better “taught” by top managers. For
example, officers of senior rank in military organizations and
“C"” level executives of multibillion dollar companies have
personally taught and coached their middle and front-line
managers in the principles and practices of Buffer
Management.

Actively Manage the Buffers

Buffer reports provide an accurate status of Execution.
However, merely communicating status is not where the
advantage of buffer reports is. The power of Buffer
Management comes into play only when used by managers
to respond actively to uncertainties. Here is how buffers are
managed at various levels in an organization:

« Task managers—In contrast with traditional project
management, the advantage of Critical Chain in
execution is at task level because that is where the work
is done. All organizations implementing Critical Chain,
ranging from tens to thousands of people working on



projects (whether they do research, engineering, or
manufacturing projects), have realized the importance
of task management. Talking about its implementation
at a fashion garments supplier in Australia, the
responsible person observed: “It is quite simple. You
update your tasks, follow priorities, and get the work
done.” According to the engineering director of a home
appliances company, “Setting processes and guidelines
for Task Management is the key.” Another successful
adopter from a submarine maintenance facility put it as,
“The supervisors look at their task list and allocate
resources based on priority. It is that straightforward.”

« Project managers—According to a provider of
telecommunication switches, there was tendency in
their implementation to use project review meetings
only to explain “red” buffers. Only when the division
managers started expecting actions for recovering
buffers did the projects begin being brought on track.

« Resource managers—At a provider of IT applications,
resource managers initially did not see a role for
themselves in managing execution. However, after
Buffer Management was in place, it became evident to
them how to anticipate and prevent resource
bottlenecks rather than scrambling for resources post
facto (one of the outputs of Buffer Management
calculations is an accurate list of upcoming tasks in
every department and corresponding workload).
Moreover, their earlier resistance evaporated.

Frequently Asked Questions

Following are some additional implementation-related
questions and answers drawn from field experience.



Can Critical Chain be implemented without basic project management
in place first?

It is worthwhile debunking the myth that Critical Chain
might be too advanced; that project management basics
have to be well in place before Critical Chain can be
implemented. It has been observed that many of the so-
called “basics” actually propagated and reinforced the old
ways of running projects. Organizations that were mature in
“basics” actually had to let go of some of the practices they
had acquired; for example, making detailed project plans
and issuing precise task schedules. Organizations that did
not have the required fundamentals such as good project
plans or management structure could quickly establish them
as part of their implementation. The effort is not on
establishing the “basics,” but on implementing Critical
Chain itself.

Should a pilot be run before a full rollout of Critical Chain?

Not necessarily. The application of Critical Chain is now well
understood for a wide range of project types. A pilot is not
needed if experienced implementers who have successfully
performed similar implementations elsewhere are engaged.

If implementing alone and for the first time, without help
from experienced implementers, a pilot might helpl2 in
understanding the implications of all Three Rules.

If external help is available but does not have experience
in a relevant business or operational environment, pilots
may be advisable for the same reason. However, it is
important to set clear objectives for the pilot (e.g., what
specific changes to test and what effects to measure) and
structure a pilot accordingly.

What about cultural and behavioral changes?



Organizational culture and peoples’ behaviors cannot
change before results happen. The culture and behaviors
under Critical Chain are undeniably quite different from
traditional culture and behaviors. At the same time, culture
and behaviors are broad and nebulous terms; if not careful,
they can become a smoke screen to hide real
implementation issues.

More importantly, culture and behaviors stem from how
you manage. Change the rules and associated policies and
measurements, and the culture and behaviors will begin to
change as well. Results that come from new rules will only
accelerate those changes.

What is the role of software in Critical Chain?

The main role of Critical Chain software is enabling and
leveraging Buffer Management.

Many project planning tools can create satisfactorily
buffered project plans (albeit with a lot of manual effort),
and even spreadsheets can adequately plan pipelines.
However, for Buffer Management, specialized software
components are required:

« A computational engine to monitor buffers and calculate
priorities

» A central database to collect the inputs and outputs of
buffer management

« A Web-based platform to capture and disseminate
information in real time across the enterprise

Specialized software can also play a significant role in
sustainment by monitoring and reporting the results as well
as adherence to the Three Rules.



Is a Project Management Office (PMO) needed with Critical Chain?

While a specialized group is needed to support a
management system based on Critical Chain, it is quite
different in nature from a traditional PMO. Whereas the
traditional PMO is mostly about planning and reporting,
often with an explicit focus on improving and enforcing task
estimates, a Critical Chain support group is about facilitating
synchronized execution. Its role is applying and enforcing
the Three Rules by helping:

e senior staff maintain low WIP, create pipeline and
capacity based on business goals, slot new projects into
the pipeline, and monitor results and adherence to the
Critical Chain Rules;

e project managers create properly buffered project plans;

» task managers follow priorities;

e identify and capitalize on opportunities for continuous
improvement; and

e train and coach new managers.

To communicate and reinforce a clear change in focus, it is
probably appropriate to term the Critical Chain support
group as Execution Management Office (EMO). This group
should be professionally knowledgeable in Critical Chain
Rules and practices, and expert in execution management
software.

How is non-project work handled with Critical Chain?

Up to 10 to 50 percent of work that a typical project-based
operation has does not come from projects. Examples of
such work include sales support, field support, and special



tasks that cannot be classified as projects. All such work
potentially interferes with following buffer-based priorities
for project work. To make matters worse, non-project work
often does not go through a central coordination and control
point, or gate; it just lands on people’s desks.

When non-project work is little (~10 to 15 percent of the
total workload for a set of resources), a practical solution is
to establish a central gating and dispatching mechanism.
Emergency work is immediately assigned, preferably to
those people who are not working on red tasks, while other
work is assigned to people as they finish their project tasks.

If non-project work is substantial (more than 20 percent of
the total workload for a set of resources), it is best to
dedicate capacity for it. Otherwise, not only will it be
difficult to follow buffer-based priorities for project work, but
non-project work will suffer as well. If it is important to give
everyone a chance to perform project as well as non-project
work, a rotating pool can be established whereby people are
assigned to non-project work for only a few weeks at a
stretch.

Should the scope of a Critical Chain implementation include vendors
and subcontractors?

If vendors supply long lead-time items, and procurement of
those items is on the projects’ critical path, the
improvement in project cycle times may be limited if
vendors are not included in the implementation.
Organizations can still achieve the full potential increase in
Throughput of internal resources (typically 20 to 25
percent), but only 10 to 15 percent reduction in overall cycle
times. Achieving greater reduction in cycle times requires
offering vendors an incentive for faster supply, and perhaps
implementing Critical Chain (or Drum-Buffer-Rope) in the
vendors’ operations.



If subcontractors perform a significant amount of work for
the project, the improvement gains in Throughput as well as
cycle time may be limited if they are not involved. If proper
incentives are provided, subcontractors can be persuaded to
execute their work in accordance with the Three Rules of
Critical Chain—to the benefit of both parties.

How does Critical Chain improve quality?

Critical Chain helps improve quality by cutting down
firefighting and multitasking and by creating time at the
beginning of a project for full kitting. Moreover, metered
release of projects checks the temptation to start them
before fully defining the requirements, which minimizes
later changes and the rework, errors, and multitasking that
emanate from them.

Critical Chain seems to be all about timelines; what about controlling
costs?

Of course, costs of a project cannot be managed without
regard to project benefits. It is sometimes possible that the
benefits far outweigh the costs of doing projects faster. In
most other cases, costs can be a relevant concern.

There are two viewpoints about timelines and costs. One
viewpoint is that they are in conflict—shortening timelines
costs more money. The other is that the longer projects
take, the more they cost, so there is no need to worry about
costs as long as projects finish faster. However, both these
assertions are only partially correct.

Many adopters of Critical Chain have found that project
costs can be divided into three categories:

1. Costs of Capacity: Costs of people, equipment, and
facilities fall into this category. The faster projects are



done, the earlier the capacity is freed up, and the
capacity costs incurred by individual projects are
lower. This applies if projects are done faster without
increasing the rate of expenditure on resources (e.q.,
by expediting, spending overtime, etc.). If resources
are fixed, and these resources can complete more
projects within a fixed time, then the average cost of
the completed projects declines. Similarly, if projects
are delayed, the (assigned) cost of individual projects
could increase.

2. Costs of Purchased Items: Costs of material and
components, and firm-fixed price work done by
subcontractors, fall into this category. Such costs likely
will not change with project duration, except if
supplies are expedited. Such costs are best controlled
with traditional methods, within the framework of
Critical Chain policies and practices.

3. Costs of Expediting: The exceptions to the previous
characterizations are the costs that can be incurred to
recover buffers; this includes costs of extra capacity
as well as paying premium prices to expedite
materials, buying materials that are more expensive,
or transporting materials using faster modes of
transportation, and the like. Of course, such costs
should be incurred only if the benefits of improved
delivery or reduced risk outweigh the costs.

Potential conflict between timelines and expediting costs
can be mitigated by recognizing that buffer recovery actions
at additional expense may be required during execution. A
useful and prudent practice is to set aside monies to help
recover buffers as necessary. This “budget reserve” is part
of the total budget, not in addition to it. Experience says
that 10 to 20 percent of the total budget is appropriate for



“budget reserve,” and setting it aside upfront helps prevent
cost overruns while delivering projects on time.

Do we need project-level budgets in multi-project operations?

Since costs of capacity in multi-project operations are not
incurred project-by-project but in aggregate, it is not
necessary to budget these costs at the project level. An
aggregate budget is generally sufficient for controlling the
costs of capacity. However, a project-level budget may be
helpful for managing the costs of purchased items. In
addition, organizations might still need project-level budgets
for reporting to their customers and for financial accounting
purposes.

Does Critical Chain work with Earned Value Reporting?

It is quite straightforward. Organizations contractually
obligated to report Earned Value metrics continue doing so
even after they implement Critical Chain. However, they do
not use CPI22 or SPI2L to measure Execution and drive
execution priorities. They use Buffer Management for that.

How does Critical Chain work with Lean?

Lean has three well-known elements: Kanban, which is
about synchronizing execution priorities and tying them to
the actual demand; Flow Lines, which are an alternative to
Kanban; and Kaizen, which is about a process of continuous
improvement.

Kanban normally does not apply to projects. Flow Lines
have been tried in project-based manufacturing but without
much success. The reason is that Flow Lines require reliable
estimates of time and effort required to do a task, which are



not possible in projects. In short, there is no alternative to
Critical Chain for synchronizing project execution.

The difficulty with Kaizen in projects is that on the one
hand, almost everything can be improved, and on the other,
most local improvements do not translate into better project
performance. Buffer diagnostics can enable Kaizen by
helping to isolate and prioritize meaningful improvement
opportunities.

In other words, Critical Chain is Lean for projects.

What are the likely causes of failure in implementing Critical Chain?

The implementation process presented in this chapter is the
fruit of over 200 enterprise-level implementations since
1999. Before this process was developed, roughly only one-
third of the adopters realized significant improvements in
project speed and Throughput; another one-third
experienced marginal improvements (projects in control and
on time); while one-third of the implementations failed to
take off. Since introducing this process, the success rates
have been near-perfect. Significant improvements are
realized every time this process has been followed.
However, the following points of failure can occur, and
prevent an adopter from following the prescribed steps and
enjoying consequent benefits:

 Undertaking an implementation without a business
imperative.

« Top management not accepting or setting sufficiently
ambitious improvement goals, or delegating the
implementation to a staff function like a PMO. Critical
Chain inherently involves changing the rules of
managing Execution and performing at a higher level,
not about planning and tracking projects differently.



e Not changing the policies and measurements that
conflict with the Three Rules; local (task-level) schedules
and measurements are the biggest culprit.

e Inability of the implementation team to apply the Three
Rules to the environment under consideration. The most
difficult parts are applying the pipelining rule, building
good project plans (see Step 4), and designing and
establishing task management.

e Activating Buffer Management reports but not following
through with coaching and mentoring of front-line
managers in actively managing the buffers.

If the business case for Critical Chain is strong, and if any
of the other failures mentioned occur, the reason is either
lack of implementation skills or inadequate leadership.

Summary

Critical Chain works because it solves the real problem
caused by uncertainties that are inherent to projects. It
recognizes that while uncertainties can be somewhat
lessened through better planning, they cannot be
significantly reduced or eliminated. Therefore, Critical Chain
curbs the immediate and most devastating effect of project
uncertainties—unsynchronized priorities. The Three Rules
provide an assured basis for coordinating projects’ tasks and
resources to achieve optimal performance.

Second, getting results from Critical Chain pragmatically
focus on translating these explicit Rules into practical
procedures before trying to change behaviors and culture.
Experience has consistently shown that practical procedures
and robust buy-in of managers to the Rules are enough to
get results quickly. Management buy-in is solidified by
quickly achieving specific improvement targets based on



real business needs. When Critical Chain Rules are also then
embedded into management policies, management
processes, and management information systems,
organizations get as close to long-lasting and self-
perpetuating results, culture, and behaviors as is possible in
“human systems.”

Finally, there is no alternative to strong leadership—either
for getting initial results or for ongoing improvements. Only
top managers can change the old rules and preserve the
new Rules for managing Execution. Only top managers can
set appropriately ambitious goals for the organization. Any
other assumption is folly and leads to failure.
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CHAPTER 5
Making Change Stickl

Rob Newbold

One day, the Master caught his favorite apprentice
stealing. He said angrily, “I will not train a thief. Go, and
return when you have changed.”

The apprentice, feeling very ashamed, spent the day
walking around the village, thinking about his life and
his behavior. He returned that evening, saying, “Master,
| have spent the day reflecting on who | am and what |
would like to be. | believe | will act differently in the
future. With all my heart | wish to return and continue to
be your apprentice.”

The Master replied, “Realizing that you need to
change is not change. Go, and return when you have
changed.”

The apprentice, much dismayed, set out again. This
time he traveled to a nearby city, working from time to
time to support himself. After two weeks he returned,
saying, “Master, | have spent two weeks working and
learning and have never once been tempted to steal. |
know | will act differently in the future. With all my heart
| wish to return and continue to be your apprentice.”

The Master replied, “Trying new things is not change.
Go, and return when you have changed.”



So the apprentice set out for a third time, traveling
the country far and wide, learning skills and seeing
wonders of which he had never dreamed. After a year
he found himself near his original village and stopped in
to visit his old Master. He said, “Master, | have traveled
the world and seen many wonderful things. | am happy
to see you, but being your apprentice is no longer my
heart’s desire.”

The Master smiled and said, “You are welcome to
stay as long as you wish.”

Introduction

Real change, the kind required to significantly improve
organizational performance, is not about realizing we need
to change. It is not about trying a few things. It is about
changing our habits, the habits we use without thinking as
we respond to daily situations. When we implement Critical
Chain scheduling, we want people to do certain things
without having to think about them. For example:

Copyright © 2010 by Rob Newbold.

« Perform work as a relay raceZ (“get it, work it, move it”),
not a train schedule.

e Assess actions through their impact on the global
project or portfolio picture, not through their impact on
task due dates or individual productivity.

e« Treat commitments as ranges of time, not points in
time.



Use of these concepts represents a real shift of paradigms
for most organizations. Until new habits are part of the
organization’s DNA and the old habits are gone, people have
to weigh alternatives and consider multiple approaches.
They have to think. Meanwhile, the old approach continues
to be an easy option, so backsliding is common. Until the
DNA has changed and new habits formed, the change
process is not complete.

In this chapter, | explain the approach to organizational
change developed and refined at ProChain Solutions over
the last 12 years as we helped organizations of all sizes
implement Critical Chain Project Management. First, | will
analyze the nature of the problem and the root causes
behind change not sticking. Then | will discuss a solution,
the Cycle of Results (CORE), and how this solution can be
used to address the root causes. Finally, | will describe how
CORE can be applied to the implementation of Critical Chain
scheduling.

The Uptake Problem

A major reason that organizations are unwilling to take on
major change initiatives is what | call the “Uptake Problem.”
Implementations have trouble getting off the ground; when
they do, they don’t produce to the level people believe is
possible; and even when significant benefits are produced,
backsliding can, over time, put an implementation in
jeopardy. Many times the Uptake Problem is explained
simply by saying, “Change is difficult” or “We’re not good at
change.”3

The Uptake Problem is readily acknowledged across many
types of implementations, but is very difficult to quantify.
Experts and companies seldom have an incentive to reveal
negative data, so we see only one side of the picture. When
we find and accept negative data, the extent of the Uptake



Problem—difficulties getting going, the extent to which
improvements continue, etc.—is difficult or impossible to
analyze. Even the definition of success will tend to vary by
time and organization. There are tidbits that reference the
problem, but never a full meal.

e Yearly surveys from the Lean Enterprise Institute
indicate that backsliding is a perennial problem. (Lean
Enterprise Institute, 2008, 1)

e “Although individual lean concepts and tools are easy to
understand, to be truly successful in the application of
these concepts and tools, the majority of the
organization must change the way it looks at work. . .
And so far, the vast majority of the organizations that
start on the lean transformation journey are not
successful at making this transition.” (Koenigsaecker,
2009, 79)

e “Statistics from 150+ implementations . . . 15% of the
implementations failed to take hold[,] despite initial
successes[;] 15% of the implementations failed to even
take off.” (Gupta, 2005, 3)

e “In practice (in our experience) most [Critical Chain]
implementations have failed after the person driving the
process has moved on.” (Retief, 2009, 1)

e Hobbs and Aubry found that 42 percent of Program
Management Offices (PMOs) have had their relevance or
even existence seriously questioned in recent years,
leading them to believe that, “... about half of
organizations are critical enough of PMOs to decide not
to implement one or to seriously consider shutting theirs
down if they already have one.” (2006, 13).

e Frequent anecdotal evidence suggests that the Uptake
Problem is significant with any major change initiative,
including Theory of Constraints (TOC), Enterprise



Resource Planning, Enterprise Project Management,
Lean, and Six Sigma.

ProChain’s experience, gained over the course of 12 years
observing our clients and the clients of others implement
Critical Chain, confirms that the Uptake Problem is real and
pervasive. We have found that:

« The Uptake Problem is more severe with larger projects,
larger organizations, and organizations that perform
projects involving significant uncertainty (e.g., research
and development).

e The immediate value of Critical Chain to project
managers is such that individual project managers, once
trained, will often attempt to continue to use it whether
or not the organization embraces it.

 People (and organizations) who take the perspective
that Critical Chain is a toolset, rather than a significant
change process, are unlikely to maintain successes over
the long-term.

e There is a direct correlation between implementation
success and willingness to adopt the CORE concepts
described in this chapter. For example, every company
that has started a ProChain rollout within the last five
years has continued increasing their use of and value

obtained from Critical Chain over time.2

Before we can fix the Uptake Problem, we need to
understand it. The following analysis follows the Current
Reality Tree (CRT) shown in Fig. 5-1 through Fig. 5-3. A CRT
is a tool to pinpoint common causes responsible for many
effects.2 Read the boxes in the tree in numeric sequence.
Boxes with no arrows leading into them are “root causes”;



they should be examined for validity. Other boxes should be
read following the arrows, using if-then logic. When multiple
arrows go through an ellipse, read “and.” For example,
starting at the bottom of Fig. 5-1: “if (1) sometimes people
lack urgency to change to a promising new technology and
(2) there is some level of interest in the new technology,
then (3) there are half-hearted attempts to employ the new
technology.” Boxes that have already appeared in an earlier
figure are shown in a light shade of gray.

In order to make this discussion as concrete as possible,
imagine you are employed by a large company, Widgets,
Inc. (WI), as a project manager for new product
development. WI designs and manufactures (of course)
widgets—big ones, little ones, all kinds. | have included
some narrative to describe the CRT logic as it applies to WI.
| have added the associated box numbers from the CRT into
the narrative in parentheses.

No Urgency to Change

Suppose, to start, that WI, as a whole, isn't experiencing
significant pain with its projects, meaning there is little
urgency to change even to a promising technology (1). New
products are coming out of the hopper, the system doesn’t
look broken, so there is no urgency to fix it. Despite that,
you as a project manager are interested in implementing
Critical Chain scheduling because you recognize that it will
have value for you (2). How are you likely to fare?
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FiGURE 5-1 No urgency to change.

You may gather support from some like-minded
individuals, but Critical Chain schedules will only meet with
half-hearted interest (3); people have too many things to do
that are more important. Needed resources and time will be
scarce (4). Consequently, while you may use Critical Chain
for your projects and people may or may not express
interest, the momentum never builds (5). Of course, if basic
components of your solution are deficient (6), your chances
of building long-term momentum will be even worse.

Since Critical Chain (like other TOC applications) requires
the synchronization of many people to be fully effective over
the long-term, and since the momentum is not building,
your implementation cannot take off. Not enough people are



synchronized; the old DNA is not being replaced. Eventually,
as enthusiasm wears off or people move on to other
positions or companies, the old ways reassert themselves
(7).8

There is also a loop that makes things worse. People have
often seen initiatives fail; these failures tend to make people
skeptical of new initiatives (8). Why bother rearranging the
deck chairs on the Titanic? These bad experiences, and
stories of bad experiences, often cause people to take a
wait-and-see attitude toward change (9). This attitude by
itself reduces the momentum toward change (5).

There is one other problem that frequently exists and is
made worse by a lack of urgency (1): key people—typically
mid- and high-level managers—will not take ownership over
the solution (10). Without their ownership, resources and
time remain scarce (4). Note the twoway link between boxes
9 and 10. When key people do not take ownership, others
will assume that it is all right to sit on the fence. The more
people there are sitting on the fence, the more key people
are likely to avoid taking ownership.

Throughout all this, people working inside WI will have
real trouble understanding what happened. They may say
things like:

Our culture wasn’t ready.

Our focus changed.

We never got the management support we needed.
We just couldn’t execute.

Their thinking is governed by the general skepticism of
new initiatives (8).

The Silver Bullet



Moving on to Fig. 5-2, suppose that, due to an aggressive
new competitor, senior management at WI starts to believe
there is an urgent need to reduce cycle times without
increasing costs (11). Senior leaders therefore put their
weight behind a Critical Chain initiative to reduce cycle
times (12). They also make sure to have in place all the
basic components of a good solution (13).

15. The pain and
urgency go down,

!

14, The implemeantation
quickly produces
significant resulis.

2P ——u

11. Sometimes there is
arganization-level
urgency to solve a
probiem.

12. Key people put
their weight behind
an initiative to solve
the probiem.

13. The basic components
of the solution are
adequata.

FiIGURE 5-2 The silver bullet.




Stage Task

Preparing Study and analyze the organization.
Work with key players to plan the implemeantation.
Install and configure software and other tools.

Teaching Give practical training, potentially to many different types of individuals, for
task, project, and portfolio planning and execution.

Provide mentoring, especially for project and functional managers.
Sustaining Initiate formal processes for certifying the quality of internal experts
Create a PMO to manage methodology and quality.

Adapt Human Resources processes to reflect the importance of project
management.

TABLE 5-1 Generic Critical Chain Implementation Steps

Table 5-1 shows generic, high-level components of an
implementation plan WI might use.

Each of these components is important and worthy of its
own discussion. We have seen implementations in which a
lack of any one of them has proven fatal. However,
assuming WI does all these things, they are likely to achieve
rapid and significant successes with their implementation
(14). They have relieved the pain and urgency (15). In short,
WI’s Critical Chain solution has proven to be a real silver
bullet.

Negative Branches

A negative branch (Scheinkopf, 2000, 117) is something bad
that happens because of trying to do something good. It is
the road to hell, paved with good intentions. For example,
there are likely to be negative branches associated with
giving money to a drug addict. We have seen a few negative
branches arise repeatedly in implementations, even when
the implementations produced real benefits; they are shown
in Fig. 5-3.



Let’'s assume that Fig. 5-2 is completely valid, and by
virtue of WI's quick successes with Critical Chain their cycle
time pain has gone way down. The consultants leave and
chalk up a success and everyone is happy.

Unfortunately, it is not common practice to set clear,
realistic expectations of the likely value of an initiative (16).
It is also uncommon to communicate that value once it has
been achieved (17). As a result, many key people do not
fully appreciate the value provided by the initiative (18).

Two problems occur when key people do not appreciate
the value. First, if they are looking at costs versus benefits,
they will get a skewed picture, especially keeping in mind
that different people will have different perceptions of value.
The benefits may not appear adequate relative to the costs
(19). Therefore, while WI's CEO may appreciate the
tremendous benefits from their reduced cycle times, a
functional manager may only see that his job is less
important because his firefighting skills have become
irrelevant. That functional manager will be less willing to
lend his support to the initiative (4).

The second problem is that the success of the initiative
means that people see the problem as “solved.”
Unfortunately, there are still associated costs: internal
experts, consulting support, licensing fees, and so on. Who
wants to continue to pour time and money into a problem
that is solved (20)? Often, they won’t (4). In addition, do not
forget the fence-sitting loop from Fig. 5-1 (box 8): Repeated
failure makes people more and more skeptical that success
is possible.
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FIGURE 5-3 Negative branches.

There is one more ticking time bomb: business
environments change over time (21). We have seen the
replacement of a senior executive produce a complete
change in the focus of an organization. We have also seen
something as simple as a market downturn result in drastic
cost cutting. In other words, the perception of what



problems exist, and their urgency, changes over time (22).
Again, support disappears.

All these negative branches will eventually make WI's
Critical Chain initiative a legitimate target for cost
reductions. Support personnel have to do more with less;
management may even decide eventually to eliminate the
PMO.Z

The inescapable conclusion is that even the most
successful and apparently well-managed initiatives are
under threat. It is no surprise that people are skeptical that
change can really happen.

Root Causes

Figures 5-1 to 5-3 suggest some root causes that drive the
failure of change initiatives:

1. Lack of urgency (box 1)
2. An inadequate solution (box 6), including:

 The problem, appropriate solution, or needed results are
poorly defined.

e Buy-in of key players is inadequate.

« The implementation plan does not address major

obstacles.
e Insufficient resources are applied to the solution.

3. Lack of ownership in the solution (box 10)

4. Unwillingness to set clear expectations of value (box
16)

5. Inability to communicate value (box 17)



6. Changes in the business environment (box 21)

The Cycle of Results, presented in the next section,
addresses the first five of these root causes. The sixth,
changes to the business environment, looks like an
inevitable result of doing business. However, it has a couple
of important implications. First, in the midst of a change
effort, management should be careful about the additional
changes it can control. We have often seen new change
initiatives taken on before old ones have been assimilated.
We also often see key personnel moved around without
regard to the impact on initiatives. Management should
minimize these changes.

Second, the inevitability of changes in the business world
implies that there is a finite window for any implementation
to take hold. If you cannot set up the appropriate processes
before the next earthquake, your initiative will eventually be
in trouble.

The Cycle of Results (CORE)

The implementation feedback system used by ProChain to
address the Uptake Problem is called the Cycle of Results ™
(Newbold 2008, Chapter 15; also referred to as CORE). It
addresses the first five root causes of failure from the
previous section to create a process that builds trust. |
define trust as willingness to depend on someone or
something, in a specific context. The people implementing
the solution must be willing to depend on that solution,
continuously, into the future. People must believe that the
perceived rewards will continue to outweigh the perceived
costs.
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FIGURE 5-4 The Cycle of Results. (Copyright © 2008 by
ProChain Solutions, Inc. Reprinted with permission.)

Basic Principles

Figure 5-4 shows CORE pictorially. In this picture, the
conditions or states achieved are in the boxes and the
actions leading to those states are on the arrows. The boxes
are stacked because the meaning of the states may be
different for different people. Different people may feel
different types or levels of urgency, have different
perceptions of value, and so on.

The cycle starts with the actions leading into Urgency:
learn and analyze. It is especially important to learn and
analyze the urgency that people experience to change.
Suppose you are a consultant and someone asks you to help
him or her implement Critical Chain for a project. Do you
immediately convene the project team, or do you first try to
understand why the organization wants to implement it? As
discussed later with implementation planning, we may need



to take many actions in order to understand what urgency
people feel today and what urgency we need them to feel.

Because of its importance, Urgency is in the center. It is a
necessary condition for meaningful change. Urgency may be
different for each person, so for example a senior leader
may experience urgency to improve revenues, a project
manager may experience urgency to deliver a project more
quickly, and a worker may experience urgency to finish a
specific task. You will need to understand the urgency for
different individuals, because they will not respond to
urgency they do not feel. Very often, | have heard people
say that they believed their Critical Chain implementation
had urgency “because my boss says so.” If it is their boss’s
urgency, it is not theirs. If it is not theirs, they do not really
feel it. If | see on television that a building is on fire, | will
feel badly for the people inside, but | probably won't run out
my door to escape the flames.

How do we combine these different feelings of urgency
into a whole that is synchronized around the needed
improvement initiative? We need to describe a vision for the
implementation, a vision that connects what the company
does (and why people want to work there) with the benefits
they should expect from the implementation. For example, a
simple vision for WI might be, “We will improve our
customers’ lives and our ability to compete for their
business by getting them the new widget technologies they
need when they need it.”

This vision should be described to the different people in
the organization in their terms, in order both to set
Expectations for the implementation and to tie the
expectations to people’s individual sense of urgency. For a
Critical Chain implementation, senior leadership will need to
understand the strategic and bottom-line implications.
Project managers will need to understand that they will be
able to focus on high-impact actions. Financial people will
need to understand the financial ramifications on



predictability and resource allocation. Individual contributors
will need to understand that they will be allowed to focus.
And so on.

Sometimes it seems that senior people set up initiatives
and make promises without providing the wherewithal to
actually make things happen. To avoid that, we recommend
a significant planning effort, beyond any generic plans that
may already exist. This has two benefits. First, it makes sure
that specifics of the environment are taken into account so
that they do not cause problems later. For example, the
organization’s structure will likely have a significant impact
on the sequence of implementation activities. Second,
people are much more likely to take ownership over things
that they have had influence on. That is true whether you
are creating gardens, businesses, or implementation plans.
When it comes to organizational change, people in the
organization are either part of the problem or part of the
solution.

The planning process, along with related activities such as
interviews with stakeholders, helps to build an initial
Commitment to move forward. It won’t get everyone off the
fence, but it will help start the key individuals moving.2 With
that in mind, we will often start a major implementation with
both a senior leadership group or Steering Team and a
slightly lower-level Implementation Team. The Steering
Team gives planning advice and approval, the
Implementation Team does the more detailed planning.
They all have a say in what happens.

After some level of commitment comes implementation
work, in order to create Value. Creation of value for all the
key stakeholders seems to be straightforward for Critical
Chain implementations because so many kinds of value can
be created. Table 5-2 presents some examples of the
benefits of a full enterprise implementation of Critical Chain
to the different players.



We have seen these types of value repeatedly. However,
this brings us to the top of the cycle: how do we know that
the value was achieved? It must be measured. Table 5-2
includes some sample implementation measurements.2 One
that we have found to be of great value but not commonly
used is the last in the table: checklists to determine process
adherence. During a weekly buffer update meeting, one
would expect certain topics to be discussed: buffer
consumption, recovery plans, key tasks, and so on. During
functional staff meetings, one would expect discussions
about how to work one task at a time. Why not use a
checklist to track whether these things are happening? We
have found this to be a great way to learn where help is
needed.

It is never enough just to measure. The measurements
must be validated against different people’s expectations. In
addition, once that Validation has taken place, the results
must be communicated with key stakeholders. If the results
are what we expect, we will reinforce that what was
promised is coming true. People are much more likely to
acknowledge value and continue with changes if the value is
shown to them explicitly. For example, if senior leaders are
consistently shown the value captured by project teams in
applying Critical Chain scheduling, they will be far less likely
to cut PMO funding. They will better understand the
connections between continued funding and success.

If expectations are not being met, they may need to be
reset. In that case, the implementation should be re-
evaluated. It is important to fix problems early on. It is also
important not to pretend that things are fine when they
aren’t. You won’t be able to fool all of the people all of the
time.



Player

Value

Sample Measurement

CED

Improved predictability

| Ontime delivery

Project Manager

Reduced cycle times

Increased efficiency

Maore credibility of schedules

Better understanding of problems

and their magnitude

Increased chance of hitting

requirements dates

Standard cycle time vs,
benchmarks, anecdotal evidence

Number of projects completed vs.
headcount

Surveys®
Surveys

Oretime delivery

Functional Better ability to predict and Budget averruns/shortfalls,
Manager communicate resource SUrvVeys

requirements

Simpler assignment and Surveys

management of tasks

Ability to say “no” or “not now” Interviews

when appropriate
Individual Clear, stable priorities | Task progress statstics,” surveys
Contrnibutor

Reduced chaos and multitasking
More reliable budgets

All Consistent, disciplined
communication

| Surveys
Financial Officer | Deviations from plan

| Checklists to determine process
| adherence

It i rf:l.ﬂix'l.']y H:iF.I'IIJl.L' to construct short SUrVEYs, using | for uxnmp]c;l a 5imph.: 1 to 5 scale, that measure
how peaple feel about aspects of the value created through the scheduling process. Some types of
information, for example schedule eredibility, are difficult to get at in other ways. See also Newbold
(2008, 136).

“Tasks should be worked in the priority indicated in the schedule, and the number of tasks active at any
given time should not normally exceed the number of resources performing them. Checking these
dataina cumputq.'rizccl siched uling tool can give an mdication of level of mth':m.-.king, and hence clar-
ity of priorities.

TABLE 5-2 Critical Chain Benefits

The line from Validation to Urgency in Fig. 5-4 indicates
the ongoing need to understand and analyze the level of
urgency. If people say that one thing is important (for
example, cycle times) but behave as if another is important
(for example, costs), we may need to re-think the
implementation. If the implementation produces value and
apparently reduces the level of urgency, we may need to



bolster the urgency with some additional actions, at least
until the new processes are well established.

Many other cross-connections that are not represented
here can occur during the CORE cycle. For example,
expectations may need periodic adjustments based on the
results of planning and implementation.

Root Cause CORE Achievement
Lack of urgency Urgency
Unwillingness to set clear expectations of value : Expectations

_ Lack of ownership in the solution | Commitment
Inadequate solution | Value
Inability to communicate value Validation

TABLE 5-3 Mapping between Root Causes and CORE

As the cycle continues, expectations continue to be set
and reset and commitment, value, and validation are built.
All the elements may occur in parallel. Implementing and
measuring, for example, do not normally stop as we
communicate and replan. Some steps, such as replanning,
will be skipped if they are not needed.

Table 5-3 shows the direct relationship between the root
causes from Figs. 5-1 to 5-3 and the CORE achievements in
Fig. 5-4. If CORE is implemented correctly and used as an
ongoing process, it helps significantly in reducing or
removing these root causes.

Simple Example: Cleaning the Room

CORE establishes trust that a set of changes will address an
urgent need. It contains an implicit assumption: we wish the
changes to continue into the future. We therefore put in
place feedback loops to validate that continued trust is
warranted. Let us consider a simple example.



Suppose you have a son, Billy, whom you want to clean
his room. You want it done well, regularly, and without
complaint. Some parents whine at their children until,
perhaps, the child complies. Some threaten their children
but when challenged fail to follow through on their threats.
These approaches require little investment and may work a
few times. However, they will ultimately fail because the
child will realize that they have no reason to change.
Consider instead the following approach, based on CORE.

1. Urgency, vision, expectations: Create a sense of
urgency by explaining to Billy that he is not allowed to
play after school until he has cleaned his room.
Describe your vision of a “clean room.”

2. Planning, commitment, implementation: Work
with Billy to plan how the “clean room” rule will affect
his daily routine. You might make allowances for
certain kinds of after-school events.

3. Measure, validate: Conduct inspections, explaining
what he has done well and what he has not done well.

4. Continue the cycle: Allow Billy to play or require
him to stay at home, depending on the results. Adjust
the rules as necessary based on changing
circumstances.

This approach is much more likely to cause Billy to gain
trust that you mean what you say than threatening and
complaining. Of course, it may also cause you, the parent,
to reconsider your level of urgency. Consider that, if you
leave out any of these steps, your chances of achieving the
“clean room” vision will go down. Is that vision important
enough to you that you will follow all the steps?

Simple Example: TOC Practitioners Group



Suppose you are interested in starting a TOC practitioners
group to share best practices. You may have several reasons
for this; for example, improving the level of implementation
quality and thus the credibility of TOC in your area. How
should you begin?

You will definitely need a target list of people who might
take part. You will want to find out their level of urgency.
What do they really care about? Where is their pain? If your
group includes consultants, you may decide to increase
their urgency by pointing out the advantages that will be
gained by those consultants who attend.

From there, you will need a vision that ties the future to
that urgency. Assuming the vision and expectations you set
are sufficiently compelling, people will participate in the
planning, further cementing their level of commitment. From
there, you would need to continue to implement, measure,
and communicate. If the practitioners group does not
continue to provide value, participation will wane.

Other Processes

The feedback provided by CORE is essential to building trust
in the urgency and consequences of change. In this section,
| draw some comparisons between CORE and a few other
well-known improvement processes. | encourage you to
think about feedback (or the lack of it) in various processes
with which you are familiar. For example, you might analyze
which of the following processes contain feedback loops,
and what kinds of changes those loops reinforce:

« Define-Measure-Analyze-Improve-Control12
e Learn-Commit-Doil
« Layers of Resistancel2



Observe-Orient-Decide-Acti3
Ponzi schemes

The scientific method

TOC thinking process toolsi%
TOC strategy and tactics treesl2

CORE and Sales

Change requires sales, whether that means selling yourself
on changes you need to make or selling others on changes
they need to make.12 When | talk about sales, | don’t mean
the kinds of annoying tricks that are used by sales people to
get you to part with your hardearned cash. Businesses that
run on hard selling—pushing as hard as possible to get a
sale—shouldn’t expect a lot of repeat business. Buying is
unpleasant and expectations are often far from reality.
Instead, | am talking about selling that creates a win-win
relationship between buyer and seller, a relationship that
continues into the future. If a buyer of change is involved in
such a relationship, she will continue the change. If she is
not, she won’t.

Solution Selling Step CORE Element
Perform pre-call planning and research Learn and analyze
Stimulate interest Urgency
Define pain or critical business issues Urgency
Diagnose and create a vision based on your solution Describe a vision
| Expectations
Develop and manage evaluation plan Flan and create ownership
Reach final agreement Commitment
(Mot included) Implement
Value
Measure success criteria Measure results
Validation

Leverage success Communicate, re-evaluate, reinforce




TABLE 5-4 Solution Selling Steps and CORE Elements

CORE contains many elements of such a win-win selling
process. It is closely related to a process called Solution
Selling (Eades, 2004). Some important steps of the Solution
Selling process are compared with CORE in Table 5-4.17

There are a few interesting parallels and differences that
you can see from Table 5-4. The Solution Selling concept of
“pain” corresponds to the CORE concept of urgency. In a
selling situation, urgency is most commonly caused by pain.
Consequently, Solution Sellers spend a great deal of effort
understanding and exposing their buyers’ pain.

In order to describe the solution as it relates to the pain or
urgency, both processes require communicating a vision.
The vision connects the urgency to expectations of a future
in which the pain is relieved.

Solution Selling is primarily targeted at reaching an initial
commitment, while CORE is primarily targeted at creating
and leveraging ongoing success. Some of the resulting
differences are apparent from Table 5-4. Solution Selling
breaks the early stages, creating urgency and setting
expectations, into more pieces. Those pieces are very
important if you are driving toward an initial commitment,
such as selling a senior manager on the idea of
implementing Critical Chain in the first place. Very often,
when selling efforts begin, people don’t understand their
own urgency well; creating that realization requires work
and effective tools. Urgency requires less emphasis if it is
already well understood by the key players.

CORE, with its emphasis on ongoing success, places more
weight on later steps like implementation and validation.

Plan-Do-Check-Act (PDCA)

Deming (1982) refers to the PDCA cycle as a helpful
procedure to follow for improvement at any stage of



production.18 This cycle includes four steps: Plan (establish
objectives for changes); Do (implement the changes); Check
(measure the results); and Act (analyze the results).

Check : Act

Do Plan

FiGURE 5-5 CORE and Plan-Do-Check-Act.

Figure 5-5 shows how the PDCA cycle overlays CORE. The
PDCA steps are analogous to the CORE actions. Plan
corresponds to planning and creating ownership; Do
corresponds to implement; Check corresponds to measure
results; and Act corresponds to communicate, re-evaluate,
and reinforce.

PDCA includes none of the CORE achievements (the
rounded boxes). For the original purposes of PDCA, such as
driving ongoing quality improvements, those elements may
not be important. However, we have found all of them to be
very important when people need to make long-term,
system-wide changes.

CORE contains an unstated connection with PDCA that is
important to understand. Deming suggests starting slowly in
the “Do” step. As knowledge is acquired, the changes can
be made more pervasive. We recommend a similar process
when implementing Critical Chain in larger organizations:



start with a pilot in order to gain real-life understanding
before making major changes to the organization.12

Five Focusing Steps

TOC practitioners often want to know how the TOC Five
Focusing Steps (5FS)—Identify, Exploit, Subordinate,
Elevate, Go back to step 1—relate to CORE.Z2 The
reinforcing loop in the 5FS process demonstrates the
potential for constraints to move over time and the
importance of dealing with those changes. It is a crucial
loop; | have seen numerous examples of TOC production
implementations that stagnated due to people’s
unwillingness to reidentify constraints and change behaviors
as the constraints changed.

This points us to an important connection with CORE. The
concept of subordination permeates the entire 5FS process.
It means that everyone pitches in, working together
synchronously to make sure that the focus remains on the
constraints. In a sense, the 5FS are a guide showing what
the people in the organization should subordinate to,
namely the organization’s goal and constraints. They can
produce short-term benefits very quickly. CORE shows how
to achieve that subordination, thus addressing the Uptake
Problem—helping to cement the long-term benefits that
come with ongoing improvement.

If people don’'t learn how to subordinate properly, an
implementation of the 5FS may result in initial benefits, but
the initiative probably won’t last. | call this the “silver bullet”
effectl: we are so tempted by the “silver bullet” of
immediate benefits that we don’t pay attention to negative
branches shown in Fig. 5-3. You need CORE to make the
changes stick.

Implementation Planning



Thus far, | have described CORE and given simple examples
of its application. However, a Critical Chain implementation
is complex. It includes installation, training, business
process changes, and new flows of information. It should
result in significant changes to how people do their work,
changes that must be synchronized across potentially
dozens of functions and thousands of people. Much can and
does go wrong. Ultimately, we want people to adapt our
Critical Chain methodology to their environment in such a
way that it becomes part of the organization’s DNA.

Planning with the Cycle of Results

In order to use CORE to analyze an implementation plan,
just follow the cycle. A number of questions will be
immediately obvious, for example:

 What is driving urgency to change? Who experiences it?
Who needs to experience it?

e |s there a vision that unifies the urgency experienced by
the different players?

e Have expectations been set? For whom? Who will set
their own expectations, and what is the impact of that?

e Has the planning accomplished buy-in?

e Who is truly committed? In other words, whom can you
trust to take the lead?

« Where do you expect value to be created?

« What measurements will be used to validate that value
was created?

« How is that value going to be used, both to (re) shape
expectations and to adapt the implementation plan?



If we apply this approach to the steps in Table 5-1, we
may discover a number of missing elements, without which
we will not get the CORE achievements (the rounded boxes).
Adding these elements allows us to hope that we will
overcome the root causes shown in Table 5-3 so that the
implementation plan will sustain itself long-term. Here are a
few things to consider when applying CORE to Table 5-1.

Urgency

A basic process for a group to raise performance to a new
level was laid out many years ago by the pioneering social
psychologist Kurt Lewin: unfreeze the present level, move to
the new level, and freeze at the new level.22 Unfreezing can
most easily happen through a sense of urgency, which is
why urgency is so crucial.23

Do we truly understand the level of urgency that different
people are experiencing? Is it adequate to “unfreeze”
people’s behaviors? We may have a great Critical Chain
champion in an organization, but if she is the only one with
a sense of urgency then she will have a difficult struggle. |
have seen many champions ultimately lose heart because
they did not back up their passion with the ability to
generate and communicate a sense of urgency that
resonated with their audiences.

Tip: Do the research and find the urgency. The
research usually requires interviews, with the questions
targeted toward understanding the individuals’ personal
sense of urgency.

Expectations

People commonly communicate expectations through a
vision. The vision is important, but it is seldom enough.



Given that different people will have different roles and
expectations, we have found that a Communication Plan is
usually needed. The Communication Plan is typically a
spreadsheet that helps keep track of who is communicating
what to whom, including:

e« Expectations of different stakeholders and how
expectations have been set.

 Marketing to groups not directly involved with the
implementation.

« Feedback between the PMO, Steering Team,
Implementation Team, and others.

Tip: Maintain a communication plan.

Commitment

Who should be involved with the planning? | have already
mentioned the Steering Team and Implementation Team
concepts. These groups need to leave their stamp on the
plan. In a complex implementation involving many people,
there will be many levels of planning to coordinate. Always
remember that an important purpose for planning is to allow
people to develop ownership.

Tip: Use planning to build ownership.

Value

It seems obvious that any change initiative should create
value. However, strangely, we often find that people have
not fully thought through answers to questions like, “What
value?” and “For whom?” Companies invest millions in



Product Lifecycle Management (PLM) and Enterprise Project
Management (EPM) systems without a clear idea of how
those systems will benefit the organization or the individuals
in them. Mismatched expectations among buyers and
sellers can cause EPM implementations to drag on for years.

Tip: ldentify the expected value and how it will be
achieved and measured. Start collecting data early;
there is no reason to wait.

Validation

Often we find that people assume an implementation will
continue to thrive and produce benefits once it is well
begun. It is true that benefits gained early can help to justify
and give momentum to the implementation. Unfortunately,
because the benefits of Critical Chain start well before the
organizational DNA has changed, an associated “silver
bullet” effect can lead to the negative branches shown in
Fig. 5-3.

Tip: Continue to collect and analyze implementation
measurements, such as those in Table 5-2, so that your
implementation will continue to adapt and improve.

Traps

A  number of conceptual traps Ilay waiting in
implementations, traps that people fall into without
thinking. You should review these traps periodically, just to
make sure you have not fallen into one of them.

It’s Not about You

We have a tendency to believe that our own opinions and
actions are more important than those of others. We look at



what we need to do and what we need to get other people
to do, without considering what they need to get
themselves to do. We sometimes forget that others may
have valid ideas as well.

Instead, think of an implementation as moving from “I” to
“They.” This might be a progression, for example, from a
world in which you as a facilitator take maximum
responsibility for the implementation, to a world in which it
would proceed even if you were run over by a bus. It goes
like this:

I: Where we have to start

We: Better

They: Best

We make ourselves obsolete, bridging the gap between
“" and “They,” by using CORE concepts: setting
expectations, building ownership and commitment, and
creating and communicating value. That way we build
ownership in the people who will eventually have to take
responsibility.

Tip: Ask yourself; am | taking on too much? Am |
delegating enough? Are the right people taking
ownership?

Broken Trust

Have you ever heard a management team say, “If we
implement the following technology, we’ll get the following
incredible benefits,” only to find that after months or years
of hard work the implementation fails to produce anything
close to those benefits? In my experience, this is common
for improvement initiatives; as shown in box 16 of Fig. 5-3, it
is not common practice to set clear, realistic expectations
for an initiative. This is also a perfect example of broken
trust. The promise of unrealistic expectations was made and



ultimately broken. Even worse, bad news travels quickly. If
you break trust with one group, you have to believe that
many others will hear about it. It is no wonder we so often
find people who have little faith in their organization’s ability
to change.

CORE should be used to build and retain trust. We set
realistic expectations, take actions to achieve those
expectations, and visibly confirm that we have met or fallen
below expectations. Either way, we continue learning. This
works from an important principle: The easiest way to
regain broken trust is never to lose it in the first place. If you
make a habit of setting unrealistic expectations, you will
often be disappointed. But even more important, you will
build a culture of mistrust.

Before beginning any initiative, think through the realistic
expectations that you are going to set with different
stakeholders. The expectations should be adequate to
address the vision and associated urgency. Communicate
them broadly, with a Communication Plan and marketing
campaign, so that expectations are not at the mercy of the
grapevine. Then, when the initiative is underway,
communicate how it is going and why.

Tip: Set realistic expectations and communicate
progress frequently.

What is “Done”?

Very often, during the Critical Chain scheduling process, we
find that people don’t know what “done” means for certain
tasks or projects. Often someone will understand a task in
general terms, but be unable to say at what point it should
be handed off. That can lead to quality problems when work
is handed off before it is ready, or excess time and effort
when work continues beyond what is needed. Team



members should always try to clarify the meaning of
“done.”

During implementation planning, the reverse problem
occurs. We create various plans and tools that have
implementation work defined as discrete tasks. That may be
extremely valuable, but if we are not careful—if we focus
too much on things that can be declared “done”—we can
lose track of the “level-of-effort” work that needs to be
performed steadily into the future, such as:

« Communication planning

e Measurements of quality and performance

e Mentoring for behavioral changes, such as prioritization
and reduced multitasking

» Transfer of methodology elements to the people doing
the work

e Process ownership and improvement

These represent work for which it is difficult and often
dangerous to declare “done.” Still, we have often seen
exactly this occur: people assume that these kinds of
activities are discrete tasks. They decide, for example, that
implementation planning or measurements are no longer
necessary once the implementation seems to be going well.
They declare “done” and eventually experience the
problems described in Fig. 5-3.

Not all implementation work fits neatly into a project plan.
Put another way: If all your implementation work fits neatly
into a project plan, you are missing something. This should
not be surprising, because the Project Management Institute
describes a project as a “temporary endeavor” (2008, 434),
and we want an implementation to be an ongoing process.



We can apply this principle immediately to the root causes
as we are tempted to convert them to tasks. Do we create a
sense of urgency and then declare “done,” or do we
continue to communicate and reinforce the vision and
urgency? Do we plan how to overcome the initial obstacles,
or continue to evaluate new ones? Do we declare “done” for
an implementation, or assume that it is part of a process
that will never be *“done”? We cannot answer these
questions by adding tasks to an implementation plan. We
need measurements of value and measurements of
implementation status, as shown in JTable 5-2. We need
communication of expectations and results. We need to
understand urgency and feed it into daily and weekly
communications. And we need to have people who are
responsible for filling these needs.

Maintain a Communication Plan. Create oversight
processes to make sure quality problems are addressed.
Hold regular Steering and Implementation Team meetings in
which critical issues are discussed. Create forums for
internal experts to share knowledge. More broadly, create a
CORE culture that rewards people for communicating honest
expectations and results, whether those results are deemed
good or bad.

Tip: Plan for work that will never be “done.”

Summary

Real organizational change does not just mean admitting
that things need to change or trying different things. It
means actually changing the habits that govern how people
work—changing the organizational DNA. Improvement
initiatives that require real change have, at best, a mediocre
record of producing and sustaining long-term benefits, and
this Uptake Problem is pervasive. Root causes for it include:



Lack of urgency

An inadequate solution

Lack of ownership in the solution

Unwillingness or inability to set clear expectations of
value

e Inability to communicate value

These root causes can be addressed by applying CORE, a
process developed by Pro-Chain Solutions over the course of
many years facilitating Critical Chain implementations.

CORE requires the following steps:

1. Learn and analyze to find or create the shared
Urgency.

2. Define and communicate Expectations using a
common vision.

3. Build Commitment through planning.
4. Create Value through the implementation.
5. Validate the results through measurements.

6. Continue the cycle into the future.

CORE is a process for selling change that addresses the
root causes by building trust in the change initiative over
time. The ProChain experience indicates that the
combination of CORE and best-in-class solution components
results in successful and long-lasting implementations.

The CORE feedback cycle can be applied to simple and
complex situations. Some associated traps can be avoided
by transferring ownership of the implementation, creating



realistic expectations, and acknowledging the fact that
some implementation tasks will never be completely
“done.”

Ability to change quickly—*“agility”—can be a tremendous
competitive advantage. For an organization to be truly agile,
it must be able to respond rapidly to changes in markets
and technologies. In order to make appropriate changes that
stick, its people must have the patience, discipline, and
flexibility to build trust in those changes. CORE is an
important tool to build that trust.
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CHAPTER 6
Project Management in a Lean World
—Translating Lean Six Sigma (LSS)
into the Project Environment

AGI-Goldratt Institute

Introduction: It’s a Lean World

For most large organizations in the Western Hemisphere, the
call to pursue a discipline of improvement began with the
1980s NBC broadcast of “If Japan can . .. Why can’t we?”
Many embarked on the quality movement of putting human
and financial resources toward that commitment. Investing
in training from Dr. Edward W. Deming, Dr. Taiichi Ohno, and
Shingeo Shingo as well as juggling the onslaught of new
training and consulting organizations that emerged, the mid
to late 1980s saw the introduction of a myriad of techniques
—most seeming to have a three-letter acronym. Whether it
was SPC (Statistical Process Control), TPS (Toyota Production
System), SMED (Single Method Exchange of Die), JIT (Just-in-
Time), or TPM (Total Productive Maintenance), external and
internal experts with different techniques descended upon
the business units to form numerous Process Improvement
Teams, all competing for the same resources that were
already fully needed just to run the business.

Motorola is credited with the invention of the Six Sigma
methodology. Those inside Motorola saw the power of the
various techniques from TQM, Deming, Juran, and others



and evolved them to a management system that was
focused on improvement and the bottom line. First aimed at
processes within manufacturing, Motorola then developed
the elements to embed it within their operating culture.

Thanks to James Womack and Daniel Jones through their
book, Lean Thinking (1996), the tools of the quality
movement now had a framework to work more collectively
—the Lean Principles. The principles of specifying value and
the value stream, creating smooth flow, and enabling the
customer to pull value and the pursuit of perfection ensured
the process of improvement would be ongoing. (For a good
synopsis of Lean and Six Sigma methodologies, please refer
to Chapter 36, “Combining Lean, Six Sigma, and the Theory
of Constraints to Achieve Breakthrough Performance by AGI-
Goldratt Institute”).

Both Lean and Six Sigma continue to be heavily embraced
by the private and public sectors and have become more
and more integrated as Lean Six Sigma (LSS). Both are well
developed. Both enjoy the support of many top executives,
line managers, and vast numbers of employees who have
been trained to one degree or another in these disciplines.
Let’s face it, for most of us it is a Lean world!

What implication does this have on the project
environment? The attention on Lean Six Sigma continues to
grow. There are whole offices and departments set up for
LSS. Funding availability seems plentiful in relationship to
other needs. There are growing numbers of experts in LSS
from white belts to green belts to black belts. These many
experts and efforts all result in a broadening of the
application of LSS from the shop floor to the whole
organization—including the project environment!

What Is the Project Environment’s Point of View to
Being Leaned?



As the LSS efforts broadened into the project environment,
there was less than an enthusiastic greeting. Most project
managers and resource managers felt that they were
already working in a pretty lean world—lean on resources,
lean on time, and lean on funding. Many project managers
felt that they were already asked to do the near impossible
—sit on top of an elephant balancing on a ball on a high wire
20 feet in the air without a net (Fig. 6-1).

It feels pretty lean when one feels they are already working
without a net!

FIGURE 6-1 PM’s point of view. (©1991-2010 Avraham Y.
Goldratt Institute, LP. All rights reserved.)

In trying to “lean” the project environment, there have
been a few seemingly insurmountable obstacles. To begin
with, like supply chain environments, project environments
are made up of a system of systems. This increases the
difficulty of deciding not only where to focus but also how to
determine the most opportune areas of waste and value.
Additionally, when applying definitions and techniques for
improving the areas of productivity, focus, value, waste, and



variation to a project-based system, there appear to be
disconnects as LSS’'s techniques and definitions were
developed for the manufacturing environment and appeared
to not readily apply to the project environment without
significant translation. Couple that with the fact that
traditional project management techniques contained in the
project management body of knowledge (PMBOK) have not
necessarily integrated Lean. No wonder there has been a
lukewarm if not cool reception. Let us look at these issues
more thoroughly one at a time.

Project Environment System of Systems

There are four systems within a multi-project environment.
They are the task management system, the individual
project system, the portfolio of projects system, and the
resource management system.

The task management system (Fig. 6-2) consists of the list
of tasks or group of interrelated tasks where a person is
responsible for ensuring that all the elements for that task
are completed by the scheduled date (and often within the
cost estimated).

The detail under the “task” does not generally show up in
the project schedule, only the overall task. If one were
building a house, this task might be called “complete
electrical wiring.” The crew chief would have one electrical
crew to oversee pulling 110-volt wiring to lights and outlets;
another perhaps running 220-volt wiring for some
appliances; and another setting up the electrical panel.



System of Systems Project Environment

In many project environments, there is schedule and/or
cost management at task or group of tasks level.

Task listed within the project:

Set up aircraft for xyz test
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FIGURE 6-2 Task management system. ©1991-2010
Avraham Y. Goldratt Institute, LP. All rights reserved.

System of Systems

At the project level, we have the project system—the sequence of tasks, handoffs,
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FIGURE 6-3 Project environment. ©1991-2010 Avraham Y.
Goldratt Institute, LP. All rights reserved.
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The individual project system consists of the sequence of
tasks, handoffs, and deliverables that when accomplished
deliver the desired outcome. The individual project system
must manage the delivery of content within a committed
time and budget. Very often, scheduling begins with the
various resource functions listing their tasks and time (or
level of effort) as stand-alone elements (Fig. 6-3).

The individual project content commitments are made
independently of other projects’ task work for shared
resources. Even when shared resourcing is considered, little
notice is given to the impact of variability on the releasing
of a resource from one task to another. In addition, where
project-to-project dependency exists, often project
commitments are made without consideration of the impact
of variability of one project on another. An example might
be when the organization is developing a project where the
output would be used by another or several other projects,
such as the development of a new microprocessor that will
be utilized in each successive product platform.

At the portfolio of projects level system, all the projects
are grouped by product type, business type, or organization
type and must be managed to ensure that each customer is
satisfied. Unfortunately, the need dates of the customers
are independent and are not necessarily able to be
coordinated across a portfolio (Fig. 6-4).

At this level, conflicts between projects for limited shared
resources become more visible. Unfortunately, there are
often compromises made—which projects will be given
higher priority for resources versus others, and many
projects struggle as they have to manage without the
benefit of being the “hot” project.

Finally, at the resource management Ilevel, the
organization needs not only to plan what capacities they
must have to support current and future project work, but
also handle how to deploy the current resources to the
queue of the tasks for each project—each with a project



and/or portfolio priority. The managers of this system
constantly juggle the capacity available and task execution
priorities (Fig. 6-5).

The resource manager is often put into the position of
switching resources back and forth to the new squeakiest
wheel (task), trying to spread the capacity where it might do
the most good against a seemingly never-ending queue.

System of Systems

At the multi-project e
level, we have all the
projects we must
accomplish within a
specific window.
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FIGURE 6-4 Multi-project environment. ©1991-2010
Avraham Y. Goldratt Institute, LP. All rights reserved.

What Do We Improve?

With all these different systems and owners, it appears that
approaching system improvement 