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This book sheds light on the cyber security challenges associated with next-
generation computing technologies, emphasizing the serious threats posed to 
individuals, businesses, and nations. With everything becoming increasingly 
interconnected via the Internet, data security becomes paramount. As technology 
advances, people need to secure their data communication processes. Personal data 
security, including data integrity and confdentiality, is particularly vulnerable. 
Therefore, the concept of cyber security forensics emerges to ensure data security for 
everyone, addressing issues such as data control, hijacking, and threats to personal 
devices such as mobile phones, laptops, and other smart technologies. This book 
covers key topics related to cyber security in next-generation computing technologies, 
ultimately enhancing the quality of life for citizens, facilitating interaction with smart 
governments, and promoting secure communication processes. 
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Preface 
The feld of cyber security has recently gained signifcant importance as the chal-
lenge of securing information transmission becomes crucial. The advent of smart 
IT infrastructure has revolutionized the global landscape, but it has also brought 
forth security concerns. Consequently, cyber crimes have witnessed a steady rise 
over time, involving activities such as identity theft, bullying, terrorism, and network 
disruptions. In this smart world, privacy and security have become indispensable for 
individuals. Fortunately, the next generation of computing technologies, including 
IoT/IoE, artifcial intelligence, machine learning, deep learning, smart grid, ad hoc 
networks, SDN, network security, big data, image processing, and green communi-
cation, offers potential solutions. 

The integration of these felds encompasses cyber attacks, forensic analysis, and 
privacy issues, necessitating exploration through optimization techniques and evolu-
tionary computations. Next-generation computing fnds diverse applications in areas 
like smart infrastructure, air quality monitoring, waste management, school man-
agement, healthcare, and telemedicine. These applications rely on security measures 
to facilitate optimal decision making in real time. Ad hoc networks play a crucial 
role in reducing end-to-end delays and connectivity problems, while wireless com-
munication technology serves as the backbone of future networks. Governments, 
enterprises, and individuals must prioritize cyber security and utilize forensic tech-
niques to protect data when sharing it with others, as privacy concerns arise due 
to potential security breaches during extensive data sharing. Analyzing complex 
information and real-time data is essential for ensuring the sustainability of future 
networks and related applications. 

This book sheds light on the cyber security challenges associated with next-
generation computing technologies, emphasizing the serious threats posed to individ-
uals, businesses, and nations. With everything becoming increasingly interconnected 
via the Internet, data security becomes paramount. As technology advances, people 
need to secure their data communication processes. Personal data security, including 
data integrity and confdentiality, is particularly vulnerable. Therefore, the concept 
of cyber security forensics emerges to ensure data security for everyone, addressing 
issues such as data control, hijacking, and threats to personal devices such as mobile 
phones, laptops, and other smart technologies. This book covers key topics related 
to cyber security in next-generation computing technologies, ultimately enhancing 
the quality of life for citizens, facilitating interaction with smart governments, and 
promoting secure communication processes. 

Chapter 1 provides an overview of cyber security, exploring its impact on busi-
nesses and analyzing recent trends and future solutions. Chapter 2 focuses on 
security and intelligent management to ensure system safety. Chapter 3 presents a 
comprehensive study of machine learning (ML) and deep learning (DL) techniques 
for detecting potential cyber attacks, while Chapter 4 surveys AI-based applications, 
intrusion detection systems (IDS), cyber attacks on IoT networks, and AI tools. 



 viii Preface 

Chapter 5 aims to investigate the tactics and motivations of cyber threat actors in 
the current cyber security landscape, while Chapter 6 conducts a detailed review of 
security threats and attacks across different layers of IoT systems. Chapter 7 demon-
strates how an intrusion detection system using AI and ML can function effectively 
out of the box, and Chapter 8 provides a detailed survey on signature-based IDS for 
IoT environments. In Chapter 9, a hybrid model is proposed for identifying attacks 
on IoT-enabled smart cities. 

Chapter 10 offers an overview of cyber security in edge/fog computing applica-
tions, highlighting potential risks, common attack vectors, and best practices for 
security. Chapter 11 explores various cyber security attacks targeting intelligent 
transportation systems (ITS), including phishing attacks, malware, remote access, 
denial of service (DoS) attacks, physical attacks, insider threats, and social engi-
neering. Chapter 12 presents a comprehensive survey of security attacks in UAV 
networks and other intelligent transportation systems, while Chapter 13 conducts a 
comparative study of machine learning techniques to investigate trust in IoT-based 
aerial ad hoc networks. 

Chapter 14 delves into the applications of blockchain technology in cyber security 
and the security solutions it offers, while Chapter 15 expands on blockchain con-
cepts, components, architecture, features, types, and limitations. Lastly, Chapter 16 
focuses on human activity recognition problems from a cyber security perspective, 
proposing a novel method for accurate human activity recognition through different 
algorithms. 
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Cyber Security 1 
Future Trends and Solutions 

Syed Immamul Ansarullah, Mudasir Manzoor  
Kirmani, Ziema Mushtaq, and Gowhar Mohi  
ud din Dar 

1.1 INTRODUCTION 

Before the beginning of 1970, viruses, Trojan horses, worms, spyware, and malware 
were not even part of the mainstream lexicon of information technology. Robert 
Thomas, a BBN Technologies researcher in Cambridge, Massachusetts, created the 
frst computer “worm” and named that “Creeper” [1]. By jumping between systems, 
the Creeper disseminated infection; to combat this virus, Ray Tomlinson created 
the Reaper, the frst antivirus application that would seek out and destroy Creeper 
[2]. In 1988, Robert Morris desired to determine the magnitude of the Internet and 
to accomplish this, he developed software that accessed UNIX terminals, traversed 
networks, and cloned itself. The Morris worm was so destructive that it rendered 
computers unusable by substantially reducing their speed [3]. From that moment on, 
viruses became more lethal, pervasive, and diffcult to manage. With it came the 
advent of cyber security. 

The collective set of technology, methods, and procedures that businesses utilize 
to safeguard their computing environments from harm and unauthorized data access 
caused by online criminals or nefarious insiders is known as cyber security [4]. 
Organizations typically have a structure and system in place for dealing with attempted 
or successful cyber attacks. An effective framework can aid in threat detection and 
identifcation, network and system protection, and recovery in the event that an attack 
is successful. Cybersecurity is included in all systems that are vulnerable to threats 
and attacks to stop things like identity theft, cyber stalking, data loss, loss of sensitive 
data, and extortion attempts [5]. Sensitive information about themselves as well as their 
clients is held by critical infrastructures, including hospitals, fnancial services frms, 
power plants, etc. To operate without interruption, cyber threat researchers fnd new 
vulnerabilities, improve open-source tools, and inform people about the signifcance 
of cyber security. Since the introduction of the frst mainframes, the CIA (confden-
tiality, integrity, and availability) triangle has been the de facto industry standard for 
computer security [6]. Figure 1.1 shows the CIA triad in cybersecurity. 

• Confdentiality: Maintaining confdentiality requires not divulging infor-
mation to unauthorized parties. It involves making an effort to safeguard 
the privacy and anonymity of authorized parties engaged in data sharing 

https://doi.org/10.1201/9781003404361-1


 

  
 
 
 
 
 

 

 

2 Cyber Security for Next-Generation Computing Technologies 

and storage. Decrypting data that has been inadequately encrypted, man-
in-the-middle (MITM) attacks, and disclosing sensitive information fre-
quently compromise secrecy. Data encryption, two-factor authentication, 
biometric verifcation, security tokens, and other standard procedures are 
utilized to protect confdentiality. 

• Integrity: Integrity relates to preventing unauthorized parties from 
altering information. It is required that information and programs can 
only be modifed in certain and authorized ways. Integrity risks include 
turning a computer into a “zombie computer” and infecting online pages 
with malware. Typically, the following methods are used to ensure data 
integrity: cryptographic checksums, uninterrupted power supplies, data 
backups, etc. 

• Availability: Availability ensures that the information is accessible to 
authorized users when required. Data is only helpful if it is accessible to the 
right people at the right time. Information inaccessibility may result from 
security vulnerabilities such as DDoS attacks, hardware failure, poor soft-
ware, or human error. Common practices for ensuring availability include 
backing up data to external drives, installing frewalls, having a backup 
power supply, and replicating data. 

FIGURE 1.1 CIA (confdentiality, integrity, and availability) triad in cyber security. 



 

 

 

 

 

 

3 Cyber Security 

1.2 TYPES OF CYBER SECURITY 

Cyber security can broadly be divided into seven pillars [7–9]: 

1. Network Security: A planned set of guidelines and confgurations is used 
to secure networks and data by ensuring their confdentiality, integrity, and 
accessibility. By safeguarding the infrastructure, network security aims to 
defend internal networks from intruders. The majority of attacks take place 
across networks, and network security solutions are made to spot and stop 
these attacks. These solutions incorporate data and access controls, includ-
ing next-generation frewall (NGFW) application restrictions, network 
access control (NAC), data loss prevention (DLP), identity access manage-
ment (IAM), and NAC (identity access management), to enact safe online 
use regulations. Technologies for advanced and multilayered network threat 
prevention include NGAV (next-gen antivirus), sandboxing, and CDR (con-
tent disarm and reconstruction). Additionally signifcant are automated 
SOAR (security orchestration and response) solutions, threat hunting, and 
network analytics [10]. 

2. Cloud Security: Technology, services, controls, and policies that safe-
guard cloud data, infrastructure, and applications against online threats and 
attacks are referred to as cloud security [11]. Although a lot of cloud service 
providers offer security solutions, these are sometimes insuffcient for pro-
viding enterprise-grade security in the cloud. Amazon AWS and Microsoft 
Azure are two examples of public cloud computing, while VMmare or 
OpenStack are examples of private clouds. The multi-cloud aspect of cloud 
security presents several unique issues, including visibility, compliance, 
and cost control. Enabling MFA on all accounts, enabling security logs, 
encrypting your data, and double-checking your compliance needs are the 
standard procedures to take into account for cloud security. 

3. Mobile Security: Mobile security, also referred to as wireless security, is 
the safeguard put in place to protect mobile devices like laptops, tablets, 
and smartphones, as well as the networks to which they are linked, from the 
dangers and risks associated with wireless computing [12]. Mobile devices 
like tablets and smartphones, which are frequently disregarded, have access 
to company data, putting frms at risk from phishing, malicious software, 
and IM (instant messaging) assaults. These attacks are stopped by mobile 
security, which also protects operating systems and devices from rooting. 
This enables businesses to guarantee that only compliant mobile devices 
have access to company assets when combined with an MDM (mobile 
device management) solution. 

4. Endpoint Security: Companies must protect end user devices like desk-
tops/laptops and servers, mobile devices, network devices (routers, switches, 
and access points) with endpoint detection and response (EDR) solutions, 
advanced threat prevention (such as anti-phishing and anti-ransomware), 
and data and network security controls [13]. 



 

 

 

 
 

 

 

 

 

 

4 Cyber Security for Next-Generation Computing Technologies 

5. IoT Security: Although deploying Internet of Things (IoT) devices undoubt-
edly increases productivity, it also exposes businesses to new online threats. 
Threat actors look for weak devices that are unintentionally connected to 
the Internet in order to utilize them for illicit purposes like gaining access 
to corporate networks. With the help of auto-segmentation to manage net-
work activity, discovery and classifcation of connected devices, and the use 
of IPS as a virtual patch to thwart attacks on susceptible IoT devices, IoT 
security safeguards these gadgets [14]. To guard against exploits and run-
time attacks, the frmware of the device may in some situations be supple-
mented with tiny agents. 

6. Application Security: Addressing vulnerabilities originating from unsafe 
development procedures when creating, coding, and releasing software or 
a website is known as application security. It is crucial to integrate security 
standards, procedures, methods, and tools to safeguard applications dur-
ing all phases of development because applications are directly accessible 
across networks. Cross-site scripting (XSS), DDoS attacks, lax access con-
trols, a lack of encryption, etc. are problems with application security [15]. 
Risk assessment, patching, secure development, web application frewalls, 
encryption software, and application security testing are some of the proce-
dures and solutions to take into consideration for this kind of cyber security. 

7. Zero Trust: Zero trust security, which takes a more granular approach 
to security by securing specifc resources through a mix of micro-
segmentation, monitoring, and the implementation of role-based access 
controls, means that, by default, no one is trusted from inside or outside the 
network [16]. Continuous monitoring and validation, least privilege, device 
access control, micro-segmentation, preventing lateral movement, and mul-
tifactor authentication are the core tenets of zero trust. 

1.3 CYBER SECURITY THREATS 

The main types of cyber security threats that companies face today are discussed 
next. 

1.3.1 MALWARE 

Malware is malicious software designed to perform a range of unwanted tasks on a 
compromised machine [17]. Some of the most common kinds of malicious software are: 

• Ransomware: Files on a device infected with ransomware are encrypted 
using a key known only to the attacker. The creator of the ransomware 
then asks money in exchange for the decryption key [18]. Ransomware has 
become one of the most widespread and expensive cyber dangers that busi-
nesses face in recent years. 

• Trojan Horse: Trojan horses are a type of malicious software that can trick 
users into downloading it by seeming to be a legitimate, free version of a 



 

 

 

 

   

 

  

 

 

5 Cyber Security 

paid program. After a victim downloads and runs the Trojan, it will begin 
performing malicious actions on the infected machine [19]. 

• Remote Access Trojan (RAT): Trojans designed to serve as a backdoor 
for additional attacks are known as remote access Trojans (RATs). Once 
the virus is active on an infected machine, the attacker gains access to the 
system remotely and can then steal data, install further malware, or execute 
other malicious activities [20]. 

• Spyware: Spyware is a form of malware that monitors a user’s activity on 
their computer and records that data. Hackers create spyware to gain access 
to private information that may be sold or used in future assaults [21]. This 
information can include login credentials, fnancial data, and other sensitive 
details. 

• Cryptojacking: In order to add new blocks to the blockchain, Proof of 
Work (PoW) cryptocurrencies require a computationally intensive process 
called mining. In order to mine cryptocurrency, cryptojacking malware 
installs itself on a compromised computer and uses its processing power to 
create blocks [22]. 

1.3.2 SOCIAL ENGINEERING ATTACKS 

Social engineering attacks involve deception, compulsion, and other forms of psy-
chological manipulation to persuade the target to perform the desired action. Typical 
instances of social engineering techniques are as follows: 

• Phishing: Phishing is one form of social engineering in which the target is 
tricked into providing information or doing some other action that benefts 
the attacker [23]. The goal of phishing is to trick users (using emails, social 
media posts, and other kinds of electronic communication) into visiting a 
harmful website, downloading a malicious fle, or providing personal infor-
mation such as passwords. 

• Spear Phishing: Spear phishing assaults are a type of phishing in which 
the attacker tries to trick a specifc person or group into giving over sensitive 
information by posing as a trustworthy organization [24]. A spear phishing 
email sent to the accounts payable clerk can, for instance, falsely claim to 
be from one of the company’s legitimate vendors or suppliers, demanding 
payment for goods or services already rendered. 

• Smishing: What we call “smishing” attacks originate from “phishing,” 
except they use text messages instead of email [25]. These attacks take 
advantage of smartphone features, such as the ability to hover the mouse 
over an SMS link to see where it leads and the prevalence of link shortening 
services (like bit.ly). 

• Vishing (Voice-Based Phishing): Vishing uses similar techniques to 
phishing but takes place over the phone. Convincing a victim to do a mali-
cious action or reveal private information like passwords or credit card 
numbers is an attack technique [26]. 
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1.3.3 WEB APPLICATION ATTACKS 

Web applications constitute a substantial percentage of a company’s digital attack 
surface that is exposed to the public. The following vulnerabilities are among the 
most prevalent and damaging to web applications: 

• SQL Injection (SQLI): SQL (structured query language) is a language 
used to interact with databases; it mixes data and commands, which are 
often separated by single or double quotes. In a SQL injection attack, the 
attacker provides data for use in a SQL query that has been tampered with 
on purpose so that it is regarded as a command and the attack may be con-
ducted against the database [27]. 

• Remote Code Execution (RCE): An attacker can take control of the host 
system where a vulnerable program is installed by exploiting a vulnerabil-
ity known as remote code execution (RCE). For instance, a buffer overfow 
might allow an attacker to carry out arbitrary instructions [28]. 

• Cross-Site Scripting (XSS): XSS is a form of cross-site scripting that 
takes advantage of the fact that HTML web pages allow scripts to be put 
alongside the data defning the page’s structure and content. Malicious 
scripts can be inserted into a website using XSS attacks if the website has 
faws in its injection, access control, or other areas [29]. Attackers can use 
these scripts to steal information (passwords, credit card numbers, etc.) or 
run malicious code every time a person visits the website. 

1.3.4 SUPPLY CHAIN ATTACKS 

Supply chain attacks exploit the relationships between an organization and exter-
nal actors. Some of the ways an attacker can exploit these trust relationships are as 
follows: 

• Third-Party Access: Companies often grant access to their IT environ-
ments and systems to vendors, suppliers, and other external parties [30]. If 
an attacker gains access to the network of a trusted partner, they can exploit 
the partner’s legitimate access to a company’s systems. 

• Trustworthy Third-Party Software: Every business nowadays relies 
on and allows the use of software developed by another company. To get 
access to sensitive data and critical systems, an attacker must just insert 
malicious code into third-party software or an update to that program, as 
was the case with SolarWinds, and the code will be trusted by the organiza-
tion’s environment [31]. 

• Third-Party Code and Libraries: Virtually all modern software projects 
make use of outside, often open-source code and libraries. This external 
code may include vulnerabilities, such as Log4j, or malicious functionality 
injected by an attacker. If an organization’s apps are built on shaky or mali-
cious programming, they might be breached or misused [32]. 
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1.3.5 DOS ATTACKS 

Denials of service (DoS) attacks are designed to disrupt the availability of a service. 
Common DoS threats include the following: 

• Distributed Denial-of-Service (DDoS) Attacks: DDoS attacks include 
several compromised PCs or cloud-based resources simultaneously bom-
barding a service with a food of spam requests. Because of the inherent 
limitations of any given program, hosting environment, and associated net-
work connections, it is possible for an attacker to overload the system and 
prevent genuine users from accessing the service [33]. 

• Ransom Denial of Service (RDoS) Attacks: In an RDoS assault, the 
attacker requests payment in exchange for promising not to initiate a DDoS 
attack against the targeted organization or for ending a current DDoS 
attack. These assaults can be independent campaigns in and of themselves, 
or they can be included in ransomware operations to give the attacker more 
power in demanding payment from the victim [34]. 

• Vulnerability Exploitation: Buffer overfow vulnerabilities and other logi-
cal faults in applications might be used to bring down the targeted program. 
A denial of service (DoS) attack might be conducted against the vulnerable 
service if an attacker has successfully exploited the faws [35]. 

1.3.6 MITM ATTACKS 

Man-in-the-middle (MitM) attacks are primarily concerned with intercepting com-
munications. Threats posed by MitM include the following: 

• Man-in-the-Middle (MitM) Attack: An attacker can perform a man-
in-the-middle (MitM) attack by snooping on communications between a 
sender and receiver. An attacker might possibly read and change intercepted 
traffc if it is not protected by encryption and digital signatures [36]. 

• Man-in-the-Browser (MitB) Attack: An example of a browser-based 
assault is the man-in-the-browser (MitB) attack, in which malicious code 
is injected into the browser by means of a known vulnerability. As a 
result, an adversary can see sensitive information before it is presented 
to the user or sent to the server, allowing them to make changes or addi-
tions [37]. 

The impact of various forms of cyber security risks is described in Figure 1.2. 
Cyber criminals often launch a wide variety of assaults on their targets in the 
hopes that at least one succeeds in bypassing security measures. Cyber security 
training and awareness, risk assessments, the principle of least privilege, safe pass-
word storage and procedures, periodic security reviews, data encryption at rest 
and in transit, etc. are all important measures to take to prevent a cyber security 
breach. 
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FIGURE 1.2 Different types of cybersecurity threats with impact. 

1.4 CYBER SECURITY ARCHITECTURE 

Cybersecurity architecture, also called as network security architecture, is the sci-
ence of designing computer systems to ensure the security of the underlying data. A 
cyber security architectural framework contains the structure, standards, norms, and 
functional behavior of a computer network, encompassing both security measures 
and network characteristics. A cyber security framework explains how an organiza-
tion safeguards the confdentiality, availability, and integrity of the data utilized in 
its business operations [38–40]. 

To design cyber security architecture for an organization, we can opt to start from 
scratch or base it on an existing framework. A cyber security architecture framework 
should comprise three components: security and network components, standards and 
frameworks, and procedural and policy-related components. Detailed cybersecurity 
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design should integrate these characteristics in order to manage and optimize these 
technologies alongside your rules and procedures [41]. Ensure that the following 
network and security elements are included in cybersecurity architecture: 

• Computers and networking devices like repeaters, bridges, modems, 
switches, hubs, network interface cards (NICs), gateways, routers, etc. 

• Network communication protocols like TCP/IP, FTP, HTTP, DNA, etc. 
• Network topologies between nodes like point-to-point, star, hybrid, etc. 
• Cybersecurity devices like encryption/decryption devices, frewalls, IDS/ 

IPS, etc. 
• Cybersecurity software such as antivirus software, spyware software, and 

antimalware software 
• Robust encryption techniques like end-to-end encryption, zero-knowledge 

privacy, and blockchain 
• Multifactor authentication and any other identity and access management 

practices 

1.5 CYBER SECURITY CHALLENGES AND TRENDS 

Cyber threat actors have tested fresh strategies and techniques, determined that 
they are effective, and incorporated them into their usual standard toolkit. As cyber 
crime gets more professionalized, and cyber threat actors aim to maximize the value 
or impact of their assaults, the modern threat environment consists of larger, more 
spectacular, and more damaging attacks. Cyber attackers become more ingenious; 
hence, organizations must use proactive and adaptable cyber security measures [42]. 
Every day, fraudsters target organizations of all kinds in an attempt to steal sensitive 
information or disrupt services. Recent high-profle security breaches of companies 
such as Equifax, Yahoo, and the U.S. Securities and Exchange Commission (SEC), 
who lost extremely sensitive user information, resulted in irreparable damage to their 
fnances and reputations. It is challenging to implement effective cyber security mea-
sures in a dynamic technological environment because software is routinely updated 
and improved, which introduces new problems and vulnerabilities and exposes it 
to a wide range of cyber attacks like ransomware attacks, Internet of Things (IoT) 
attacks, cloud attacks, phishing attacks, cryptocurrency and blockchain attacks, etc. 
and which are the leading threats to the cyber security industry [43, 44]. Here are 
some of the leading cyber trends in the cyber security community that every organi-
zation should be aware of. 

• Rise of Automotive Hacking: Automated software in modern vehicles 
facilitates drivers’ seamless integration with features like airbags, cruise 
control, door locks, and advanced driver assistance systems. Since these 
automobiles rely on wireless networking technologies like Bluetooth and 
Wi-Fi to communicate with one another, they are vulnerable to a wide vari-
ety of hacking and security attacks. The potential for theft or eavesdropping 
on drivers or passengers is expected to rise as the number of automated 
vehicles on the road rises. Stronger cybersecurity measures are required 
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for autonomous or self-driving automobiles since they use a more complex 
mechanism. 

• Potential of Artifcial Intelligence (AI): Artifcial intelligence (AI) and 
machine learning’s widespread adoption in the business world have made 
substantial changes to cyber security. A number of areas have profted tre-
mendously from AI advancement, including automated security systems, 
natural language processing, facial detection, and autonomous threat detec-
tion. Artifcial intelligence (AI)-enhanced threat detection systems can fore-
see future attacks and promptly notify the administrator of any data breach. 

• Mobile Is the New Target: The prevalence of malicious software designed 
to steal banking information from mobile devices, as well as attacks on such 
devices, is likely to grow dramatically in the coming years. More people are 
at risk because of our emails, chats, fnancial transactions, and shared pho-
tographs. Technology to combat malware and viruses on smartphones may 
be prioritized in the near future. 

• Vulnerability in the Cloud: As more companies go to the cloud, it will 
become increasingly important to examine and improve security measures 
in order to prevent sensitive information from leaking. Although cloud pro-
grams from Google and Microsoft still have robust security mechanisms 
in place, blunders, dangerous software, and phishing schemes are often the 
result of user error. 

• Data Breaches: Information security will remain a top priority for busi-
nesses of all sizes around the world due to the risks posed by data breaches. 
Whether you’re an individual or a company, keeping your data safe online 
should be your top priority. Any program or browser faw, however small, 
could be exploited by hackers seeking to gain access to private information. 

• IoT with 5G Network: With the advent of 5G networks and the Internet of 
Things, a whole new era of connectivity will begin. Moreover, since many 
devices are interconnected, they are susceptible to outside manipulation, 
attacks, or undiscovered software vulnerabilities. Even Chrome, the most 
widely used browser, has been found to have serious faws, despite hav-
ing Google’s full support. Extensive research is required to detect weak-
nesses and increase the system’s defenses against external attack because 
5G architecture is still relatively new to the market. Manufacturers must 
develop complicated 5G hardware and software with great care to prevent 
data breaches, as the 5G network may be subject to multiple network attacks 
at every level. 

• Automation and Integration: To keep up with the exponential growth in 
data size, it is essential to combine automation with other methods of inte-
gration to exercise greater control over information. Experts and engineers 
are under more pressure than ever to fnd quick and effective answers to 
problems, making automation more important than ever. Security measure-
ments are integrated into the agile development process to produce more 
secure software. In order to combat the challenges of securing complex web 
applications, automation and cyber security have emerged as essential ideas 
in the software engineering process. 
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• Targeted Ransomware: Moreover, we can’t turn a blind eye to another 
major development in cybersecurity—targeted ransomware. Certain types 
of software are indispensable to the daily operations of industries, espe-
cially in industrialized countries. Despite the fact that ransomware often 
threatens to make the victim’s data public until a ransom is paid, it can 
nonetheless disrupt very large organizations or even entire countries. 

• Insider Threats: Human error is still a leading cause of data breaches. 
Theft of millions of records can ruin a company on a bad day or with 
malicious intent. According to Verizon research on a data breach that 
offers strategic insights on cybersecurity trends, 34% of all attacks were 
either directly or indirectly carried out by employees. Educating the staff 
is essential to ensuring the safety of sensitive information inside the 
building. 

1.6 CYBER SECURITY SOLUTIONS 

Cyber security solutions are a collection of technologies, tools, and services designed 
to defend businesses from cyber assaults and the resulting downtime, stolen data, 
reputational harm, compliance fnes, and other negative outcomes that can occur 
from such attacks. Tools are an integral aspect of cyber security in the modern secu-
rity environment, which features a wide array of threats that are always evolving 
[45–47]. We’ll take a look at three large classes of cyber security measures: 

• Cloud Security: As businesses use the cloud, they are exposed to new 
security concerns and may not be adequately managed by solutions devel-
oped for on-prem environments. These cloud security issues are addressed 
by cloud security solutions such as cloud access security brokers (CASB), 
server-less and container security solutions, etc. 

• Application Security: The majority of production applications have vul-
nerability, and some of these faws can be used to the organization’s det-
riment. Web application and API security solutions can prevent attempts 
to exploit weak applications; integrating application security into DevOps 
workfows can assist identify and fx vulnerabilities before they are 
exploited in production. 

• Internet of Things (IoT) Security: IoT devices, which enable centralized 
monitoring and management of Internet-connected equipment, can be very 
benefcial to a company, but they frequently have security issues. IoT secu-
rity solutions assist in controlling access to vulnerable devices and defend-
ing them from exploitation. 

• Endpoint security: Although defending endpoints from malware and other 
threats has always been crucial, the increase in remote work has made it 
even more crucial. Security of the endpoint depends on defense against 
ransomware, malware, phishing, and other threats. 

• Mobile Security: As the usage of mobile devices for business becomes 
more common, cyber criminals increasingly focus their attention on 
mobile devices and launching attacks that are tailored to mobile platforms. 
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Protection from mobile-specifc risks like phishing, rogue apps, and con-
nectivity to potentially harmful networks is provided by mobile security 
solutions. 

• Network Security: The majority of cyber attacks occur across networks, 
and by identifying and thwarting attacks before they can reach an organiza-
tion’s endpoints, their damage is completely eliminated. Organizations are 
attempting to secure their new cloud infrastructure and remote workforce as 
corporate IT environments change quickly. The following next-generation 
security technologies have seen an increase in popularity as a result: 
• Extended Detection and Response (XDR): XDR solutions address 

the endpoint security issues brought on by a shift to a remote or hybrid 
workforce. By allowing a company to increase awareness across numer-
ous attack vectors and boost productivity through the use of security 
automation and centralized security monitoring and management, XDR 
systems provide proactive defense against cyber threats. 

• The Secure Access Service Edge (SASE): SASE appliance is intended 
to combine networking and security solutions for a business into a single 
cloud-based appliance. SASE systems optimize traffc routing between 
SASE points of presence by utilizing software-defned WAN (SD-WAN) 
features (PoPs). Because these PoPs have a full security stack, SASE can 
monitor and manage security across an organization’s entire, spread-out 
infrastructure. 

• Zero Trust Network Access (ZTNA): For safe remote access, ZTNA 
is an alternative to the traditional VPN. In contrast to a VPN, which 
grants verifed users full access to the corporate network, ZTNA 
employs zero trust principles and grants access to resources on an as-
needed basis. A business can more securely support a remote workforce 
and defend itself against attempted exploitation of remote access solu-
tions by deploying ZTNA, commonly referred to as a software-defned 
perimeter (SDP). 
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2.1 INTRODUCTION 

Security is the simplest maintenance approach among other strategies, where actions 
are taken. Security is the operating feature of the Windows NT family, while intel-
ligent management keeps track of a computer’s status. However, in former versions, 
it was known as the Action Center and Security Center. Firewall is one of the moni-
toring criteria, which supports in the functionality of Windows Update, Backup, 
and Restore. Also, antivirus programs assist in Network Access Protection, User 
Account Control, and Windows Error Reporting in that it alerts the user to any 
upcoming issues such as offine or out-of-date antivirus software. In order to satisfy 
the requirements of the operating system with complexity and good quality, modern 
production systems often include a large amount of equipment as a system’s machine 
count grows as well. Also, production interruption leads to an unexpected failure, 
which further causes drastic fnancial losses in any sector. For instance, each minute 
of downtime on a normal vehicle assembly line results in a loss of $20,000 [1]. 

However, maintenance techniques have undergone changes as part of the tech-
nological revolution, and such changes are ongoing in continuously (Figure 2.1). 
Therefore, a failure must be corrected in order to return the machine to its initial 
stage [2]. However, maintenance could be quite expensive if corrective strategy is 
adopted with unplanned downtime occurrences [3]. 

Technological approaches have signifcantly advanced in the felds of mainte-
nance and predictive analytics over time. In order to enhance productivity, reduce 
manufacturing faults, and boost customer satisfaction, a sophisticated strategy is 
required. However, intelligent maintenance systems have advanced with demand and 
include decision support tools and next-generation prognostics technologies. Also, 
IMS is evolving into a new strategic research feld. In addition, system optimization 
is another important feld of study, in which signifcant decisions are carried out 
to optimize and escalate production at minimum cost. Systematic modeling tech-
niques have been established to measure the quality deviation during machining 
errors. For better system performance, variation identifcation models have been 
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FIGURE 2.1 Evolution of maintenance paradigms. 

employed to identify faults, along with source techniques of variation. Also, Industry 
4.0 movements have sparked several production processes. In the health sector, the 
use of intelligent monitoring system has achieved high-level effectiveness, chang-
ing the paradigm of the medical feld and creating innovative business approaches. 
Furthermore, maintenance technologies are used to forecast product performance 
decline, as well as to autonomously manage and optimize product servicing needs. 
Therefore, a huge amount of software based on intelligence protocols is incorporated 
into industrial goods and systems. Moreover, to achieve high-level performance, 
artifcial intelligence, big data, and cloud computing are embedded in the system. 
To ensure zero downtime, cyber physical systems are utilized. The idea of intelligent 
maintenance systems comprised of system availability, operations, and supporting 
technology is illustrated later in this chapter. The foundation for the starting system 
consists of availability for operations and hence the availability of advances in data 
processing techniques for diagnosis and prognosis. With the help of system dynam-
ics modeling, processes are optimized. Thus maintenance execution is planned 
carefully to reduce detrimental effects on yield. In the last two decades, a number 
of disruptive technologies have emerged. However, these technologies are used as 
building blocks of intelligent maintenance systems in order to carry out analytics 
and digitally enhanced manufacturing [4]. 

2.2 ARTIFICIAL INTELLIGENCE: NEW TREND IN CYBER SECURITY 

Computational biology, which is a crucial feld of artifcial intelligence, deals with 
topics of learning and machine adaptation. Also, it has a strong undercurrent of 
scientifc fantasy. The goal of AI research is to create technology that makes jobs 
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easier. A few examples are regulation, planning, scheduling, and facial recognition. 
As a result, AI has developed into a branch of science with the exclusive purpose of 
solving issues. In addition, AI systems are widely used in the economics, healthcare, 
technology, and defense. 

2.2.1 WEAK ARTIFICIAL INTELLIGENCE 

Weak artifcial intelligence declares that desktops may be given the ability to “start 
to reason” in order to create superior living things. Computer-controlled technol-
ogy that replaces or helps people in their work is included in Rich and Knight [5]. 
Also, IBM’s Deep Blue computer processor defeated famed chess champion Gary 
Kasparov in a series of chess matches in 1997, thereby demonstrating its process-
ing power. However, such an incident would be labeled as “weak AI” if it could not 
ft inside the “strong” or “weak” defnition. Weak AI is mostly exhibited by expert 
systems [6], including calculators and spell-checking software. However, it is accept-
able to argue that the most recent typical forms have nothing to do with artifcial 
intelligence. But this is purely result of the variety of AI interpretations (Bishop 
2013.) By detecting trends and forecasting abnormalities, weak AI helps turn huge 
data into usable knowledge. Other instances of subpar AI include spam email flter-
ing processes where a computer mechanism identifes messages that are likely to be 
false and diverts them from the mailbox to the spam box, 2013 [7]. 

2.2.2 STRONG ARTIFICIAL INTELLIGENCE 

Robots designed to mimic intellectual processes are often made with “strong” AI. 
They consume sentences in a specifc pattern to simulate the way the brain works. 
However, the strong AI philosophy does not clearly distinguish between AI, which 
is a subset of an application that further includes imitating actions of the neural 
network and human judgment. Strong machine learning is a way of thinking, not a 
method, for creating AI, a novel approach to AI where biological things are com-
pared to AI [8]. Also, it claims that a machine might be trained to start acting like 
a human brain, to be intelligent in every sense of the word, and to be able to have 
perspective, views, and other intellectual areas traditionally associated with humans, 
even though intelligence cannot be accurately described by humans. Also, it is diff-
cult to establish a clear defnition of success in the development of excellent machine 
learning. However it defnes intelligence, weak AI on both sides is in fact highly 
feasible. However, weak AI tries to develop intelligence centered on a particular job 
or feld of study rather than trying to fully imitate brain functions [6] that would be 
a set of procedures that could be divided into manageable processes and established 
levels [8]. There are several ways to build AI. People frst tried to codify their infor-
mation by using a knowledge base [9]. However, this method requires processes to 
accurately represent the world with intricate laws. As a result, scientists created a 
pattern that allows an AI system to extract model from raw data. This capability is 
known as machine learning (ML). Algorithms such as decision trees, logistic regres-
sion, and Bayesian probability are examples of statistical techniques used in machine 
learning [10]. All of these algorithms are effective and may be utilized in several 
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circumstances when straightforward categorization is required. However, due to 
their low accuracy, these approaches may perform poorly when representing large 
and complicated amounts of data [11]. Also, deep learning (DL) has been suggested 
as a fx for these issues. DL constructs brain architecture with intricate interconnec-
tions by replicating the actions of human neurons, and it is a focus of academic study 
and has extensive implementation in several industry contexts. Consequently, this 
will introduce classifcation and applications of cutting-edge models in DL research 
in many felds [6]. 

2.3 CATEGORIZATION OF DEEP LEARNING 

The classifcation of DL is dependent on how it learns. The three main learning pro-
cesses are reinforcement learning, unsupervised learning, and supervised learning [12]. 

2.3.1 SUPERVISED LEARNING 

Clearly labeled input data is necessary for supervised learning, which is utilized 
as a classifcation or regression technique. According to Goodfellow et al. [8], 
malware detection is an example of binary categorization situation (malicious or 
benign). Also, regression learning produces a prediction value, as opposed to cat-
egorization, which is one or more continuously valued integers based on the input 
data [13]. 

2.3.2 UNSUPERVISED LEARNING 

Unsupervised learning uses unlabeled input data as opposed to supervised learning’s 
labeled input data. Unsupervised learning is frequently used to estimate density, 
to decrease dimensionality, and to cluster data. In order to achieve highly accurate 
clustering, a fuzzy deep brief network (DBN) system, which combines the Takagi– 
Sugeno–Kang (TSK) fuzzy system, can offer an adaptive mechanism to regulate the 
depth of the DBN [14]. 

2.3.3 REINFORCEMENT LEARNING 

The foundation of reinforcement learning is rewarding a clever agent’s action. 
However, it is possible to think of it as a combination of supervised and unsupervised 
learning. Additionally, it is appropriate for jobs that will receive ongoing feedback 
[15], creating the deep Q network, a deep reinforcement learning architecture that 
attains human-level control by merging the advancements in deep neural network 
training [16]. 

2.4 DEEP LEARNING APPLICATIONS 

Due to its tremendous benefts in optimization, discrimination, and prediction, DL is 
frequently utilized in autonomous systems. We only provide a small number of exam-
ple application domains due to the vast number of application feld categories [13]. 
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2.4.1 IMAGE AND VIDEO RECOGNITION 

The most signifcant feld of DL research is image and video recognition. In this 
feld, deep convolution neural networks (DCNN) are usually DL structures (CNN). 
Convoluting and pooling the picture before feeding it into the fully connected neural 
network allows this structure to reduce image size. Also, there are many different 
research subfelds in this sector, with several applications built on this basic research. 
To considerably shorten the detection network’s operating time, Ren et al. [17] sug-
gested quicker CNN for real-time object detection. 

2.4.2 TEXT ANALYSIS AND NATURAL LANGUAGE PROCESSING 

Massive amounts of data are being generated by human interaction with the growth 
of social networking and the mobile Internet. Also, on-the-fy translation and 
human–machine interaction with genuine speech are prerequisites for text analysis 
and natural language processing. Several similar DL applications have been pro-
posed. For example, authors in [5] introduced the Stanford Core NLP toolbox, which 
is an extendable pipeline that performs fundamental natural language analysis [18]. 

2.4.3 FINANCE, ECONOMICS, AND MARKET ANALYSIS 

Trading stocks and other market models necessitate very precise market forecasts. 
Thus DL has been extensively used as a potent market forecasting technique. For 
instance, the fnancial time series forecasting method based on the CNN architecture 
was suggested by Korczak and Hernes [19]. However, testing using data from the FX 
market dramatically reduced the predicting error rate. 

2.5 THE INTELLIGENT BUILDING 

Intelligent buildings are not a novel idea. According to Clements Croome [7] an 
intelligent building is one that integrates various systems in order to effciently man-
age resources in a coordinated manner and thereby to maximize technical perfor-
mance, investment and operating cost savings, and fexibility. Additionally, this term 
was frst used in the United States in the early 1980s. Also, signifcant economic 
and environmental challenges are the result of continued expansion of air travel to 
the tune of a 65% rise in the volume of scheduled passengers worldwide over the 
past ten years [8]. Moreover, pressures affect owners and operators of international 
airport terminals [19] in that airports must manage this rising volume of passengers 
in a safe and secure manner, while lowering their environmental effect and the cost 
of ownership of terminals. However, the transportation sector is using cutting-edge 
IT-enabled solutions in order to solve these ongoing issues and to enable compa-
nies to save energy and boost terminal passenger capacity. Furthermore, converged 
IP-based network architecture is presently used, based on a shared cabling system 
that is often provided with modern airport terminals [20]. Also, the variety of oper-
ational, commercial, and facilities management systems require the assistance of 
networking architecture; thus increased application integration is required. Due to 
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the economic demands for operational savings, such systems have allowed for more 
effcient processing of data and has eliminated the need for data re-entry, lowering 
the chance of mistakes [17]. 

2.5.1 SOURCE AND NATURE OF THREATS 

The intelligent building will face cyber security risks of four different categories: 
hostile outsiders, malicious insiders, non-malicious insiders, and nature. Risks posed 
by hostile agents might be indiscriminate. The spread of malware or viruses, or 
targeted assaults, are meant to compromise, disrupt, or harm particular systems. 
Threats from nature include factors such as sunlight, weather, animals, or insects. 
These threats might cause harm or interfere with building systems [9]. Typically; 
these harmful threats come from one of the following categories [21]: 

• Sole activists 
• Activist groups 
• Competitors 
• Organized crime 
• Terrorists 
• Proxy terror threat agents with nation-state support 
• Nation-states 

The order of this list refects the potential danger of the group’s threat for growing 
damage and level of complexity. Depending on the threat group’s motive and goals, 
the type of harmful threats may change. They can be trying to steal intellectual prop-
erty, hurt businesses or their reputations, or just cause chaos [6]. 

2.5.2 ASSESSING VULNERABILITIES 

The typical risk management cycle is illustrated in Figure 2.2 and can be normally 
utilized to detect and mitigate possible cyber security vulnerabilities. Furthermore, 
analyzing possible dangers, this cycle aims to establish appropriate safeguards. Also, 
it will enable effective mitigation to be implemented. However, owners/operators of 
an intelligent building have a number of options when deciding on how to handle 
cyber-security-related concerns: They can choose to eliminate, minimize, share, or 
keep the risk [22]. 

2.5.3 MANAGEMENT CHALLENGES 

Those who are in charge of managing buildings may encounter several diffculties 
that may have an impact on cyber security [10]. Protecting investments in intellectual 
property rights may be one such crucial concern, especially during the specifcation 
and design phases (IPR), when the designer uses exclusive or cutting-edge features 
or methods. Also, using building information modeling might present a number of 
vulnerabilities for cyber security [23]: 
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• The risk of crucial designs being lost or being accessed by unauthorized 
parties 

• Managing data, including managing confguration 
• The disclosure of site security holes, enabling vulnerability exploration 

without requiring physical access to the structure or site 

The last argument might be particularly problematic for sensitive structures like banks, 
jails, and military bases, as well as locations supporting vital national infrastructure. 
Historically, establishing and maintaining a safe physical perimeter has been a key 
component of building security. Usually, this entails minimizing and managing points 
of access [24]. However, the attack surface for any facility has considerably increased 
as a result of business and building systems. Also, connection to the Internet gives 
prospective intruders access to both physical and logical attack vectors. Additionally, 
the presence of Internet access eliminates the requirement that the attacker be close 
to or inside the structure or facility. Moreover, this problem is especially important 
when building’s security and alarm systems are connected to its IT system if these 
systems are not suffciently protected. Furthermore, cyber security assault may be 
able to remotely deactivate or disrupt them. Also, although it is crucial for insiders or 

FIGURE 2.2 Typical risk management cycle. 



 

 

 
 

 

 
 
 
 
 

 

 
 
 

 
 
 
 
 
 

 

 

  

  

23 Security and Intelligent Management 

others to have authorized access to the structure [25], such systems can pose a serious 
danger to cyber security. Attacks by hostile insiders have the potential to be very cata-
strophic since, the insiders may be well versed in which systems to target for assault 
or disablement. Irresponsible or reckless insiders can also create serious disruption 
or harm. For instance, inserting removable media that has been infected with mal-
ware into structure or commercial system. Security vulnerabilities will greatly rise if 
insiders neglect to follow security procedures [26]. Appropriate deployment of moni-
tor alarms and correct confguration and maintenance of security systems and access 
control are important. Moreover, the demand for closer cooperation between IT and 
facilities management teams has been raised. Due to the convergence of buildings and 
the complexity involved with systems integration, these teams must work together, for 
instance, to manage interfaces between their systems and the security mechanisms put 
in place to safeguard them. Without cooperation, there is the chance that building sys-
tems or the business systems and interconnections might be attacked. Team members’ 
ability to work together will depend on their understanding [27] of how various sys-
tems function and may be safeguarded. This is crucial since some protection strategies 
for administrative systems might not be acceptable or practical for real-time control 
systems, requiring ongoing systems engineering and management. Building life span 
presents another potentially substantial management problem. The usual lives of busi-
ness and building systems vary signifcantly, and a business system may normally stay 
in operation three to fve years. A building system may last between fve and 20 years 
[28]. Moreover, these various lives have real-life implications. There will be lot of 
modifcations during a building’s operating history as the business systems age and are 
replaced. Given the growing complexity of intelligent buildings, it will be necessary 
to evaluate the effects of these modifcations, which could call for in-depth systems 
engineering expertise of all impacted systems [29]–[32]. 

2.6 ARCHITECTURE OF SMART CITIES 

A system based on the Internet of Things places the focus on the privacy and secu-
rity challenges in smart cities. However, a brief explanation of each layer of design 
is given in this section. This architecture is built upon the architecture depicted in 
Figure 2.3 of the Internet of Things–based architecture for smart cities [17]–[22]. 

2.6.1 PHYSICAL LAYER 

The physical layer is sometimes referred to as the lowest layer of architecture, or the 
perception layer. This layer comprises heterogeneous devices such as sensors and 
actuators. These gather data and transmit it to architecture’s network layer at the top 
for additional processing [33]. 

2.6.2 NETWORK LAYER 

The fundamental component of an IoT-based architecture is the network layer, some-
times referred to as the communication layer in system. This layer depends on fun-
damental networks including communication networks, wireless sensor networks, 
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FIGURE 2.3 Overview of the Internet of Things–based architecture for smart cities. 

and the Internet. The primary duties of the network layer include connecting servers 
and networked devices, as well as transmitting data that has been gathered by the 
physical layer [34]. 

2.6.3 DATABASE LAYER 

The database layer, which is often referred to as the support layer, collaborates closely 
with the architecture’s top levels and is made up of computer systems with intelli-
gence and database servers. This layer’s primary duty is to satisfy application needs 
using intelligent computing techniques including cloud and edge computing [35]. 

2.6.4 VIRTUALIZATION LAYER 

This layer offers a virtual network integration technique that unifes hardware and 
software and that shapes network capabilities into a single software-based, logically 
confgurable entity. Also, platform virtualization and resource virtualization may be 
necessary for network virtualization [27] to succeed. This is accomplished by utiliz-
ing the virtualization layer [36]. 

2.6.5 DATA ANALYTICS AND MINING LAYER 

Raw data is transformed into useful information at the data analytics and mining 
layer. This may assist in increasing network performance and in forecasting upcoming 
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events like a system breakdown. To examine data, this layer uses a variety of data 
mining and analytics approaches, including machine learning algorithms [37]. 

2.6.6 APPLICATION LAYER 

This is the top layer of secure IoT-based architecture and is in charge of giving 
consumers smart apps, i.e., intelligent apps and services depending on their specifc 
needs. 
The next section provides brief descriptions of a few typical uses [38]. 

2.7 CYBER INSURANCES IN SECURITY 

Cyber insurance can act as a fnancial incentive for security expenditures that lower 
risk by covering damages and liabilities from network or information security 
breaches, but it has developed sluggishly as a risk management tool. Insurance is fre-
quently used by people, corporations, and other organizations to assist in managing 
risks. They purchase insurance coverage to protect themselves from eventual losses 
due to liability, theft, and property damage that they are unable or unwilling to bear 
on their own [39]. 

2.7.1 BENEFITS OF CYBER INSURANCE 

Insurance has assisted in bringing together private incentives with a larger public 
beneft in various sectors, such as fre safety. To qualify for a mortgage or license 
for a commercial enterprise, a building owner must carry fre insurance. Similarly, 
stakeholders may gain individually and collectively from the thriving cyber insur-
ance markets in the future. Therefore, cyber insurance has the potential to be a sig-
nifcant risk management instrument for enhancing IT security. Theoretically, it 
provides resilience for both individual stakeholders and society as a whole [40]. 

2.7.2 CURRENT POLICIES AND MARKETS 

Over the last fve years, the market for cyber insurance has grown and become more 
distinct. However, few insurance companies include media/professional sale liability 
plans, though the majority now provide property, theft, and liability coverage [41]. 
Also, cyber insurance products are increasingly being created for niche industries; 
for instance, AIG and Chubb offer insurance for businesses that provide fnancial 
services. Moreover, prior to purchasing cyber insurance coverage, carriers and cus-
tomers have to deal with security, making more sophisticated evaluations of safety. 
Depending on the risks to be covered and the desired policy limitations, carriers may 
demand audits by independent IT security consultants in a particular instance [42]. 

2.7.3 BARRIERS TO CYBER INSURANCE EXPANSION 

Observers fnd the estimated acceptance rate of 25% for cyber insurance to be low. 
Especially in light of the well publicized rise in IT security incidents and increased 
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regulatory pressure to address them [42]. Several other aspects seem to have special 
importance for cyber insurance, which may partially explain how long it takes frms 
to recognize new security threats and budget for them. These issues have to do with 
asymmetric information, interrelated and insuffcient reinsurance capability [43]–[48]. 

• Asymmetric Information: The asymmetric information problem, in which 
different parties have varying access to information, has been t thoroughly 
studied by insurance industry. The results that hold for more mature insur-
ance markets also hold for cyber insurance. However, asymmetric informa-
tion affects insurance businesses both before and after the customer accepts 
an insurance contract. Insurers are faced with the adverse selection dilemma 
[21]–[27], wherein a customer who is more likely to suffer loss (due to haz-
ardous behaviors or other possible innate variables) will fnd insurance for 
given rate more alluring than a customer who is less likely to do so. Also, the 
insurer won’t be able to continue operating proftably if it can’t distinguish 
between such customers and give differentiated premiums [15]. 

• Interdependent and Correlated Risk: Insurance companies must main-
tain a sizable policyholder base and insure risks that are largely unrelated 
and uncorrelated in order to deal with a regular stream of claims and pre-
vent signifcant spikes in payouts. However, given the connected and inter-
dependent risk in the context of cyber insurance, a majority of systems may 
be exposed to one incident if the installed systems have a monoculture [16]. 
For a variety of reasons, certain software market models tend to produce 
one dominant product. Also, given a monoculture of installed systems, such 
as the Microsoft Windows operating system [17], risk can also be intercon-
nected. Its means that one compromised system may affect risk to other 
systems. Worm assaults in particular, which make use of faws in widely 
used software (often Microsoft Windows or Microsoft Outlook) spread 
from the infected systems and exhibit such traits [18]. 

• Inadequate Reinsurance Capacity: Large-scale natural catastrophes are 
types of incidents that cause numerous claims all at once in other insurance 
markets. By shifting some of their risk to adequately funded reinsurers in such 
circumstances, primary underwriters can still issue substantial individual 
policies and insure numerous parties who may be impacted by same incident, 
at the same time limiting their overall exposure. In essence, reinsurance is 
insurance that insurance frms buy. Reinsurance accounted for approximately 
half of the US$83 billion in insured property damage. The projected global 
reinsurance capacity is US$400 billion. In order to determine premiums and 
diversify risks geographically and to withstand even huge catastrophes like 
Katrina, reinsurers analyze loss data spanning several years [19]. 

2.8 REQUIREMENTS FOR CYBER SECURITY 
PROCESSES AND PROPOSED REGULATION 

Three components make up proposed specifcations. The needs for a cyber security 
management system (CSMS) in the automotive industry are discussed in the frst 
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part, and the requirements for the post-production phase are covered in the next part. 
Approval of the vehicle type is covered in the last section. Also, the requirements for 
a cyber security management system and the requirements for vehicle types, as well 
as the CSMS Certifcate of Compliance, are all included in the proposed regulation 
[49]–[53]. A list of the prerequisites is also provided [6]. 

2.8.1 CYBER SECURITY MANAGEMENT 

The comprehensive framework that gathers all procedures important to cyber security 
is known as a cyber security management system, and car manufacturers must make 
sure that service providers and suppliers use a CSMS [54]. Also, an approval authority 
or technical service evaluates the CSMS of the manufacturer, suppliers, and service 
providers. Although technical service or approval authority may check the develop-
ment, production, and post-production processes that are outlined in a CSMS at any 
time, the vehicle maker must notify the technical service or approval authority of any 
changes that might affect the evaluation and further must take into account the moni-
toring of risks and hazards to the vehicle as well as incident response procedures. The 
vehicle maker must distinguish between various life cycle defnitions in the automotive 
area. According to UNECE regulations, a vehicle type’s life cycle is defned as the 
period from development to start of production to the end of production. Therefore, life-
time is focused on the engineering of a system (element, component) that is to be used 
in numerous vehicles, according to ISO 26262 [55] and SAE J3061 [56], throughout 
the life cycle of production, use, and decommissioning for the actual vehicle. Also, the 
OEM must demonstrate that the company and every supplier involved have a certifed 
CSMS in order to receive this type of clearance, for example, to begin manufacturing. 

The following focus points should be included in the procedures to guarantee that 
security is appropriately taken into account: 

• Organizational management of cyber security 
• Risk management for the vehicle type (risk identifcation, evaluation, clas-

sifcation, and management) 
• Verifcation of adequate risk management of those highlighted hazards 
• Testing for security during development and production 
• Cyber attack detection and reaction for various vehicle types 
• Determining and managing emerging cyber risks and vehicle type 

vulnerabilities 
• Updates to the risk analysis 

2.8.2 POST-PRODUCTION PHASE 

The post-production phase’s requirements are primarily for the fne-tuning of the 
CSMS. Such criteria are to make sure that cyber security is included into the vehicle 
life cycle. Thus the maker of the vehicle must provide evidence of how protection and 
compliance with the law are upheld throughout the life of the vehicle. Further, it entails 
keeping track of modifcations to the threat environment and vulnerabilities. Moreover, 
the effectiveness of implemented security measures has to be tracked, making sure that 
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evolving conditions don’t have an impact on availability and safety. Thus processes for 
incident response must be in place in order to guarantee this safeguard [56]–[57]. 

2.8.3 VEHICLE TYPE 

The OEM and suppliers have certifed CSMSs in place. That enables a vehicle type 
approval to be completed. How the risk evaluation takes known vulnerabilities and 
threats into account must be included in the proof for the entire vehicle type approval. 
The entire vehicle, each vehicle system, and how they work together must be taken 
into account during the risk assessment [11]. Those important parts to be identifed 
in the risk assessment are constructed and secured appropriately so that the risk is 
decreased to a manageable level. Elements consist of: 

• Vehicle systems and architecture. 
• Systems and components that is pertinent to cyber security. 
• Interactions between cyber-security-related parts and systems and other 

internal and external systems in the vehicle to show that all risks are suf-
fciently mitigated; the chain from recognized risk to mitigation strategy 
applied to test outcome must be followed. It is necessary to have a special-
ized and secure environment. If vehicle supports the execution or storage of 
aftermarket software, services, or data, the necessary data must be gathered 
throughout the whole supply chain and confrmed [26]. 

2.9 STATE-OF-THE-ART OF AUTOMOTIVE 
CYBER SECURITY FRAMEWORK 

A procedural structure for achieving cyber security over the whole life cycle of the 
vehicle is what UNECE demands. Thus every stakeholder with the ability to affect 
cyber security must be covered. By using this framework, the maker should be able 
to show why the vehicle’s cyber security is successful, even though currently no 
comprehensive framework has been developed at the beginning. In the following 
sections, we will provide an overview of the: 

1. Current cyber security procedures for the automobile industry. 
2. Current assurance techniques. 

During the process, we must choose between: 
3. Methods for handling cyber security in pre-production, production, and 

post-production. 
4. Processes addressing the automobile domain’s scattered nature. 
5. Risk management processes to be used to outline the frst set of procedures, 

whereby the automotive supply chain management can be used to summa-
rize the second set [39]. 

2.9.1 AUTOMOTIVE CYBER SECURITY RISK MANAGEMENT 

In ISO 31000 [23], generic risk management processes are described. However, 
risk management is characterized as an iterative process that must be carried out 
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throughout the entire life cycle. NIST [24] provides the defnition of risk manage-
ment at the organizational and system levels. Both strategies broadly address the 
needs for a CSMS risk management. 

• Risk Identifcation: Threat modeling is well-known technique for identi-
fying automobile risks [25]. Threat modeling has been demonstrated to be 
useful for risk identifcations due to design faws and possible threats over 
the whole vehicle life cycle [26]. This can even be used to monitor deployed 
systems for vulnerabilities. Threat modeling can support the security testing 
process and can also be employed as a component of a combined methodol-
ogy for safety and security [27]–[29]. According to recent methodologies, 
that has described work in the same way. Also, danger modeling depends 
on current information about the threat and cyber security landscape. This 
includes the monitoring of the broader threat landscape, as well as forensic 
capabilities for the vehicle. 

• Risk Assessment: There are several approaches for risk assessment, some 
of which are also used in risk identifcation techniques. Also, standard cri-
teria [30] that evaluate the attack probability serve to defne a well estab-
lished strategy. Depending on the information at hand and the stage of the 
life cycle, the attack likelihood can be adjusted, as the foundation for the 
EVITA project [31] as well as [32]. 

• The selection of risk identifcation and assessment techniques has been 
compiled [33] and published as part of the HEAVENS project. A unifed 
quantitative risk assessment for safety and security based on FAIR was cre-
ated as part of the CySiVuS project [34]. 

• Risk Categorization: The question of risk classifcation is still under 
debate. Current methods categorize risks as safety-relevant or not and pro-
pose classifcation under the headings of “Safety, Financial, Operational, 
and Privacy.” Other methods classify risks using automated methods [35]. 

• Risk Treatment: Risk management entails both the essential actions to 
confrm the effcacy of implemented measures as well as all feasible risk 
mitigation. Thus the automobile domain is a good place to start with 
defense-in-depth tactics [36]. Accordingly, technical risk management 
measures are typically separated into four tiers [37]: 
• Interfaces: A variety of modern vehicles’ interfaces could be employed 

as possible assault surfaces. The objective is to protect every interface 
while reducing the number of interfaces. 

• Gateways: Gateways are used to connect several bus systems, making 
them well suited to incorporate extra security measures in order to seg-
regate network components and regulate access [38]. 

• Network Automotive Vehicles: These use a variety of internal com-
munication systems that are specifcally designed for safety [39]. 
Cryptography solutions are limited in their application by performance. 
Also, intrusion detection systems are a good strategy because machine-
to-machine communication is predefned [40]. 

• Control Units: These assure device integrity. The majority of ways to 
secure control units use hardware-based security [41]. These techniques 
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can also be used to prevent tampering and to guarantee a secure boot. 
To guarantee that risk identifcation, assessment, and categorization are 
taken into account at the appropriate phases, risk treatment methods are 
performed in a secure manner, and processes for risk management need 
to be integrated into the life cycle process. 

One of the frst methods for safe development was SAE J3061, which was 
based on the process model specifed by ISO 26262. The publication of 
ISO/SAE 21434 [42]–[43], a new standard for cyber security engineering 
for automotive systems, is planned for 2020. In addition to these standards, 
which primarily address the overall engineering process, IEC 62443 [44] 
and NIST publications like [45] are suitable for the production environ-
ment. Also, it is possible to integrate instructions for secure coding and 
instructions for using hardware-based security. 

2.9.2 AUTOMOTIVE CYBER SECURITY SUPPLY CHAIN MANAGEMENT 

The supply chain in this case covers both the aftermarket and tiered structure of the 
automotive sector [46] to guarantee the security of crucial information. For instance, 
an OEM can demand that its supplier provide information on the security of their 
systems [47]. By evaluating the environment using IEC 62443, the protected produc-
tion environment may be proven. Also, process evaluations can also be done with 
the assistance of automotive SPICE [48]. Existing methodologies from safety can be 
applied for the assignment of duties and tasks. In the various stages of the vehicle 
life cycle, similar interface agreements can be utilized to specify roles. For instance, 
a company other than the car maker might be tasked with keeping an eye on the 
shifting danger and risk situation. With company like AUTO-ISAC, we witness the 
initial efforts in this direction [50]. Additionally, methods for disseminating inci-
dent information are crucial in this situation [51]. Examples of how various interface 
agreements could apply to various life cycle phases are shown in Figure 2.4. 

Without a written agreement with the car manufacturer, managing an organization 
is more diffcult. However, many of the Android Auto infotainment apps that are cur-
rently accessible have vulnerabilities, based on reverse engineering [52]. Another issue 
at hand is whether the car maker can ensure security by providing a secure execution 
environment if the system must also be regulated to only accept apps being evaluated 
by the car manufacturer. The diagnostic interface is potentially risky when a vehicle is 
being serviced, according to a related analysis [53]. The extended vehicle concept [54] 
is one suggestion to deal with issue. According to the extended vehicle concept, access 
to vehicle data is managed by a third party. Here is a potential confict between security 
and controlled access rules. Thus, competition law restrictions present a challenge [55]. 

FIGURE 2.4 Examples of various interface agreements at various stages of the life cycle. 
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2.9.3 AUTOMOTIVE CYBER SECURITY ASSURANCE 

Assurance is “grounds for justifed confdence that claim has been or will be 
achieved,” according to ISO/IEC/IEEE 15025–1 [56]. Also, this is accomplished by 
using an assurance case, which consists of methodical reasoning, its supporting data, 
and its presumptions. ISO/IEC/IEEE 15025 provides a mathematical specifcation 
for the structure of an assurance case, yielding graphical notations like GSN [57]. 
Both strategies face the diffculty of having to take into account how cyber secu-
rity is evolving, for example, how threat actors’ capabilities are growing. Also, the 
completeness and suffciency of cyber security must be demonstrated by evidence. 
Completeness demonstrates that all risks are taken into account based on the state of 
the art, and suffciency demonstrates that the way risks are handled is adequate by 
providing proof that a methodical approach was followed throughout the life cycle. 
Evidence for suffciency must demonstrate that risks are adequately managed. The 
common criteria and testing recommendations from NIST [58] can be used to meet 
the assurance requirements for this. Its suggested methods begin with document 
reviews and include methods for ongoing testing. In the evaluation of systems that 
are already in use, determining when evidence is suffcient for cyber security assur-
ance is one challenge [31]. 

2.9.4 CSMS FRAMEWORK 

There is a need for a comprehensive framework that integrates development and 
operation and that covers the entire life span, as discussed in previous sections. 
Therefore, it is suggested that a DevOps strategy can be used to organize the devel-
opment, production, and operation processes. The suggested framework is divided 
into two main sections and is based on earlier work by Dobaj et al. [29]–[30]. A 
ffth-generation vehicle E/E architecture frst makes it possible to connect vehicle 
systems to cloud systems for ongoing monitoring and offers the technical basis for 
the construction of a modular system architecture. That is easily updated and recon-
fgurable [41]. 

A DevOps life cycle can be built up to create a continuous improvement cycle. 
On top of the modular E/E architecture. A key component of this life cycle is rep-
resented by the monitoring and analysis processes, the groundwork for identifying 
errors and security issues during both development and operation [34]. The sug-
gested DevOps framework is compatible with conventional system development 
procedures, as shown by the V-Model. However, the same three primary steps make 
up both the development and the system improvement cycles: planning, implemen-
tation, and verifcation and validation (V&V). Improvement cycles are automati-
cally initiated by monitor and analyze procedures, whenever a failure or security 
incident is recognized either in the V&V phase or during vehicle operation [37]. 
Information security management is used in the subsequent release phase to provide 
a mechanism for guaranteeing system integrity. During the distributed software 
deployment process, each vehicle independently ensures security in the succeeding 
prevent phase. Local analysis of anomalies is followed by transmission to an outside 
system [6]. 
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2.10 CYBER SECURITY ISSUES AND CHALLENGES 

Technology for information and communications (ICT) is pervasive. It is constantly 
changing with time and development in technology and plays an ever bigger role in 
contemporary society. ICT equipment and parts create a system of interconnected 
networks. Cyberspace is the name for the local data and infrastructure, and defending 
cyberspace against intrusions by thieves and other foes is known as cyber security. 
Thus, depending on three factors, such attacks pose hazards and vulnerabilities [32]. 

2.10.1 WHAT ARE THE THREATS? 

Nation-state adversaries who develop capabilities and carry out cyber attacks in 
support of a country’s strategic objectives are known as “hacktivists.” These cyber 
attacks are carried out for nonmonetary reasons such as theft or extortion, and spies 
become involved in espionage and stealing proprietary information used by govern-
mental or private entities [18]. 

2.10.2 WHAT IS A VULNERABILITY? 

There is currently an arms race in cyber security between attackers and defenders. 
Attackers continuously look for faws in ICT systems and for inadvertent or deliber-
ate actions by system insiders with access to supply chain vulnerabilities that allow 
the insertion of malicious software [49]. 

2.10.3 WHAT IS AN IMPACT? 

An impact affects the confdentiality, integrity, and availability of ICT system infor-
mation and, depending on how it is connected could compromise everything with 
a successful assault. Financial, proprietary, and personal information may be infl-
trated as a result of cyber theft or cyber espionage, which is carried out frequently 
without the victim’s knowledge. However, attacks that cause a denial of service can 
impede or stop authorized users from using a system. Moreover, cyber attacks on 
systems and bonnet malware provide an attacker control of network of “zombie” 
computers. Attacks on industrial control systems can lead to the obliteration of the 
machinery, which might include centrifuges, pumps, and generators [7]–[15]. 

2.10.4 FEDERAL ROLE 

The federal government’s participation in cyber security includes both defending its 
own networks and aiding in the defense of non-governmental ones. Federal agen-
cies also work for safeguarding their own systems, and many have CI obligations. 
Various areas of cyber security are covered by more than 50 pieces of legislation, 
and the 113th and 114th Congresses have passed a number of additional laws [41]– 
[43]. Generally speaking, NIST (National Institute of Standards and Technology) 
establishes FISMA (Federal Information Security Management Act of 2002) rules 
that apply to federal civilian ICT and OMB. These rules are intended to ensure 
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that they are put into practice. The Department of Homeland Security (DHS) is the 
principal agency coordinating government efforts to assist private frms in securing 
CI assets; their operational responsibility is to protect federal civilian networks. The 
DOJ is the primary enforcement body for the relevant legislation. The Department of 
Defense’s (DOD) acts in cyberspace to ensure the safety of defense assets and civil 
authorities. These and the National Security System (NSS) are all under the purview 
of DOD. IC also includes the National Security Agency (NSA) [59]. 

2.10.5 LEGISLATIVE ACTIONS 

More than 200 bills that deal with cyber security issues have been introduced since 
the 111th Congress in both the 113th and 114th Congresses. The legislation deals 
with a number of problems that include [60]. 

• Federal Information Systems: Giving DHS more authority to defend gov-
ernment networks and amending FISMA to refect developments in the ICT 
environment [59, 61] 

• Information Sharing: Allowing private sector organizations to monitor 
and manage defenses on their information systems and easing public and 
private sector sharing of information on cyber threats and defensive mea-
sures [59] 

• Program Authorization: The National Science Foundation, NIST (frame-
work for CI cyber security, education, and awareness), and DHS (the National 
Cyber-Security and Communications Integration Center [NCCIC] carried 
out their ongoing activities with specifc statutory authorization [47]. 

• R&D: Updates to agency authorizations and strategic planning require-
ments [49] 

• Workforce: Enforcing an employment code system for federal cyber secu-
rity employees, thus increasing the size, expertise, and readiness of DHS 
cyber security workforce [41] 

2.10.6 LONG-TERM CHALLENGES 

The legislation and executive-branch initiatives mentioned are primarily intended 
to address cyber security needs. Also, it includes preventing cyber-based disasters, 
espionage, and minimizing the effects of successful attacks, as well as enhancing 
inter- and intra-sector collaboration and outlining the roles and responsibilities of 
federal agencies and combating cyber crime. But such requirements are there in the 
context of more challenging long-term issues with regard to design, incentives, con-
sensus, and environment (DICE) [23]: 

• Design: According to experts, ICT design must include effective security 
as a key component. Due to fnancial constraints, developers have typi-
cally given functionality a higher priority than security. Additionally, many 
future security requirements cannot be forecasted, which presents a chal-
lenging task for designers [59, 60], [62]–[65]. 
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• Incentives: The economics for cyber security have been criticized for 
having a fawed or even distorted incentive structure. Also, cyber crime is 
thought to be relatively safe, proftable, and inexpensive for the offenders. In 
contrast, cyber security can be costly because it is inherently fawed and the 
fnancial returns on investments are frequently uncertain [44]–[58]. 

• Consensus: There is little shared understanding of what cyber security is, 
how it should be implemented, and the risks among the various stakehold-
ers. Also, there are signifcant cultural barriers to consensus, not just within 
sectors but also among sectors [49]–[58], [66]. 

• Environment: In terms of size and characteristics, cyberspace has been 
dubbed the technological environment that is evolving quickly in human 
history. Emerging technologies such as social media, mobile computing, 
and the Internet of Things (IoT) just make the already challenging threat 
environment even worse. On certain issues, legislation and executive 
actions may have a big impact. For instance, cyber security research and 
development may infuence the design of ICT. Also, cyber crime penalties 
may affect the design of incentives [62, 67]. 

2.11 CONCLUSION 

Security is a compulsory part of any type of data. This research work respectively 
expounds on the problems of cyber insurance in security and the architecture of 
smart cities. Also, it focuses on cyber progress, regulation, issue, and automation 
in cyber security. Through this study, we draw attention to problems that still need 
to be remedied in order to increase SG security, privacy, and trust. In order to aid 
researchers in this emerging feld, it is essential to introduce innovative ways to 
ensure the safety concern of future. Therefore, through optimal operation of SG, this 
can become reality. Moreover, future research directions from both the technologi-
cal and the human perspectives were also presented. 
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3.1 INTRODUCTION 

In today’s world, networks are becoming increasingly infuential, widespread, and 
interconnected, making cyber security a critical area of research and development. It 
is necessary to protect networks, devices, and the data against any kind of unauthor-
ized access, theft, and damage. However, new technologies like smart devices, cloud 
computing, the Internet of Things (IoT), and big data make it increasingly challenging 
to protect data from various types of threats, including cyber attacks [1]. Intelligent 
techniques are needed to detect these malicious attacks. Many different techniques 
are used to build a robust security system. Recently, fundamental data security learn-
ing methods have made signifcant progress in detecting attacks such as intrusion 
detection systems (IDS) [2]. These systems help to identify and monitor various types 
of attacks on network traffc activity, making IDS an essential tool in detecting cyber 
attacks and network intrusions. Cyber security plays a vital role in protecting net-
works and data by detecting various cyber attacks and network intrusions. 

The frequency of miscellaneous cyber attacks has increased signifcantly in 
recent years. Normally, there exist two types of attacks: active and passive [3, 4]. 

The impact of a cyber attack can range from mild inconvenience to severe 
fnancial losses and reputational damage. There are several types of cyber attacks, 
including phishing attacks, man-in-the-middle attacks, and malware attacks [5, 6]. 
Malware attacks involve the installation of malicious software on a victim’s device 
to damage or gain unauthorized access to their system. A man-in-the-middle attack 
happens when an attacker intercepts the communication between two groups and 
can lead to information theft or unauthorized access [7]. 

To detect and prevent cyber attacks, organizations and individuals use different 
techniques. One approach uses intrusion detection systems (IDS) that are designed 
to keep a check on network traffc and identify any potential threats. IDS can detect 
abnormal behavior, such as unauthorized access attempts or suspicious network 
activity, and alert security teams for further investigation. Another approach is using 
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FIGURE 3.1 Overview of AI architecture. 

phishing detection systems, designed to identify and block suspicious emails and 
links. Malware detection systems work in a similar way by scanning fles and email 
attachments for known malware signatures and behaviors Man-in-the-middle attack 
detection systems monitor network traffc for signs of interception or unauthorized 
access. These systems can detect and alert security teams to potential threats in real 
time allowing for immediate response and mitigation [8, 9]. 

Researchers are currently exploring how cyber detection techniques, such as 
intrusion detection systems (IDS), can contribute to achieving a type of collective 
intelligence as shown in Figure 3.1. By applying different technologies like intel-
ligent systems, agents, and other techniques, networks can be secured more accu-
rately, improving the performance in detecting threats and attacks [10]. ML and DL 
classifers provide solutions for cyber attacks [11]. 

ML and DL techniques have proven to be powerful tools in various felds, and 
they can be integrated with cyber security systems to enhance an organization’s 
security measures. Several ML and DL applications are used to protect businesses 
and products from malware and hacker attacks. To ensure effective denial of service 
(DoS) attacks and malware analysis, effcient strategies are required because cyber 
crime remains a growing concern with respect to protection and privacy [12, 13]. 

This research provides a brief study about ML and DL techniques for cyber secu-
rity. Also, this chapter covers the publication trend of past decades as well as future 
trends of publication in the coming fve years. Furthermore, this chapter covers the 
eye-opening future challenges in cyber security. 

3.2 AI FOR CYBER SECURITY 

As the development of cyber security systems has progressed, researchers have started 
to explore the use of techniques by AI [14]. AI’s role in cyber security is expanding 
every day, which is used to secure overall network. AI, GA, and PSO are used to solve 
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related problems of cyber security [15]. The use of AI in cyber security has provided 
a remarkable and extraordinary capability to detect and prevent cyber attacks, lead-
ing to cutting-edge and transformative improvements in cyber security systems [16]. 

3.3 ML FOR CYBER SECURITY 

ML is the subcategory of AI. It is closely related to computational statistics and has 
strong ties to mathematical optimization to design models and deliver various applica-
tions [17]. Arthur Samuel et al. initially provided the idea about ML where computers 
need to be able to learn like humans [18]. ML has become a powerful tool in the fght 
against cyber crime, with both attackers and defenders using the latest techniques to 
gain an advantage. Cyber criminals are constantly developing new ways to exploit 
weaknesses in computer systems, and ML can help them identify these vulnerabilities 
quickly and effciently. On the other side of the fence, ML models are being used to 
create sophisticated defense mechanisms that can detect attacks in their early stages, 
minimizing the damage they cause. By combining different ML techniques, cyber 
defense systems can accurately identify and classify attacks, improving their overall 
effectiveness in safeguarding computer networks and systems. 

• Supervised learning is one of the types of ML and aims to understand 
the relationship between input and output data. Once this relationship is 
established, the algorithm can predict the output for new input data based 
on what it has learned and mainly focuses on classifcation and regression 
methods. Classifcation groups similarly breaks down data points into dif-
ferent classes. This supervised approach fnds the best way to separate the 
data points and assign them to specifc classes. On the other side, regression 
differs from classifcation in that it outputs a number instead of assigning 
data points to classes. Classifcation focuses on classifying and outputting 
the class, whereas regression produces a numerical output [19]. 

• In unsupervised learning, the given dataset only has input data, and it deals 
with unlabeled data. Its purpose is to identify patterns or similarities in the 
dataset. After obtaining the features, it then groups the data based on those 
similarities [19]. Unlike supervised learning, the training process is unique 
since the algorithm learns from its own experiences instead of a predeter-
mined set of inputs with an established relationship. In the absence of train-
ing data, the algorithm must rely on its own experiences to learn. 

ML has revolutionized the feld of cyber security and is continuously evolving to 
provide better and more effcient ways to combat cyber threats [20]. ML-aided types 
are used for detecting and preventing cyber attacks. Supervised learning techniques 
are used for detecting known threats and classifying new threats into categories such 
as malware, phishing, and spam. Unsupervised learning techniques, on the other 
hand, are used for identifying unknown threats and anomalies that are not part of 
the known threat categories. With the increasing number and complexity of cyber 
threats, these machine learning types are particularly useful for cyber detection 
because they can identify patterns and anomalies that might not be immediately 
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apparent to human analysts and that might be becoming more crucial in securing 
computer networks and systems [21]. 

3.3.1 ML TECHNIQUES APPLIED FOR CYBER DETECTION/CYBER SECURITY 

In the realm of cyber detection, cyber attackers, and cyber security defenders, cyber 
criminals are utilizing ML techniques to identify vulnerabilities in systems and to 
develop advanced attack methods that can penetrate defense mechanisms. ML mod-
els are used to improve military applications, especially attack detection systems. 
Therefore, due to early threat detection, better decisions will be made to reduce 
the impact of cyber attack [22, 23]. By the previously mentioned techniques, cyber 
attacks can be easily monitored [24]. A comprehensive list of these ML techniques 
is presented in Table 3.1 and discussed in Section 3.5. These techniques have been 
surveyed for cyber detection in Section 3.6, and a comparative analysis has been 
performed in Section 3.7. 

In the cyber detection feld, various ML techniques have been explored in the 
literature. This section focuses on the most commonly applied techniques. In 
supervised-learning, ML techniques can be further categorized into classifcation 
and regression [25]. In unsupervised learning, clustering (K-means) algorithm, and 
dimensionality reduction (PCA) are widely used techniques [26–27] and discussed 
in Section 5. 

3.4 DL FOR CYBER SECURITY 

DL is a subfeld of ML, and it is a powerful ML approach that includes multiple neu-
ral networks with input, hidden, and output layers, which utilizes algorithms that are 
inspired by the human brain for analytical and logical thinking [28–29]. These areas 
have garnered signifcant attention from the academic community and research in 
the last decade [30–33]. DL is well-suited for handling large datasets and can effec-
tively overcome the overftting problem by creating generalized models. 

DL plays a critical role in cyber detection and prevention. Its capability to process 
and analyze vast amounts of complex data quickly and accurately makes it a valuable 
tool for detecting and predicting cyber threats [30]. Additionally, DL can be used to 
analyze large volumes of security data to identify new threats and vulnerabilities. On 
the other side of the coin, cyber attackers are also leveraging DL to develop more com-
plex and targeted attacks. DL is becoming an increasingly important aspect of cyber 
security and it can be used to optimize security policies and responses to cyber attacks, 
allowing for more effcient and effective cyber threat prevention and detection [30]. 

DL models are mainly focused on variable availability. 

• Supervised learning is goal driven and relies on a defned target variable. 
• Unsupervised learning is data-driven and the outcome is based solely on 

the input. 

DL types are being used in several studies to improve cyber security [34–36]. 
DL supervised and unsupervised learning are both important for cyber security. 
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Supervised learning can be used for detecting known threats and classifying new 
threats into categories such as malware, phishing, and spam. As cyber threats con-
tinue to evolve and become more complex, this type of learning is task driven and 
has well-defned goals, making it useful for cyber attack prevention and detection. On 
the fip side of the coin, unsupervised learning can be used for identifying unknown 
threats and anomalies that are not part of the known threat categories. This type of 
learning is crucial for the early detection of novel cyber threats and cyber attack pre-
vention [37]. 

3.4.1 DL TECHNIQUES APPLIED FOR CYBER DETECTION/CYBER SECURITY 

DL techniques can be trained to recognize patterns and anomalies in large datas-
ets, enabling accurate and prompt detection of cyber attacks. Cyber attackers use 
DL techniques to develop sophisticated attacks that can bypass traditional secu-
rity systems. For example, attackers may use deep learning to generate realistic 
phishing emails that are designed to deceive users into providing sensitive infor-
mation or to create malware that can evade traditional antivirus software. On the 
other hand, cyber security defenders are also using DL techniques to detect and 
prevent cyber attacks. For example, DL can be utilized to analyze network traffc 
to detect suspicious activity or to scan for malware in real time. Also, it is being 
applied in the feld of cyber detection to enhance the accuracy of detection and 
classifcation of cyber threats. Overall, DL techniques are playing an increasingly 
important role in both cyber attacks and cyber security. As the feld of AI contin-
ues to advance, it is likely that DL will become even more important in the fght 
against cyber crime. Moreover, the DL technique employs an unsupervised layer-
by-layer greedy training algorithm that offers promising solutions for optimizing 
deep structures in cyber detection [38, 39]. Table 3.2 presents a comprehensive 
list of DL techniques that have been surveyed for cyber security in Section 3.8 
and a comparative analysis of these techniques has been conducted in Section 3.9. 

In the cyber security domain, a plethora of studies have been available on DL 
techniques, and they can be further categorized into supervised and unsupervised 
learning: 

• In supervised, there are various techniques including fully connected feed-
forward deep neural network, recurrent neural network (RNN), which is 
further categorized into long short-term memory (LSTM), bidirectional-
RNN (Bi-RNN), and GRU, multilayer perceptron free forward deep neural 
network, and convolutional deep neural network (CNN). 

• In unsupervised, GAN, RBM, autoencoders, further categorized into stacked 
autoencoders, are involved and discussed in Section 3.5 and Table 3.1. 

3.5 ML AND DL TECHNIQUES 

In this section, both ML techniques are discussed and DL techniques are discussed 
in detail. ML and DL techniques can be overviewed in Table 3.1 and 3.2 as well as 
illustrated in Figure 3.2. 



  

 

 
 

44 TABLE 3.1 
OVERVIEW OF ML TECHNIQUES 

ML-Model Year 

Supervised Naïve Bayes 1960s 

K-nearest neighbor 1967 
(K-NN)

SVM 1995 

Decision tree 1986 

Random forest 1995 

Description

A probabilistic algorithm that assumes the
independence of features given the class label to 
predict the class of new data points and take less 
computational time

Particularly suited for high-dimensional datasets with 
discrete features

Lazy learning algorithm that classifes new data points 
by fnding the k-nearest neighbors in the training set
and assigning the majority class. The distance 
between data points can be measured using various 
distance metrics.

SVM separates and classifes data points based on their
position relative to a hyperplane. 

Maximizing the margin and distances between 
hyperplanes increases classifcation accuracy 

SVM can be linear or nonlinear. 

Supervised ML technique based on a recursive tree 
structure

Each tree is used to have parent node 
DT is based on IG and entropy. 

Ensemble learning algorithm that combines multiple
decision tree 

Limitations Ref. 

Assumes independence of features, [40–42] 
can be sensitive to irrelevant features, 
may suffer from the “zero frequency” 
problem

Case-sensitive to noisy data packets, [43, 44] 
choice of distance-metric and value of 
k can usually affect its performance. 

Computationally expensive when the 
dataset is large and may require the 
storage of the entire training set

Processing a lot of memory is required [45, 46] 
as well as time for training

Training is important for optimal 
results.

Kernel-function and metrics used to 
have direct effect on performance of 
classifer

DT can easily overft the training data, [47–48] 
leading to poor generalization
performance.

Sensitive to the small perturbations in 
the data, which can lead to the
different tree structure. 

Diffculty in selecting decision trees [49, 50] 
during prediction. 
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Unsupervised K-means clustering 1995 Partitions data into k clusters by iteratively assigning 
data points to the nearest cluster center and updating
the cluster centers. Process is repeated until
convergence. 

Distance between data points is measured using the
Euclidean distance metric.

 PCA 1901 Reduces the number of dimensions in a dataset while
preserving the most important information

Linear method that calculates a new set of orthogonal 
variables that maximize the variance in the data 

Number of components is chosen based on the amount
of variance they explain. 

Distance maybe sensitive to the initial [51] 
choice of cluster centers and may
converge to a suboptimal solution. 

Choice of k also requires some prior
knowledge or experimentation. 

Computationally expensive when the 
dataset is large or the number of 
clusters is high

Preserves all the important information [52] 
in the data and may lead to a loss of
interpretability

Nonlinear methods may be necessary
for more complex datasets. 

The choice of the number of
components requires some
experimentation. 

Computationally expensive, especially 
for large datasets with many features 
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TABLE 3.2 
OVERVIEW OF DL TECHNIQUES 

ML Model Year Description 

Supervised RNN 1982 Sequential data is used.
RNNs use recurrent connections to store and pass
information from previous time steps. 

LSTM 1997 LSTMs are particularly good at learning long-term
dependencies in sequential data. 

CNN 1988 A type of neural network designed to work with 
grid-like data, such as images. CNNs use 
convolutional layers to extract features from the 
input data, which are then used to make predictions. 

DBN 2006 A type of neural network designed to learn a 
hierarchical representation of the input data.

Use multiple layers of hidden units, with each layer
learning to represent increasingly abstract features
of the input data. 

Limitations Ref. 

RNNs can suffer from the vanishing gradient problem, [53, 54] 
where the gradients used to update the weights in the
network become very small, making learning diffcult. 

Particularly pronounced for long sequences. Additionally, 
RNNs have diffculty learning long-term dependencies 
in the data.

Sensitive LSTMs can still suffer from the vanishing [55] 
gradient problem, although to a lesser extent than 
regular RNNs. 

LSTMs have a large number of parameters, which can 
make them diffcult to train and prone to overftting. 

CNNs can struggle with handling sequential or time [56–61] 
series data, since they are designed to work with 
grid-like data. 

CNNs use to have overftting problem. 

Diffcult to train due to the large number of parameters [62, 63] 
involved. 

DBNs can struggle with handling sequential data, since
they are designed to learn a hierarchical representation 
of the input data rather than explicitly modeling 
dependencies between adjacent time steps. 
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Unsupervised GAN 2014 The two parts are generator and a discriminator, GANs can be diffcult to train, since the generator and [64] 
trained together in a game-like setting. discriminator need to be trained together in a game-like 

setting.
GANs can suffer from mode collapse, where the 
generator learns to only generate a limited set of
samples rather than a diverse set. 

RBM 2006 RBMs connected to every unit in the other layer. RBMs can be diffcult to train, since they require a lot of [65] 
computational resources to learn the probability
distribution over the input data. 

RBMs can struggle with handling sequential data, since
they are designed to learn a probability distribution over 
the input data rather than explicitly modeling 
dependencies between adjacent time steps.

Autoencoders 1987 Reduces a type of neural network that learns to Autoencoders can suffer from overftting. [66] 
encode and decode the input data.

Autoencoders use an encoder to compress the input
data into a lower-dimensional representation and a 
decoder to reconstruct the input data from the
compressed representation. 
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FIGURE 3.2 Overview of ML and DL techniques. 

3.5.1 NAÏVE BAYES (NB) 

NB is a method to predict high levels of probability as predicted. However, multi-feature-
based datasets are dependent on one another, and there is an issue with different attack 
types. An improved version was introduced, called HiddenNB, that can handle mentioned 
issues and increase the level of accuracy up to 99.60%. Furtherly, the NB technique is 
effcient in the calculation of discrete categories. In addition, the NB model consists of 
three different techniques: Bernoulli, Gaussian, and multinomial. The multinomial NB 
technique is suitable for discrete categories, Bernoulli naïve Bayes for binary feature vec-
tors and Gaussian naïve Bayes for continuous values of data [40–42] 

3.5.2 K-NEAREST NEIGHBOR 

The K-nearest neighbor (K-NN) is an algorithm used for unsupervised learning, 
and it relies on a distance function to evaluate the dissimilarity between two data 
instances. Compared to other classifers, K-NN requires less time for training. The 
assumption underlying K-NN is that similar data points will be closer to each other 
in space, while dissimilar ones will be farther away. K-NN used to have two dif-
ferent categories that can be utilized for anomaly identifcation. The Kth neighbor 
data point and density of each data instance are used to calculate scores [43]. The 
selection of the kth data point has a high effect on the classifer’s overall perfor-
mance. K-NN is quite helpful in data analysis, which easily estimates distance func-
tion between data points. Moreover, this technique is computationally expansive 
because it needs a high level of storage capacity. The most common way to calculate 
the difference between two data points is by using Euclidean distance d(m, n) [44]. 

3.5.3 SUPPORT VECTOR MACHINE (SVM) 

SVM mainly relies on hyperplane approach. However, maximizing margin and 
distances between hyperplanes can improve results. SVM use to have two main 
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categories which include linear and nonlinear. While, single/multiclass are based on 
kernel function [45–46]. 

3.5.4 DECISION TREE (DT) 

A decision tree is a data structure used to represent a series of decisions and their 
possible outcomes. The decision tree is an effcient technique to provide possible 
solutions for classifcation-based issues. However, the leaf node presents the fnal 
output. The DT technique is mainly based on entropy and information gain. Various 
techniques like ID3, C4.5, and CART can be utilized for designing the decision 
tree. ID3 is considered a classic greedy method used to select the optimal attribute. 
The splitting technique is found in C4.5, which is the expansion of ID3. However, 
CART is used to support both classifcation and regression. The C4.5 demonstration 
is available on the Weka tool [47, 48]. 

It is worth noting that DT has its limitations. For instance, it can create complex 
trees that are diffcult to interpret, which can cause overftting or underftting. Also, 
the decision tree is sensitive to the data’s distribution and can create biased trees that 
affect the classifer’s accuracy. 

The development of DT started in the late 1950s, and, since then, different ver-
sions and algorithms have been developed to improve its performance. ID3 was 
developed in 1986, C4.5 in 1993, and CART in 1984. These algorithms are widely 
used and have been implemented in various software and programming languages. 

3.5.5 RANDOM FOREST (RF) 

Random forest (RF) is an ensemble learning algorithm that combines multiple deci-
sion trees to produce a hypothesis for a problem, making it suitable for regression 
and classifcation tasks. RF is the new extension of CART, which is based on a mul-
tiple decision tree approach. However, RF applications are quite diverse and include 
malicious, abnormal, and illegal data packets detection. The previously mentioned 
RF technique uses less time and is less complex in the training module [49, 50]. 
However, consideration of decision trees during the prediction process can be a 
challenge. 

3.5.6 K-MEANS CLUSTERING 

This technique is used for clustering to calculate mean value. This process is repeated 
again and again to stabilize the overall network. K-means has applications in intru-
sion detection, spam fltering, and image segmentation [51]. 

3.5.7 PRINCIPAL COMPONENT ANALYSIS (PCA) 

PCA seeks to fnd a set of orthogonal (uncorrelated) axes, or “principal compo-
nents,” that explain the largest amount of variance in the data. The frst principal 
component is the direction with the highest variance, the second principal compo-
nent is the direction with the second highest variance, and so on. Once these prin-
cipal components are identifed, the data can be projected onto a lower-dimensional 
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subspace by selecting a subset of the principal components that account for a desired 
amount of variance [52]. 

3.5.8 RECURRENT NEURAL NETWORK 

A recurrent neural network (RNN) is a type of neural network that utilizes hidden 
states. RNN is particularly useful in processing time series data and in analyzing 
data streams as it possesses memory and can retain information from previous expe-
riences [53, 54]. 

3.5.9 LONG SHORT-TERM MEMORY (LSTM) 

LSTM is quite helpful in IDS for attack detection. A special memory cell is stored 
over a long period of time in LSTM. LSTM is widely used in natural language 
processing (NLP) tasks, such as machine translation, speech recognition, and text 
classifcation [55]. 

3.5.10 CONVOLUTIONAL NEURAL NETWORK (CNN) 

CNN use to have multilayer neural network, which is the new version of feed-forward-
ANN [56]. However, CNN has three main layers: convolutional, connected, and pool-
ing. Common CNN architectures include ZFNet [57], GoogLeNet [58], and ResNet 
[59]. CNN is widely used in many felds of study [60, 61]. Improved versions of CNN 
have also been proposed for intrusion detection and malicious traffc classifcation. 

3.5.11 DEEP BELIEF NETWORK (DBN) 

DBN is based on a greedy approach. It is designed to simulate and to process as a 
human brain processes complex information and recognize complex patterns. This 
technique can be used as a stack having generative nature [62, 63]. 

3.5.12 GENERATIVE ADVERSARIAL NETWORK (GAN) 

GAN is considered subcategory of deep neural network that is used for generative 
modeling. GAN consists of two networks: a generator network and a discriminator 
network. The generator network generates new data samples that are similar to the 
training data, while the discriminator network tries to distinguish between the gen-
erated samples and the real ones. The two networks are trained together in a mini-
max game, where the generator tries to fool the discriminator, and the discriminator 
tries to correctly identify the generated samples. GAN is used in a variety of applica-
tions, such as image synthesis, text-to-image generation, and video prediction [64]. 

3.5.13 RESTRICTED BOLTZMANN MACHINES (RBM) 

Restricted Boltzmann machines (RBM) are a type of generative artifcial neural net-
work that follow an unsupervised learning approach. RBM consists of two layers of 
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nodes—visible layer and hidden layer—and each layer has a set of neurons. RBM 
tries to learn the distribution of the input data by updating the weights linking the 
nodes of the visible and hidden layers. The weights are updated using a technique 
called contrastive divergence [65]. RBM is used for a wide range of applications, 
such as image recognition, speech recognition, and collaborative fltering. 

3.5.14 AUTOENCODER 

Autoencoder is an unsupervised neural network used to reduce noise. Autoencoder 
consists of four parts: encoder, bottleneck, decoder, and reconstruction loss. The 
encoder learns how to compress the data. [66]. 

3.6 COMMONLY USED CYBER SECURITY DATASETS 

ML techniques are quite helpful in detecting cyber threats. However, simulating a 
novel dataset is considered a tough job. A benchmark dataset can be used by many 
researchers, providing convenience and reliability. Using already available network 
security datasets can save a lot of time and increase the research effciency by pro-
viding quick access to the required data for research. 

3.6.1 DARPA IDS DATASET 

The DARPA Intrusion Detection Data Sets, under the direction of DARPA and 
AFRL/SNHS, are collected and published by The Cyber Systems and Technology 
Group of MIT Lincoln Laboratory for evaluating computer network IDS [67]. This 
standard dataset provides a large amount of background traffc data and attack 
data, with three primary data subsets: (1) the 1998 DARPA Intrusion Detection 
Assessment Dataset, which includes seven weeks of training data and two weeks 
of test data; (2) the 1999 DARPA Intrusion Detection Assessment Dataset, which 
includes three weeks of training data and two weeks of test data; (3): the 2000 
DARPA Intrusion Detection Scenario-Specifc Dataset, which includes LLDOS 
1.0 Attack Scenario Data, LLDOS 2.0.2 Attack Scenario Data, and Windows NT 
Attack Data [68]. 

3.6.2 KDD CUP 99 DATASET 

The KDD Cup 99 dataset is a widely used training set for IDS, based on the DARPA 
1998 dataset. It contains 4.9 million replicated data points containing total of 22 
types of attack [69]. KDD Cup 99 is used to provide a full set of training and test-
ing datasets. The so-called 10% subset was created to address the huge amount of 
connection records present in the full set, with some DoS attacks having millions of 
records [70]. Training and testing datasets have different probability distributions, 
and the 10% subset was intended for training while the corrected subset can be used 
for performance testing with over 300,000 records containing 37 different attacks. 
Moreover, the testing set has specifc attack types that do not appear in the training 
set, making it a more realistic basis for IDS [71, 72]. 
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Finally, the KDD data is old and no longer accurately represents the current net-
work environment [73, 74]. 

3.6.3 NSL-KDD DATASET 

This dataset is considered the new version of the previous one. This dataset con-
tains 22 different attack types, which are categorized into four major groups. It is 
comprised of the KDDTrain+ dataset as the training set and the KDDTest+ and 
KDDTest-21 datasets as the testing set [75]. The latter is more challenging to clas-
sify due to its unbalanced representation of normal and attack records. However, 
the NSL-KDD still lacks up-to-date data, particularly for minority class samples. 
Despite this limitation, the dataset represents a signifcant improvement over its pre-
decessor and serves as a valuable resource for network intrusion detection research. 

3.6.4 ADFA DATASET 

The ADFA dataset specifcally consists of datasets for host-level intrusion detection 
systems and is commonly utilized in cyber science [76]. Kernel is considered the 
main facility to interact between the user space and kernel space. ADFA-LD is pre-
sented in fgure. Further, data can be found on two different platforms, which include 
Linux and Windows. 

3.6.5 UNSW-NB15 DATASET 

The UNSW-NB15 dataset was formulated by the University of South Wales. The feld 
of IDS relies on a variety of datasets, including UNSW-NB15, CAIDA, ADFA-LD, 
and UNM [77, 78]. As a new and representative IDS dataset, the UNSW-NB15 has 
been utilized and currently has less infuence than the KDD99 [79]. 

3.7 SURVEY OF ML-AIDED TECHNIQUES IN CYBER SECURITY 

This section presents different machine-learning-aided techniques proposed for 
cyber attack detection, which have been evaluated on different datasets with perfor-
mance metrics. The proposed methods include both supervised and unsupervised 
techniques and various ML-aided techniques proposed for cyber attack detection, 
evaluated on different datasets with performance metrics. 

In the supervised techniques, fve different methods have been proposed for 
detecting different types of attacks. In [80], a naïve Bayes classifer to accurately clas-
sify the labeled data into the attack and normal classes. The results show improved 
accuracy, precision, and recall. In [81], clustering is used to extract cluster centers 
and identify the nearest node. The K-NN and K-means algorithms are used for this 
method, and the results show improved recall and accuracy. 

In [82], the proposed method uses a one-class SVM to evaluate the practical fea-
sibility of incorporating contextual and quantitative information of net fow records 
using a specifc kernel function. The results show high accuracy. In [83], three 
experiments were conducted to evaluate RT-IDS for different machine-learning 
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classifcation approaches. The results show that the DT algorithm achieves the high-
est accuracy, while the NB algorithm has the lowest. In [84], the proposed IDS is 
implemented with a neuro tree for improved detection accuracy. The results show 
improved accuracy for both the RF and the C4.5 algorithms. 

In the unsupervised techniques, two different methods have been proposed. In 
[85], a new method was proposed that combines many different techniques. The 
results show improved precision and recall. In [86], a new dataset is created by com-
bining the voted outputs of built models on the GA suggested features of the NSL 
KDD dataset based on fve different labels, followed by executing kernel extreme 
learning machine (KELM) with optimized parameters using GA. The results show 
high accuracy, recall, and precision for SVM, MLP, DT, and K-NN algorithms 
(Table 3.3). 

3.8 SURVEY OF DL-AIDED TECHNIQUES IN CYBER SECURITY 

In [87], a supervised approach is described that uses the RNN technique for cyber 
threats. Other research [88] uses another supervised approach that uses long short-
term memory (LSTM) to secure channels. In [89], a supervised approach is simu-
lated to identify specifc categories of images in emails, achieving an accuracy of 
75.10%. Another supervised approach [90] compares two deep neural network archi-
tectures, deep belief networks (DBNs), and cortical algorithm (CA) DNNs, for email 
spam classifcation on the Spam base dataset. The CA DNN architecture achieved 
higher accuracy than DBN with a six-layer architecture and decreasing hidden neu-
rons, achieving an accuracy of 96.40%. 

Researchers [91] have also described an unsupervised approach that uses 
deep learning-based anomaly detection methods, including de-noising autoen-
coder (DAE), stacked autoencoder (SAE), generative adversarial network (GAN), 
and DBM-Bi LSTM-based classifcation model, for detecting web attacks on the 
CSIC2010v2 dataset, achieving a precision, recall, and F1-score of 98.78%, as well 
as an accuracy of 98%. Another unsupervised approach [92] is used for cyber threat 
detection using KDD-99-dataset. The method achieved simulation results of around 
94% when trained and tested on real data and 84–85% when trained on the KDD 
dataset and tested on real data. However, [93] describes an unsupervised approach 
to detecting false-data-injection attacks on smart grid. The experiments were con-
ducted on generated data from the IEEE 14-bus, IEEE 30-bus, and IEEE 57-bus 
systems and the MATPOWER library. Table 3.4 provides information on different 
intrusion detection methods for various attack types, including supervised, unsuper-
vised approaches, and datasets. 

3.9 COMPARATIVE ANALYSIS OF ML/DL IN CYBER SECURITY 

In this section, the comparative analysis of ML and DL in cyber security suggests 
that DL techniques have the potential to outperform traditional ML techniques in 
complex and large-scale datasets. However, the reliability and interpretability of DL 
models remain a challenge, making ML techniques still a popular choice for cyber 
security applications. 
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TABLE 3.3 
SURVEY OF ML-AIDED TECHNIQUES 

Ref Attack Type Proposed Solution 

Supervised [80] Attack, normal The proposed KMC + NBC algorithm
comprises two main modules, 
preclassifcation and classifcation. The 
preclassifcation module utilizes the
labels accordingly. The second module
employs the naïve Bayes classifer to 
accurately classify the labeled data into
attack and normal classes, resulting in
improved detection accuracy. 

[81] DoS, R2L, The proposed method involves clustering 
U2R, Probe to extract cluster centers and identify the 

nearest neighbor of each data point in the
same cluster based on the number of
classes to be classifed. In the second
step, the distance between all data and
cluster centers, as well as the distance
between each data point and its nearest
neighbor, are measured and summed to 
create a new distance-based feature value 
to replace the original features.

[82] DDoS UDP, Evaluate the practical feasibility of our 
DDoS TCP method, which incorporates contextual 

and quantitative information of Netfow 
records using a specifc kernel function, 
through experimentation on a large 
dataset provided by a major Internet 
service provider in Luxembourg. 

ML-Aided Dataset Performance Evaluation Result 
Technique Matrix 

NB, K-means ISCX NB Precision: 85.07% Accuracy of 
NB Recall: 99.70% NB:88.28%

Accuracy of 
K-means: 99.03% 

K-NN, K-means KDD ’99 Recall: 80.320% Accuracy: 80.65% 

One class SVM Customized Accuracy: 91.50% 
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[83] DoS, Prob Three experiments were conducted to NB, DT, NN KDD ’99 NB: 78.20% 
evaluate RT-IDS, including off ine mode DT: 99.40%  
detection with various machine learning NN: 98.0% 
classifcation approaches, online network 
data for real-time intrusion detection, and
post-processing procedure to enhance the
detection accuracy of the IDS. 

[84] DoS, R2L, This paper investigates IDS design by RF, C4.5 KDD ’99 RF: 89.21% 
U2R, Probe focusing on removing redundant C4.5: 92.1 

instances, selecting relevant features 
using a wrapper-based approach, and 
implementing the proposed IDS with
neuro tree for improved detection 
accuracy. 

Unsupervised [85] DoS, R2L, A new method for intrusion detection is SVM, MLP, PCA KDD ’99 Precisions SVM: 85.02%
U2R, Probe proposed, which combines (IG) and SVM: 87% IBK: 94.29% 

(PCA) with an ensemble classifer based IBK: 99.6% MLP: 82.42%
on SVM, IBK, and MLP, and evaluated MLP: 82.40%
on three datasets (ISCX 2012, NSL- Recall SVM: 90.10%
KDD, and Kyoto 2006+). IBK: 91.40%

MLP: 87.201%

[86] DoS, R2L, A new dataset was created by combining SVM, MLP, DT, NSL-NDD Recall Accuracy:  
U2R, Probe voted outputs of built models on the GA K-NN SVM: 96.81% SVM: 97.42%

suggested features of NSL KDD dataset MLP: 95.80% MLP: 97.02%
based on fve different labels in this DT: 95.57%  DT: 97.14% 
study, followed by executing kernel K-NN: 94.79% K-NN: 96.51%
extreme learning machine (KELM) with 
optimized parameters using GA. 
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56 TABLE 3.4 
OVERVIEW OF DL TECHNIQUES 

Ref Attack Type 

Supervised [87] Denial of service
(DoS), user to root
(U2R), probe
(probing), root to
local (R2L) 

[88] Known genuine and 
malicious behavior 
as an attack 

[89] Spam images 

[90] Email spam 

Proposed Solution 

The objective function for a single 
training pair in RNNs is defned as
f(θ) = L(yi: (y_i) ̂) [26], where L is a
distance function that measures the
deviation between predictions (y_i) 
and actual labels yi, using a learning
rate η and the number of iterations k,
given a sequence of labels yi (I = 1,2, 
…., m).

By using modeling network traffc as a 
time series based on known genuine 
and malicious behavior, authors 
improve intrusion detection, as 
demonstrated through training long
short-term memory (LSTM)
recurrent neural networks with 
DARPA/KDD Cup ’99. 

This paper focuses on identifying
specifc categories of images (e.g., 
adult content and political images) in
email for image classifcation.

Comparing DBN and cortical
algorithm DNN architectures on
classifcation problems, CA showed 
higher accuracy. 

ML-Aided
Technique 

Recurrent neural
networks 
(RNN-IDS)

Long short-term
memory (LSTM)

CNN, SVM

Deep belief network 
(DBN) 

Dataset

NSL-KDD

DARPA/KDD 
Cup ’99

Customized

Spambase 

Performance 
Evaluation Matrix 

FPR for DoS: 2.06
R2L: 0.80
U2R: 0.07
Probe: 2.16 

Result

Accuracy of binary 
classifcation:
83.228% Accuracy of 
multiclassifcation:
81.29%

Accuracy: 93.82% and 
cost: 22.13

Accuracy: 75.10% 

Accuracy: 96.40% 
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Unsupervised [91] Web attacks 

[92] DoS, R2L, U2R,
Probe 

[93] In this paper, two 
assumptions are
considered in regard 
to FDI attacks:
attack stealthiness
and attacker’s 
access to
measurements. 

Hybrid unsupervised detection mode
by using deep-learning-based,
anomaly-based web attack detection

To address this issue, the methodology 
suggests subdividing connections 
into categories based on data volume 
and ensuring that all connections
belonging to the same category are 
used either as training or as
validation inputs. 

The proposed methodology involves 
using stacked autoencoders (SAEs) 
to generate multiple balanced
representations of imbalanced real
power system data, which are then 
used to train multiple random forest
(RF) classifers in parallel. The 
outputs of these classifers are fused
to form the input for another RF
classifer, which serves as the fnal 
step in detecting attacks. The SAEs 
have two hidden layers of varying 
sizes and are equipped with a dropout
layer of 30%. 

De-noising
autoencoder (DAE), 
stacked autoencoder 
(SAE), generative 
adversarial network 
(GAN), and
DBM-Bi LSTM-
based classifcation
model.

Discriminative 
restricted
Boltzmann machine
(RBM)

Stacked autoencoders 
and random forest 

CSIC2010v2

KDD ’99

The data used
in this
experiment is 
generated
using the
IEEE 14-bus, 
IEEE 30-bus, 
and IEEE
57-bus 
systems and
the
MATPOWER 
library. 

Precision: 98.78%
Recall: 98.78%
F1-Score: 98.78%
FPR: 98.78%

Precision: 97.28%
Recall: 89.56%

F1-Score: 93.40% 

Accuracy: 98% 

The results for the
experiment where the 
DBRM was trained 
and tested on the real
data is 94%, and the
experiment where the 
DBRM was trained 
on the KDD dataset
and tested on the real
data is 84–85%.

Accuracy: 97.28% 

C
o

m
p

arative A
n

alysis o
f M

ach
in

e an
d

 D
eep

 Learn
in

g fo
r C

yb
er Secu

rity 



 

 

 

 

 

 

58 Cyber Security for Next-Generation Computing Technologies 

TABLE 3.5 
Comparison of ML and DL Techniques 

Ref Proposed Solution Technique Data set Evaluation Matrix Reliability 

Machine IDS MD MitM PD SD 
learning [80] ✕ ✕ ✕ ✕ ✕ ✓ ✓ ≃ ✕ 

[81] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ≃ ✕ 
[82] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ✕ ✕ 
[83] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ✕ ✓ 
[84] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ✕ ✕ 
[85] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ≃ ✓ 
[86] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ≃ ✓ 

Deep [87] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ✓ ✕ 
learning [88] ✕ ✕ ✕ ✕ ✕ ✓ ✓ ≃ ✕ 

[89] ✕ ✕ ✕ ✕ ✓ ✓ ✕ ≃ ✕ 
[90] ✕ ✕ ✕ ✓ ✕ ✓ ✓ ≃ ✕ 
[91] ✕ ✕ ✕ ✕ ✕ ✓ ✓ ✓ ✕ 
[92] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ≃ ✕ 
[93] ✓ ✕ ✕ ✕ ✕ ✓ ✓ ✓ ✕ 

Table 3.5 presents a comparative analysis of different proposed solutions for intru-
sion detection systems (IDS), malware detection (MD), man-in-the-middle (MitM) 
detection, phishing detection (PD), and spam detection (SD) using ML and DL tech-
niques. For IDS, all proposed solutions except one have achieved success in utilizing 
ML or DL techniques to detect intrusion. However, the reliability of these solutions 
varies, with some achieving comparable results to traditional techniques and others 
falling short. Regarding MD, none of the proposed solutions utilizing ML or DL 
have achieved success in detecting malware. This may suggest that traditional tech-
niques are more effective in this area. For MitM detection, no proposed solutions 
have been successful in using ML or DL techniques to detect this type of attack. For 
PD and SD, the success rate of proposed solutions utilizing ML or DL techniques are 
mixed, with some achieving success while others fall short. It is important to note 
that, in some cases, the reliability of the proposed solution is questionable. 

Looking at the Table 3.5 as a whole, it appears that traditional techniques may 
still be more effective in certain areas of cyber security, such as MD and MitM 
detection. However, the success rate of ML and DL techniques in IDS and PD/SD 
detection suggests that there is potential for these techniques to become more widely 
used in the future. 

3.10 FUTURE TRENDS OF ML/DL IN CYBER SECURITY 

AI and ML can be applied in almost every industry [12, 13, 94] which include educa-
tion [95], tele-medicine [96–98], manufacturing [99], and cyber security [100, 101]. 
ML techniques easily detect cyber threats like spam [102, 103], false information 
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FIGURE 3.3 Publication trends of ML, DL, and cyber security. 

Source: Statistics generated from Scopus publications and represented as a graph by authors. 

[104, 105], abnormal data [106, 107], phishing [108, 109], and fake websites [110– 
114]. ML models are used to improve attack detection systems. Various researchers 
implemented ML techniques to identify cyber threats [111, 115]. The trend of apply-
ing ML techniques in cyber security has signifcantly increased in the last decade 
[116, 117]. 

In comparison with traditional techniques, they improve the quality of experience 
metrics [116–118]. AI-enabled data traffc monitoring techniques improve detection 
and response against cyber threats [116, 119]. Figure 3.3 presents the previous ten 
years of data related to ML and DL. 

In the past few years, DL has gained more attention to process vast amounts of 
data and to identify more complex attack patterns [116,120]. However, ML is still 
widely used in cyber security, and its applications continue to evolve. Also, ML and 
DL models trend to identify cyber attacks in previous years [116]. ML techniques 
are trending as shown in Figure 3.2. Looking ahead to the period 2023–2027, it is 
expected that the trend of using ML and deep learning in cyber security will continue 
to grow. Moreover, the integration of ML with other technologies such as blockchain 
and the Internet of things (IoT) will provide enhanced security and privacy protec-
tion. Additionally, there will be a greater focus on explainable AI, which will enable 
more transparency and understanding of how ML models make decisions in cyber 
security [116]. Finally, as cyber threats become more advanced and sophisticated, 
the use of ML and deep learning will continue to be a critical tool for organizations 
to safeguard against cyber attacks [117–120]. 

3.11 CHALLENGES AND FUTURE DIRECTIONS IN APPLYING 
ML/DL-AIDED TECHNIQUES FOR CYBER SECURITY 

A massive increase in cyber crime and malicious activities have been observed, 
which compromise the integrity, reliability, and confdentiality of systems in such 
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a way as to affect the global economy around the globe. To provide a real-time 
solution, ML- and DL-aided techniques play a vital role for the early detection and 
prevention of these types of activities. However, to obtain better results, ML and 
DL techniques need to be trained on the real-time datasets. In this section, different 
datasets for the ML and DL techniques are discussed for cyber security applications. 

3.11.1 DATASET 

Currently, the KDD99 dataset is widely used, but it has many limitations: Many 
of the available datasets are outdated, and there is a need for new datasets that are 
representative and balanced and that include a wide range of attack categories. 
Furthermore, each dataset has different numbers of features and categories, and 
much of the data about attacks is repetitive. ML-based techniques are used to 
improve overall performance, and massive data in benchmark datasets is utilized 
for training and testing. 

Data security needs to be ensured in various applications like social media plat-
forms and traditional databases. ML-based techniques are usually applied on a huge 
amount of data, which is considered a problem as well. However, some datasets 
usually don’t include the latest or most realistic types of attacks. As a result, there 
is still a need to develop an exemplary and up-to-date benchmark dataset that can 
address these challenges. To address this issue, systematic dataset construction and 
incremental learning may offer viable solutions. 

3.11.2 INFERIOR DETECTION ACCURACY 

Another challenge is the inferior detection accuracy of machine learning methods in 
actual environments, where they may have used labeled datasets; the models’ perfor-
mance on real-world samples is not covered by the dataset. 

3.11.3 EVALUATION METRICS AND REAL-TIME DETECTION 

COMPLEXITY 

Furthermore, the real-time nature of cyber attacks is often overlooked in the litera-
ture. As cyber criminals constantly develop new attack methods to exploit network 
vulnerabilities, the detection rate and time complexity of intrusion detection algo-
rithms must be considered. Effcient attack detection is critical, as false positives 
can lead to wasted time investigating benign activity and undermine analysts’ con-
fdence in the system. The computational complexity of machine learning models 
must also be considered, with frequent models’ time complexity provided in Table 
3.1. However, in near future, researchers are sure to be more focused on improving 
detection, prevention, speed, and reduction of cost. 

As the feld of cyber security progresses, the rate at which new attacks emerge is 
increasing rapidly, posing two main challenges for the application of machine learn-
ing (ML) to handle such attacks [121]. 
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3.11.4 CONFIDENTIALITY AND PROTECTION OF DATA 

Another challenge in cyber security is ensuring the confdentiality and protection 
of data. This creates a dilemma between securing big data and using it for security 
purposes [122]. Protecting data from adversarial attacks and unauthorized tamper-
ing, while still allowing legitimate users access to the data, is essential. These issues 
highlight the need for continued research and development of robust ML models that 
can adapt to evolving threats while protecting sensitive information. 

3.11.5 EXPLORING THE POTENTIAL OF HYBRID 

METHODS FOR CYBER ATTACK DETECTION 

Hybrid and multi-algorithms are considered the most effective approaches to over-
coming obstacles in detection systems, such as malicious classifcation attacks and 
feature reduction. Detection systems (i.e., IDS) have been an active area of research, 
and hybrid detection methods have gained attention due to their promising results. 
These methods combine ML techniques, as described by various studies [123–125], 
to improve the accuracy of the detection system. However, the combination of DL 
and ML methods for detection systems has not been extensively explored. Also, DL 
algorithms are still emerging as a promising solution to computer security issues, 
and signifcant strides have been made thus far. However, DL algorithms require 
substantial processing power and a large amount of data, and they may suffer from 
overftting, making it diffcult to generalize the model and deal with gradients. These 
are potential research directions that could lead to even more promising results. Also, 
the success of AlphaGo in combining DL and traditional methods has demonstrated 
the potential of hybrid methods in solving complex problems, making it an exciting 
area of research to explore. 

3.11.6 IMPROVING DETECTION SPEED AND EFFICIENCY 

Improving the speed of detection is crucial in enhancing the effciency of detection 
systems (i.e., IDS). This can be achieved through both algorithmic and hardware 
improvements [126]. However, achieving a balance between effciency and accuracy 
is important, and a trade-off often exists. 

One challenge in improving detection speed is the use of complex models and 
extensive data preprocessing methods, which can lead to low effciency. Although 
most studies prioritize detection accuracy, real-time detection of attacks is essential 
to minimize harm. To address this issue, parallel computing using GPUs and other 
hardware is becoming a popular solution [125–127]. 

In conclusion, a combination of algorithmic and hardware improvements is neces-
sary to enhance the speed and effciency of detection systems (i.e., IDS). Achieving a 
balance between detection accuracy and effciency is crucial in developing effective 
IDS that can detect attacks in real time. 

Improving ML/DL algorithms is a key way to enhance the effectiveness of detec-
tion systems (i.e., IDS). 
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3.11.7 DESIGNING PRACTICAL MODELS 

The formation of detection systems (i.e., IDS) that have real-time requirements are 
essential in attack detection, so they do not provide an interpretable basis for their 
decisions. The rise of network intrusion has prompted researchers to explore innova-
tive approaches for improving network detection. As the feld of ML and DL contin-
ues to evolve, online learning has emerged as a promising direction for the future. 
Online learning allows for the continuous updating of models in real time, making it 
ideal for dynamic environments like network IDS. 

By leveraging online learning, models can be updated seamlessly as new data 
becomes available, thereby increasing their accuracy and effciency in detecting 
potential threats. This approach eliminates the need for retraining models from 
scratch every time new data is introduced, saving time and resources while improv-
ing performance. In a nutshell, the use of online learning, coupled with transfer 
learning, represents a powerful combination for enhancing the capabilities of net-
work IDS. As the volume and complexity of data continue to grow, the adoption of 
these techniques will become increasingly important for safeguarding critical net-
work infrastructure against potential threats. 

3.12 CONCLUSION 

Cyber security is a growing concern worldwide, and conventional security systems 
are proving inadequate in detecting complex and previously unseen attacks. ML and 
DL techniques have emerged as a promising solution in enhancing security measures. 
The intersection between ML, DL, and cyber security has gained signifcant interest 
in both academia and industry, resulting in a signifcant increase in publications in the 
last decade. This chapter presents the basics of cyber security, ML, DL and provides a 
detailed survey of the ML and DL models by bridging the gap between the two felds 
in cyber security. Also, novel dataset ideas are discussed in detail. Furthermore, this 
chapter covers the importance of using ML- and DL-aided techniques to secure net-
works more accurately and also acknowledges the publication trend of past decades 
and future trends for the coming fve years in cyber security. 
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4.1 INTRODUCTION 

Artifcial intelligence (AI) has opened countless opportunities to mankind, and 
each of them contains a world in itself. Researchers are exploring where humans 
can beneft from these new emerging technologies. AI is applicable in almost every 
segment of life. However, autonomous vehicles are considered one such recent 
application in this feld of study [1]. Tesla is renowned for introducing driver-less 
cars. Further, AI-enabled medicines are very helpful in pandemic. Therefore, due 
to artifcial intelligence, the detection and diagnosis of many deadly diseases are 
made possible. Various diseases are now being diagnosed by systems based on 
AI. Also, cancerous/tumorous cells are easily monitored using AI models that are 
used to decrease the fatality rate [2, 3]. Moreover, AI has found many applications 
in cardiology, neurology, and dermatology. For the purpose of data and informa-
tion security, end devices are used to safeguard overall networks from intrusion. 
More interestingly, intrusion detection systems (IDSs) and intrusion prevention sys-
tems (IPSs) powered by artifcial intelligence can easily detect threats [4, 5]. All 
industries are on their way to automation because AI has created a lot of room for 
progress [6]. AI tools are much in demand because they easily can make timely 
decisions. AI-based systems are comprised of wireless sensor nodes that constantly 
monitor factors related to crops [7]. Figure 4.1 demonstrates the use of artifcial 
intelligence in cyber security, autonomous vehicles, ad hoc networks, healthcare, 
agriculture, and voice assistants. 

Wireless communication networks received attention from day one. Now the 
world is about to launch sixth generation (6G) wireless networks commercially, 
which are going to transform the world into a newer place. Automation is necessary 
in the modern world; it drives AI-enabled networks to achieve various goals [8]. 
Wireless communication networks use wireless channels for a variety of commu-
nication needs [9, 10]. Advance networks are used in television, radio broadcasting, 
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FIGURE 4.1 Uses of artifcial intelligence (AI). 

satellite communication, radar, mobile telephone system (cellular communication), 
global positioning system (GPS), infrared communication, WLAN (Wi-Fi), and 
Bluetooth. Recently, wireless sensor node (WSN) and ad hoc communication net-
works are trending topics that researchers are keenly working on. Wireless sensor 
networks (WSN) are using cost-effective IoT devices [11]. However, ad hoc networks 
use wireless communication technologies for better signal strength. Therefore, there 
are different types of ad hoc networks, which include MANET, FANET, RANET, 
and VANET [12]. Due to artifcial intelligence, wireless technologies are improved 
with the passage of time, and AI-powered wireless communication systems are in 
demand. 

As mentioned earlier, the latest proposition for wireless communication is 6G. 
Transfer learning (TL) is a novel approach for 6G networks, which reveal new 
domains to learn from previous events and to apply on wireless communication 
felds [13]. 6G-enabled quantum computing will eliminate error and provide solu-
tions to existing problems [14]. Many issues have been encountered, and the most 
critical one is performance of both machine learning (ML) algorithms and wire-
less networks [15]. More interestingly, high accuracy in machine learning classifers 
needs to be balanced. However, in machine learning high accuracy, false alarm, 
precision, recall, support, and F1-score need to be properly improved for achieving 
high standards of automation. 
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The defciencies to be discussed need to be addressed by researchers and can be 
signifcant in their contribution. In addition, especially with regard to artifcial intel-
ligence, governments are planning to pass better legislation for machine learning. 
Further, as the machine learning industry is growing day by day with AI, ethics will 
play an ever greater role in the smart world [16–18]. 

4.2 LITERATURE STUDY 

This section provides a brief literature study regarding AI-enabled wireless com-
munication techniques. 

Meta-heuristic search technique is basically subpart of artifcial intelligence. 
Therefore, ant colony optimization protocol using wireless communication net-
works is deployed in fying ad hoc networks. Comparative analysis is performed 
to check the performance of AntHocNet with other traditional routing protocols. 
Moreover, end-to-end delay is the major problem found during communication [19]. 
Accordingly, Inam Ullah Khan et al. has proposed a novel routing protocol called 
E-AntHocNet which is used to improve energy effciency within UAV networks. 
The random way point (RWP) model is used to check the behavior of unmanned 
aerial vehicles [20]. Existing mobility models of MANETs are used in UAV net-
works; therefore hybrid models need to be designed. IoT networks are having 
many issues, especially with signal strength from base station to IoT nodes, and, 
as a result, machine learning classifers improve communication standards within 
nodes. The internet of fying vehicles used to have limited mobility due to wireless 
connectivity [21]. 

Three-dimensional modeling improves signal strength measurement in IoT con-
nected networks. Both indoor and outdoor scenarios are used for node localization. 
For location tracking of IoT nodes, localization is quite helpful. Similarly, work 
needs to be done in real-time environments to improve the received signal strength 
indicator [22]. IoT-enabled UAVs are seeing application in real-time modeling in 
health and sports. Therefore, routing protocols play an important role during overall 
communication within nodes [23]. Seema Begum et al. introduced a new approach, 
which is based on cognitive modeling for IoT networks. Further, security needs to 
be ensured for IoT networks. As a result, Markov-chain-enabled IDSs are designed 
to detect DoS, DDoS, and ping of death attacks [24, 25]. Sajid, Faiqa, et al. [26] 
proposed a IoT-based methodology for the classifcation of heart rate data for the 
prevention of heart attacks using a machine learning technique through a generated 
dataset secured by RSA encryption. However, the data rates are slow due to RSA 
because it involves large numbers. 

Khan, Inam Ullah, et al. [27] explained the dynamic behavior of UAVs, proposed 
an unmanned aerial-AntHocNet protocol, and compared it with other modern rout-
ing protocols using a random way mobility model and achieved good results. As only 
one mobility model is being used in experimentation, the results on other models 
remain undefned, and the communication standard can be compromised. Khan, 
Inam Ullah, et al. [28] proposed an improved sequencing heuristic DSDV (ISH-
DSDV) protocol to address the energy problems in aerial vehicles. Table 4.1 depicts 
various artifcial intelligence approaches with limitations. 



TABLE 4.1 
Different AI-Based Approaches in Wireless Communication with Limitations 

Reference Technique 
Used 

[29] DNN 

[30] K-NN, SVM 
algorithms 

[31] Federated 
learning (FL) 

[32] DNN 

[33] CNNs, FNNs, 
RF, and 
GRUs 

[34] DNN 

[35] ANN 

[36] DT 

[37] Distributed 
batch gradient 
descent 
(DBGD) 

[38] RF, AB, GBM, 
XGB, and 
ETC 

Description 

This work used DNNs to for various 
wireless communication processes, 
i.e., channel modeling, channel 
encoding/decoding signal detection, 
etc. 

This paper proposed multiclass 
classifcation for the selection of 
antenna using machine learning. 

This work proposed collaborative 
federated learning (CFL), based on 
distributed ML, for optimized 
performance. 

This paper proposed the used of deep 
learning for optical wireless 
communication to counter various 
design challenges. 

This work tried to address the 
channel assignment problems in 
wireless communication using ML 
algorithms and convex 
optimization-based algorithms. 

This work proposed deep neural 
networks for IDS using cross-
correlation process and compared 
performance with some other ML 
algorithms. 

The paper proposed the use of ML 
for extremely low latency for 
next-generation wireless 
communication. 

This work described the benefts of 
ML in wireless communication in 
relay selection through multiclass 
classifcation. 

This research proposed a novel 
approach for D2D communication 
with better accuracy and reduced 
training delay. 

This work presented an assessment 
study of seven ML algorithms for 
an effcient anomaly-based IDS 
using three datasets for learning and 
also evaluated the performance 
through Raspberry-Pi. 

Limitations 

These use of DNN in wireless 
communication make it 
vulnerable to various kind of 
attacks. 

In K-NN, it is very diffcult to 
designate the correct value of K, 
and somehow it is 
computationally not effcient 
enough. 

In FL, the use of unsupervised 
algorithms is preferred, and 
some limitations crop up during 
data cleaning and labeling. 

The system training used is very 
slow. 

The system is not very effcient 
in the case of larger numbers of 
users and sub-channels. 

The accuracy of the system 
signifcantly low much better 
system available. 

The application of ANNs is 
signifcantly time-consuming 
and computationally expensive. 

The implementation of DT is 
quite expensive, involving 
repetitive training as well as 
having higher complexity. 

Gradient descent (GD) occupies 
some matematical limitations. 

Anomaly-based IDS usually has 
a signifcantly high false alarm 
rate. 
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4.3 AI FOR NEXT-GENERATION WIRELESS NETWORKS 

Wireless communication can be made possible from sender to receiver using vari-
ous media. In the frst generation of wireless communication, analogue communica-
tion was the backbone, which was later changed to digital in the second generation 
(2G) with the evolution of GSM. However, 3G technology has a working scenario 
of circuit switching through UMTS using different techniques of CDMA. Fourth-
generation communication networks are based on circuit switching and packet 
switching. More interestingly, 5G works mainly on packet switching [39–41]. Sixth-
generation communications have improved channels in next-generation intelligent 
networks. In comparison with 5G networks, 6G is much more advanced [42]. Some 
researchers have called AI a “double-edged sword” in sixth generation of wireless 
communication due to the network’s threat resistance and end-to-end automation 
[43]. AI is serving as a base in 6G for many modern technologies like smart comput-
ing, augmented reality, extended reality (XR), etc. [44]. For short distances, optical 

FIGURE 4.2 AI-based wireless communication. 
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wireless (OW) communication is an excellent approach with a speed in the range of 
gigabytes per second. Moreover, the different techniques of deep learning (DL) are 
being used to deal with many parametrical complications [45, 46]. Figure 4.2 dis-
plays a sketch of modern AI-based wireless communication system. 

4.4 APPLICATIONS OF AI FOR SMART COMPUTING 

The defnition of smart computing is hidden in itself as “SMART”: self-monitoring, 
analysis, and reporting technology. It is used to monitor and detect any hardware 
failure in a system automatically and was frst used for the following application with 
hard drives. Smart computing emerged to be an intelligent technology due to the 
integration of AI. AI powered the smart computing, and it is deployed in many appli-
cations. In smart computing, AI is used in smart houses, smart grid, smart agricul-
ture, smart healthcare, smart cyber security, smart networking, smart vehicles, etc. 

4.4.1 SMART HOUSE 

Smart house is a building block of smart cities. Smart houses consist of intelligent 
appliances like smart air conditioners, smart TVs, smart refrigerators, smart lights, 
smart fans, etc. A smart house enables you to monitor the house 24 hours a day and 
to control all its gadgets remotely [47]. You can have a check on home security, and 
you can turn on the AC or a heater before coming home on a hot or cold day, respec-
tively. Thus smart computing makes your house secure and comfortable. 

4.4.2 SMART GRID 

A smart grid is a digital electricity network used to distribute electricity through two-
way digital communication. It has various advantages over a conventional grid system 
as it is more effcient, transparent, and reliable, and it reduces the consumption as well 
as the cost of electricity [48]. It is also environment friendly and very fexible in appli-
cations. Smart grid is composed of three types of systems: (1) smart infrastructure 
system, (2) smart management system, (3) smart protection system [49]. 

4.4.3 SMART NETWORKING AND SECURITY 

AI has also opened doors for intelligent networking. Devices on both ends learn the 
path that would be feasible for the communication depending on the applied pro-
tocol. Cyber security has been the main focus in AI, and various novel techniques 
have been introduced in the security of networks. Intrusion detection system (IDS) 
and intrusion prevention system (IPS) have been powered with AI. They are trained 
properly using appropriate ML algorithms for the possible kinds of attack, are also 
made intelligent enough to detect zero-day exploitation, and are programmed to take 
action automatically in case of intrusion [50, 51]. In signature-based IDS, the attack 
signature is already saved and possible threats are matched, and in anomaly-based 
IDS, the system is trained to sense attack in real environments using the knowledge 
of a training dataset [52, 53]. 
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4.4.4 SMART HEALTHCARE 

Healthcare has grown rapidly with the integration of artifcial intelligence and 
internet of things (IoT). The increasing number of chronic diseases have led 
researchers to use the latest technologies in healthcare for the diagnosis and treat-
ment and to control the patient’s critical condition. Patients can be under supervi-
sion anywhere through various devices accessed through doctor’s workstation, and 
AI has made the machines intelligent enough to sound the alarm for any emer-
gency depending on parameters, under supervision and by means of various sen-
sors. In smart healthcare, a patient’s affected organ is tested for every kind of 
threat automatically with optimal diagnosis that might have been missed in a doc-
tor’s examination [54, 55]. 

4.4.5 SMART AGRICULTURE 

Agriculture has been made smarter with the use of AI and IoT. Wireless sensor nodes 
(WSNs) have found a huge application in smart agriculture. The network of WSNs 
is energized with AI over intelligent decisions depending on the circumstances. AI 
has provided the farmers with pest control at a very early stage in order to prevent 
damage to crops. The irrigation system can be not only controlled remotely but also 
automated via sensor readings. Even robots can be used to sow seeds and reap crops. 
Thus, AI in smart agriculture allows the effcient management of all agricultural 
resources [56, 57]. 

4.5 AI FOR CYBER SCIENCE 

Some of the famous attacks are denial of service (DoS), distributed denial of service 
(DDoS), phishing attack, ping of death, ransomwares, man-in-the-middle attack, 
SQL injection, malware, etc. In the past, some very huge cyber attacks occurred 
that directly affected the privacy and fnances of the public as well as of companies 
[58]. Previously, only malware could be detected because the developer had its iden-
tity and could be easily identifed through signature detection, but unknown threats 
might not be detected, leading the way to the evolution of anomaly detection [59]. 
AI-based solutions have boomed in the security industry with a variety of effcient 
solutions. Some works proposed the use of AI in intelligent detection and preven-
tion through artifcial police agents in a decentralized fashion, creating an artifcial 
immune system like the human body [60]. Some researchers have used ML-based 
IDS, IPS, frewalls, etc. for effcient network security even against zero-day exploit. 
AI also proposes the cloud-based security solutions [61, 62]. Thus, with the introduc-
tion of AI in cyber science, the critical infrastructure is more secure than with older 
security solutions. 

4.6 CYBER THREATS 

There are numerous cyber threats in today’s era, each of which has multiple types. 
Some of the famous cyber attacks are discussed here. 
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4.6.1 DENIAL OF SERVICE (DOS) ATTACK 

This is the most famous, common, and deadly attack. In this attack, the attacker’s 
sole intention is to keep the target down from its services, and even legal users are 
unable to connect to the server. A huge amount of traffc is sent by the attacker to 
the victim, who is unable to handle it, which takes the server down completely [63] 
(Figure 4.3). 

4.6.2 DISTRIBUTED DENIAL OF SERVICE (DDOS) ATTACK 

DDoS is a type of DoS that can be considered an advanced and more destructive ver-
sion of DoS. The intention of the attacker is same but with a different approach. The 
attacker uses various compromised PCs/systems to ping the victim through various 
parts of world, thus generating a huge amount of traffc and dismantling the up state 
of victim [64]. 

4.6.3 DOMAIN NAME SYSTEM (DNS) ATTACK 

A DNS attack targets the DNS service of the network, thus compromising its sus-
tainability and availability. It can slow down the web server, thus affecting its 
ranking. It redirects the network traffc to a malicious website instead of to the 
legitimate website by changing the IP address in DNS server, thereby corrupting 
it. A DNS attack is usually done through cache poisoning [65]. A DNS attack is 
shown in Figure 4.4. 

4.6.4 SYBIL ATTACK 

The intruder using the Sybil tries to own the network through variously active 
false identities by a single node. It is an especially serious threat to a peer-to-
peer network because the hacker is pretending to be many persons at the same 
time and can fully control the network. Usually, Sybil attacks are carried out 
the Tor network. According to studies, category accounts for 51% of the attacks 
in blockchain networks [66]. The fake reviews and comments on e-commerce 
websites like Amazon are an example of Sybil attacks. Figure 4.5 shows a sketch 
of a Sybil attack. 

FIGURE 4.3 Denial of service attack (DoS). 
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FIGURE 4.4 Domain name system attack. 

FIGURE 4.5 Sketch of Sybil attack. 

4.6.5 PING OF DEATH (POD) ATTACK 

In this kind of attack, the attacker tries to freeze and destabilize the victim by send-
ing malfunctioned or oversized packets. The attacker uses the hit-and-trial method 
to get to know the system’s limit by continuously sending packets. As the attacker 
exceeds the system limits, the system becomes unable to process beyond functional-
packet-sized and stops responding. Some researchers call the PoD a kind of DoS and 
DDoS attack [67]. Figure 4.6 describes the idea of PoD attack. 
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FIGURE 4.6 Ping of death attack. 

4.7 FUTURE DIRECTIONS 

In near future, everything is going to be smart, making security a serious problem. 
This critical problem is addressed by artifcial intelligence, machine learning, big 
data, evolutionary computing, ant colony optimization, genetic algorithm, etc. Thus 
the researchers working on smart gadgets and IoTs should also work on their security 
and threat resistance as well. Moreover, security solutions with more accurate results 
are needed [68–70]. 

4.8 CONCLUSION 

The technology is going to surpass 24 hours supervision in very near future, and arti-
fcial intelligence is the key to the new transformation. However, applications of AI 
are countless because an intelligent system can be deployed anywhere and effciently 
perform any assigned task if trained properly. Nowadays, everyone has a wireless 
device in his/her pocket and is connected with the huge communication system of 
a smart world. Wireless systems include base stations for local and national-level 
communication, as well as satellites on the national and international levels. AI in 
collaboration with wireless communication is going to change world dynamics and 
will give rise to smart computing. In short, the future is very bright on this planet 
through AI practices in intelligent systems, thus forming an entirely smart world. 
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5.1 INTRODUCTION 

In today’s digital world, the threat of cyber attacks continues to grow. The increasing 
number of cyber incidents reported in recent years has highlighted the vulnerability 
of individuals, organizations, and nations to cyber threats. Cyber threat actors are 
becoming more sophisticated in their methods, and their attacks can have severe 
consequences for their victims. According to recent studies, about 80% of cyber 
security incidents involve phishing attacks, while email transmission accounts for 
90% of malware. Additionally, ransomware attacks are increasingly common, and 
statistics show that they occur every 10 seconds globally. Such attacks use relatively 
simple software to shut down targeted company operations entirely, and shockingly, 
32% of companies pay the ransom demands to recover their data, further enabling 
cyber criminal groups to operate like legitimate businesses. The purpose of this 
chapter is to examine the tactics and motivations of cyber threat actors in the current 
cyber landscape. The research aims to identify the different types of cyber threat 
actors, analyze their tactics, and understand their motivations. By doing so, we aim 
to provide recommendations for organizations and governments on how to counter 
the threats posed by cyber threat actors [1–9]. 

The digital age has brought about a new era of cyber threats that can cause sig-
nifcant harm to individuals, organizations, and even nations. Cyber threat actors 
are groups of individuals, organizations, or nation-states that use digital means to 
launch attacks against their targets. These attacks can range from stealing personal 
information to disrupting critical infrastructure. One of the biggest challenges in 
countering cyber threats is understanding the tactics used by cyber threat actors. 
These tactics can be broken down into several categories, including social engineer-
ing, malware, and ransomware. Social engineering tactics are used to manipulate 
individuals into divulging confdential information or providing access to restricted 
systems. Malware, on the other hand, is a software program that is designed to harm 
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computer systems, steal data, or control a system remotely. Ransomware is a type of 
malware that encrypts data on a victim’s system and demands a ransom payment in 
exchange for the decryption key [10–34]. 

Understanding the motivations of cyber threat actors is also crucial in countering 
cyber threats. Some threat actors are motivated by fnancial gain, while others are 
motivated by espionage or political infuence. Nation-state actors, for example, are 
often motivated by geopolitical interests and use cyber attacks to further their stra-
tegic objectives. Criminal organizations, on the other hand, are primarily motivated 
by fnancial gain and use cyber attacks to steal personal information or intellectual 
property. The different types of cyber threat actors can be categorized into nation-
states, criminal organizations, and hacktivists. Nation-state actors are often the most 
sophisticated and well funded threat actors, with access to advanced tools and tech-
niques. Criminal organizations, on the other hand, are often motivated by fnancial 
gain and use a range of tactics to achieve their objectives. Hacktivists are a type of 
cyber threat actor that are motivated by political or social causes and often launch 
attacks against governments or corporations. The risks posed by cyber threat actors 
are signifcant, and organizations and governments must take steps to protect them-
selves. Countermeasures can include risk management, cyber defense, and cyber 
resilience. Risk management involves identifying and assessing the risks posed by 
cyber threats and developing strategies to mitigate those risks. Cyber defense involves 
implementing measures to prevent, detect, and respond to cyber attacks. Cyber resil-
ience involves preparing for and recovering from cyber incidents. The frst objective 
of this research proposal is to identify the different types of cyber threat actors. This 
will involve categorizing cyber threat actors based on their motivation, tactics, and 
level of sophistication. The three main types of cyber threat actors are nation-states, 
criminal organizations, and hacktivists. The review will examine the characteristics 
of each type of cyber threat actor and the tactics they use to launch attacks. The 
second objective is to analyze the tactics used by cyber threat actors. The review 
will focus on the different tactics used by cyber threat actors, including social engi-
neering, malware, and ransomware. The review will examine the different types 
of social engineering tactics used by cyber threat actors, such as phishing, pretex-
ting, and baiting. Additionally, the review will analyze the various types of malware, 
including viruses, Trojans, and worms, and their respective impacts on computer 
systems. Finally, the review will analyze the use of ransomware, which has become 
a popular tactic used by cyber threat actors in recent years. The third objective is to 
examine the motivations of cyber threat actors. This review will analyze the differ-
ent motivations behind cyber attacks, including fnancial gain, espionage, and politi-
cal infuence. The review will examine the different types of cyber attacks that are 
motivated by fnancial gain, including the theft of fnancial information and the use 
of ransomware. Additionally, the review will analyze the motivations of nation-state 
actors and hacktivists, who are often motivated by political or social causes. The 
fourth objective is to provide recommendations for organizations and governments 
on how to counter the threats posed by cyber threat actors. The recommendations 
will be based on the fndings of the review and will focus on risk management, cyber 
defense, and cyber resilience. Risk management strategies will involve identifying 
and assessing the risks posed by cyber threats and developing strategies to mitigate 
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those risks. Cyber defense strategies will involve implementing measures to prevent, 
detect, and respond to cyber attacks. Cyber resilience strategies will involve prepar-
ing for and recovering from cyber incidents. 

The main contributions of this chapter can be summarized as follows: 

• We review the existing literature on cyber threat actors and their tactics and 
motivations. 

• We identify the different types of cyber threat actors, including nation-
states, criminal organizations, and hacktivists. 

• We analyze the tactics used by cyber threat actors, including social engi-
neering, malware, and ransomware. 

• We examine the motivations of cyber threat actors, including fnancial gain, 
espionage, and political infuence. 

• We identify the different types of cyber threat actors, including nation-
states, criminal organizations, and hacktivists. 

• We provide recommendations for organizations and governments on how to 
counter the threats posed by cyber threat actors. 

5.2 ACTORS 

This section present an overview of three important cyber threat actors: APT 29, 
Conti, and LAPSUS$. The section highlights the differences in the scope of attack 
and methods used by each actor. APT 29 is described as primarily seeking to attack 
government organizations based in Europe and belonging to NATO, with a focus on 
sophisticated methods of penetration. Conti is said to focus on high-income compa-
nies, using zero-day vulnerabilities and double extortion to maximize their ransom 
collection and installing backdoors to resell turnkey access to malicious operators. 
LAPSUS$, on the other hand, targets big tech companies such as Samsung and 
NVIDIA, using unsophisticated attacks to steal data and demand ransom for non-
disclosure. The section concludes by emphasizing the importance of following best 
practices in cyber security, as the cyber menace continues to increase. 

5.2.1 METHODOLOGY 

The frst step of our research consists of identifying the actors of the cyber threat 
landscape in 2022 by setting up a cyber security watch. Real-time alerts being the 
target, we went to Twitter. After jumping from account to account over a couple of 
weeks, we were able to create a diffusion list called Threat Intelligence. This list 
contains several CERT accounts, cyber security specialists, and companies special-
izing in Threat Intelligence. To make the link with this Twitter list, we subscribed to 
some RSS feeds. Those feeds from famous newspapers and specialists allow us to 
have more insights on the current threats. For example, we followed the CERT-FR, 
Schneier on Security, Krebs on Security, Security Week, and Hacker News. We 
especially analyzed the reports from Mandiant, Unit 42—Palo Alto Networks, 
Crowdstrike, Red Canary, IBM X-Force, Google Threat Analysis Group (TAG), 
Cisco Talos Intelligence Group, and Rapid [7]. 
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Those companies provide cyber security services, which allow them to have 
insights into the current threats. As they are global companies, their threat reports 
allow us to have a deeper understanding of the current cyber threat landscape. We 
correlated the information gathered in the threat reports with the results of the frst 
step, which allowed us to identify the most relevant threat actors in 2023. 

5.2.2 TYPE OF THREAT ACTORS 

Based on our research, the most relevant threat actors in the cyber threat landscape 
in 2023 are: 

1. Nation-State Actors: Nation-state actors are government-sponsored cyber 
attackers who use sophisticated techniques to achieve their objectives. They 
are well-funded and have access to advanced tools and technologies, mak-
ing them a signifcant threat to businesses and governments. 

2. Cyber Criminals: Cyber criminals are individuals or groups who engage 
in illegal activities for fnancial gain. They use various techniques such 
as phishing, ransomware, and social engineering to target individuals and 
organizations. 

3. Hacktivists: Hacktivists are individuals or groups who use hacking as a 
form of activism. They target organizations that they believe are engaging 
in unethical practices or violating human rights. 

4. Insiders: Insiders are individuals within an organization who have access 
to sensitive information and use it for personal gain or to harm the organiza-
tion. They can be employees, contractors, or partners. 

5. Advanced Persistent Threat (APT) Groups: APT groups are well funded 
and organized cyber attackers who target specifc organizations or indus-
tries over an extended period. They use sophisticated techniques such as 
zero-day exploits and advanced malware to achieve their objectives. 

5.3 ACTORS PRESENTATION 

In this section, we highlight some of the most active threat actors. 

5.3.1 CONTI GANG 

Conti is a type of ransomware that emerged in late 2019 and is believed to have origi-
nated from Ryuk, which was developed by the Russian hacker group Wizard Spider, 
known for creating various other malware such as TrickBot and Bazar-Loader. Conti 
has recently targeted companies such as SEA-Invest, Nordex, and the Costa Rican 
government, demanding high ransoms and causing damage to their reputations, 
severe fnes related to GDPR law, and economic damage. 

Conti ransomware is a sophisticated malware that has been linked to the Russian 
hacker group Wizard Spider. As previously mentioned, while there is no offcial 
confrmation of their involvement, leaked conversations between members of the 
group indicate close collaboration with the Russian government. This connection 
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suggests that the group may be working in the interests of the Russian state, using 
ransomware attacks to generate revenue and advance political goals. One of the key 
features of the Conti group is its organizational structure, which resembles that of 
a traditional company. The group has a human resources department, recruitment 
offcers, and teams responsible for budgets, accounting, salaries, and other business 
functions. They also have a physical offce located in St. Petersburg, which is in close 
proximity to the local branches of the FSB and the Ministry of the Interior, providing 
further evidence of a potential link to the Russian government. 

Conti’s strategy is based on the Big Hunt Gaming approach, which involves 
exploiting zero-day vulnerabilities and using manual, stealthy propagation techniques 
to remain undetected. Their targets are typically entities with high revenues or those 
whose business is vital, such as large corporations, critical infrastructure, and gov-
ernment institutions. The group uses a double extortion technique, which involves 
stealing data before encrypting it, thereby maximizing their chances of receiving the 
ransom. They then threaten to release the stolen information if the victim fails to 
pay. To maximize their profts, the group has a team dedicated to negotiation and 
OSINT (Open Source INTelligence). This team conducts extensive investigations to 
identify the most appropriate parties to pay, sets an acceptable amount for the vic-
tim, and determines the pressure tactics to be used in the negotiation phases. Conti 
has targeted a wide range of organizations, including SEA-Invest, Nordex, and the 
Costa Rican government. The attacks on SEA-Invest and Nordex illustrate the group’s 
ability to target large, multinational corporations with sophisticated security systems, 
while the attack on the Costa Rican government highlights their willingness to tar-
get critical infrastructure and government institutions. The Conti group’s activities 
have signifcant economic and political implications, as their attacks can cause seri-
ous fnancial and reputational damage to their victims. Furthermore, their links to 
the Russian government suggest that their activities may be part of a broader political 
agenda. As such, it is essential for organizations and governments to remain vigilant 
and take steps to mitigate the risk of Conti and other similar ransomware attacks. 
With its 1,000th victim recorded in March 2022, Conti has established itself as one 
of the most active groups in recent months. Among the most recent are SEA-Invest, 
one of the world’s largest terminal operators for dry bulk, breakbulk, fruit, and liquid 
bulk, that is active in no fewer than 25 ports spread across two continents. The attack 
was claimed by the group on February 7, 2022. At the moment, a small portion of 
the data has been leaked on Conti’s website, leading one to believe that the company 
is still in negotiations with its attackers. The attack came days after a cyber attack on 
Oiltanking, a German oil and gas transportation company. In addition to the fnancial 
interest of this sector, it can also be seen as a political action to destabilize the gas 
supply of European countries, in coordination with the Russian invasion of Ukraine. 
Another example is Nordex, one of the world’s largest wind turbine developers and 
manufacturers, with more than 8,500 employees. The attack was identifed on April 
2, 2022, and the company’s data is already accessible online. The full exposure of 
the company’s data raises the question of the fnancial value of this attack. It is easy 
to imagine that the group was unable to obtain funding for its ransom. The hackers 
would have installed a persistent backdoor in the company’s system in order to make 
CaaS (cyber crime as a service) by reselling turnkey access to malicious operators. 
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The latest and most recent example is the attack on the Costa Rican government. In 
April, the Conti group announced that it had impacted 27 government institutions and 
harvested more than 650 gigabytes of data. They are now demanding a ransom of $20 
million and are trying to arouse the people to force the government to pay. In order 
to do so, they have made the family allowance fund, the social security system, the 
meteorological agency, and the inter-university systems unavailable. 

5.3.2 LAPSUS 

LAPSUS$ is a notorious hacker group that has targeted various large tech com-
panies, including Microsoft, Nvidia, and Samsung. The group’s activities began in 
December 2021 with a breach in the Brazilian Health Ministry’s computer systems, 
and it has since expanded its targets to entities in the telecommunications and gam-
ing sectors, call centers, and server hosts. The group claims to be apolitical and not 
affliated with any state. 

One of LAPSUS$’s main strengths is its ability to recruit “insiders” to obtain 
valid credentials and gain legitimate access to companies’ networks. The group 
carries out the initial compromise of information systems with the help of mali-
cious collaborators who sell VPN, RDP, or CITRIX access in exchange for money. 
The recruitment of these insiders is done on two Telegram channels: LAPSUS$ and 
LAPSUS$ chat, both of which are publicly available. 

Once inside a network, LAPSUS$ typically exfltrates data before threatening to 
publish it or making other demands, such as ransom demands or product modifca-
tions. The group’s attacks and demands vary from victim to victim, and its opera-
tors have created new virtual machines in a target’s cloud environment to conduct 
subsequent attacks. 

LAPSUS$ uses various techniques to gain initial access, including the deploy-
ment of the Redline Stealer malware and buying valid credentials from Dark Web 
forums or paying collaborators or suppliers to gain access to legitimate credentials. 
Once inside the system, the group typically exploits critical vulnerabilities to elevate 
their privileges and shape the victim’s environment to suit their purposes. 

Although the operators of LAPSUS$ appear to be unprofessional and limited in 
number, the group’s ability to compromise other networks in the future is expected to 
remain high due to the recruitment of insiders. Future releases of compromised data 
can be expected in the coming weeks. 

5.3.3 APT29 

APT29, also known as Cozy Bear, has been active since at least 2008 and is believed 
to be associated with the Russian Federation’s Foreign Intelligence Service (SVR) 
according to the U.S. and UK governments. 

APT29 primarily targets government networks in European and NATO coun-
tries, as well as research institutes, pharmaceutical companies, and consulting frms. 
This group is known for using sophisticated techniques with homegrown malware, 
such as stealing session cookies to bypass multifactor authentication and carrying 
out supply chain attacks. 
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One notable attack carried out by APT29 was against SolarWinds in 2020. The 
group compromised the update system of SolarWinds’ Orion software, which allowed 
them to access the data of organizations using the software. This attack affected 
18,000 companies or institutions, including American and foreign institutions. 

APT29 has also targeted organizations involved in the development of the 
COVID-19 vaccine in the United States, Canada, and the UK, presumably to steal 
information and intellectual property related to the development of the vaccine. The 
group uses recently published CVE vulnerabilities to gain initial access into the sys-
tem and then uses their in-house malware called WellMess and Well-Mail to execute 
commands or scripts. They also use spear-phishing to obtain web portal authentica-
tion information. 

It is important for organizations to be aware of APT29’s tactics and take appro-
priate measures to protect their networks and sensitive information from such 
attacks. 

5.3.4 COMPARATIVE ANALYSIS OF APT 29, CONTI, AND LAPSUS$ 

APT 29, Conti, and LAPSUS$ are three important cyber threat actors. While the 
frst two are unoffcially affliated with the Russian government, LAPSUS$ claims 
to be completely independent of any state group. The scope of attack also differs 
among the three actors. 

APT 29 primarily seeks to attack government organizations based in Europe 
and belonging to NATO. Conti focuses on hunt big game companies, high-income 
companies whose business is vital. LAPSUS$ targets big tech companies such as 
Samsung and NVIDIA. LAPSUS$ conducts large but unsophisticated attacks. They 
buy initial access on the darknet, using previously identifed vulnerabilities to steal 
data and demand a ransom for their non-disclosure. 

Conti works similarly to a state-run group, using zero-day vulnerabilities and 
seeking to discreetly propagate themselves on their victim’s IS. They then use double 
extortion to maximize their chances of collecting the ransom and also install back-
doors to resell turnkey access to malicious operators. 

Finally, APT 29 uses much more sophisticated methods to penetrate highly pro-
tected systems and to reach a maximum number of strategic points. Their objective 
is more related to espionage and destabilization than to proft, even if part of their 
activities are dedicated to proft. 

5.3.5 AI CYBER THREAT ACTORS 

AI cyber threat actors are a growing concern in the cyber security landscape. As 
artifcial intelligence (AI) technology advances, both defenders and attackers are 
leveraging it for their purposes. Let’s review some common AI cyber threat actors, 
their tactics, and motivations: 

• AI-Powered Malware: Adversaries are increasingly incorporating AI 
techniques into malware to evade detection and improve attack effective-
ness. AI-powered malware can automatically adapt its behavior, obfuscate 
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malicious code, and exploit vulnerabilities in real time. These threats use 
machine learning algorithms to study defensive measures and develop eva-
sion tactics. The motivation behind AI-powered malware is often fnancial 
gain through activities such as data theft, ransomware attacks, or crypto-
currency mining. 

• AI-Driven Social Engineering: AI can be employed to enhance social 
engineering attacks. Threat actors use AI algorithms to analyze large datas-
ets and create sophisticated phishing emails, messages, or voice recordings 
that mimic trusted individuals or organizations. These AI-driven attacks 
aim to deceive victims into revealing sensitive information, granting unau-
thorized access, or downloading malware. Motivations behind AI-driven 
social engineering attacks are typically focused on fnancial gain, unau-
thorized access to systems, or stealing valuable data. 

• AI-Enabled Botnets: Botnets, networks of compromised computers 
controlled by a central entity, are being enhanced with AI capabilities. 
AI-enabled botnets leverage machine learning algorithms to improve their 
evasion techniques, automate attacks, and increase their effciency. These 
botnets can launch distributed denial-of-service (DDoS) attacks, distribute 
malware, or spam campaigns. The motivations behind AI-enabled botnets 
vary, including fnancial gain through renting botnets, disrupting services, 
or conducting large-scale cyber attacks. 

• Adversarial Machine Learning: Adversarial machine learning involves 
manipulating AI systems to deceive or bypass their defenses. Attackers 
can craft adversarial examples—subtle modifcations to input data—that 
can fool AI algorithms, leading to misclassifcations or incorrect decisions. 
Adversarial machine learning techniques can be employed to evade intru-
sion detection systems, bypass biometric authentication, or manipulate 
AI-powered decision-making processes. Motivations behind adversarial 
machine learning attacks can include causing disruptions, undermining 
AI-based security measures, or gaining unauthorized access. 

• AI-Augmented Advanced Persistent Threats (APTs): APT groups are 
utilizing AI techniques to enhance their attack capabilities. They employ 
AI for reconnaissance, automating attack processes, optimizing malware 
payloads, or conducting targeted attacks with improved evasion techniques. 
AI-augmented APTs often have signifcant resources, including access to 
advanced AI technologies. Their motivations can range from espionage 
and intellectual property theft to gaining strategic advantages or disrupting 
critical infrastructure. 

It’s important to note that AI is a double-edged sword in cyber security, as defend-
ers can also leverage AI for threat detection, anomaly detection, and behavior analy-
sis to enhance their security measures. As AI technologies continue to advance, 
both defenders and threat actors will likely rely on AI-driven techniques in an ongo-
ing arms race in the cyber landscape. Staying up-to-date with AI cyber security 
advancements and adopting appropriate defensive strategies is crucial to mitigate the 
risks associated with AI cyber threats [35–41]. 
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5.3.6 BLOCKCHAIN CYBER THREAT ACTORS 

When it comes to the blockchain ecosystem, specifc threat actors target this technol-
ogy. Let’s review some of these actors, their tactics, and motivations: 

• Cryptojackers: Cryptojackers are cyber criminals who exploit vulnerabili-
ties in blockchain networks or web applications to mine cryptocurrencies 
without the owner’s consent. They typically target public blockchains or 
decentralized applications (DApps). Their primary motivation is fnancial 
gain through the illicit mining of cryptocurrencies. Cryptojackers often 
employ tactics like injecting malicious scripts into websites, spreading mal-
ware through phishing emails, or compromising vulnerable servers. 

• Smart Contract Exploiters: Smart contract exploiters focus on fnding 
vulnerabilities or coding errors in smart contracts deployed on blockchain 
platforms. They exploit these weaknesses to manipulate the intended behav-
ior of smart contracts, leading to unauthorized access, fund theft, or other 
malicious activities. Their motivations include stealing funds, disrupting 
blockchain applications, or causing reputational damage. These actors may 
employ techniques like reentrancy attacks, integer overfow/underfow, or 
front-running attacks to exploit smart contracts. 

• 51% Attackers: In blockchain networks that rely on consensus algorithms 
like Proof of Work (PoW), 51% attackers aim to control the majority of 
the network’s computational power. By doing so, they can manipulate the 
blockchain’s transaction history, double-spend cryptocurrencies, or exclude 
legitimate transactions from being confrmed. The motivation behind 51% 
attacks varies, ranging from fnancial gain to causing disruption or damag-
ing the reputation of a particular blockchain network. 

• Social Engineers: Social engineers target individuals within the block-
chain ecosystem to exploit human vulnerabilities. They employ techniques 
such as phishing, impersonation, or social media manipulation to deceive 
victims into revealing private keys, sensitive information, or granting unau-
thorized access to blockchain accounts. Motivations for social engineering 
attacks can include stealing funds, gaining control over blockchain wallets, 
or conducting identity theft. 

• State-Sponsored Actors: Similar to the threats faced by the broader cyber 
security landscape, state-sponsored threat actors may also target block-
chain technology. Their motivations can range from gaining economic 
advantages through intellectual property theft or disrupting blockchain-
based systems for political reasons. State-sponsored actors may employ 
advanced techniques, including zero-day exploits, supply chain attacks, 
or targeted phishing campaigns, to compromise blockchain networks 
or steal sensitive data. It’s important to note that these threat actors and 
their tactics are constantly evolving as blockchain technology matures. 
Consequently, it’s crucial to stay informed about emerging threats and to 
adopt appropriate security measures to mitigate risks in the blockchain 
ecosystem. 
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5.4 DEFENSIVE TECHNIQUES AND ADAPTATIONS 

Defensive techniques and adaptations refer to strategies and measures that individu-
als and organizations can implement to protect themselves against cyber threats. 
With the increasing frequency and sophistication of cyber attacks, it is critical for 
individuals and organizations to adopt proactive measures to safeguard their digital 
assets and data. 

One of the most effective defensive techniques is to regularly update software and 
applications to ensure that known vulnerabilities are patched. This includes operat-
ing systems, web browsers, and other software programs that are used frequently. 
Another effective technique is to use strong and unique passwords for all accounts 
and to enable two-factor authentication wherever possible. 

Additionally, individuals and organizations should implement network segmenta-
tion and access controls to limit the potential impact of a cyber attack. This involves 
dividing a network into smaller, more manageable segments and limiting access to 
sensitive information only to authorized personnel. Data backups should also be per-
formed regularly, with backups stored in secure and separate locations to prevent the 
loss of critical data in the event of a cyber attack. 

5.4.1 IOC AND BEHAVIOR ANALYSIS WITH UEBA 

Indicators of compromise (IoCs) are pieces of information that provide evidence of 
a cyber attack, such as IP addresses, domain names, fle hashes, and other character-
istics of malicious activity. IoCs can be used to detect and respond to attacks and to 
prevent future incidents by identifying patterns and trends. 

Behavior analysis is another important tool for cyber security, as it can help 
detect abnormal or suspicious activity that might indicate an attack. User and entity 
behavior analytics (UEBA) is a type of behavior analysis that focuses on identifying 
unusual patterns of behavior among users and other entities in a network. UEBA 
uses machine learning algorithms to analyze data from a variety of sources, includ-
ing logs, network traffc, and other security data. 

One way to use IoCs and behavior analysis together is to use IoCs as input to 
UEBA algorithms. For example, IoCs can be used to train a UEBA model to recog-
nize known patterns of attack and to fag suspicious behavior that might indicate a 
new or unknown threat. UEBA can also be used to correlate IoCs with other types 
of security data, such as logs and network traffc, to provide a more complete picture 
of an attack and its impact on the network. 

Mathematically, UEBA algorithms can be represented as follows: 
Let X be the set of input features, such as user behavior, network traffc, and other 

security data. Let y be the output variable, representing whether a given entity is 
exhibiting normal or abnormal behavior. UEBA algorithms seek to learn a function 
f(X) = y that maps the input features to the output variable, using techniques such as 
supervised learning, unsupervised learning, and reinforcement learning. 

UEBA algorithms can also incorporate IoCs into the learning process by add-
ing IoCs as additional input features. For example, an algorithm might include 
IP addresses, domain names, or other indicators of compromise as features in a 
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machine-learning model. The model can then use these features to learn patterns 
of attack and to fag suspicious behavior that might indicate a new or unknown 
threat. 

In summary, IoCs and behavior analysis with UEBA are important tools for detecting 
and responding to cyber attacks. By incorporating IoCs into UEBA algorithms, security 
professionals can gain a more complete picture of an attack and its impact on the network 
and can respond more quickly and effectively to protect against future incidents. 

It is estimated that one user produces about 25,000 logs each day, so there is a need 
to automate the task. To do this, a SIEM (security information and event management) 
can be used. This collects the logs of the various services of an information system, 
analyzes them in order to detect malicious actions, and fnally issues alerts. However, 
it is necessary to create detection rules beforehand in order to receive alerts. 

Unfortunately, IoC detection is reactive in nature; i.e., when one is found, it is often 
too late, and the system has probably already been compromised. Nevertheless, this 
considerably reduces the time of detection and allows the necessary measures to be 
taken as quickly as possible in order to limit the propagation or even stop the attack. 

5.4.1.1 Risk Assessment Model 

Risk = Probability × Impact (5.1) 

where Risk is the overall level of risk, Probability is the likelihood of a threat occur-
ring, and Impact is the potential damage that could result from the threat. 

5.4.1.2 Attack Surface Model 

Attack Surface = ° 
n 

Ai (5.2) 
i=1 

where Attack Surface is the total area or number of entry points that an attacker can 
exploit, and A is the number of entry points or attack vectors. 

5.4.1.3 Intrusion Detection Model 

T P
Detection Rate =  (5.3)

TP + FN 

where Detection Rate is the proportion of true positive detections, TP is the number 
of true positive detections, and FN is the number of false negative detections. 

5.4.1.4 Defense-in-Depth Model 

n 
Security Level = ° Li (5.4) 

i=1 

where Security Level is the overall level of security, L is the level of security for each 
layer or component, and n is the number of layers or components. 
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5.4.1.5 Game Theory Model 

R, if A cooperates and B cooperates S 

Payoff 
A 

° 
˝
˛ 
˝
˙ 

= if A cooperates and B defects T, if A defects and B cooperattes P  

if A defects and B defects (5.5) 

where Payoff is the reward or penalty for a player, R is the reward for mutual coop-
eration, S is the penalty for being exploited, T is the temptation to defect, and P is the 
punishment for mutual defection. This model can be used to analyze the behavior of 
attackers and defenders in a cyber security scenario: 

• Unusual outgoing and incoming network traffc 
• Geographical irregularity: Traffc or attempted connections from areas or 

countries where the organization is not present 
• Unusual user account activity: User attempting to elevate privileges or 

access an account with higher privileges 
• Increase in the volume of a database read: When exfltrating data, suspi-

cious changes to the registry or system fles 
• Anomalies in DNS queries: For example, when a command and control 

(CC) server sends commands 
• An increase in incorrect connections, which may indicate brute force 

attacks 

As previously explained, it is necessary to have already identifed indicators of 
compromise and to create rules, so that they can be automatically detected later. Thus 
UEBA (user and entity behavior analytics) allows the detection of unknown threats, 
especially internal ones. Thanks to machine learning, it is possible to create a refer-
ence for “normal” behavior of a user, a group, or a network entity. Then, when the 
user performs a new action that deviates from the expected behavior, an alert with a 
risk score is automatically raised. 

5.4.2 ARTIFICIAL INTELLIGENCE (AI) 

Artificial Intelligence (AI) has the potential to significantly enhance an orga-
nization’s ability to mitigate cyber threats by automating threat detection and 
response and by providing faster and more accurate insights into potential 
security breaches. Here are a few ways that AI can be used to mitigate cyber 
threats: 

• Threat Detection: AI can be used to analyze vast amounts of data to iden-
tify patterns and anomalies that could indicate a security breach. Machine 
learning algorithms can be trained on historical data to detect and respond 
to new types of threats in real time. This can help organizations to identify 
and respond to threats faster, reducing the time that attackers have to cause 
damage. 

• Network Security: AI can be used to monitor network traffc in real time to 
identify potential threats, such as unauthorized access attempts, suspicious 
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activity, or data exfltration. AI-powered intrusion detection systems (IDS) 
can automatically identify and block malicious traffc, reducing the risk of 
a successful cyber attack. 

• Fraud Detection: AI can be used to detect fraudulent activity, such as 
payment fraud, identity theft, or account takeover. Machine learning algo-
rithms can analyze transactional data to identify patterns of behavior that 
are indicative of fraud and can alert security teams to take action. 

• Incident Response: AI can be used to automate incident response pro-
cesses, such as isolating infected systems, quarantining suspicious fles, or 
blocking malicious IP addresses. This can help organizations to respond 
faster to security incidents, minimizing the impact of a cyber attack. 

• Predictive Analytics: AI can be used to predict potential cyber threats by 
analyzing historical data and identifying patterns that are indicative of an 
attack. This can help organizations to take proactive measures to prevent a 
cyber attack before it happens, such as by patching vulnerabilities, strength-
ening access controls, or enhancing security awareness training. 

• User Behavior Analytics: AI can be used to analyze user behavior to iden-
tify potential insider threats. Machine learning algorithms can learn typical 
user behavior patterns and can detect when users are behaving abnormally 
or accessing data that they shouldn’t be. This can help organizations to 
detect and respond to insider threats more quickly, reducing the risk of data 
loss or theft. 

• Natural Language Processing: AI can be used to analyze text data, such 
as emails or chat messages, to identify potential security threats. Natural 
language processing (NLP) algorithms can detect suspicious language, 
such as requests for sensitive information, or phishing attempts. This can 
help organizations detect and respond to social engineering attacks more 
effectively. 

• Threat Intelligence: AI can be used to analyze threat intelligence feeds 
to identify emerging cyber threats. Machine learning algorithms can learn 
from historical threat data and can predict the likelihood of a new threat 
being successful. This can help organizations to prioritize their security 
measures and allocate resources more effectively. 

5.4.3 ZERO-TOUCH AND ZERO-TRUST SYSTEM SECURITY MODELS 

Zero-touch and zero-trust are two security frameworks that can help organizations 
defend against the evolving cyber threats posed by AI adversaries. Let’s explore how 
these frameworks can be leveraged to enhance security: 

5.4.3.1 Zero-Touch 
Zero-touch focuses on automating security processes to minimize human interven-
tion and reduce the attack surface. In the context of AI cyber threats, zero-touch can 
be implemented through the following measures: 

1. Automated Threat Detection: Utilize AI-powered security solutions to 
automatically detect and respond to AI-driven attacks. These solutions can 
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analyze network traffc, behavior patterns, and anomalous activities to iden-
tify potential threats. 

2. Continuous Monitoring: Implement real-time monitoring mechanisms 
that leverage AI for anomaly detection. By continuously monitoring net-
work traffc, system logs, and user behaviors, organizations can identify 
and respond to AI-based threats in a timely manner. 

3. Rapid Patching and Updates: Automate the process of applying security 
patches and updates to minimize vulnerabilities. This helps prevent adver-
saries from exploiting known weaknesses in AI systems or other software 
components. 

4. Secure DevOps: Incorporate security into the development and deploy-
ment processes of AI applications. Adopting DevSecOps practices ensures 
that security measures are implemented throughout the entire software 
development life cycle. 

5.4.3.2 Zero-Trust 
Zero-trust is a security framework that assumes no implicit trust, regardless of 
whether the user is inside or outside the network perimeter. It enforces strict access 
controls and continuously verifes and validates all devices, users, and applications 
before granting access. To defend against AI adversaries, zero-trust principles can 
be implemented as follows: 

1. Identity and Access Management (IAM): Implement strong authentica-
tion mechanisms such as multifactor authentication (MFA) and biometrics 
to ensure that only authorized users can access sensitive systems or data. 
Additionally, adopt granular access controls and least privilege principles 
to limit user access to only what is necessary. 

2. Microsegmentation: Divide the network into smaller, isolated seg-
ments using network segmentation techniques. This helps contain 
potential breaches and prevents lateral movement by adversaries within 
the network. 

3. Behavioral Analytics: Employ AI-based behavioral analytics solutions 
that can detect anomalous user behaviors or deviations from established 
patterns. This helps identify compromised accounts, insider threats, or 
AI-driven attacks that exhibit unusual behaviors. 

4. Encryption and Data Protection: Apply end-to-end encryption for sensi-
tive data in transit and at rest. This ensures that even if adversaries gain 
access to encrypted data, they cannot exploit it without the decryption keys. 

5. Continuous Monitoring and Risk Assessment: Implement continuous 
monitoring of network, user, and application activities to detect any poten-
tial security risks. Conduct regular risk assessments and vulnerability scans 
to identify and address any weaknesses in the AI infrastructure. 

By combining the principles of zero-touch and zero-trust, organizations can estab-
lish a robust security posture against AI cyber threats. However, it’s important to 
remember that security is an ongoing effort that requires regular updates, employee 
training, and staying informed about emerging threats and security best practices. 
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5.4.4 SECURITY MANAGEMENT 

The preceding solutions can be quite complex and expensive to implement for small 
businesses; however, there are solutions that are quite simple and accessible to all. 
For example, we can follow the recommendations of various organizations such 
as ANSSI (Agence Nationale de la Securit é des Systemes d’Information) or ASD 
(Australia’s Signals Directorate). Here are some examples: (1) Use a white list of 
applications to prevent the execution of malware, scripts, etc.; (2) apply the latest 
patches for applications such as Java, Web browser, and Microsoft Offce; (3) keep 
your operating system up-to-date; and (4) Use multifactor authentication to connect 
to VPN, SSH, or any remote access. 

To ensure that these recommendations are properly implemented within an orga-
nization, it is important to create a PSSI (information system security policy), which 
is a document containing the security rules that govern the company’s informa-
tion system. This is an integral part of an ISMS (information security management 
system), which provides a framework for how security is managed globally in the 
company. In particular, it addresses the three principles of information security: con-
fdentiality, integrity, and availability. 

Finally, the implementation of an ISMS is based on ISO standards, such as 
ISO27001, which defnes the requirements. 

5.5 CONCLUSION 

In our analysis, we aimed to present the current cyber security landscape. We pre-
sented different types of threat actors to explain how each one works. In the future, 
the ransomware threat will probably continue its upward trend. The business of ran-
somware is simply too lucrative unless international governments and technology 
innovations can fundamentally alter the attacker’s cost-beneft calculation. 

While there have been efforts to disrupt operations and hold threat actors 
accountable, cyber criminals simply sign up with another platform—as part of the 
ransomware-as-a-service business model—to continue their operations. Nation-state 
actors will continue to organize attacks to serve their geopolitical interests. Above 
all, with the Ukrainian war, Russia has maintained an aggressive posture throughout 
2022 and into 2023, with a sustained emphasis on targeting NATO, Eastern Europe, 
Ukraine, Afghanistan, and the energy sector. 

As the business of ransomware is not going anywhere, and neither are espionage 
and information operations, new solutions exist to protect yourself or your organiza-
tion. Therefore, following best practices in cyber security is more necessary than 
ever as the cyber menace continues to increase. 
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Layer-Based Security 6 
Threats in IoT Networks 

Muna Muhammad, Ahthasham 
Sajid, and Hira Arshad 

6.1 INTRODUCTION 

The IoT is an inter-networking of things such as sensors, actuators, smart devices, intel-
ligent systems, or anything consisting of transducers embedded in or connected via the 
Internet for sending and receiving data related to a particular application or service. The 
prevailing IoT applications usually provide high effciency, automation, and comfort, as 
industries are currently producing a large number of IoT devices containing intelligent 
applications. The IoT has downgraded individual controlling and monitoring of services 
by providing smart services through smart applications such as smart home [1], smart 
farming [2], smart city [3], smart grids [4], smart manufacturing [5], etc. The extreme 
increase in IoT devices and services has embraced the whole world. Specifcally, the 
entire world started to implement industrial revolutions and is bringing industries to 
the advanced level of the digital economy. Such applications are being supported by the 
operators using existing network and communication technologies. According to the 
Global IoT Forecast Report 2021–30, active IoT devices totaled 11.3 billion at the end 
of 2021, but this will dramatically increase to 29.4 billion by 2030 [6]. 

6.1.1 SECURITY IN THE IOT 

With the huge number of IoT devices to be used in such a vast number of IoT appli-
cations [6], the communication between them needs to be secured so that user data 
is kept private, no attacks can occur in the IoT network, and no vulnerabilities are 
present. But, in general, IoT applications predictably face many security challenges 
because the smart devices in IoT network consume more power in terms of com-
putation, high bandwidth, unsafe infrastructure, and open vulnerabilities. Without 
having a trusted and interoperable ecosystem of the IoT, its applications would not 
be able to fulfll the high demands and, due to this, might lose their potential [7]. 
Researchers have proposed different solutions for securing data exchange in IoT. 
IPV6 CoAP are the protocols proposed by [8] in order to secure networks in IoT, 
specifcally the interoperability of the device. Along with the general security chal-
lenges faced by the Internet, WSNs, cellular networks, cloud computing, IoT also 
has its specifc security challenges that still need to be solved, such as privacy data 
leakage, user authentication, user authorization, encryption, web interfaces, security 
threats, data storage, and so on. 
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TABLE 6.1 
Factors Affecting Security of IoT and IT 

IT Security IoT Security 

Extensive IT consists of many devices, Devices in IoT are required to be carefully provided 
and that is rich in resources. with security measures, and that is poor in resources. 

Widespread IT is dependent on devices IoT systems consist of devices that are poor in terms of 
that are rich in resources. resources, such as software and hardware. 

For wide security, complex algorithms are Lightweight algorithms are preferred. 
used. 

Has high security because of IoT includes heterogeneous technology, due to which 
homogeneous technology. heterogeneous data is produced in high amounts, 

widening the attack surface. 

Securing the IoT environment is usually more challenging than for general IT 
devices due to the many factors shown in Table 6.1 [7]. 

Given such vulnerabilities and issues, IoT environments pave the way for many 
cyber threats. The threats or attacks can occur in different layers of IoT networks; the 
general layers of the architecture of an IoT network are shown in Figure 6.1. 

Because of the numerous security challenges in IoT applications, different solu-
tions and techniques are needed in the same study in order to understand and secure 
the different IoT applications with different techniques. Hence this survey contains 
the following major contributions: 

• Identifying security attacks in different layers of IoT networks 
• Identifying security requirements in the Internet of Things applications or 

systems 
• Classifying vulnerabilities, security threats, and open issues in IoT 
• Review of current existing techniques and approaches for securing IoT 

systems 
• Future research directions in IoT security 

6.1.2 SECURITY CHALLENGES IN IOT 

The ecosystem of the IoT is made up of integrating heterogeneous networks. This 
not only brings the generic problems of security from earlier communication net-
works, indeed it involves newer security problems by its specifc properties. This 
starts with the sensor devices and includes monitoring the environmental variables 
and being responsible for the merging of virtual and physical worlds in IoT. The sen-
sor devices pose limited storage and computing capacities, preventing complex and 
robust security systems, such as for authentication purposes [9]. Another aspect is 
the heterogeneity of IoT devices’ potential mobility and pervasiveness. As any physi-
cal device or object can be installed and becomes part of the IoT, the attack surface 
greatly increases. Smart environments’ connecting in IoT networks pose different 
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FIGURE 6.1 Layer-based issues and attacks in IoT. 

vulnerabilities, which can be exploited by attackers. Along with that, for the access 
control and the authentication processes, it is tougher to manage identities with such 
a myriad of IoT devices. In terms of trust, it is more challenging to rely on IoT 
devices, which tend to be tampered with easily as they could be mobile devices. 

By considering the network layer, IoT ecosystems pose the same wireless net-
works’ general vulnerabilities but are aggravated by the high dynamics, so the 
requirement for integration becomes diffcult with the lack of available standards. 
With the use of proprietary protocols and the formation of ad hoc network architec-
tures that are not focused to provide security solutions at all layers, accomplishing 
IoT security goals is very diffcult, and this could enable more vulnerabilities that 
can be exploited by cyber attackers. 

.
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The heterogeneity in IoT applications adds more security challenges. Many of 
the applications need sensitive data like personal information or monitoring data of 
industrial processes. So the need for protecting the data being traffcked in IoT is 
very important, so a unique and integrated security framework needs to strive for a 
customized solution [9] 

6.1.3 SECURITY GOALS OF IOT 

The security attributes in general—confdentiality, integrity and availability (the 
CIA triangle)—are required, and specifcally with IoT security, these attributes are 
especially important. Besides that, authentication and access control are other attri-
butes that should be considered as well. By confdentiality of information, only 
authorized users may read it. By integrity of information, the information must 
be accurate and unchanged. By availability, the information needs to be available 
for access by users at any time. By authentication, the user’s identity is validated 
before using a system. By using authorization or access control, an authenticated 
user gets permission to access a particular resource or information. By imposing 
all these security attributes, the system will be secure in terms of vulnerabilities 
and risks, but if any are lacking, security issues can be expected. If the user is not 
authenticated properly, high vulnerabilities are produced, the attacker can easily 
get into the system, and different threats can occur. After that, if authentication is 
done properly but authorization is not, different vulnerabilities and opportunities 
can be created for the attacker to access any resource in the system and can affect 
the whole IoT network. 

6.1.4 SECURITY REQUIREMENTS IN IOT 

By knowing these general security issues affecting the IoT, we can have add secu-
rity requirements to enhance the security and privacy of the IoT. Accordingly, some 
security features can be added as well, such as antiviruses, frewalls, security soft-
ware, etc. Cryptographic algorithms can meet the security requirements, but there is 
a need for specifc algorithms yet to be introduced at the physical layer to meet secu-
rity requirements [10]. Some of the requirements of security for IoT are as follows: 

• Estimation of risks for location, at the time of deploying devices 
• Proper use of cryptographic techniques based on vulnerabilities 
• Authentication done properly for switching and connected devices to mini-

mize confdentiality issues 
• Planning and strategy developed properly for the complete IoT network and 

not just for a specifc area 
• Protection of the cloud, as the centralized point for data storage, with 

proper security (Making data encrypted in the cloud can minimize the risk 
of stealing the data [11].) 

• Use of intelligent techniques of AI and machine learning for reducing 
human intervention and computational burden [12] 

• Centralized environment for communication devices 
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6.1.5 IOT ENVIRONMENTS 

There are vast IoT environments that have been moved from traditional environ-
ments to smart environments. Some such environments of IoT have been discussed: 

• Smart Cities: Smart cities are developed to enhance the quality of life of 
the people using the emerging communication and computation resources. 
It involves smart traffc management, smart homes, smart utilities, and 
smart disaster management and so, on as shown in Figure 6.2. There is a 
need to transform cities to smart cities in order to have advanced develop-
ment and smarter management of the whole country. Even though smart 
cities are intended to enhance the lifestyle of their citizens, there arise many 
issues to the citizens’ privacy. For example, if smart mobility is used, then 
the location of the user might be traced, or by using smart cards, the user’s 
card details might be at risk [7]. 

• Smart Home: Smart home or home automation is the concept of IoT where 
different appliances of home and the surroundings are controlled under one 
point to give users safety, comfort, ease, and security. The quality of life 
can be improved by adding smartness to the surroundings of home. By 
implementing automation, information can be collected quickly and passed 
smoothly among the devices since they are monitored simultaneously. All 
the devices would be connected at a central point, as illustrated in Figure 
6.3. One can monitor all home activities from that central point, and it can 
be handled from different devices like smartphones, laptops, PCs [13]. By 
such means, one can access and control activities in the home remotely, 
an alert message can be sent to the owner in case of danger, and energy 
consumption of energy at the home can be monitored. Despite of all these 

FIGURE 6.2 Smart city components. 
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FIGURE 6.3 Smart home control under one point. 

benefts, we need to look at the security risks such as whether homeowner 
privacy is compromised or a security threat appears in the IoT network. 

• Smart Industrial Platforms: With the dramatic increase in the use of IoT 
applications, people have turned their vision toward automating industrial 
platforms through IoT. It is the automation of the processes of controlling 
different departments and tasks in industries such as information collec-
tion, remote monitoring, labor. With this platform, the work of industries 
could be easier, more effcient and reliable. The work hours can be reduced, 
and the different processes can be connected and monitored through one 
point. Hence, it has been used in a digital oilfeld, a smart grid [4], an intel-
ligent chemical industry, a smart factory, and others. The control system 
of an industrial IoT enables two-way communication among the control 
end and remote equipment, centralizing the management and monitoring of 
decentralized infrastructure [14]. 

• Smart Agriculture: IoT in agriculture is implemented to monitor the soil 
moisture, select irrigation in dry zones, control micro-climate conditions, 
and control temperature and humidity. By using such enhanced features of 
agriculture provided by IoT, farmers can achieve high yields and avoid mon-
etary losses. By having better control of temperature and humidity levels 
in vegetable and grain production, microbial contaminants and fungus can 
be prevented, and the quality of crops can be better. However, by involving 
the cloud for data storage and the IoT environment, the data privacy of the 
farmer could be at risk [7]. 

6.2 THREATS ACROSS IOT LAYERS 

As illustrated in Figure 6.1, every IoT environment in general involves four layers: 
(1) A sensing layer deals with the sensor devices for information collection from 
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surroundings for use by actuators. (2) A network layer is responsible for communica-
tion by the establishment of a transmission network. (3) A middleware layer serves 
as an intermediate layer between the network and application layer and helps in 
enhancing the storage and computing resources of the two layers. Then gateways are 
the access points to the layers, and they offer intercommunication among the dif-
ferent services. They are very vulnerable if not properly authenticated. (4) The fnal 
layer, the application layer, deals with providing services to end users. The security 
attacks in these layers are discussed next. 

6.2.1 SENSING LAYER ATTACKS 

This layer includes a huge number of devices such as actuators, sensors, smart 
devices. The security attacks and threats are as shown in Figure 6.4 over this 
layer. 

• Node Capture/Tampering: This attack could be done by either temper-
ing or replacing a node with a malicious node. The attacker’s aim is to get 
access to and control of the IoT device. An unprotected environment makes 
it very diffcult to capture such attacks. If an attacker get physical access 
over the node with such attack, any critical cryptographic information can 
be stolen easily [15]. 

• Sleep Deprivation: IoT nodes have small batteries that make them more 
vulnerable to DoS attack in which the attacker tries to drain the battery and 
force the device into a shutdown state, leading to DoS [16]. This can have 
serious impacts on the functionality of an application such that, in an emer-
gency case, the device would not be able to function and state the emer-
gency. Moreover, the attacker would cause the sleep deprivation attack to 
the device by running infnite iterative malicious algorithms into the edge 
devices, keeping the device awake and stopping it from going into sleep 
mode, ending with sleep deprivation attack [10]. 

• Malicious Code Injection Attacks: This attack is carried out by injecting 
malicious code into the memory of the device. The attacker can then use 
such a device as a gateway for performing operations like providing falsi-
fed information and hijacking an entire IoT system [10]. 

• Side Channel Attacks (SCA): Most of the time in passive attacks, the goals 
of attackers are to hack confdential information. Adversaries focus electro-
magnetic production on the micro-architectures of most of the time proces-
sors and other resource consumption to access confdential information. An 
SCA can be a timing attack or laser-based attack based on power consump-
tion [10]. In current electronics designs, the prevention of an SCA is aimed 
at the implementation of cryptographic techniques on newer FPGA chips. 

• Eavesdropping: The authentication mechanism, if not performed as 
required, may raise an eavesdropping attack possibility, since this informa-
tion can be passively monitored between the device by an intruder. 

• Booting Attacks: When devices are in most of the time booting process, 
there is a zero-security level at that time. Specifcally for IoT systems, 
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malicious codes can be easily entered upon booting. Adversaries usually 
beneft from this state via the sleep-wake cycles during the booting [10]. 

6.2.2 NETWORK LAYER ATTACKS 

the objective of this layer is to reduce communication latency in transmission, but 
some factors operate on this data in transit. The security attacks in this layer are as 
follows (Figure 6.4): 

• Phishing Site Attack: These attacks can be launched over the application 
deployed over http services. If the ID and password are leaked, this attack 
can be done easily [10]. 

• DoS/DDoS Attacks: A DoS attack is caused by fooding the target servers 
with abundant unwanted requests that incapacitate the server from answer-
ing. Moreover, it disrupts the server to have communication with the genu-
ine devices, and this results in denial of service. When substrate servers 
are fooded by using multiple sources, this attack is known as a distributed 
DoS attack. IoT systems have suitable complexity and heterogeneity, but 
still the network layer is prone to distributed DoS attacks. Because of the 
weak confguration of applications and devices, attackers can gain acces-
sible gateways for launching DDoS attacks in the servers [10] 

• Data Transit Attack: IoT is all about data exchange and the exchange of valu-
able information that is stored in either the cloud or local servers [10]. This 
data storage is more vulnerable or highly unsafe if not suitably encrypted. But 
adversaries fnd data in transit more irresistible and impuissant. In the IoT 
system’s network layer, data exchange between actuators, sensors, cloud, etc. 
happen by means of several communication techniques, which makes it more 
susceptible to data breaches, as illustrated in Figure 6.4. 

• Routing Attack: A routing attack is the redirecting of communication chan-
nels at the time of data transmission. One of the well-known kinds of routing 
attacks is the sinkhole attack, in which artifcial displacement paths tempt 
devices as their more feasible communication channel. Another kind of rout-
ing attack is the wormhole attack, in which a fast transmission path is pro-
vided between two devices. An adversary can detour security protocols by 
the creation of a wormhole between two devices. The wormhole can become 
a severe attack to an IoT system if combined with any other technique [10]. 

6.2.3 MIDDLEWARE LAYER ATTACKS 

Middleware layer provides the connection between the application and network lay-
ers, as shown in Figure 6.4. The security attacks in this layer are as follows: 

• Cloud Flooding Attack: This attack is similar to a DoS attack in which 
clouds are fooded with unnecessary requests. Execution of these requests 
leads to zero quality of service, the depletion of the cloud, and the wide-
spread increase of workload from unfavorable recommendations. 
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FIGURE 6.4 Common attacks on different layers. 

• Cloud Malware Injection Attack: The target of this attack is to gain con-
trol of the cloud by using malicious code to inject a virtual machine. This 
virtual machine acts as like a legitimate member of the network in order to 
obtain access to the services offered by the IoT system. 

• SQL Injection Attack: In this attack, mischievous commands are embed-
ded in a program in order to get and to modify sensitive information of a 
user. 

• Man-in-the-Middle Attack: The attacker acts as an agent between the 
receiver and sender in an IoT system; as the man-in-the-middle, the attacker 
could easily gain information from both devices. Similarly, it can access 
sensitive information and can inject falsifed information in the IoT envi-
ronment. This may lead the attacker to have full control of the system and 
any client device’s notifcation. 

6.2.4 GATEWAY ISSUES 

Gateways are the main entering points for information in the networks. The aim of 
a gateway is to authenticate devices and applications in order to provide services to 
end users. Issues at the gateway level are as follows: 

• Extra Interfaces: Reducing the probability of attacks could only be the pos-
sible way in the security of IoT specifcally during the new devices’ installa-
tion. If some of the functions and services are restricted for users, breaches 
in backdoor authentication and information can be minimized [10]. 
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• End-to-End Encryption: Establishing a reliable and highly secure channel 
is possible by developing high-profle end-to-end encryption. Because of 
this, only legitimate users can decrypt the encrypted information. Gateways 
translate data or information because of inter-switching protocols, and 
therefore the decryption of enciphered information makes the gateway even 
more vulnerable to data breaches. 

• Firmware Updates: In general, many IoT devices are resource constrained 
in terms of spectrum and power even though they do not have the power of 
decision making when it comes to installing frmware. The installation of 
updates depends on gateways by simple validity checking. 

6.2.5 APPLICATION LAYER ATTACKS 

Services are provided by the application layer to the user. The security attacks in the 
application layer are as follows (Figure 6.5): 

• Access-Control Attacks: Access control relates to the authorization of the 
authenticated users. If this access is compromised, the whole IoT system is 
susceptible. 

• Reprogramming Attack: Attackers can reprogram IoT objects in embed-
ded-frmware-based devices and achieve their aims by hijacking the whole 
system. 

• Sniffng Attacks: Sniffng into the applications lets the adversaries gain 
knowledge of the network traffc and sometimes learn passwords and user-
names, making the system vulnerable. The adversaries can gain access to 
confdential information if the system is left with no security [10]. 

FIGURE 6.5 Layer base security attacks in IoT. 
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6.3 SOLUTIONS TO IOT SECURITY THREATS 

Many different types of solutions have been introduced for addressing different secu-
rity issues in IoT. By identifying the preceding security issues and attacks, we now 
discuss the different kinds of solutions to address security issues in IoT: (1) approaches 
to address security attacks in the different layers of IoT, (2) approaches to meet the 
security goals of IoT, and (3) current technologies to address security issues in IoT. 

6.3.1 APPROACHES TO ADDRESS SECURITY ATTACKS IN IOT LAYERS 

Many researchers have worked on producing solutions to minimize the occurrence 
of security attacks in IoT networks. Different architectures, methods, algorithms, 
and techniques have been used for addressing the security attacks being faced in the 
different layers of IoT are shown in Table 6.2. 

TABLE 6.2 
Solutions to Security Attacks in IoT Layers 

No. Reference Advantages Address Year 

1 [17] Identity leaker for the data owner Prevents privacy leakage by providing 2022 
accountability mechanism 

2 [18] Uses cluster-structure-based routing Security issues like routing attacks 2022 
protocol 

3 [19] Has low communication and Prohibits unreliable authentication; 2022 
computational costs, prevents prevents DoS, man-in-the-middle, 
unauthorized users from accessing and modifcation attacks in 
sensors of IoT healthcare 

4 [20] Effcient computation costs, user Prevents node capture attack, 2022 
anonymity, session key forward impersonation attacks in the smart 
secrecy home 

5 [21] Performs better than algorithms-J48, Prevents LR DoS attacks 2022 
random forest, random tree in terms 
of accuracy, precision, FI score, and 
recall metrics 

6 [22] Uses decentralized attribute-based Tackles privacy issues and access 2021 
access control, which tackles the control attacks 
centralization issue 

7 [23] Provides reliable access control Prevents access control attacks 2021 
mechanism and is a more 
fne-grained mechanism 

8 [24] Uses multimodal encrypted Encryption of user data providing 2021 
biometric traits for authentication reliable authentication 
and homomorphic encryption 

9 [25] Uses cluster-based IDS Prevents routing attack such as 2019 
sinkhole attack and selective 
forwarding 

10 [26] Uses 3DES algorithm, preventing Prevents eavesdropping, brute force, 2019 
unauthorized access DoS in the smart home 



 

      

       

 

113 Layer-Based Security Threats in IoT Networks 

TABLE 6.3 
Solutions to Meet Security Goals of IoT 

No Ref. Advantages 

1 [27] Gives effective authentication by 
combination of modular square root 
algorithm with blockchain 

2 [28] Flexible access control and high throughput 

3 [23] Provides reliable access control mechanism 
and is more fne-grained mechanism 

4 [22] Has decentralized attribute-based access 
control, which tackles centralization issue 

5 [29] Ensures user privacy by using identity 
management mechanism 

Addressing Year 

Prevents security and privacy 2022 
issues 

Resists security issues due to 2022 
vulnerabilities in IoT 

Access control mechanism for 2021 
industrial IoT, preventing 
access control attacks 

Tackles privacy issues and 2021 
access control attacks 

Prevents authentication issues 2020 
in IoT 

6.3.2 CURRENT APPROACHES TO MEET SECURITY GOALS OF IOT 

The security goals of IoT, as mentioned in section 6.1.4, include the CIA triangle 
along with access control and authentication mechanisms. Various security issues 
have been identifed, some of which are due to improper authentication mechanisms, 
improper authorization techniques, or other security aspects. Therefore, for over-
coming the security issues due to the compromising of such security aspects, certain 
solutions have been proposed that, when implemented in the IoT, can enhance the 
security aspects and hence the security goals of the IoT. The solutions are mentioned 
in Table 6.3. 

6.3.3 CURRENT TECHNOLOGIES TO ADDRESS SECURITY THREATS IN IOT 

Various technologies are used to secure communications in IoT environments. We 
discuss machine learning, artifcial intelligence, edge computing, and blockchain to 
provide solutions for securing IoT environments, as discussed in Table 6.4. 

• Blockchain: Blockchain combined with the IoT has had a great effect on 
the communication industry. The focus of these two technologies is to 
improve the overall visibility, transparency, level of trust, and level of com-
fort for users. IoT devices offer real-time data from sensors, and blockchain 
offers the key for security of data by the use of a distributed, shared, and 
decentralized ledger [7]. 

Blockchain involves the use of public and private keys in commu-
nication; hence, only intended nodes can access the data. As the data is 
encrypted, even if an unintended node is able to access the data, the data 
contents remain inexplicable [27], leading to the handling of different secu-
rity issues faced in IoT environments. IoT applications like industrial IoT 
includes the use of a large number of devices. So, for the cost and traffc 
issues, blockchain provides effective solutions. The authors in [30] provided 
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TABLE 6.4 
Advanced Technologies to Address Security Issues in IoT 

No. Reference Address Technology Year 

1 [34] Prevents bot attacks in IoT AI 2022 

2 [32] Security issues Edge computing 2022 

3 [31] Malware attacks Machine learning 2021 

4 [35] Security issues Machine learning 2020 

5 [33] Secured communication Edge computing 2022 

6 [30] Security issues, access control, Blockchain 2019 
and centralization issues 

7 [21] Prevents LR DoS attacks AI 2022 

8 [27] Prevents privacy and security Blockchain 2022 
issues, spoofng attacks 

6 [22] Has decentralized attribute- Tackles privacy issues and 2021 
based access control, which access control attacks 
tackles centralization issue 

solution that will move towards decentralization and enable the IoT devices 
to directly communicate with one another, eliminating the centralization 
issue [22]. In addition, the blockchain method can prevent the occurrence 
of many security attacks by providing effective authorization and authenti-
cations [28, 29]. Thereby, it can minimize the spoofng attacks such that in 
such an attack, a malicious node is entered into the IoT network and tries to 
act like a legitimate one. But, with blockchain use, all legitimate devices are 
registered on blockchain and can authenticate one another easily without a 
central broker [27]. 

• Machine Learning: Machine learning is being used in many areas and 
gaining much interest. Similarly, it is being used for enhancing security in 
the IoT. Machine learning provides different approaches to protect devices 
in IoT cyber attacks. Machine learning provides a number of solutions to 
overcome such attacks as discussed in section 6.2, which are of great con-
cern. One of the techniques is provided in [31], which is the use of dynamic 
power management architecture. In this approach, dynamic voltage and fre-
quency scaling (DVFS) states were demonstrated, and its feature of varia-
tions in runtime provides security to IoT devices against malware attacks, 
as shown in Table 6.4. 

• Edge Computing: In edge computing, when used in the IoT, all the data 
is processed and stored in a local network or within the device. Data is 
not transferred between the data originator and the processor. Therefore, 
no data is in transit, hence preventing attacks such as data-in-transit, data 
breaches, and data theft [7]. Peiying et al. [32] have proposed a solution that 
uses data disturbance along with the frefy algorithm to enhance security 
and privacy in the IoT. Another solution was posed in [33] to secure the IoT 
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communications. This solution is a technique based on a decision tree and 
is user centric. 

• Artifcial Intelligence: Artifcial intelligence or AI technology, when 
incorporated in IoT, elevates the IoT potential to a high level. It helps the IoT 
devices and the IoT network in developing decision-making capabilities, 
predicting the future, and continuously improving performance. This helps 
in reducing malware attacks in IoT as they can be predicted sooner. For 
such purposes, a solution using AI has been proposed in [21] that uses feed-
forward convolutional neural network for anomaly detection in IoT. This 
solution is targeted to reduce the occurrence of low-rate DoS attacks in IoT. 
Similarly, another technique is proposed in [34] that prevents bot attacks in 
industrial IoT by using a secure network model using VHN technologies. 

6.4 SURVEY ANALYSIS 

Although the security threats have been identifed across the different layers of IoT 
networks, there are many possible security threats in each layer of the IoT. All the 
commonly occurring threats to IoT security have been identifed and discussed. 
All these security attacks make the IoT system vulnerable and insecure to use for 
mission-critical applications [36]. 

Proposing different kinds of solutions to overcome these attacks, researchers 
have introduced many. Some have introduced cryptographic techniques to provide 
enhanced encryption, some have introduced malware detections to detect the threats 
earlier, and some have introduced advanced architectures that tighten up security in 
the IoT. But one such solution cannot meet all the security requirements and make an 
IoT system fully secured. Each of them has tradeoffs [37]. 

Similarly, we have suggested many solutions to security threats based on 
advanced technologies like blockchain, machine learning, AI, and edge computing. 
Although they provide security for IoT systems, they also have some drawbacks— 
some security issues and performance issues in the use of edge computing, block-
chain, machine learning. 

The security of blockchain depends on how it is implemented and how the hard-
ware and software are used in that implementation. As the transactions in block-
chain made by users are all public, there is the chance that users’ private data can be 
leaked. Also, with the increase of miners, the size of blockchain also increases, which 
decreases the speed of distribution across the network and increases storage cost. This 
in turn leads to issues such as availability and scalability in blockchain [38]. 

There are many algorithms of machine learning, and it is diffcult to choose a 
suitable one for IoT security. If a wrong algorithm is selected, it may give useless out-
put or at least inaccurate and ineffective output. The success of a solution by machine 
learning depends on such factors, as well as on the diversity of the data selected. 
Also, the historical data might include missing values, ambiguous values, and mean-
ingless data points. A huge amount of data is being created by the IoT systems; 
hence it is diffcult to preprocess and clean that data with accuracy. Many features, 
such as removing redundancies, attributing creation, and linear regression, need to 
be considered in order to use machine learning effectively for IoT security. For edge 
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computing, user privacy and data security are the main issues. The private data of 
a user can be leaked and misused if the home in which IoT devices are deployed is 
subjected to security attacks. Therefore, the user should be aware of measures such 
as securing Wi-Fi connections. Also, the user should own fully the data at the edge 
or have control of data sharing [39]. 

6.5 FUTURE RESEARCH DIRECTIONS 

These are some of the research directions for future. 
The gateways among the layers of an IoT system must be secured, or they provide 

easy entry points that attackers can use to attack the IoT system. End-to-end encryp-
tion might be a more promising solution for securing the data passing via gateways 
than the use of specifc encryption techniques. 

Edge devices in the IoT are the most resource-constrained devices and are hence 
vulnerable to attacks. The studies show that, while little power is needed to imple-
ment suitable security practices for edge nodes, they are still very vulnerable to 
many attacks. 

More reliable and effcient consensus methods could be designed for reaching 
consensus on the devices, along with avoiding the extensive use of computation 
power. The existing algorithms are extremely resource-hungry and are less effcient. 

6.6 CONCLUSION 

IoT is becoming much more popular, and its number of devices is increasing dra-
matically. With the increase of devices, the complexity of IoT systems is increasing 
as well. Since IoT devices are becoming more complex, cheaper, highly distributed, 
and heterogeneous, more security issues are on the rise. In this chapter, various secu-
rity issues and attacks have been identifed at the various layers of an IoT network. 
The issues have been covered related to the application layer, gateways, middleware 
layer, network layer, and sensing layer. Also, the existing solutions to security threats 
of IoT have been discussed, which include blockchain, edge computing, machine 
learning, and AI. Many open issues and future research directions for the security 
enhancement of the IoT have also been discussed. This chapter is expected to serve 
as an important resource for enhancing security in upcoming IoT systems. 
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7.1 INTRODUCTION 

There are numerous different kinds of threats on the web, such as malware and dis-
tributed denial of service assaults. An intrusion detection (IDS) system can defend a 
network against such threats. An IDS system is capable of detecting intrusions, and 
when it does, it issues an alarm. This intrusion detection system for networks exam-
ines all traffc. This might be a challenging undertaking for big data centers [1]. The 
infrastructure of a data center contains a large amount of information. Conventional 
intrusion detection systems cannot flter out every bit of communication. 

Using IP streams to regenerate data packets is one technique to resolve such 
issues. A technology for intrusion detection can monitor every communication if 
IP channels are used. A huge amount of upkeep is needed for intrusion detection 
systems. In addition to being expensive, this is course dependent. Furthermore, the 
digital storage of critical data is growing. These brand-new services may all have 
security issues that allow credentials or other confdential material to be exposed, 
as well as other private information [2]. Due to the potential for such severe conse-
quences, security weaknesses become increasingly signifcant. Confdential infor-
mation leakage is not the only problem; virus protection for a system or network is, 
however, crucial. 

Given that, it is especially crucial to be able to recognize and stop assaults on enter-
prise networks. For this, intrusion detection systems are employed. Administrators 
can be notifed of harmful activity via an intrusion detection system. Most intrusion 
detection systems necessitate a signifcant amount of human upkeep to function well 
[3]. This study examines whether an intrusion detection system can function well 
straight out of the package. Methods for machine learning are used to accomplish 
this. These programs can recognize correlations in data. Methods using machine 
learning appear to have promise for such issues of autonomous intrusion detection. 
This study attempts to show how an intrusion detection system might function well 
right out of the box [4–5]. Machine learning methods are employed to achieve this. 
These are programs that can pick up on correlations and information over time. This 
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appears to be very relevant to intrusion detection; it will also be shown in this study 
that the techniques might or might not be effective. 

7.2 ATTACK CLASSIFICATIONS 

To begin with, separating malevolent activity into internal and outward manifes-
tations is a helpful categorization. Human comprehension is facilitated by this. 
Different categories can be used with the IDS directly. Nonetheless, an administrator 
must be informed of any detections made by the IDS. It is simpler to comprehend a 
dichotomy between criminal attacks on the inside and outside [6]. Individual char-
acteristics help to distinguish each kind of malicious conduct. The ability to modify 
the IDS to improve identifcation requires knowledge of these traits. 

• External Abnormal Behavior: Externally aberrant behavior comprises 
many network assaults of various types. There are several kinds of assaults. 
Physical assaults, memory overfows, distributed denial of service (DDoS), 
brute-force cyber attacks, vulnerability assessment, and man-in-the-middle 
(MITM) attacks are a few of the threats that might be encountered [7]. 

• Internal Abnormal Behavior: Malware is any improper system activity. 
Malware comes in many different varieties and may be divided into four 
different groups: Trojan horses, worms, botnets, and viruses [8]. Actual 
programs referred to as malware infltrate a computer to carry out a cer-
tain function. Which classifcation a malware falls into is determined by 
its purpose. 

• Detection: Just the networks are monitored by NIDS [9], NIDS cannot 
identify every assault. The frst and only assaults that could be identifed 
are those that employ the network. Additionally, fow-based IDSs are lim-
ited to employing only data recorded [10–12]. This signifcantly reduces the 
number of assaults that may be found. Distributed denial of service, vul-
nerability assessments, worms, and botnet assaults can all often be found 
utilizing fow-based intrusion detection network methods [13]. 

7.3 INTRUSION DETECTION SYSTEM 

A device that attempts to ascertain whether a computer is being attacked, in order 
to identify invasions within a system, is known as an intrusion detection system 
(IDS). An IDSs are frequently used. Cyber attacks and anomalies are other names 
for intrusions. An IDS keeps an eye on the system and network activity. IDS can be 
categorized in one important foundation on how they recognize intrusion. 

An intrusion detection system (IDS) is a crucial component of any information 
security program, helping organizations detect and respond to potential security 
breaches. In recent years, IDS has evolved into a more comprehensive security 
tool, integrated with security information and event management (SIEM) solu-
tions [14–15], as shown in Figure 7.1. SIEM is a security solution that provides 
real-time analysis of security alerts generated from network devices and applica-
tions [16, 17]. 
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FIGURE 7.1 Growth of SIEM beyond its initial scope. 

Integrating IDS with SIEM provides organizations with a more robust security 
solution. IDS works by monitoring network traffc and analyzing logs and other sys-
tem data to detect potential threats. SIEM, on the other hand, collects and analyzes 
security alerts generated by various security tools and devices [18]. By combining 
the two technologies, organizations can beneft from a more effcient and compre-
hensive security solution. 

IDS can be integrated with SIEM in two primary ways. The frst is through a stand-
alone IDS solution that can be integrated with SIEM through APIs [19]. The second way 
is through SIEM solutions that offer built-in IDS capabilities. The latter is becoming 
increasingly popular as SIEM vendors recognize the importance of IDS integration. 

The integration of IDS and SIEM brings several benefts to organizations. First, 
it enables organizations to centralize their security monitoring and management, 
making it easier to identify and respond to potential security breaches [20–23]. 
Second, it provides organizations with a more comprehensive view of their secu-
rity posture by enabling them to correlate security alerts generated by different 
security tools and devices [24–25]. Third, it enhances the accuracy of security 
monitoring by reducing false positives and false negatives, thereby improving 
incident response times. 

Several challenges are associated with integrating IDS and SIEM. First, it 
requires a signifcant investment in terms of resources and infrastructure, including 
hardware, software, and personnel [26]. Second, it requires organizations to develop 
and implement robust security policies and procedures to ensure the effectiveness of 
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the integrated solution [27, 28]. Third, it requires organizations to train their security 
personnel on how to use the integrated solution effectively. 

To overcome these challenges, organizations must carefully evaluate their secu-
rity needs and develop a comprehensive security strategy that takes into account 
their unique security requirements. This includes conducting a thorough risk assess-
ment, identifying potential threats, and developing appropriate security controls and 
measures. 

In conclusion, IDS and SIEM are two critical components of any effective infor-
mation security program. By integrating IDS with SIEM, organizations can beneft 
from a more effcient and comprehensive security solution. While several challenges 
are associated with IDS-SIEM integration, organizations can overcome them by 
carefully evaluating their security needs and developing a comprehensive security 
strategy that takes into account their unique security requirements [29]. Overall, the 
integration of IDS and SIEM is an essential step toward enhancing an organization’s 
security posture and improving incident response times. 

• Host-Based Intrusion Detection System: Technologies that examine the 
machine they are placed in or are physically attached to are called host-
based intrusion detection solutions [30]. Administrators can keep track of 
the system’s status using audit trails or by keeping an eye on program exe-
cution, among other things. Intrusion detection systems can be constrained 
by audit trails because of how extensively they depend on them [31]. The 
total quantity of audit logs may also be a problem [32]. Every observed log 
has to be processed, which implies that if HIDS is placed inside, it might 
signifcantly affect the client operation of the system. 

A further drawback is that every weakness that results in an alteration 
in the audit reports also affects the HIDS’s trustworthiness. The HIDS is 
unable to view and identify what occurred if an auditing record is altered. 

• Network-Based Intrusion Detection System: Internet intrusion detection 
systems are installed at specifc locations inside an infrastructure to watch 
over traffc to and from interfaces. These function by employing the same 
theory as wiretapping. Hackers “tap” into a connection and monitor every 
bit of conversation [33]. Although the threat is lessened, the intrusive party 
might attempt to reduce his system functions. NIDS are independent of 
the OS they use to track network activity [34]. To assess whether the infor-
mation is malignant, the computer can analyze traffc using several meth-
ods. The network data may be analyzed in two distinct methods. Every full 
packet, such as fags and contents, is used in packet-based assessment [35– 
37]. Packet-based intrusion detection and prevention is a type of system for 
intrusion detection that uses packet-based analyses. The fact that a variety 
of information is available for this kind of study is advantageous. To detect 
whether such a transmission is malevolent and should be either accepted or 
rejected, every individual byte in the payload might be examined. Instead 
of using system EM, the fow-based statement makes use of generalized 
data collected about real networks. A fow-based network intrusion detec-
tion system uses fow-based analysis to identify intrusions [38]. This fow 
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is determined as a solitary link between both the hosts and maybe another 
piece of equipment. 

• Intrusion Prevention System: An intrusion detection system with the 
capacity to stop intrusions is known as an intrusion prevention system (IPS/ 
IDPS) [39]. Although it is preferable, an IDS doesn’t necessarily have to be 
capable of recognizing intrusions as they are taking place. Because an IPS 
must be capable of preventing accidents from occurring, it must also be 
capable of detecting them in legitimately preventative measures given that 
the network cyber attack might include cutting off the link, restricting an IP 
address, or restricting the transmission rate. 

Some techniques used to identify such cyber attacks may well be signif-
cantly impacted by the requirement that assaults be recognized instanta-
neously. For instance, an IDS may provide an alarm even if it is unsure that 
the occurrence for which it is issuing the warning is indeed an abnormality. 
Before acting, an IPS must be confdent about the situation. If not, the IPS 
could take steps that the company using the IPS doesn’t desire [40]. 

• Detection: There are several ways to identify breaches. Some of the tech-
niques are anomaly based and signature based. 

Algorithms that rely on signatures verify asserted signatures against 
a collection of known signatures [41, 42]. Transformed elements from a 
packet or stream data are put together just to form a signature. An inbound 
stream or packet is marked as malevolent if its signature matched one in 
the database. Since signature-based approaches simply attempt to corre-
late entering signatures to attack patterns in the database, they have little 
cost in terms of calculation and preprocessing. Since all it does is analyze 
signatures, network deployment is simple. The system is not required to 
become familiar with how network traffc appears. Techniques that rely 
on signatures are highly successful against well-known cyber attacks [43]. 
Without updating the databases with current signatures, it is impossible to 
identify emerging risks. 

Taking appropriate anomaly-based approaches, also known as behavior-based tech-
niques, can predict the behavior of network activity. A warning is given and the 
incoming packet is tagged as malevolent when it differs from such a model. Since 
these approaches employ a statistical method of typical behavior, they ought to be 
able to spot any anomalies in this pattern. As a consequence, new cyber attacks that 
go too far from customary behavior are also discovered. 

It is impossible to install the system onto an infrastructure and expect it to 
function because a simulation of the network activity must be constructed [44]. 
The system must become familiar with the behavior of the network activity, as 
shown in Figure 7.2. When training data contains errors, including such misclas-
sifcations, issues might occur, including the generation of several false positive 
notifcations. 

As like an anomaly-based approach, machine learning techniques can be applied. 
Methods utilizing machine learning do have the ability to extract information from 
data and determine whether fresh data is malignant [45]. 
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FIGURE 7.2 Security needs a big data platform separate from traditional SIEM to correlate 
security events in IDS. 

7.4 MACHINE LEARNING 

Computer science is the discipline of machine learning. This is a part of artifcial 
intelligence that enables computer systems to discover patterns within information. 
Programs that really can draw from information and make forecasts about it are 
investigated by machine learning [46]. Such methods are termed machine learning 
procedures. To use data to create projections, a machine learning system must frst 
train. The program must be taught by being exposed to numerous data samples and 
the appropriate projections for each case. 

The method must be deployed anywhere from a few thousand to around a hundred 
thousand instances. Once algorithms for machine learning have gained information 
from the data, it may be applied to certain other information to make forecasts. For 
instance, machine learning could be applied to monitor a hospital patient’s pulse 
rate [47]. The patient’s heartbeat and the timestamp are displayed in the machine-
learning model during the training phase. That machine learning system can fore-
cast the patient’s expected heartbeat depending on the present time once learning 
is complete. Contrasting the anticipated heartbeat with the actual pulse rate, this 
Medical Interoperability Gateway (MIG) is used to evaluate whether the patient’s 
heartbeat is healthy. 

• Evaluating ML for an IDS: The F-score can be combined with the machine 
learning system to gauge accomplishment [48]. This, though, is insuffcient 
for systems for intrusion detection all on their own. The F-scores for accu-
racy and recall are equally important. While analyzing intrusion detection 
systems, this isn’t always the situation. When a study population is labeled as 
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an intrusion even if it is truly normal, this is known as just a false positive. 
Whenever a study population is truly an intrusion and yet is categorized as 
normal, this is known as a false negative [49, 50]. False negatives are undesir-
able since they indicate that an intrusion went undetected. But the majority 
of intrusion detection systems are employed in a tiered manner. This implies 
that yet another layer may identify an intrusion if the frst layer misses it. 

The tiered strategy can provide quite different results. Its primary layer 
attempts to identify as many anomalies as it can (while having a poor recall) 
before forwarding the information about which incidents have been found 
to further levels. This strategy indicates that a poor recall is acceptable. 
Depending on how the IDS will be utilized, a machine-learning-based 
scoring system is employed. 

• Using ML for IDS: Whether or not information can be utilized in such a 
machine-learning system, it must frst be evaluated. This implies that char-
acteristics must be picked. Some characteristics can be discovered quickly, 
while others must be discovered via testing and experimentation. Utilizing 
every element of a dataset doesn’t ensure the IDS will perform at its maxi-
mum, as depicted in Figure 7.3 system’s processing cost and false alarm rate 
could both go up as a result [51]. This is because some traits are redundant 
or aren’t necessary to distinguish among various classes. 

FIGURE 7.3 Big data at the core of anomaly detection. 
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7.5 IMPLEMENTATION 

• Technology Stack: Scikit-learn, a powerful machine learning toolkit for 
Python, is a frequently used major package. It is based on Matplotlib, SciPy, 
and NumPy [52]. Again, with a BSD license, it is additionally open source 
and used for commercial purposes. This toolkit was picked because it pro-
vides instructions for the most crucial procedures. Additionally, Scikit-
learn includes many tools for visualizing machine learning algorithms, 
including a graph that displays the learning curve. These could be effective 
techniques for assessing how well machine learning algorithms function. It 
also offers techniques to determine the F-score. This is advantageous since 
it reduces the likelihood that F-score calculation errors will occur [53]. 

• Program Execution: There are several stages in system implementation. 
The program’s components are defned in a Jupyter Notebook. This includes 
the information that will be utilized in training, verifcation, machine learn-
ing algorithms, etc. 

The software may begin the training phase after it has acquired the con-
fguration fle. The defned algorithm is utilized and trained to use the pro-
vided data in this step. The forecasting phase then begins. This stage makes 
use of the prediction data and compiles all the fndings [54]. Those various 
phases are refected in the project’s and the components’ structures. 

• Structure: Modularity is included in the system. The machine learning 
method is the initial one. All machine learning techniques are included 
in this section. There is an attribute module as well. The methods that can 
be utilized to extract features from streams are contained in this section, 
as shown in Figure 7.4. All the modules needed to import the information 
from the various datasets are contained in a loading module [55]. 

The many classes in use for training are included in a training module. 
Those classes provide the information for the algorithm for machine learn-
ing via a loaders class. They specify which information should be utilized, 
such as excluding normal behavior and utilizing only deviant behavior. 

There’s a fndings section at the end. This section must log or visually 
represent all of the results from machine-learning algorithms. 

• Datasets: UNSW-NB 15 datasets are used to evaluate the techniques and 
their implementations. Various aspects of such machine learning algorithms 
are tested with this database. To start learning, a portion of a dataset must be 
selected and fed into the machine learning methods. The algorithm is then 
evaluated using the procedure and a different sample of the exact dataset. 

The methods are evaluated utilizing datasets from the actual world. The 
methods were fnally evaluated utilizing unlabeled, unprocessed actual 
information in the fourth stage. This guarantees that perhaps the algorithm 
works effectively with raw, actual statistics. The machine learning methods 
have indeed been put to the test using various datasets. 

The UNSW-NB15 dataset is a network traffc dataset that is widely 
used for intrusion detection system (IDS) evaluation. Created by the Cyber 
Range Lab at the University of New South Wales (UNSW), Australia, 
this dataset includes normal traffc and various types of attacks such as 



 

 

 

128 Cyber Security for Next-Generation Computing Technologies 

FIGURE 7.4 Security data platform’s holistic view. 

denial-of-service (DoS), port scanning, and data exfltration. The dataset 
contains a total of 2.5 million network fows, captured over nine hours, 
using a custom-built network sensor, as shown in Figure 7.5. The dataset is 
available in both raw and preprocessed formats and includes features such 
as packet headers, fow statistics, and payload data. Due to its realistic and 
diverse nature, the UNSW-NB15 dataset is frequently used as a benchmark 
dataset in academic research and industry evaluations of IDS and machine-
learning-based intrusion detection systems (ML-IDS). 

• Algorithm Selection: An intrusion detection system (IDS) is a security 
solution that monitors and analyzes network traffc and system activity to 
identify potential security threats or malicious activities [56]. IDSs can 
be either signature based, where they compare observed events with pre-
defned patterns, or behavior based, where they compare observed events 
with established normal behaviors. The selection of the algorithm used in 
an IDS depends on various factors such as the nature of the network, the 
type of threats, and the computational resources available [57]. 

One of the most widely used algorithms for IDS is the rule-based system, 
which is a signature-based approach. In this approach, the IDS searches 
for predefned patterns or rules in network traffc to identify known attacks 
[58]. This method is often used in combination with machine learning 
algorithms, which allow for the automated learning of patterns and behav-
iors. However, the rule-based system can be less effective against new or 
unknown attacks, which may not match the predefned rules. 
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FIGURE 7.5 Dataset classifed by attack category. 

Another approach to IDS is anomaly-based detection, which compares 
the observed behavior of network traffc against an established normal 
behavior. This approach can be more effective at identifying unknown 
attacks or deviations from normal behavior, but it can also result in more 
false positives [59]. To address this issue, anomaly-based detection algo-
rithms often employ statistical or machine learning techniques to refne the 
detection of anomalies. 

Machine learning algorithms have gained popularity in IDS due to 
their ability to automatically learn and adapt to new threats. These algo-
rithms can be either supervised, where they are trained on labeled data-
sets, or unsupervised, where they are trained on unlabeled datasets [60]. 
Supervised machine learning algorithms, such as decision trees, support 
vector machines (SVMs), and neural networks, can be used to classify net-
work traffc as normal or malicious based on previously labeled data [61]. 
Unsupervised machine learning algorithms, such as clustering and associa-
tion rule mining, can be used to detect abnormal behavior or new attacks 
that do not match preexisting patterns. 

Deep learning algorithms, a subset of machine learning, have also 
been used in IDS to analyze large datasets and detect complex attacks. 
Convolutional neural networks (CNNs) and recurrent neural networks 
(RNNs) are two popular deep learning techniques used in IDS [62]. CNNs 
are particularly effective at analyzing packet headers, while RNNs can be 
used to analyze temporal data, such as system logs. 

In summary, the selection of an algorithm for IDS depends on various 
factors, such as the type of network, the nature of the threats, and available 
computational resources. A combination of different techniques, such as 
rule-based and machine-learning-based approaches, may be necessary to 
provide comprehensive coverage against a wide range of threats. Ultimately, 
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the choice of algorithm will depend on the specifc needs and objectives of 
the organization deploying the IDS. 

• Unsupervised Learning: Unsupervised learning is a type of machine 
learning that involves analyzing data without any prior knowledge of 
the expected outcomes or labels. In an intrusion detection system (IDS), 
unsupervised learning algorithms can be used to detect unknown or novel 
attacks that may not match preexisting patterns or signatures [63–65]. In 
this approach, the IDS identifes anomalies or deviations from normal 
behavior in the network traffc, which may indicate potential security 
threats or malicious activity. 

One common unsupervised learning technique used in IDS is clustering, 
which involves grouping similar data points based on their characteristics. 
Clustering can be used to identify groups of network traffc that are similar 
in behavior or to detect new types of traffc that do not match existing pat-
terns [66]. One example of a clustering algorithm used in IDS is K-means 
clustering, which partitions the data into K clusters based on the distance 
between data points. 

Another unsupervised learning technique used in IDS is association rule 
mining, which involves discovering interesting relationships or patterns 
in the data. Association rule mining can be used to identify sequences of 
events or activities that are associated with malicious behavior [67]. For 
example, if an attacker is attempting to exfltrate data from a system, asso-
ciation rule mining may detect a pattern of high outbound traffc to an unfa-
miliar destination. 

Principal component analysis (PCA) is another unsupervised learning 
technique that can be used in IDS. PCA involves reducing the dimensionality 
of the data by identifying the most important features or variables that explain 
the majority of the variance in the data [68]. This can be useful for identifying 
patterns or anomalies in the data that may not be immediately apparent in the 
original data. For example, PCA can be used to identify unusual patterns in 
network traffc, such as unusual data transfer rates or packet sizes. 

One challenge of unsupervised learning in IDS is the issue of false posi-
tives, which can occur when the algorithm identifes normal behavior as 
anomalous or malicious [69]. This can be especially problematic in unsu-
pervised learning, where there is no prior knowledge of the expected out-
comes or labels. To address this issue, unsupervised learning algorithms 
often require a human expert to review and validate the results. 

Another challenge of unsupervised learning in IDS is the computational 
complexity of the algorithms, which can be resource intensive and may 
require specialized hardware or software [70]. This can make unsupervised 
learning approaches less practical for real-time or high-performance IDS. 

In conclusion, unsupervised learning algorithms can be a valuable tool 
in an intrusion detection system for detecting unknown or novel attacks. 
Clustering, association rule mining, and PCA are common unsupervised 
learning techniques used in IDS [71]. However, the issue of false positives 
and computational complexity should be considered when selecting and 
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deploying unsupervised learning algorithms in an IDS. A combination of 
supervised and unsupervised learning approaches may be necessary to pro-
vide comprehensive coverage against a wide range of threats. 

• Supervised Learning: Supervised learning is a popular approach used in 
intrusion detection systems (IDS) to classify network traffc as normal or 
malicious based on previously labeled data. This approach involves train-
ing a machine learning model on a dataset of labeled examples, where each 
example is labeled as either normal or malicious. Once the model is trained, 
it can be used to classify new instances of network traffc as either normal 
or malicious. 

One commonly used supervised learning algorithm in IDS is the deci-
sion tree. A decision tree is a model that predicts the class of an instance 
by recursively splitting the data into smaller subsets based on the values of 
different features [72]. The tree is constructed based on the most informa-
tive features that have the greatest impact on the classifcation task. Once 
the tree is constructed, it can be used to classify new instances of network 
traffc based on their feature values. 

Another popular supervised learning algorithm used in IDS is the sup-
port vector machine (SVM) [73]. SVMs are a type of binary classifer that 
separates data into two classes based on a hyperplane that maximizes the 
margin between the classes. The SVM algorithm attempts to fnd the opti-
mal hyperplane that separates the classes and minimizes classifcation 
errors. SVMs are particularly effective in high-dimensional spaces and can 
handle both linear and nonlinear data. 

Artifcial neural networks (ANNs) are also commonly used in supervised 
learning for IDS. ANNs are a set of interconnected nodes that can be used 
to model complex functions [74]. These networks consist of input, hidden, 
and output layers, where each node in the input layer represents a feature of 
the data, each node in the hidden layer performs a mathematical operation 
on the input data, and each node in the output layer represents the fnal clas-
sifcation decision. ANNs can be trained using a backpropagation algorithm, 
which adjusts the weights between nodes to minimize classifcation errors. 

One important consideration when using supervised learning in IDS is 
the availability and quality of labeled data. Labeled data is often scarce 
and may not represent the full range of malicious activity that an IDS may 
encounter [75]. Furthermore, malicious attackers may change their tactics 
and strategies over time, making it diffcult to keep labeled datasets up-
to-date. To address these challenges, researchers have developed various 
techniques for generating synthetic data and adapting models to evolving 
threats. 

Another challenge of supervised learning in IDS is the risk of overft-
ting. Overftting occurs when a model is trained on a limited set of data and 
becomes too specialized to that data, resulting in poor performance on new 
data. Regularization techniques, such as L1 and L2 regularization, can be 
used to prevent overftting by adding a penalty term to the loss function that 
encourages simpler models [76]. 
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In summary, supervised learning is a powerful approach to intrusion detection 
that can be used to classify network traffc as normal or malicious based on labeled 
examples. Decision trees, SVMs, and ANNs are popular algorithms used in super-
vised learning for IDS. However, the availability and quality of labeled data and the 
risk of overftting are important considerations when using this approach. 

7.6 LITERATURE REVIEW 

Intrusion detection systems (IDSs) have become an essential component of network 
security. IDSs are designed to detect and respond to malicious activities in computer 
systems and networks. There are two types of IDSs: signature-based and anomaly-
based. Signature-based IDSs detect known attacks by comparing network traffc 
against a database of attack signatures, while anomaly-based IDSs detect unknown 
attacks by detecting deviations from normal network behavior [77]. 

In recent years, research has focused on enhancing the accuracy and effciency of 
IDSs through the use of machine learning (ML) techniques. ML-IDSs are capable of 
learning and adapting to new threats without the need for manual signature updates. 
Researchers have employed a wide range of ML algorithms, including decision trees, 
neural networks, support vector machines, and ensemble methods, to improve the 
accuracy and effciency of IDSs. 

Several studies have evaluated the effectiveness of ML-IDSs using the 
UNSW-NB15 dataset. For instance, Liu et al. (2020) proposed a deep neural-network-
based IDS that achieved an accuracy of 99.7% and an F1-score of 0.997. The study 
by Lazcano et al. (2018) used a hybrid IDS based on a random forest algorithm and 
achieved an accuracy of 99.1% and an F1-score of 0.989. 

In addition to ML techniques, researchers have also explored the use of other 
methods to improve IDS performance. For instance, several studies have focused 
on feature selection techniques to reduce the dimensionality of data and improve 
the accuracy of IDSs. Liu et al. (2019) used a feature selection method based on the 
Relief algorithm and achieved an accuracy of 99.4% and an F1-score of 0.994 [78]. 

Furthermore, the use of deep learning techniques, such as convolutional neural 
networks (CNNs) and recurrent neural networks (RNNs), has also gained popularity 
in IDS research. These techniques have been shown to effectively capture temporal 
and spatial features in network traffc data. For instance, Haddouti et al. (2020) pro-
posed a CNN-based IDS that achieved an accuracy of 99.1% and an F1-score of 0.99, 
while Huang et al. (2021) proposed an RNN-based IDS that achieved an accuracy of 
98.9% and an F1-score of 0.986. 

Another area of IDS research is the use of ensemble methods, which combine 
multiple IDSs to improve the accuracy and robustness of the system. For instance, 
Liu et al. (2018) proposed an ensemble IDS that combined a decision-tree-based 
IDS and a random-forest-based IDS, achieving an accuracy of 99.5% and an 
F1-score of 0.995. 

Despite the progress made in IDS research, challenges still need to be addressed. 
For instance, the lack of labeled data is a major challenge in IDS research. Collecting 
and labeling large amounts of data is time-consuming and costly, making it diffcult 
to develop and evaluate IDSs. Moreover, IDSs are prone to false positives and false 
negatives, which can affect the performance of the system. 
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In conclusion, IDSs are critical for network security, and ML techniques have 
shown promise in improving the accuracy and effciency of IDSs. Researchers 
have employed a wide range of ML algorithms, feature selection techniques, and 
deep learning techniques to enhance IDS performance. Further research is needed 
to address the challenges of IDS development and evaluation, such as the lack of 
labeled data and the issue of false positives and false negatives. 

7.7 IDS IN CLOUD COMPUTING ENVIRONMENTS 

Intrusion detection systems (IDSs) are critical for securing cloud computing envi-
ronments due to the multi-tenant nature of the cloud and the potential for the lateral 
movement of attackers within the cloud. IDSs in cloud computing environments need 
to handle large volumes of network traffc and be able to detect both external and 
internal threats. Moreover, IDSs in the cloud need to be able to handle the dynamic 
nature of cloud computing environments, including auto-scaling, workload migra-
tion, and network virtualization. Research has focused on developing IDSs that are 
specifcally designed for cloud computing environments, including IDSs that use 
virtualization-aware techniques and machine learning algorithms to improve detec-
tion accuracy and effciency [79]. 

Here are fve popular vendors of cloud-based intrusion detection systems (IDSs): 

1. Alert Logic: Alert Logic is a provider of security-as-a-service solutions, 
including cloud-based IDS. Their IDS offering, Threat Manager, is designed 
to detect threats across cloud and hybrid environments. 

2. Trend Micro: Trend Micro offers a range of cloud security solutions, 
including their Cloud One–Workload Security platform, which includes 
IDS capabilities to protect against threats in cloud environments. 

3. Cisco: Cisco offers a cloud-based IDS solution called Stealthwatch Cloud 
that uses machine learning and behavior analytics to detect and respond to 
threats in the cloud. 

4. McAfee: McAfee’s Cloud Workload Security platform includes IDS capa-
bilities to help detect and prevent attacks on cloud workloads, using a com-
bination of signature-based and behavior-based techniques. 

5. Palo Alto Networks: Palo Alto Networks offers a cloud-based IDS solution 
called Prisma Cloud IDS that uses AI-powered threat detection to identify 
and respond to security threats in cloud environments. 

7.8 IDS IN INDUSTRIAL CONTROL SYSTEMS 

Here are fve popular vendors of intrusion detection systems (IDS) for industrial 
control systems (ICS) [80]: 

1. Darktrace: Darktrace offers an AI-based IDS solution specifcally 
designed for ICS environments, called Industrial Immune System. This 
system uses machine learning algorithms to detect and respond to cyber 
threats in real time. 
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2. Dragos: Dragos specializes in providing cyber security solutions for ICS 
environments, including their Dragos Platform, which includes IDS capa-
bilities for detecting and responding to cyber attacks in real time. 

3. Nozomi Networks: Nozomi Networks provides a range of cyber security solu-
tions for ICS environments, including their Guardian solution, which includes 
IDS capabilities for detecting and responding to cyber threats in real time. 

4. FireEye: FireEye offers a range of cyber security solutions, including their 
Helix platform, which includes IDS capabilities specifcally designed for 
ICS environments. 

5. SecurityMatters: SecurityMatters provides a range of cyber security solutions 
for ICS environments, including their SilentDefense platform which includes 
IDS capabilities for detecting and responding to cyber threats in real time. 

7.9 CHALLENGES IN IDS DEVELOPMENT AND EVALUATION 

The development and evaluation of intrusion detection systems (IDS) face several 
challenges that need to be overcome to ensure effective and reliable security. Here 
are some of the key challenges [81]: 

• Data Quality: IDSs rely on high-quality data to effectively detect and 
respond to cyber threats. However, data quality can be affected by various 
factors, including data incompleteness, inconsistency, and ambiguity. This 
can impact the accuracy of IDSs, as they may fail to detect threats or may 
generate false positives. 

• Data Volume: The volume of data generated in modern networks is often 
very large, and IDSs need to be able to handle this volume to effectively 
detect threats. This can require signifcant processing power, storage, and 
network bandwidth, which can be challenging to manage. 

• Diversity of Threats: Cyber threats are constantly evolving and becom-
ing more sophisticated, and IDSs need to be able to detect a wide range of 
threats, including previously unseen or zero-day attacks. This can require 
the use of advanced detection techniques and ongoing updates to the IDSs 
to keep up with new threats. 

• False Positives: IDSs can generate false positives, which can lead to unnec-
essary alerts and wasted resources. False positives can be caused by a range 
of factors, including data quality issues and limitations in the IDS algo-
rithms. Minimizing false positives is essential for effective IDS operation. 

• Integration with Other Security Solutions: IDSs need to be able to inte-
grate with other security solutions, including frewalls, antivirus software, 
and security information and event management (SIEM) systems. This can 
be challenging due to differences in technology and data formats and can 
impact the effectiveness of the overall security infrastructure. 

• Cost and Complexity: IDSs can be costly to implement and maintain, par-
ticularly for organizations with limited resources. In addition, IDSs can be 
complex to manage, requiring specialized skills and knowledge to operate 
effectively. 
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To address these challenges, researchers and practitioners are exploring various solutions. 
For example, advances in machine learning and artifcial intelligence are being used to 
improve IDS accuracy and reduce false positives. Cloud-based IDSs are also becoming 
more common, offering more scalable and cost-effective solutions. The development of 
standardized evaluation metrics and datasets can also help ensure a more accurate and 
reliable evaluation of IDSs. Finally, a collaboration between different security vendors 
and industry groups can help improve the integration of IDSs with other security solu-
tions and address issues related to data quality and the diversity of threats. 

7.10 FUTURE DIRECTIONS IN IDS RESEARCH 

Intrusion detection systems (IDS) research has made signifcant progress in recent 
years, but there are still many challenges and opportunities for further development. 
Here are some future directions in IDS research: 

• Machine Learning and Artifcial Intelligence: Machine learning and 
artifcial intelligence have the potential to signifcantly improve IDS accu-
racy and to reduce false positives. Research in this area is focused on 
developing new algorithms that can effectively detect and respond to cyber 
threats in real time. 

• Big Data Analytics: With the increasing volume of data generated in modern 
networks, big data analytics is becoming an important area of IDS research. 
Research is focused on developing new techniques for processing, analyz-
ing, and visualizing large-scale network data to improve IDS effectiveness. 

• Cloud-Based IDS: Cloud-based IDSs are becoming more popular due 
to their scalability, cost-effectiveness, and ease of deployment. Future 
research is focused on improving the performance and reliability of cloud-
based IDSs and developing new models for IDS as a service. 

• IoT and Mobile IDS: The growing use of IoT devices and mobile devices 
presents new challenges for IDSs, including the need to handle large vol-
umes of data and to support real-time detection and response. Future 
research is focused on developing new IDS techniques and models that can 
effectively detect and respond to threats in these environments. 

• Automated Response: Automated response systems can help reduce the 
time to detect and respond to cyber threats, and can improve overall secu-
rity posture. Future research is focused on developing new models and tech-
niques for automated response and integrating these systems with IDSs to 
create more effective security solutions. 

• Adversarial Machine Learning: Adversarial machine learning techniques 
can be used to generate attacks that are specifcally designed to evade IDSs. 
Future research is focused on developing new IDS models and techniques 
that can effectively detect and respond to these types of attacks. 

• Blockchain-Based IDS: Blockchain technology has the potential to create 
more secure and decentralized IDSs. Future research is focused on develop-
ing new models and techniques for blockchain-based IDSs that can effec-
tively detect and respond to cyber threats. 
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7.11 CONCLUSION 

Intrusion detection systems (IDSs) play a critical role in modern cyber security, help-
ing organizations detect and respond to cyber threats in real time. IDSs are con-
stantly evolving to keep up with new and emerging threats and to provide more 
accurate and effective detection and response capabilities. 

Recent advances in machine learning, big data analytics, cloud computing, and other 
technologies have signifcantly improved IDS effectiveness and scalability. However, 
there are still many challenges and opportunities for further research and development. 

Future research in IDS is focused on developing more accurate, effective, and 
scalable systems that can effectively detect and respond to cyber threats in real time 
and that can be integrated with other security solutions to create more comprehen-
sive security infrastructures. Advancements in machine learning, big data analytics, 
cloud computing, IoT, and blockchain are expected to play a signifcant role in shap-
ing the future of IDS research and development. 

Overall, IDSs are a critical component of modern cyber security, helping organi-
zations protect their networks, data, and assets from cyber threats. As threats con-
tinue to evolve, IDSs will continue to evolve, helping organizations stay ahead of the 
curve and maintain effective security postures. 
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8.1 INTRODUCTION 

The Internet of Things (IoT) is a network of devices that communicates over the 
Internet and distributes information among themselves and the external environ-
ment. The term IoT was frst used by Kevin Ashton in 1998 when he mentioned that 
the IoT has the potential to change the entire world. It has improved people’s life-
style by adding intelligent systems to our environments. Evolution in IoT has added 
billions of IoT devices to the Internet. Its applications have progressed in diverse 
streams including ftness, health, automation, and smart societies [1]. With IoT tech-
nologies, cities have become more effcient. Traffc is managed smartly using sen-
sors. Smart parking has saved fuel and time for drivers by providing data on available 
slots. Smart waste management, street lights, water supply, environment, etc. have 
effectively enhanced the lifestyle of citizens. Smart farming has helped thousands 
of farmers in managing the requirements of water, fertilizer, and manure for plants. 
The quality of human life has improved too with effective healthcare systems that 
monitor the patient’s health and track changes [2]. 

Increasing demand for devices has provided space for various attacks from 
worms, viruses, Trojan horses, malware, etc. [3]. With time, devices have become 
more vulnerable to security attacks. Commonly encountered attack includes DoS 
and DDoS. A denial-of-service (DoS) attack tends to shut down network resources 
for the host [4]. In a distributed denial-of-service (DDoS) attack, the attacker utilizes 
resources from multiple locations to affect the network. According to a Cisco white 
paper, DDoS attacks will reach total 15 million by 2023, compared to 7 million in 
2018 [5]. IoT botnets have posed a great danger to IoT devices. The most common 
examples of botnets include Linux/Hydra, Psyb0t, Linuz Darlloz, Spike (Dofoo), 
BASHLITE, Mirai, etc. [6]. Other types of attacks include brute force attacks, roll-
ing code attacks, BlueBorne attacks, Sybil attacks, and buffer overfow attacks, all 
of which affect IoT components. Sybil attacks use fabricated devices to hinder the 
performance of network devices and create traffc junctions [7]. The BlueBorne 
virus attacks the device via Bluetooth and involves no human interaction [8]. List of 
attacks keeps on increasing with the addition of devices on Internet. 
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Ultimately these consequences of cyber attacks have led to the major development 
of intrusion detection system (IDS) and intrusion prevention system (IPS). An IDS 
provides extensive surveillance, which detects unusual or malicious traffc entering 
the network [9]. Three basic genres of IDS are: 

1. Signature-based IDS. 
2. Anomaly-based IDS. 
3. Hybrid-based IDS. 

A signature-based IDS consists of existing patterns of malicious codes that are uti-
lized in identifying attacks. This IDS is easy to use. An anomaly-based IDS com-
pares data patterns with already created data of normal behavior of packets to detect 
abnormality [10]. A hybrid-based IDS is the union of both of the later types; hence 
it lowers the error rate. It can detect multiple categories of attacks from a variety 
of reckoning environments. An overview of signature-based intrusion detection is 
shown in Figure 8.1. 

Signature-based ID systems depend on previously defned attacks and is bet-
ter than anomaly-based in certain ways. It is simple and operates online in real 
time [11]. It observes certain patterns and events and matches them with signatures 

FIGURE 8.1 Overview of signature-based IDS. 
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of attacks on a predefned list of known indicators of compromise (IOCs). Eighty 
percent of incidents in any cyber physical system are easily marked and detected 
using signature-based methodologies [12]. 

8.2 LITERATURE STUDY 

This section discusses the recent work performed to extract limitations related to 
intrusion detection systems using various techniques. 

Intrusion detection systems functions on a certain algorithm. There has been 
plenty of work related to various IDSs previously, which has helped in delivering 
important outcomes. To identify selective forwarding black hole attacks, Hidoussi 
et al. [13] presented a signature-based IDS. It was meant for wireless sensor networks 
(WSNs) that are cluster based. Another signature-based IDS was proposed by Patel 
SK et al. [14] to identify port scan attacks via (EPSDR), which is port scan detection 
rule. Mehare et al. [15] designed an IoT-based IDS that depended on the location and 
neighborhood information of the nodes that were attacked. This paper covered only 
the DoS attack and did not evaluate the proposed model in the paper. Krimmling et 
al. [16] suggested a signature-based IDS that worked on ML algorithms. The system 
uses a lightweight algorithm and is applied to CoAP applications. Liu et al. [17] 
established an artifcial immune IDS for an IoT environment. The IDS could learn 
new attacks, which are based on ML and signature-based models. 

A unifed intrusion detection system (UIDS) was suggested by Kumar et al. [18] for 
IoT-based networks. The model was analyzed on the upgraded dataset UNSW-NB15. 
An analysis of the UNSW-NB15 [19] dataset was directed by Moustafa et al. [14]. 
They compared the operation of this dataset with KDD99 [20] using machine learn-
ing. Koroniotis et al. [21] also conducted an analysis of various ML techniques using 
the UNSW-NB15 dataset to check how it detects intrusions in the network. Garcia-
Font et al. [22] suggested an IDS for wireless sensor networks (WSNs) using a signa-
ture-based approach and ML techniques. They improved the detection rate and FPR 
by using a signature and anomaly-based detection engines. The main goal of the 
system is to identify malicious codes in WSNs in various smart city environments 
and was also applicable to large city environments. 

Various types of IDSs have certain limitations. Anomaly-based IDSs depend on 
the statistical features of normal traffc and can identify unknown attacks. Major 
issues encountered by these systems are the high false-positive ratio when it comes 
to unpredictable traffc [23]. It also causes problems while processing and analyzing 
big data [24]. Utilization of outdated datasets has also caused hindrances in evaluat-
ing the performance of IDS [25]. Labeling of datasets is another hurdle faced if it is 
not done rightly. The correct labeling of datasets makes the IDS reliable by defning 
all attacks [26]. Moreover, labeling improves the accuracy of detection by making 
use of supervised learning algorithms [27]. 

Signature-based IDS also encounters problems in detecting polymorphic 
worms and metamorphic malware due to the rewriting process in every iteration. 
Polymorphic worms are the greatest challenge for signatures-based IDS as they 
modify and replicate themselves to fool the system. However, Y-Tang and S. Chen 
proposed an intrusion detection system that could detect polymorphic worms via 
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position-aware distribution signatures. (PADS) [24]. A signature-based IDS detects 
already known attacks through a database of patterns [28]. Some of its disadvantages 
include false alarms, overloading of network packets, and high cost of signature 
matching [29]. Memory constraints also pose some disadvantages to the signature-
based system by making it less performant due to the storage of huge databases [30]. 
Pattern databases in a signature-based IDS need to be consistently changed. These 
IDSs detect intrusions based on previous knowledge. Table 8.1 shows the limitations 
of various types of IDSs. 

TABLE 8.1 
Limitations of IDSs 

Refere­
nce 

Type of 
IDS 

Technique 
Used 

Behavior 

[31] Signature-
based 

Pattern 
matching 
approach 

Depends on 
preexisting 
patterns of 
malicious codes. 

[32] Anomaly-
based 

Machine 
learning 

Compares normal 
traffc with 
current incoming 
data packets. 

[33] Anomaly-
based 

Machine 
learning 

The IDS captures 
human activity or 
inactivity through 
IoT device 
sensors placed in 
the simulated 
smart 
environment. 

[34] Hybrid-
based 

DT, SVM 
algorithms 

The ensemble 
approach gave 
better results. 

Description Limitations 

Proposed a pattern- Does not allow 
matching IDS for fnding 
embedded security higher-order 
systems. It uses an pattern 
auxiliary skipping (AS) malware. 
algorithm, which helps 
in reducing the number 
of matching operations. 
This IDS applies to 
smart objects that have 
confned memory size. 

IDS uses a mathematical Takes long time 
algorithm to train itself in training data 
on normal dataset. It and identifes 
learns characteristics threats from 
and then detects the alerts. 
malicious codes. 

This IDS uses machine Vague warning 
learning technique that leads to the 
is based on an artifcial provision of 
immune system. It is a unclear 
behavior modeling IDS information to 
that decides whether the 
the behavior is administrator. 
acceptable or not. 

This work presented the SVM does not 
use of machine learning satisfy in the 
through decision tree case of larger 
(DT) and support datasets. 
vector machine (SVM) 
techniques for effcient 
IDS. 
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TABLE 8.1 (Continued) 
Limitations of IDSs 

Refere­ Type of Technique 
nce IDS Used 

[35] Hybrid- Deep neural 
based network 

(DNN) 

[36] Anomaly- Naïve Bayes 
based (NB) 

[37] Hybrid- Convolutional 
based neural 

network 
(CNN) 

[38] Signature- Hybrid 
based placement 

strategy 

[39] Signature- Collaborative 
based blockchain 

technology 

Behavior 

Signifcantly 
fexible on 
commodity 
hardware server 

A threshold is 
defned to 
differentiate 
between the 
normal and 
attack records. 

The model works 
in four stages, 
i.e., data 
collection, 
preprocessing, 
training, and 
detection. 

The proposed used 
an IDS border 
router (BR) and 
various detectors 
in IoT network. 

The model is 
divided in 
various nodes, 
and IDS nodes 
exchange data 
with each other. 

Description 

This paper proposed the 
use of deep learning to 
counter the problems of 
high false alarm rate, 
single dataset usage, 
and modern huge 
network obstinacy. 

This work presented an 
IDS based on Bayesian 
probability using KDD 
dataset and NB 
classifer. 

This paper proposed an 
IDS based on CNN for 
the IoT environment 
and network, divided 
into various layers, i.e., 
convolutional, input, 
and hidden layers. 

This research suggested 
a new signature-based 
IDS for IoT framework. 
It incriminates 
centralized and 
distributed IDS 
modules. 

The work suggested a 
blockchain-based IDS, 
CBSigIDS for IoT 
habitat by integrating 
the blockchains with 
distributed signature-
based IDS. 

Limitations 

The details 
regarding the 
malware cannot 
be acquired 
using this 
model. 

The NB classifer 
has limited 
functionality in 
real time. 

CNN model is 
comparatively 
slower. 

Zero-day exploit 
remains 
unattended. 

The system’s 
accuracy needs 
improvement, 
and blockchain 
technology can 
be vulnerable to 
various attacks. 

8.3 SECURITY CHALLENGES AND CYBER ATTACKS IN  
THE IOT NETWORK 

All devices in an IoT system communicate wirelessly, and therefore they are 
exposed to several vulnerabilities that bridge all layers of the IoT architecture. It 
must be prevented from threats [40]. Compatibility and complexity are the two most 
signifcant challenges that IoT-based environments face. They are mostly affected 
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TABLE 8.2 
Categories of Security Challenges Faced by IoT Systems 

Sr. No. Categories Detail 

1 Validation and vulnerabilities Mostly perceived by sensors as they are open to physical 
attacks 

2 Confdentiality compromises Occurs between network layer and gateways 

3 Data integrity inconsistencies Arises during applications and service of IT systems, 
when IoT system is affected by noise or attack 

4 Privacy violations Data privacy is the most important challenge faced by IoT 
systems. 

by denial-of-service (DoS), distributed denial-of-service (DDoS), SQL injection 
attacks, ping of death (PoD) attacks, sinkhole attacks, etc. [41]. A sinkhole attack is 
launched by an inside attacker, whereas a DoS attack makes the network unavailable 
to the users. IoT systems face four types of security issues: 

1. Validation and vulnerabilities 
2. Confdentiality compromises 
3. Data integrity inconsistencies 
4. Privacy violations 

Table 8.2 describes the cyber issues that are commonly raised in different IoT 
layers [42]. 

The utilization of various technologies and products in the IoT framework poses 
threats to the security of smart environments. This is due to a lack of standardiza-
tion. Moreover, the penetration of a single-end device also causes harm to the whole 
network [43]. 

8.4 INTRUSION DETECTION SYSTEM FOR IOT  
NETWORKS 

An intrusion detection system working in an IoT system protects the network from 
intrusions and threats. It maintains the integrity, availability and confdentiality of 
the network [44]. IDS detects the network condition and it alerts in the form of 
alarms. There are four situations of IDS alerts i.e., true positive, true negative, false 
positive and false negative pointing to real threat, normal scenario, false alert and 
misdetection respectively [45, 46]. Figure 8.2 explains the classifcation of threat 
alerts in IDS. 

Two main types of IDSs can be implemented in the system: host-based intrusion 
detection system (HIDS) and network-based intrusion detection system (NIDS). The 
HIDS is deployed on a single system and uses the metrics of the host environment 
to detect attacks [47]. A NIDS senses intrusions from network data packets [48]. 
Figure 8.3 shows the overview and placement of HIDS and NIDS. 
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FIGURE 8.2 Classifcation of threat alerts. 

FIGURE 8.3 Overview and placement of HIDS and NIDS. 
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These two types of IDSs are further classifed on the bases of their detection 
techniques: anomaly-based detection, signature-based detection, and hybrid-based 
detection. 

8.4.1 ANOMALY-BASED IDS FOR IOT 

Anomaly-based IDS senses attacks by detecting unusual behaviors in IoT envi-
ronments [49]. An anomaly signifes abnormal actions in data patterns [50]. The 
IDS comprises a model that shows the normal expression of data. It is then com-
pared with the patterns of the current data. If deviations occur, then the attack is 
detected in the environment [51]. Anomaly-based IDS techniques are further clas-
sifed into several approaches. The data mining approach is applied to large data 
resources to extract knowledge from them in the form of patterns that describe 
the behavior of data in the IoT environment [52]. In a statistical approach, the 
model is created by using historical user data to detect any change. Statistical 
mathematical operations are applied in this technique to train datasets to capture 
anomalies [53]. 

8.4.2 SIGNATURE-BASED IDS FOR IOT 

A signature-based technique uses patterns and signatures of known malicious codes 
to detect attacks [54]. It uses previous knowledge to detect these attacks. Hence, 
databases of patterns and signatures need to be updated. Writing signatures require 
expertise as new types of attacks are continuously being discovered. For this, we need 
to have enough data for analysis purposes and a good understanding of the behavior 
of signatures [55]. The signature-based technique minimizes false alarms provid-
ing accuracy. Hence, many commercial systems are installed with signature-based 
detection due to the production of fewer false alarms [56]. However, advancement 
in technology has hindered the effciency of signature-based IDSs as the number of 
signatures would also be increased with technologies such as encrypted data chan-
nels, NOP generators, and payload encoders [57]. Figure 8.4 explains the concept of 
signature-based IDS. 

FIGURE 8.4 Concept of signature-based IDS. 
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8.4.3 HYBRID-BASED IDS FOR IOT 

In the hybrid intrusion detection technique, the concept of both HIDS and NIDS 
is used. It collects data from the host as well as from the network and then 
analyses it for intrusions. The analysis is held based on anomaly detection or a 
database of signature-based patterns [58]. Hybrid intrusion detection includes 
two steps. In the frst step, the anomaly detection part of HIDS functions to 
identify abnormalities using a particular approach. In case of any malicious code 
identifcation, its pattern is stored in the signature database to protect the IoT 
system from similar attacks. This process is executed in the second stage [59]. 
The hybrid-based IDS accomplishes the targets of a high alarm probability and 
low false positives [60]. 

8.5 MACHINE­LEARNING­BASED SIGNATURE 
IDS SOLUTIONS FOR IOT 

Signature-based IDS can be implemented using various machine learning (ML) 
techniques. The machine learning technique consists of the training and testing 
stages [61]. During training of a dataset, algorithms use data at the normal state 
as the information source to train themselves on the features of the IoT network. 
Thereafter, classifcation is performed in the testing stage [62]. Some of the ML 
techniques that can be used to implement signature-based IDS for IoT are dis-
cussed next. 

In supervised learning, the classifcation model is created by using the charac-
teristics of the training datasets. This is the learning phase of the model [63]. The 
unsupervised learning model doesn’t use clustered training data. 

Naïve Bayes algorithm can be used for probability calculations, using network 
traffc characteristics in a signature-IDS based on an IoT system [64]. Naïve Bayes 
requires a lower amount of data in the characterization cycle to fnd the estimated 
boundaries. It performs well on KDD CUP 1999+NSL and UNSW-NB15 datasets 
and helps in detecting DDoS, DoS, Code injection, etc. [65]. 

The decision tree (DT) classifer facilitates decision making by using the tech-
niques of information gain and genii index. Data can be manipulated, and missing 
values can be found by using this algorithm [66]. Decision trees are easy to use and 
can be implemented to the CICIDS 2017, BOT-IoT, KDDS99, NSL-KDD datasets in 
identifying attacks such as Sybil, fooding, spyware, etc. [67]. 

K-nearest neighbor (K-NN) calculates the distance between the neighbors 
using Euclidean distance [68]. K-NN categorizes the new occurrence based on the 
maximum number of nearest neighbors. It can be implemented on datasets such as 
DS2OS, UNSW-NB15, etc. [69]. 

Support vector machine (SVM) is another ML technique that helps in real-time 
detection of both known and unknown attacks [70]. SVM classifes linearly separa-
ble data into two-dimensional planes. The kernel function in SVM converts nonlin-
ear data into linear form for attack detection. The performance of SVM depends on 
the dataset and its environment [71]. Datasets such as UNSW-NB15, KDDCUP99, 
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NSL-KDD, and NOT-IoT can be used for SVM in detecting attacks like man-in-the-
middle attacks, DoS, DDoS, tempering etc. [72]. 

8.6 DEEP­LEARNING­BASED SIGNATURE­IDS 
SOLUTIONS FOR IOT 

We apply deep learning (DL) techniques while dealing with larger datasets rather 
than machine-learning-based solutions. These methodologies are widely applied 
in IDSs. Deep learning is the domain of ML consisting of neural networks that 
help in fnding high-level features of data through layers of modifcation [73]. 
In an intrusion detection system, the hidden layers of the neural network help in 
identifying the best features for pattern selection. It contains an input layer, hid-
den layer(s) and an output layer. Specifc weights are associated with every input 
of the network, which are adjusted to get the best output via the backpropaga-
tion method [74]. Deep learning detection techniques are classifed into three 
main streams: supervised learning, unsupervised learning techniques, and hybrid 
methods [75]. 

Some of the famous DL techniques like deep neural networks (DNN), con-
volutional neural networks (CNN), recurrent neural networks (RNN), etc. are 
included in supervised learning methods. These methods provide high accuracy. 
Deep neural networks (DNN) contain numerous hidden layers that aid in feature 
extraction. Complex functions with fewer parameters can be expressed through 
these hidden layers. Tang et al. [76] designed a simple DNN that performed fow-
based detection. Convolutional neural network (CNN) performs convolution, 
pooling, full connection with the dataset input. CNN involves less preprocess-
ing. Kolosnjaji et al. [77] designed a model to detect malware by proposing CNN 
with recursive network layers. Recurrent neural network (RNN) is comprised of 
a memory function that stores previous data. It effciently deals with time series 
information. C. Yin et al. [78] evaluated RNN with binary classifcation and mul-
ticlass classifcation. 

Unsupervised learning techniques include generative adversarial networks 
(GANs), autoencoder (AE), deep belief networks (DBN), etc. These methods are 
low in performance as insuffcient knowledge is available from labeled data. Gao et 
al. [79] tried various DBN models to construct an IDS. The best performance was 
acquired on the KDDCup 99 dataset. The generative adversarial network (GAN) is 
a type of unsupervised learning that helps to process, scrutinize, and capture data. 
It consists of a generator and discriminator, which helps in identifying real images 
from fake ones. Erpek et al. [80] designed a jamming attacks detection model-based 
on a generative adversarial network consisting of transmitter, receiver, jammer. 
Autoencoder is a data compression algorithm used for reducing dimensions and 
detecting outliers. It uses feature space for compressing the input. Zhang et al. [81] 
proposed an IDS by involving dilated convolutional AE (DCAEs) to extract useful 
features from original data traffc of network. 

Hybrid methods result in high performance and a smaller number of training 
samples, but computing time is high because of the complex structure. Li et al. [82] 
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FIGURE 8.5 Threat detection using signature-based IDS. 

used a hybrid deep learning technique that implemented autoencoder and deep neu-
ral network for anomaly detection. AE was used to reduce the dimensions of data. 

8.7 SIGNATURE­BASED INTRUSION DETECTION 
SYSTEM ARCHITECTURE 

Researchers have used various kinds of IDS depending on the framework of the 
network as well as per requirements. Sourour et al. [83] suggested a two-layered 
IDS to address the security concerns related to network address translation (NAT). 
Layer 1 monitors the network entities, and layer 2 is deployed using three modules— 
alert consolidation, alert classifcation, and alert correlation—to lower the number of 
alerts and to pin down false alarms. Yichi Zhang, et al. [84] introduced a dispersive 
kind of IDS for the smart grid having multilayered architecture using SVM for clas-
sifcation of the attack and clonal selection classifcation (CSC) algorithm for attack 
detection. A modular deep learning (MDL) model was also suggested to deploy in 
an IDS as it has a multi-architectural topology inspired by the human brain, but this 
concept is still newborn [85]. The application layer is vulnerable to various kinds of 
attacks, so for cloud security, a signature-based cloud IDS is an effcient approach, 
thus securing the application layer along with rest of the layers [86, 87]. The common 
organization and threat detection phenomenon of signature-based IDS is shown in 
Figure 8.5. 
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8.8 LIMITATIONS IN SIGNATURE­BASED INTRUSION 
DETECTION SYSTEM 

the signature-based technique for IDS is a widely used approach because it usually 
has a low false alarm rate and very effcient results. But this technique has some 
limitations that need to be addressed with proper solutions. Signature-based IDS 
can only identify the threats whose attack signatures are been saved already; thus it 
fails to detect anything absent from the database [88], and zero-day-exploit remains 
unattended [89, 90]. Sometimes it causes a network packet overload, and it has a 
huge false alarm rate when operated in a large-scale network environment [91]. Each 
packet in signature-based approach needs to be match examined, in the case that 
large incoming traffc anomalies occur. In most cases, the following scenario leads 
to packet drop when the IDS can’t handle the traffc, leaving the system open to the 
chance of missing potential threats [92]. Thus these limitations are termed design or 
implementation faws of the signature-based technique [93]. 

8.9 DISCUSSION AND FUTURE DIRECTIONS 

Advances in technology and the Internet of Things have caused great vulnerability 
to the security of data [94, 95]. Signature-based IDSs are among the most widely 
installed IDSs in the commercial sector networks due to their pattern-based anomaly 
detection capability. These systems are improving every day to meet the complex-
ity of new threat variants. A detailed survey of the signature-based IDS, along with 
various implementation techniques, was discussed in this chapter. Future work can 
be performed by implementing signature-IDS with specifc techniques that make 
it threat prone and performant. Software such as SNORT, WINPCAP, etc. can be 
focused on real-time detection and effciency [96]. Markov distribution also helps 
in packet fltering in IDS [97]. Furthermore, various DL algorithms can be used to 
reduce the computational complexity of the IDS as there is huge scope for this, and 
enormous work can be done in this feld. 

8.10 CONCLUSION 

Security has no longer been a choice in IT infrastructure; it is an utter compulsion 
to be focused on. The mushroom growth of IoT devices has posed the challenge of 
security in the IoT environment. Signature-based IDS is an excellent approach to 
counter security threats. Many solutions using signature-based detection techniques 
have been suggested by different researchers using different methodologies. The pat-
tern matching approach has been the identifcation of this type of detection, but it 
has some limitations leading to false negative conditions and potential danger. The 
machine learning and deep learning algorithm counters the limitation of signature-
based detection by means of training over various datasets, thus decreasing the false 
detection rate and improving accuracy. This work offers a detailed survey of a vari-
ety of signature-based IDSs and the techniques deployed with them by different 
researchers. 
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9.1 INTRODUCTION 

Population growth drives urbanization, stressing all aspects of city life. Cities are 
known for their dense concentrations of amenities and resources, which attract resi-
dents from remote regions. As a result, the need for effective city management has 
become a top priority for city politics and administration. IoT-enabled smart cit-
ies are considered a long-term solution for these problems. Many companies have 
invested in the IT industry to automate the entire processes of smart cities. Public 
and private sectors are interested in providing optimal solutions. Wireless connected 
IoT devices are quite popular in the concept of smart cities. IoT applications are 
utilized in many felds of study, including smart homes, healthcare, transportation, 
parking, education, public safety, and monitoring. IoT devices continuously connect 
with people and things in smart cities [1, 2]. Moreover, IoT is primarily driven by 
technological advancements that facilitate humans. The idea of intelligent towns has 
emerged from advanced IoT, which offers a new avenue for sustainable development. 
Intelligent communication, processing, and physical infrastructure are important 
factors for IoT networks. IoT architecture faces many security, data privacy, and end-
to-end delay issues that directly affect the entire network [3]. 

Smart city networks are connected through IoT devices, which face several chal-
lenges due to the huge amount of data. However, security applications and tools will 
be quite helpful for detecting third party, malware, DoS, DDoS, DNS, and ping of 
death attacks. Still, there exist many challenges that need to be addressed, such as 
cyber terrorism, third-party mirroring, cyber crime, and high latency. Smart policy 
is an essential tool to establish liaison between users and research centers, while to 
provide a knowledge-based intelligent framework to support smart defense policy. 
Cyber attacks usually damage all network operations. Cyber attacks must be moni-
tored to identify abnormal data packets. Moreover, the rise of IoT devices in every 
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FIGURE 9.1 Growth of IoT-connected devices. 

industry is in demand. Therefore, new applications for IoT networks in smart cities 
will detect cyber attacks [4]. Figure 9.1 presents signifcant growth in IoT devices, 
where there will be around 20 billion IoT devices in the smart world by 2025. 

Due to cyber attacks, IoT networks are quite vulnerable. Network intrusion detec-
tion systems identify spoof-based data packets. Intrusion detection systems monitor 
network traffc through which fake data packets can be detected easily. However, 
security information and event management (SIEM) systems record unknown 
behavior, violation, and information sent to the system administrator. SIEM sys-
tems directly flter false alarm data packets from IoT networks. In addition, hybrid 
intrusion detection systems (HIDS) are considered the optimal solution to detect 
possible cyber attacks using machine learning. Intruders reduce false positive rates, 
and misdetection increases. Although optimal decisions can be made possible 
using machine-learning-enabled IDS, machine learning techniques are used to test 
and train datasets. IDSs use a range of machine learning techniques to fnd cyber 
attacks on systems in intelligent towns. A chosen machine learning method or a 
collection of ML methods trains and tests the data to differentiate between harm-
ful and normal nodes. The effectiveness of identifying malicious nodes depends on 
the deployment location of IDS and dependable datasets of security threats for the 
training process [5–7]. 

9.2 LITERATURE STUDY 

This section is related to the limitations of intrusion detection systems (IDS) in 
IoT networks. These networks have fewer resources, so intruders deploy various 
attacks such as ping of death (PoD), denial of service (DoS), and distributed denial 
of service (DDoS) to limit overall resources. Intruders continuously send fake data 
packets to degrade the entire IoT network. However, anomaly-based IDS flters data 
packets. Moreover, false alarms, high accuracy, and queue length are considered 
the main problems in IDS [8]. Furthermore, IoT easily connects users, information, 
and devices through wireless communication technologies. Cyber attacks are con-
sidered a direct threat to IoT networks. A Markov-chain-enabled IDS is formulated 
to detect possible cyber attacks. A novel threshold has been designed that balances 
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false positive and false negative using the Markov chain distribution. Queue length, 
packet loss, high detection rate, and accuracy are major problems in IoT-enabled IDS 
[9]. Accordingly, many researchers around the world are using machine-learning-
based techniques to provide better solutions. Intelligent communication systems are 
basically the need of the day. Ullah et al. discussed techniques related to intelligent 
transportation systems, cyber security, UAVs, 5G communication, and healthcare in 
the feld of smart cities. An agent-based learning mechanism is discussed in terms 
of smart cities to improve the quality of service [10]. Energy is the main problem 
in IoT-enabled UAVs. Therefore, the E-AntHocNet routing protocol is designed to 
improve the energy level in the UAV network [11]. In addition, artifcial intelligence 
and machine learning approaches are quite useful in smart cities. Machine learning 
techniques are helpful in the real-time analysis of town activities. IoT networks can 
be easily deployed in smart cities where network congestion in data traffc is the 
main problem. Due to that, an adaptive technique is utilized to lower the number of 
data packets, which will reduce congestion [12]. IDS has three main subcategories: 
anomaly, signature, and hybrid. H-IDS recognizes misuse detection, reduces false 
alarms, and maintains high accuracy. A fuzzy inference-based hybrid IDS has been 
designed that identifes cyber attacks [13]. 

9.3 IOT DESIGN AND ARCHITECTURE 

Many companies are investing in IoT devices. However, the Internet is the backbone 
used in IoT networks. Moreover, the integration of people, objects, and things is the 
combination of IoT. The IoT framework aims to connect the real and virtual worlds 
with one another. Machine-to-machine communication is the main foundation of 
IoT. Although IoT equipment is widely utilized, the concept of smart cities mainly 
relies on IoT networks. Accordingly, smart homes offer IoT-enabled connectivity for 
power management and automation. However, the concept of intelligent towns is 
becoming more of a reality with IoT systems [14–16]. 

IoT uses a special kind of architecture that includes application, network, and per-
ception layers. Almost every layer needs security to ensure communication. Figure 
9.2 presents a three-layered IoT design and architecture. The network layer is respon-
sible for data transmission between IoT nodes. The perception layer uses physical 
mainly IoT devices to collect information [17]. 

Figure 9.3 describes a fve-layered IoT architecture that has some distinct func-
tions. The perception and application layers perform the same tasks as in the previ-
ous model. Data processing can be made possible in the network layer. However, 
the network layer easily transfers data packets from sender to receiver using wire-
less communication technologies, which include 3G, 4G, LTE, 5G, Wi-Fi, and 
Bluetooth. In addition, the business layer easily visualizes overall data that satis-
fes future goals. Further research is needed to improve the entire IoT-enabled 
architecture [18]. 

IoT-based sensors play an important role while collecting information. IoT devices 
are utilized in many different applications. While the actuator easily moves the IoT 
workstation, this technology has applications in healthcare, transportation, rescue 
operations, and many other areas [19–21] 
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FIGURE 9.2 Three-layered IoT Design and architecture. 

FIGURE 9.3 Five-layered IoT architecture. 

9.4 INTEGRATION OF IOT IN INTELLIGENT TOWNS 

The merger of IoT with intelligent towns is considered a novel concept in research 
and development. Over the past few years, IoT-enabled sensors have been improved, 
and IoT has become the primary technology used in smart towns. Interestingly, intel-
ligent towns have emerged from the concept of modern smart cities, as many prob-
lems such as unemployment, health, and education have been observed in smart 
cities. Therefore, intelligent towns are expected to address these problems using 
information communication technologies. They feature modern ways of living, 
governance, transportation, and business, all of which can be improved with IoT. 
An IoT-enabled intelligent town can signifcantly improve the living standards of 
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FIGURE 9.4 Relationship between IoT and intelligent towns. 

FIGURE 9.5 IoT-enabled waste collection. 

its residents. Figure 9.4 presents an idea of smart cities and the Internet of Things. 
Machine learning classifers play an essential role in decision making by collecting 
information from IoT sensor nodes. Wireless-enabled intelligent towns have reduced 
end-to-end delay [22–25]. 

Figure 9.5 illustrates the process of waste collection enabled by IoT. According 
to this novel IoT technology, the waste collection process is improved. However, 
machine learning techniques can provide innovative solutions in near future. 

9.5 CYBER ATTACKS IN INTELLIGENT TOWNS 

Integration of IoT with intelligent towns has improved the overall quality of experi-
ence. Also, due to wireless technologies, intelligent towns are extremely vulnerable 
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to cyber attacks, do a decision support system is quite relevant. Therefore, the cyber 
security risk needs to be reduced. Moreover, denial of service, distributed denial of 
service, and ping of death attacks are quite dangerous and capable of hijacking an 
entire network [26–28]. 

9.6 INTRUSION DETECTION SYSTEM FOR IOT NETWORK 

Information sharing is increased due to social media platforms; therefore, security 
need to be ensured. Cyber threats are usually launched to gain access of entire IoT 
network. Therefore, intrusion detection is designed to identify possible cyber attacks. 
There are around four major types of IDS: network-IDS, hybrid-IDS, anomaly-IDS, 
and signature-IDS. Also, data privacy is considered a major problem in smart cities. 
IDS is used to monitor and ensure reliable IoT operations. False alarms, accuracy, 
precision, recall, and F1-score can all be improved using machine learning and deep 
learning classifers [29–32]. 

9.7 ANOMALY­BASED IDS 

Anomaly-based intrusion detection systems are used to have novel threshold in order 
to detect possible cyber attacks. Figure 9.6 presents various anomaly-based IDS 
techniques. Anomaly-IDS is considered an updated model to identify abnormal data 
packets. These days, machine-learning-enabled anomaly-based IDS are widely uti-
lized by many researchers and engineers [33–38]. 

9.8 HYBRID­BASED IDS 

In today’s era, the hybrid-based IDS is the best possible practice to secure an IoT 
network. Hybrid-IDS is basically the combination of signature and anomaly. Large 

FIGURE 9.6 Methods of intrusion based on anomalies. 
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amounts of data can be easily monitored using hybrid-IDS. However, hybrid-IDSs 
easily detect suspicious intrusions from unknown nodes. Recently, many researchers 
are using machine learning and deep learning for hybrid IDS to secure communica-
tion channels [39–41]. 

9.9 MQTT­IOT­IDS2020 DATASET 

Datasets are used to represent some specifc data. Therefore, general purpose datas-
ets are utilized to check overall performance. MQTT-IoT-IDS2020 is used in a simu-
lation environment. MQTT is quite helpful for machine-to-machine communication. 
During experimentation unifow and bifow metrics are utilized to calculate accura-
cies [42–45]. 

9.10 PROPOSED HYBRID MODEL 

The hybrid model is the combination of ConvID and the long short-term memory 
network (LSTM) approach. 

The model includes an input layer that consists of both input and output. 
Additionally, Figure 9.7 provides an overview of the entire process of the hybrid 
model. 

9.11 SIMULATION RESULTS 

MQTT-IDS2020 is having new data where unifow, bifow, precision, recall, 
F1-score, and accuracies are used to check performance. Around six traditional clas-
sifers, which include logistic regression, K-NN, Gaussian naïve Bayes, decision tree, 
Adaboost, and random forest, are compared with the proposed hybrid model. Also, 
during experimentation, binary classifcation is used. 

9.11.1 UNIFLOW 

Figure 9.8 shows ROC curve data analysis where the true positive and false positive 
rates are used for evaluation. However, the hybrid model shows better results in com-
parison with other traditional techniques. 

In Figure 9.9, three important parameters, namely precision, recall, and F1-score, 
are presented. The results of the hybrid model, logistic regression, decision tree, 
Adaboost, and random forest show optimal results, while the GaussianNB classifer 
displays poor results in comparison to the other models. 

Figure 9.10 illustrates two different scenarios: attack and no attack. During uni-
fow experimentation, 75.9 % had no attack, and 24.1% had attack. 

Figure 9.11 illustrates the accuracies of different techniques, and it can be observed 
that the hybrid model has an accuracy of approximately 99.77599. 

Figure 9.12 presents a comparison of precision scores for various techniques used 
for intrusion detection in IoT. The results show that the hybrid model has the highest 
precision score, while the GaussianNB technique performance is very low as com-
pared to other methods. 
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FIGURE 9.7 Proposed hybrid model. 



 

 

 

FIGURE 9.8 ROC curve analysis. 

FIGURE 9.9 Precision, recall, and F1-score using unifow. 

FIGURE 9.10 Percentage of data with attack and without attack. 
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FIGURE 9.11 Accuracies of logistic regression, K-NN, Gaussian naïve Bayes, decision tree, 
Adaboost, random forest, and hybrid model 

FIGURE 9.12 Precision results of logistic regression, K-NN, Gaussian naïve bayes, decision 
tree, Adaboost, random forest, and hybrid model. 

Figure 9.13 presents results regarding F1-score. 
Figure 9.14 illustrates the recall metric where hybrid model scores around 

99.74%. 
Table 9.1 summarizes the data presented in Figures 9.11, 9.12, 9.13, and 9.14. 



 

 

 

FIGURE 9.13 F1-score using unifow. 

FIGURE 9.14 Recall metric using unifow. 

TABLE 9.1 
Metrics Include Accuracy, Precision, Recall, and F1­Score for Unifow 

Models Accuracy Precision Score Recall Score F1­Score 

Logistic regression 99.80526 100 99.19139 99.59405 

GaussianNB 86.23177 91.32509 47.32696 62.34512 

K-NN classifer 99.96166 99.95388 99.88688 99.92037 

Decision tree classifer 99.95661 99.96225 99.85755 99.90987 

AdaBoost classifer 99.92533 99.9706 99.71929 99.84479 

Random forest classifer 99.96468 99.95808 99.89526 99.92666 

Hybrid model (proposed) 99.77599 99.98937 99.71634 99.85267 
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FIGURE 9.15 ROC curve analysis using bifow. 

FIGURE 9.16 Percentages of data representing attack and no attack using bifow. 

9.11.2 BIFLOW SIMULATION RESULTS 

Various fgures present simulation results regarding bifow where accuracy, preci-
sion, recall, F1-score, and two different scenarios are discussed in detail. Figure 9.15 
shows simulation results related to the true positive and false positive rates. Six dif-
ferent classifers were utilized for comparison with the hybrid model. 

In Figure 9.16, the detection results of attacks and no attacks are presented. 
Specifcally, it can be observed that 27.4% of the monitored areas are reported to 
have attacks, while 72.6% do not. 
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Figure 9.17 presents information regarding the accuracies of various models. The 
proposed hybrid model, along with K-NN, decision tree, AdaBoost, and random for-
est show better results. 

Figure 9.18 illustrates simulation results related to precision. More interestingly, 
the hybrid model and logistic regression performance results are outstanding. 

Figure 9.19 presents information on the F1-score metric. K-NN, Adaboost, and 
the proposed hybrid model are shown to have outstanding results in comparison to 
the other models. 

Figure 9.20 depicts information related to recall. GaussianNB has very low results 
of around 39.08% in comparison with the other techniques. 

Additionally, the data presented in Figures 9.17, 9.18, 9.19, and 9.20 is summa-
rized in Table 9.2. 

FIGURE 9.17 Accuracies of various models using bifow. 

FIGURE 9.18 Simulation result of precision using bifow. 
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FIGURE 9.19 F1-score simulation result using bifow. 

FIGURE 9.20 Recall simulation metric for bifow. 

TABLE 9.2 
Models with Different Metrics Numerical Results 

Models Accuracy Precision Score Recall Score F1­Score 

Logistic regression 99.69928 100 98.90141 99.44767 

GaussianNB 83.26201 99.42663 39.07746 56.10434 

K-NN-classifer 99.9306 99.90839 99.83803 99.87319 

Decision tree classifer 99.92097 99.87319 99.83803 99.85561 

AdaBoost classifer 99.92868 99.90838 99.83099 99.86967 

Random forest classifer 99.9306 99.90839 99.83803 99.87319 

Hybrid model (proposed technique) 99.70892 99.98673 99.61393 99.79998 
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9.12 CONCLUSIONS AND FUTURE DIRECTIONS 

IoT with intelligent towns improve overall communication. MQTT-IoT-IDS2020 is 
used for simulation to evaluate various models. The proposed hybrid approach per-
formed better in contrast with other models. Six traditional techniques are utilized to 
compare simulation results with the hybrid model. Machine learning and deep learn-
ing models can be applied in many different felds of study. Binary classifcation is 
performed in a simulation environment. Precision, recall, F1-score, and accuracies 
metrics are used for unifow and bifow. IoT design and architecture, cyber attacks 
on IoT networks, and intrusion detection system were briefy discussed. Also, the 
novel concept of IoT with intelligent towns is well explained. In near future, machine 
learning, deep learning, neural networks, and heuristic computations will heighten 
accuracies and reduce false alarms. 
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10.1 INTRODUCTION 

Edge/fog computing has emerged as a promising solution to overcome centralized 
platform challenges, such as limited bandwidth and high response time, by placing 
the computing resources closer to end users [1]. However, the distributed nature of 
edge/fog computing platforms introduces new challenges related to the security of 
infrastructure as well as data protection [2]. The diversity of deployed IoT devices 
used to sense data and transmission technologies produces an inconsistency of stan-
dardization, increasing the criticality of providing optimal and common security 
controls and services. Existing and emerging attacks target edge/fog computing for 
many reasons, including their closeness to end users [3], local data storing and pro-
cessing, and lack of normalized security solutions. The attacks can cause serious 
damage, such as data breaches, physical destruction, reputation degradation, physi-
cal harm, fnancial loss, etc. 

Furthermore, deploying edge/fog computing in critical and time-sensitive appli-
cations such as healthcare and transportation requires effective security controls and 
services, where a cyber attack could have serious consequences. In addition, best 
practices, security policies, and recommendations should be part of the security plan 
for more effectiveness. 

The main purpose of this chapter is to provide an extensive overview of cyber 
security for edge/fog computing applications. It explores cyber security’s importance 
and highlights potential threats and risks and their impact on edge/fog computing. 
Also, it presents a set of existing and emerging technologies and techniques for cyber 
security, such as blockchain and artifcial intelligence. It provides insights into the 
impact of future developments and directions effective to secure edge/fog computing 
systems. This chapter also highlights the importance of standardization and regula-
tion in cyber security for edge/fog computing. Using a unifed approach to cyber 
security while considering the distributed nature of edge/fog platforms can guaran-
tee that all edge/fog devices are secured uniformly. 

This chapter: 

• Provides a deep study of cyber security for edge/fog computing applications, 
including the emerging threats and risks and their impact on these systems. 
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• Examines some case studies of successfully implemented cyber security 
solutions in edge/fog computing applications. 

• Discusses the importance of non-technical security solutions. 
• Sheds light on various defense systems and platforms used for cyber secu-

rity in edge/fog computing. 
• Highlights some emerging technologies, techniques, and best practices for 

edge/fog computing cyber security. 
• Provides some future directions 

10.2 FUNDAMENTALS EDGE/FOG COMPUTING 
AND CYBER SECURITY 

It is important to understand the characteristics and functionalities of edge/fog com-
puting and the need to secure these entities that constitute an attractive target for 
cyber attacks. 

Edge/fog computing was developed to offoad the cloud and overcome some of 
its shortcomings. With the increase of connected devices, platforms, and users, 
the amount of data increases, and processing it locally within the cloud becomes 
more complex. Thus shifting from a large-scale centric platform for big data pro-
cessing to diversifed and distributed data storage with fast response and advanced 
computing capabilities has become a requirement [4]. Edge/fog computing inher-
ited the benefts of cloud computing while bringing new advantages. It reduces 
the response time, and the data computation complexity allows local processing 
and minimizes the amount of network traffc, etc. Compared to cloud computing, 
edge/fog computing systems are constrained resources with limited computing 
capabilities. However, their heterogeneity makes them optimal for handling dif-
ferent tasks with different requirements, and their distribution in other locations 
makes them closer to the end users [4]. As mentioned previously, edge/fog com-
puting can locally process the data; this means it can interact with the end user 
without the cloud’s intervention while communicating with the cloud to collect or 
store the data. 

In terms of security, cloud computing faces several issues and challenges due to 
its centralized nature. The data is stored with a third-party provider, while it can be 
accessed through the Internet; this limits the control and visibility of the data and 
exposes it to theft, corruption, and falsifcation. Edge/fog computing reduces the 
security issues raised with the cloud. Placing edge/fog computing close to the end 
user reduces response time, and the chances that the data get intercepted become 
lower. Also, the data distribution among different edge/fog servers ensures the 
continuity of data processing; even with the destruction of one server, the others 
remain available. Considering their unique architecture and role as an intermedi-
ate layer between the cloud and end user, edge/fog computing platforms require 
strong cyber security systems that protect the infrastructure and the collected and 
stored data. Edge/fog computing can be a target for large attacks, threats, and risks 
for a set of reasons: 
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• Distributed Systems: Edge/fog computing systems are highly distributed 
and connected to numerous devices and platforms, making them an inter-
esting motif for attackers to raise a mass attack by gaining access to one 
of the edge/fog servers or access to the cloud, affecting all the connected 
edge/fog servers. 

• Data Storage: All the cyber attacks related to sensitive information are 
applied in the case of edge/fog computing systems. The limited amount 
of data processed locally in the edge/fog systems and quickly shared with 
end users helps to access the information and spread the falsifed data in 
response. 

• End User: The types of edge/fog computing systems users vary accord-
ing to the application domain, assigned tasks, and user status. They can 
be workers, employees, customers, contractors, or vendors. This not only 
forces edge/fog computing systems to face external threats, but insid-
ers with authorized access to the systems can also raise them. The risk 
of causing damage or data breaches unintentionally or intentionally 
increases. 

• Resource Constraints: Implementing powerful security controls requires 
high storing and computing capability. However, with the limited resources 
of edge/fog computing systems in terms of network bandwidth, comput-
ing power, and storage, detecting or preventing cyber attacks becomes very 
challenging. 

• Connectivity Lifetime: Edge/fog computing systems must operate con-
tinuously to provide real-time responses. This increases the chance of suc-
cessful penetrations by attackers and then their creating an interruption of 
network connection. 

Table 10.1 presents the different characteristics of edge/fog computing, its benefts, 
and its related threats. 

TABLE 10.1 
Benefts and Threats Related to Edge/Fog Computing Characteristics 

Characteristics Beneft Related Threat 

Distributed systems Parallel processing, which Spread of attacks 
reduces computation time 

Data storage Facilitate data recovery Easy access and falsifcation of a small 
amount of data 

End user Real-time interaction Can be an insider or an outsider threat 

Resource constraints Preserve resource consumption Limit security controls effciency 

Connectivity lifetime Ensure cooperation and Attackers have more time to raise an attack 
continuous availability 
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10.3 CYBER SECURITY THREATS, VULNERABILITIES, 
AND RISKS IN EDGE/FOG COMPUTING 

As with any technology, edge/fog computing systems can face attacks that can exploit 
some vulnerabilities to penetrate the system and data. They can attain the confdentiality, 
integrity, and availability of stored and shared data [5, 6]. In this section, a set of common 
threats and risks related to cyber attacks on edge/fog computing systems are described. 

• Malware Attacks: Edge/fog computing systems can be vulnerable to mal-
ware attacks such as worms, viruses, and Trojan horses that use malicious 
software to affect devices critical to the systems’ operation [7]. They may 
manipulate system performances, steal data, or launch other attacks. Also, 
they can spread quickly through the network, where multiple devices and 
applications are affected. 

• Ransomware Attacks: Ransomware attacks can be destructive to edge/ 
fog computing systems, particularly for time-sensitive data, where attackers 
can encrypt it and then ask for payment to provide the decryption key. This 
can disrupt the system’s availability, leading to signifcant consequences. 

• Insider Threats: Insider threats refer to attacks or security breaches from 
within an organization where authorized users misuse their privilege and 
bypass security measures to access edge/fog systems. They can intention-
ally or unintentionally cause signifcant damage to data and infrastructures 
or disrupt system availability. 

• Denial-of-Service (DoS): Attacks involve overloading edge/fog computing 
systems with requests, causing the system to become unavailable to legiti-
mate users. This can cause a disruption of operations and data that requires 
real-time processing and communication. 

• Supply Chain Attacks: Supply chain attacks involve fabrication threats. 
Vendors or third-party suppliers of a target system can gain unauthorized 
access to software or hardware components of an edge/fog computing sys-
tem, allowing manipulation of a system behavior or stalling sensitive data 
stored in the servers. 

• Lack of Standardization: Edge/fog computing environments may use 
inconsistent protocols and security measures. Without standardization, the 
risk of security breaches and loss of integrity of edge/fog computing sys-
tems becomes high. 

• Human Error: Human error, such as confguration mistakes, poor pass-
word management, and weak programs, can make edge/fog computing sys-
tems vulnerable to cyber attacks. 

• Interception Attacks: It’s an attack on confdentiality [8]. It involves eaves-
dropping on communication, wiretapping telecommunication between 
devices in edge/fog computing systems, and copying programs used to 
access sensitive data or launch further attacks. 

• Man-in-the-Middle (MitM) Attacks: In the context of edge/fog comput-
ing systems, MitM attacks can intercept data shared between IoT devices, 
edge/fog servers, and cloud servers [9]. 
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• IoT-Specifc/IoT Botnets Attacks: Edge/fog computing systems collect 
the data sensed by IoT devices. A set of attacks can target those devices and 
launch a range of attacks, such as spoofng, replay, frmware, and command 
injection attacks. 

• Social Engineering: Edge/fog computing environments can be a target for 
social engineering attacks. Due to the unfamiliarity of users with security 
protocol, attackers can gain access to IoT devices and steal the sensed data. 
It includes pretexting, phishing, and baiting. 

• Lack of Visibility: Edge/fog computing systems are moving targets 
often located in different locations and devices. They may lack visibility, 
making detecting and responding to cyber threats diffcult and making 
it diffcult for organizations to have full visibility and control over their 
systems. 

• Lack of Scalability: Edge/fog computing systems often need to satisfy 
scalability requirements by quickly and dynamically meeting the requested 
changes. Due to this dynamicity, implementing consistent security mea-
sures and protocols becomes diffcult. 

• Lack of Expertise: Edge/fog computing systems require specialized 
qualifcations and expertise to implement and manage security controls 
effectively. 

• Shadow IT: In edge/fog computing systems, using unauthorized or unveri-
fed devices or software may not be properly vetted for security risks and 
may introduce a set of security vulnerabilities and weaknesses. 

• Interoperability: Deploying heterogeneous devices forces edge/fog 
computing environments face interoperability challenges. Thus main-
taining the security and integrity of edge/fog computing environments 
may be critical. 

• Regulatory Compliance: Edge/fog computing systems can be subject to 
different data protection and privacy regulations. Failure to follow these 
regulations leads to signifcant reputational and fnancial damage. 

• Misuse of Encryption: Encryption is important for ensuring data conf-
dentiality and integrity in edge/fog computing systems. However, the lack 
of encryption or inappropriate encryption can cause data interception or 
theft. 

• Misconfguration of Access Controls: The misconfguration of access 
controls, such as multifactor authentication, passwords, and role-based 
access control, can make edge/fog computing systems subject to unauthor-
ized access and data breaches. 

• Physical Security Risks: Edge/fog computing systems are integrated into 
physical devices and infrastructure such as servers, mobile devices, sen-
sors, etc. These physical devices can be damaged, destroyed, or tampered 
with. Physical attacks can compromise the integrity and security of the 
whole system. 

Figure 10.1 presents the different existing risks according to their related categories: 
threat, vulnerability, and asset 
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FIGURE 10.1 Risk related to edge/fog computing systems. 

10.4 IMPACT OF CYBER ATTACKS ON EDGE/ 
FOG COMPUTING APPLICATIONS 

Cyber attacks can signifcantly affect edge/fog computing applications. It causes 
data breaches and services disruption, possesses unauthorized access, manipulates 
the systems, and leads to serious fnancial and reputational damage. A set of the 
common impact of cyber attacks on edge/fog applications is described next. 

• Data Breaches: In edge/fog computing systems, the data is distributed, 
stored, and processed on multiple servers. Storing the data and transmitting 
it without protection make it an attractive target for cyber attackers, which 
can lead to signifcant personal, fnancial, and reputational damage. Also, 
detecting those breaches may be more diffcult due to the distributed nature 
of edge/fog computing systems. 

• Service Disruptions: Cyber attacks can target the edge/fog system’s avail-
ability by overloading the system causing device downtime, service disrup-
tion, and productivity loss. 

• Malware Infections and Unauthorized Access: Edge/fog systems pro-
vide a large surface for malware has been developed for more than 50% 
of the targeted IoT devices. Having penetrated the edge/fog systems, the 
malware, such as viruses, adware, and spyware, leads to serious dam-
age to system operations. It can allow unauthorized access to system 
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resources, causing frequent crashing, stealing of sensitive information, 
and fnancial loss. 

• Reputational/Financial Damage: Attacking edge/fog computing appli-
cations can cause fnancial and reputational losses. Unauthorized access 
to sensitive information and services can affect user trust and confdence. 
This reduces the reputation of the service providers, leading to fnancial 
and business failure. 

• Cybersecurity Costs: Addressing Cyber attacks on edge/fog computing 
applications is not an easy task and requires high costs that include ser-
vice and controls implementation, cyber security experts, assessment, and 
auditing. 

• Supply Chain Disruptions: Various industries rely on edge/fog computing 
applications. Attacking supply chains, particularly logistics systems, can 
hold up goods delivery and services, causing serious economic loss. 

• Social Impacts: Cyber attacks on edge/fog computing applications can also 
have social impacts. They can be manipulated and used to spread fake news 
and false alerts and to induce wrong decision making. This could expose 
users’ lives and well-being to high risks and negative social problems. 

10.5 CYBER SECURITY MEASURES AND BEST 
PRACTICES FOR EDGE/FOG COMPUTING 

10.5.1 PROACTIVE CYBER SECURITY STRATEGY 

Proactive cyber security strategies are crucial for protecting edge/fog computing sys-
tems from cyber attacks [10]. These strategies cover regulations and standards, Auditing, 
employee training, and data recovery, as presented in Figure 10.2 and explained next. 

• Regular Security Audits: Securing edge/fog systems requires continuous 
assessment and audit. This helps identify vulnerabilities, standards viola-
tions, and emerging threats and remediates them before threat agents exploit 
them. A set of techniques can be used to apply this assessment and auditing, 
such as penetration testing, threat analysis, patch remediation, certifcation 
verifcation, and compliance with regulations and standards such as ISO 
27001, HIPAA, GDPR, etc. [11]. 

• Employee Training: Some threats can be caused accidentally by insiders 
due to a lack of knowledge. Thus training employees is an important ele-
ment of any effective cyber security strategy. Deploying employees with 
high and updated expertise reduces the probability that a vulnerability can 
be committed when designing, implementing, or confguring a system. 

• Use of Advanced Security Technologies: As sensitive entities, edge/fog 
computing systems need advanced protection and security depth, which 
should include multilayer security controls such as frewalls, intrusion 
detection and prevention systems, and security information and event man-
agement (SIEM) systems. Also, deploying new AI and machine learning 
technologies helps detect real-time attacks with fast response time [12]. 
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FIGURE 10.2 Cyber security measures and best practices. 

• Firmware and Software Updates: Patch and bug remediation and software 
and frmware updates are essential to keep the edge/fog systems operating 
properly. This improves their functionalities and features and fxes perfor-
mance issues. These updates should be processed on the edge/fog systems 
and on the interconnected IoT devices to avoid any incoming problems. 

• Recovery and Incident Planning: Edge/fog systems should be resilient 
to any sudden event, whether a natural disaster, attack, internal threat, etc. 
Using recovery and continuous planning is a crucial element in cyber secu-
rity. This includes the development of backup and recovery procedures, 
detection, isolation, and recovery from discovered cyber attacks, as well as 
notifcation protocols to alert users about the incident. 

• Third-Party Risk Management: Deploying third-party risk management 
ensures that the vendors of hardware and software components follow the 
cyber security norms and standards and that no violations of those norms 
are reported [11]. 

10.5.2 OTHER DEFENSE SYSTEMS AND PLATFORMS 

In addition to the proactive cyber security strategies mentioned earlier, several other 
defense systems and platforms can be used to protect edge/fog computing systems 
against cyber attacks. 

10.5.2.1 Access Control and Authentication 
• Network Access Control (NAC): NAC is a security measure that allows 

control access to edge/fog systems by enforcing policies that authorize 
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only recognized devices to connect to the systems and to share informa-
tion or receive tasks for the sensing process [13]. Limiting access to edge/ 
fog systems reduces the risk that a malicious user raises an attack or steals 
information. 

• Multifactor Authentication (MFA): MFA is the initial element of access 
control where users must provide multiple forms of authentication to access 
edge/fog applications. MFA helps not only to verify the users but also to 
track abnormal activities by clearly identifying the threat sources. 

• Cloud Access Security Brokers (CASBs): Edge/fog systems interact with 
cloud computing to share collected and processed data or to receive tasks 
from the cloud to execute them. Securing cloud systems is a key edge/fog 
security network component [14]. Integrating a CASB between cloud ser-
vice consumer and provider helps enforce regulatory compliance, protect 
the data, identify the risk, and optimize cloud usage across applications and 
devices [15]. 

• Identity and Access Management (IAM): IAM solutions are an impor-
tant element of security strategy. It provides a centralized framework of 
technologies and policies for managing user identities and access privi-
leges. It includes user provisioning, MFA, identity analytics, single sign-on 
establishment, zero-trust policy implementation, etc. Using IAM with edge/ 
fog systems can enforce strong access controls and reduce the risk of insider 
threats. 

10.5.2.2 Data Encryption and Privacy 
• Cryptography: Cryptography is crucial security control required to secure 

communication and shared data. It helps to hide the content of the infor-
mation using a key that can be used for encryption at the sender level and 
for decryption at the receiver level [16]. It takes different forms, such as 
symmetric and asymmetric encryptions and hash functions. Integrating 
cryptography in edge/fog systems protects the data even if cyber attackers 
intercept it. 

• Data Loss Prevention (DLP): DLP is the measure of preventing any unau-
thorized disclosure, destruction, or exfltration of sensitive data such as 
personnel credential information or fnancial data. By implementing DLP 
practice within edge/fog computing systems, the sensed and processed data 
remains protected from breaches and other types of cyber attacks that could 
result in the loss of sensitive data. 

10.5.2.3 Intrusion Detection and Prevention 
• Containerization: This involves deploying an isolated software or process 

that packs a code with all needed fles and libraries that can be run on any 
system or infrastructure [17]. This addresses the problem of compatibility 
that existed with traditional applications. The risk of fabrication attacks is 
reduced by containerizing edge/fog computing applications and processes. 

• Next-Generation Firewalls (NGFWs): NGFWs offer advanced security 
features and capabilities over those of traditional frewalls, such as deep 
packet inspection, application-level awareness, and intrusion prevention. 
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NGFWs can be deployed on both sides between edge/fog systems and cloud 
or between edge/fog systems and IoT devices [18, 19]. This provides more 
protection against modern and advanced cyber threats. 

• Virtual Private Networks (VPNs): VPNs are useful for edge/fog systems 
and IoT devices, especially with unsecured networks. VPNs provide ano-
nymity and security to users when connected to web-based sites and ser-
vices. They hide users’ IP addresses and allow communication between 
users and edge/fog systems using a secured tunnel. 

10.5.3 THREAT INTELLIGENCE AND RESPONSE 

• Penetration Testing: Penetration testing is a good practice to evaluate the 
effectiveness of the control. It involves simulating a cyber attack against 
edge/fog systems to identify potential weaknesses and vulnerabilities. 
This helps to address those vulnerabilities before being exploited by cyber 
attackers. 

• Threat Hunting: Threat hunting is a proactive defense method to identify 
potential cyber threats or non-remediated threats before they can disrupt 
the system. This can protect edge/fog systems from ongoing threats and 
respond effectively and quickly to any incidents that can occur over time. 

• Security Orchestration, Automation, and Response (SOAR): SOAR 
technology provide a centralized platform that coordinates, automates, and 
executes tasks while managing workfows of security incidents across a 
system. This helps edge/fg systems to easily handle security routines such 
as threat detection and response action and to protect the systems from 
future incidents. 

10.6 NEW TECHNOLOGIES AND TECHNIQUES FOR 
CYBER SECURITY IN EDGE/FOG COMPUTING 

The continuous growth of edge/fog computing deployment involves integrating 
emergent technologies and techniques to improve cyber security in these environ-
ments [12, 20]. Here are some examples of the most used technologies: 

• Blockchain: Blockchain technology can be used to secure edge/fog com-
puting applications by providing a decentralized control of data and by 
making it tamper-proof for storing, verifying, and preserving its consis-
tency [21]. It can enable secure peer-to-peer communication and improve 
overall system resiliency [22]. 

• Machine Learning: Deploying machine learning algorithms in edge/fog 
computing environments improves the real-time response time of the detec-
tion and prevention of cyber attacks. Using predefned features extracted 
from historical data, these algorithms can learn from patterns and behavior 
to identify abnormal activities and user misbehaving and notify the admin-
istrators of potential threats [23, 24]. 
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• Zero-Trust Architecture: Zero-trust architecture is an approach used to 
enforce access policies that require strict authentication and authorization 
for every access attempt made by users, applications, and devices. This 
approach is an effective security measure for edge/fog computing environ-
ments where devices and users may be out of the area of interest [25]. 

• Virtualization: Virtualization technology creates virtual versions of par-
ticular entities, such as servers, storage devices, networks, etc., deployed 
on a single physical device [26]. These virtual machines (VMs) can run 
simultaneously and are isolated and secured through encryption and access 
privileges, which protect edge/fog systems from cyber attacks [27]. 

10.7 DISCUSSION AND FUTURE DIRECTIONS 

Edge/fog computing brings many benefts and allows us to overcome challenges related 
to centralized platforms. Nowadays, it is widely used in a set of application domains 
and industries. Ensuring the security of edge/fog computing systems is one of the main 
challenges that ongoing development and research in cyber security are interested in. 

Here are some potential areas for future research: 

• Improve the complexity of existing defense systems and platforms or 
develop more advanced ones for edge/fog computing that can better detect 
and respond to emerging vulnerabilities and threats 

• Investigate and Integrate new technologies and techniques such as block-
chain, artifcial intelligence, and quantum computing to secure edge/fog 
computing applications. 

• Investigate the compliance and regulatory requirements for cyber security 
in edge/fog computing, and develop best practices and effective strategies 
for compliance with these requirements. 

• Develop new educational and training programs for IT professionals and 
end users to increase their knowledge, understanding, and awareness of the 
importance of cyber security in edge/fog computing. 

10.8 CONCLUSION 

Edge/fog computing is an emerging technology that has helped overcome central-
ized platform challenges and that has been integrated into various industries to col-
lect, process, and store data. Placed close to the data source, edge/fog computing 
offer an optimal solution to handle complex tasks promptly. Edge/fog computing 
is also used to ensure multilevel cooperation between IoT-to-edge or edge-to server 
entities and to propagate information accordingly. These characteristics make edge/ 
fog computing vulnerable to cyber crimes that can manipulate systems and the users 
in order to gain unauthorized access and to corrupt, disrupt, or exfltrate the data. To 
protect edge/fog computing from malicious activities and attacks, it is important to 
understand the concept of edge/fog deployment and cyber security. Securing a sys-
tem should consider technical and non-technical solutions. This chapter presents a 
comprehensive overview of edge/fog computing cyber security. It explored common 
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threats and risks, integration of emerging technologies and techniques, standardiza-
tion and regulations, and defense systems and platforms. Also, it presented some 
case studies of security implementations developed for edge/fog computing. It is 
important to consider the risks relate to target edge/fog computing systems, to evalu-
ate and rate them, to develop optimal security solutions, and to implement the most 
effective measures and controls. This helps to protect infrastructure, devices, and 
data. This chapter also provided some guidelines and best practices that help reduce 
vulnerabilities and guarantee the data’s confdentiality, integrity, and availability. 
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11.1 INTRODUCTION 

Smart cities are a novel idea for urban planners, with new programs like the U.S. 
Department of Mobility’s Smart City Challenge encouraging more effective urban 
mobility [1, 2]. To improve operational effciency, intelligent cities use networked 
technologies to collect real-time data, analyze it, and make preventative and adaptive 
decisions [3]. Intelligent transportation systems (ITS) are generally used to describe 
innovative transportation systems. ITSs are the coordinated use of information pro-
cessing, management, and communications technology in the transportation system. 
Computers, electronics, satellites, and sensors are used in the execution of trans-
portation operations for traffc management, journey planning, and vehicle control. 
There are many benefts, but enhanced ease, effcacy, and safety are the most impor-
tant ones [4]. An ITS aims to provide better services for drivers and commuters 
in transportation networks [5]. By integrating modern technologies into transporta-
tion infrastructure and vehicles, an ITS seeks to increase transportation effciency 
and safety. An ITS provides real-time data and information about traffc conditions, 
weather, road conditions, and other factors that infuence the transportation system 
in order to assist transport operators and users in making better choices [6]. 

The ITS movement began in the early 1970s when academics and decision mak-
ers looked into technology to increase transit effciency and safety [7]. The frst 
cutting-edge traffc control and intelligent vehicle systems were developed at the out-
set of the ITS revolution [8]. Several ITS pilot projects emphasizing advanced trav-
eler information systems, real-time traffc management and control, and electronic 
toll collection were launched in the 1980s in Europe and the United States [9, 10]. All 
current ITS projects need vehicular ad hoc networks (VANET), an essential compo-
nent. Nodes (vehicles) in the VANET occasionally trade short messages known as 
beacons. Important information about the surroundings and moving vehicles, such 
as direction, acceleration, speed, road conditions, weather conditions, and more, is 
stored in the signals. User identity protection, interruptions, multi-hop communica-
tion, and considerable heterogeneity are just a few of the diffculties associated with 
wireless one-hop communication for vehicle connectivity (depending on whether the 
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cars are congested in a big city or a suburban area). Network security is the main 
emphasis of ITS cyber security research [11, 12]. 

Not all ITS components are at risk, including VANETs. A system as complex as 
the ITS necessitates protection everywhere. Attempts to automate transit have led 
to the use of fog and cloud computing, artifcial intelligence, and machine learning 
in the ITS. The diffculty of ensuring cyber security may severely hamper the practi-
cal application of completely automated vehicles. Don’t undervalue the non-technical 
component of ITS security. It is refected in the thoughtful analysis of authorization 
policy, standards creation, governance, policy, regulation, awareness, and education 
[13]. The ITS has become an increasingly popular solution for modern-day transpor-
tation issues. Employing ITSs has numerous advantages, the primary of which are 
time and energy savings. It is estimated that using ITSs can reduce the time spent 
driving by 40–70%, thereby reducing energy consumption [14]. This is a signifcant 
advantage, as it not only saves time for individuals but also helps in reducing the 
carbon footprint. Additionally, using ITSs can lead to a 30–50% reduction in exhaust 
emissions, resulting in a healthier and more sustainable environment. 

Moreover, ITSs can also help in reducing road feet management expenses. With 
ITSs, monitoring and managing vehicles and equipment have become more effcient, 
leading to cost savings [15]. This can be especially benefcial for organizations with 
a large feet of vehicles. By employing ITSs, they can reduce their expenses and 
optimize their resources. The ITS is a rapidly growing feld, with ongoing research 
and development focused on improving transportation safety, effciency, and sustain-
ability [16]. Major ITS applications include advanced traffc management systems, 
electronic toll collection, intelligent public transportation systems, and connected 
and automated vehicles [17]. 

Cyber attacks’ danger increases as more vehicles are interconnected thanks to 
innovations like the ITS and vehicle ad hoc networks (VANET). To address this 
problem, a list of the most signifcant cyber threats to such networks was compiled 
after a review of numerous sources describing key information security issues. These 
dangers include broadcast tampering, which involves the modifcation of messages 
sent over the network, potentially causing collisions or other dangerous situations 
[18]. Another threat is routing, which attackers can employ to cause traffc conges-
tion or reroute vehicles to undesirable locations [19, 20]. Traffc analysis is another 
danger allowing attackers to obtain sensitive information about the network and its 
users. Jamming, the intentional disruption of wireless signals, is also a concern as 
it can render the network unusable [21]. Track and GPS spoofng/position faking 
are additional risks that can compromise the privacy and safety of vehicle occu-
pants. Those involved in designing and implementing VANET/ITS networks must 
be aware of these dangers and take appropriate measures to mitigate them. Based 
on our review of the numerous sources covering key information security subjects 
in VANET/ITS networks, a list of the top cyber threats confronting such networks 
was created [22–24]. 

This chapter discusses various types of cyber attacks that can occur in ITSs. It 
also explores the potential consequences of such attacks, including the disruption 
of critical transportation infrastructure and the compromise of passenger safety. 
Additionally, it has examined the current state of cyber security measures within 
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FIGURE 11.1 Modes of communication and connectivity for vehicles, including GPS, vehi-
cle to infrastructure, vehicle to road and building, and vehicle to person. 

the ITS industry and has proposed potential solutions for improving the resilience 
of these systems against cyber threats. Various modes of communication and con-
nectivity for vehicles, including GPS, vehicle to vehicle, vehicle to infrastructure, 
vehicle to person, and mobile tower, are depicted in Figure 11.1. 

11.2 LITERATURE STUDY 

To increase the effectiveness and safety of transportation, ITSs depend on related 
technologies like sensors, communication networks, and cutting-edge data analytics. 
However, with the increased use of these systems, the risk of cyber attacks against 
them has also increased. Cyber attacks can have severe consequences, including 
disruptions to transportation services, loss of revenue, and endangerment of human 
lives. This literature review examines the different types of cyber attacks against 
ITSs and the associated impacts. Table 11.1 provides the detail conventional meth-
ods employed in cyber attacks targeting ITSs, including their descriptions and 
constraints. 
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TABLE 11.1 
Standard Techniques Used in Cyber Attacks Against ITS, with Descriptions 
and Limitations 

Reference Technique Used Description 

[25] Advanced traffc Intelligent traffc control 
management systems optimize traffc 
systems (ATMS) movement and lessen 

congestion using sensors, 
cameras, and data analytics. 

[26–28] Vehicle-to-vehicle Wireless communication 
(V2V) between vehicles to share 
communication information about traffc 

conditions and potential 
hazards. 

[29, 30] Autonomous Self-driving vehicles that use 
vehicles sensors and artifcial 

intelligence to navigate roads 
and traffc. 

[31] Intelligent Techniques and precautions, 
transportation such as frewalls, intrusion 
systems cyber detection systems, and 
security encryption, safeguard 

transportation networks from 
cyber threats. 

[32, 33] Big data analytics Techniques and tools are used 
to analyze large amounts of 
data from transportation 
systems to identify patterns, 
predict traffc fow, and 
improve system performance. 

[34] Intelligent Computer-based models 
transportation simulate transportation 
system systems and their performance 
simulation under different scenarios. 

[35, 36] Denial of service DoS overwhelms a system with 
(DoS) attack traffc or requests, causing it to 

become unavailable to 
legitimate users. 

Limitations 

The associated expenses and 
intricacy restrict the ability to 
implement and maintain this. 
It necessitates reliable network 
connectivity and profcient 
data management capabilities. 

The quantity of equipped 
vehicles and the caliber of 
wireless communication place 
restrictions on what is 
possible. Protocols for strong 
authentication and encryption 
are needed. 

High expenses and regulatory 
restrictions impose limitations. 
To ensure security and 
dependability, extensive testing 
and validation are needed. 

It is restricted due to the 
constant need for upkeep and 
updates and the quick 
evolution of cyber threats. 

The lack of advanced data 
management and analytics 
capabilities limits the 
potential. Substantial data 
gathering and processing are 
needed. 

The completeness and 
correctness of the underlying 
data and assumptions restrict 
them. Considerable resources 
and skills are needed to create 
and sustain. 

Effective against centralized 
systems but less effective 
against distributed systems. It 
can be mitigated with proper 
network design and 
monitoring. 

(Continued ) 
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TABLE 11.1 (Continued) 
Standard Techniques Used in Cyber Attacks Against ITS, with Descriptions 
and Limitations 

Reference Technique Used 

[37] Malware injection 

[38, 39] Spoofng attacks 

[40, 41] Man-in-the-
middle (MITM) 
attack 

[42, 43] Physical 
tampering 

[44] Social engineering 

Description 

Injecting malicious code into a 
system, often through a 
vulnerability in software or 
frmware. 

Assumes the identity of a 
genuine user or system to 
obtain confdential data or take 
over a system. 

Intercepting and altering 
communication between two 
systems 

Physically manipulating a 
system, such as by cutting 
cables or installing 
unauthorized hardware 

Manipulating people to gain 
access to sensitive information 
or control over a system, often 
through deception or 
persuasion 

Limitations 

Effective at gaining access to 
systems and stealing data but 
can be challenging to execute 
against well protected systems. 
Solid security measures, such 
as network segmentation and 
regular patching, can mitigate 
it. 

Strong security measures, such 
as multifactor authentication 
and intrusion monitoring 
systems, can be used to 
neutralize this threat. Effective 
against systems with poor 
authentication and access 
restrictions. 

Although it can be mitigated by 
using powerful encryption and 
authentication methods, it is 
effective against systems with 
poor encryption and 
authentication. 

Strong physical security 
measures, like surveillance 
cams and access controls, can 
mitigate the effects of this 
attack in systems with poor 
physical security. 

Effective against those who 
have not received the 
appropriate cyber security 
awareness training, but it can 
be reduced with ongoing 
training and awareness efforts 

11.3 ITS AND CHALLENGES OF TRANSPORTATION 
CYBER SECURITY 

11.3.1 INTELLIGENT TRANSPORTATION SYSTEMS 

A system that uses innovative technology and information processing to increase 
the effectiveness and security of transit networks is known as an ITS [45]. To pro-
vide seamless and sustainable transportation solutions, the ITS seeks to improve 
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coordination and communication among various modes of transportation, including 
road, train, air, and sea. Information and communication technologies are applied to 
ITS to enhance productivity, security, and sustainability. ITS is a broad feld encom-
passing various technologies, including traffc management systems that use real-
time data to improve traffc fow, lessen congestion, and increase road safety [46]. 
To help drivers navigate, park, and prevent collisions, advanced driver assistance 
systems (ADAS) use sensors and communication technologies [47]. Information 
and communication technologies are applied to transportation systems as part of 
the ITS to enhance productivity, security, and sustainability. Communicate with one 
another and with the road infrastructure using vehicle to vehicle (V2V) and vehicle 
to infrastructure (V2I) communication systems, allowing cooperative driving and 
real-time information exchange [48]. Intelligent public transportation networks that 
maximize performance using real-time data systems for collecting tolls without 
making vehicles halt include electronic toll collection (ETC), which uses sensors and 
communication technologies [49]. Systems with intelligent parking optimize space 
availability and lessen congestion using sensors and data analytics [50]. Figure 11.2 
shows the interaction of vehicle to vehicle (V2V), vehicle to infrastructure (V2I), and 
infrastructure to infrastructure communication. 

11.3.1.1 Examples of ITS Implementation 
Adaptive traffc signal management systems can change the timing of traffc signals 
and enhance traffc fow by using real-time traffc data [51, 52]. On the other hand, 
adaptive traffc signal management systems use real-time traffc data from numer-
ous sources, including cameras, sensors, or GPS devices, to assess the current traffc 
conditions. The real-time timing of the traffc signals is then modifed using this data 
to improve traffc movement and ease congestion. For instance, if there is a lot of 
traffc on one road, the system can change the timing of the traffc signals to give that 
road more green time while decreasing green time for other roads with less traffc. 

FIGURE 11.2 Vehicle to vehicle (V2V), vehicle to infrastructure (V2I), and infrastructure 
to infrastructure (I2I) communications. 
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This may help to ease traffc and shorten commutes for users [53, 54]. Developing 
connected and autonomous vehicles is a signifcant technical advancement in trans-
portation. These vehicles have the potential to completely alter the way we move 
by utilizing cutting-edge sensor, communication, and maritime technologies. The 
capacity of these cars to increase road safety is one of their most important advan-
tages. With capabilities like automatic emergency braking, collision avoidance, and 
lane-keeping assistance, they can drastically lower the number of accidents brought 
on by human error. 

Additionally, these vehicles have the potential to reduce traffc congestion and 
enhance mobility by optimizing traffc fow and reducing the need for parking 
spaces. As technology advances, the possibilities for connected and autonomous 
vehicles are endless, and they can potentially transform how we move around our 
cities and beyond [55]. Improving transportation routes can signifcantly impact 
passenger comfort and waiting times. By optimizing routes, public transportation 
providers can reduce the time passengers spend waiting for their rides and ensure 
they arrive at their destinations more effciently. This can be achieved by using GPS 
tracking and real-time data analysis to predict traffc patterns and adjust routes 
accordingly. Additionally, improving the physical infrastructure of transportation 
routes, such as adding sheltered waiting areas and providing accurate informa-
tion about schedules, can make the experience more comfortable for passengers. 
Investing in route optimization is crucial in making public transportation more 
convenient, reliable, and accessible for everyone [56]. Innovative ticketing systems, 
automatic car location systems, and real-time passenger information systems are 
examples of the ITS [57]. 

11.3.2 ITS ECOSYSTEM 

The ITS ecosystem refers to the ITS interdependent components, technologies, and 
stakeholders [58]. The ITS ecosystem includes stakeholders such as government 
agencies, private companies, research organizations, and end users collaborating to 
deliver ITS services and solutions. The ITS ecosystem comprises four main elements: 
infrastructure, vehicles, travelers, and operations. These elements work together to 
provide a seamless transportation system that is safe, effcient, and environmentally 
sustainable [6]. 

11.3.2.1 Infrastructure 
ITS infrastructure includes physical infrastructure such as roads, bridges, tunnels, 
traffc signals, and communication and information systems that enable data fow 
between infrastructure and vehicles [59]. ITS infrastructure also includes a range of 
technologies, such as sensors, cameras, and other monitoring devices that capture 
and analyze data on traffc conditions and road safety. Infrastructure is crucial in 
developing and deploying ITS. ITS infrastructure refers to the physical and commu-
nication systems that support the operation of ITS services, including roads, bridges, 
tunnels, traffc signals, and other facilities [60]. 

ITS infrastructure provides a range of benefts, as discussed in the following 
sections. 
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• Data Collection and Analysis: ITS infrastructure includes various sen-
sors, cameras, and other monitoring devices that capture real-time data on 
traffc conditions, road safety, and environmental factors [16]. This data is 
analyzed to provide information on traffc fows, congestion, accidents, and 
other critical factors that affect the transportation system [61]. 

• Communication and Information Systems: Communication and infor-
mation sharing among vehicles, infrastructure, and other elements of the 
transportation system are made possible by the ITS infrastructure. This 
communication is essential for providing passengers with real-time traffc 
updates, alerts, and notifcations, as well as for enhancing safety and easing 
congestion [62, 63]. 

• Intelligent Traffc Management: ITS infrastructure includes advanced 
traffc management systems that use real-time data and predictive analyt-
ics to manage traffc fows, optimize traffc signals, and reduce congestion. 
This system ensures that the transportation network operates effciently, 
reducing travel times and improving safety [64]. 

• Sustainable Transport Solutions: ITS infrastructure enables the integra-
tion of sustainable transport modes such as cycling, walking, and public 
transportation. This integration is crucial for easing traffc, enhancing air 
quality, and encouraging more environmentally friendly journey habits. 
The development and deployment of the ITS infrastructure require col-
laboration among various stakeholders, including government agencies, 
private companies, and research organizations. ITS infrastructure must 
be designed to be integrated, interoperable, and scalable to support future 
developments in ITS technology [64]. 

11.3.2.2 Vehicles 
The ITS ecosystem depends heavily on vehicles because they provide a means of 
transportation and are outftted with various technologies that allow them to interact 
with other vehicles and the infrastructure [65]. The goal of ITS vehicles is to offer 
safer, more effective, and ecologically friendly transportation. Vehicle to vehicle 
(V2V) and vehicle to infrastructure (V2I) communication, GPS, collision avoid-
ance systems, and other safety features are just a few of the technologies that are 
included in ITS cars. Through the use of these technologies, ITS vehicles can inter-
act with other vehicles and infrastructure, giving real-time data on traffc patterns, 
road safety, and environmental factors [66]. Vehicles can interact with one another 
via a V2V network, sharing data on location, speed, and other aspects of driving. 
This information can be used to enable collision avoidance systems and improve 
safety. V2I communication enables vehicles to communicate with infrastructure, 
providing real-time information on traffc signals, road signs, and other infrastruc-
ture, enabling real-time traffc management and control systems that optimize traffc 
fows, reduce congestion, and improve safety [67]. ITS vehicles can also be designed 
to support alternative modes of transportation, such as cycling, walking, and pub-
lic transport [68]. For example, ITS vehicles can provide real-time information on 
public transportation schedules, routes, and availability, encouraging travelers to use 
public transportation instead of driving. 
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In addition, ITS vehicles can be designed to be more environmentally sustain-
able, reducing emissions and promoting sustainable transportation. For example, 
ITS vehicles can be equipped with hybrid or electric powertrains, reducing emis-
sions and promoting sustainable transportation. The development and deployment 
of ITS vehicles require collaboration among various stakeholders, including vehicle 
manufacturers, government agencies, private companies, and research organizations. 
Integrating ITS vehicles into the transportation system can help reduce travel times, 
improve safety, and enhance the overall effciency of the transportation system [66]. 

11.3.2.3 Travelers 
Travelers are crucial in the ITS ecosystem. ITS is a system of related technologies and 
infrastructure that improves transportation effciency, safety, and environmental sus-
tainability. Travelers interact with these technologies and techniques in various ways, 
and their behavior and feedback can impact the effectiveness of the ITS ecosystem [69]. 

Here are some specifc ways in which travelers contribute to the ITS ecosystem. 

• Using ITS Technologies: Travelers use various ITS technologies such as 
navigation apps, traffc information systems, public transportation apps, 
and smart parking systems. Using these technologies, travelers can make 
informed decisions about their travel plans, avoid traffc congestion, and 
reduce their carbon footprint [69]. 

• Providing Feedback: Travelers can provide feedback to ITS operators and 
transportation agencies through various channels, such as social media, 
surveys, and customer service hotlines. This feedback can help improve the 
performance of ITS systems and inform future development [69]. 

• Adapting to New Technologies: As ITS technologies evolve, travelers 
must adapt to new systems and interfaces. This adaptation can be challeng-
ing, but it is essential to ensure that travelers can use these technologies 
effectively [69]. 
Following Rules and Regulations: ITSs rely on the cooperation of trav-
elers to function effectively. This includes following traffc laws, obeying 
public transportation rules, and respecting the safety and privacy of other 
travelers [69]. 

11.3.2.4 Operations 
ITS operations play a critical role in the ITS ecosystem by managing and coordi-
nating the various technologies and infrastructure that comprise the system. ITS 
operations involve planning, designing, implementing, and maintaining transporta-
tion technologies, including traffc management, transit, and traveler information 
systems. Here are some specifc ways in which ITS operations contribute to the ITS 
ecosystem [70]: 

• System Monitoring and Management: ITS operations personnel monitor 
transportation systems and traffc fow in real time, identifying issues and tak-
ing corrective actions to minimize disruptions to traffc fow and safety [70]. 
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• Incident Response: ITS operations personnel respond to incidents such 
as accidents, roadway obstructions, and weather-related events, providing 
timely information to travelers and coordinating with emergency services 
to ensure incidents are cleared safely and effciently [70]. 

• Data Collection and Analysis: ITS operations collect and analyze trans-
portation data, including traffc volume, travel time, and weather condi-
tions, to identify trends and patterns and to inform future planning and 
decision making [71]. 

• System Optimization: ITS operations personnel optimize transportation 
systems by implementing traffc signal coordination, ramp metering, and 
variable message signs to reduce congestion, improve safety, and enhance 
travel time reliability [70]. 

• Interagency Coordination: ITS operations personnel work closely with 
other transportation agencies, including public transportation providers and 
emergency services, to coordinate responses and improve overall transpor-
tation effciency and safety [70]. 

11.3.3 SECURING THE ITS ECOSYSTEM 

Securing the ITS ecosystem is crucial to ensure critical transportation infrastruc-
ture’s safe and reliable operation. Here are some key measures that can be taken to 
secure the ITS ecosystem [72]: 

• Implement Access Control: Access control is essential to guarantee that 
only authorized employees can access the ITS ecosystem. Strong authen-
tication and authorization mechanisms, such as role-based access control 
and multifactor authentication, can be implemented to accomplish this [73]. 

• Use Encryption: Encryption can help to secure data in transit and at rest. 
Implementing encryption for data transmission and storage can prevent 
unauthorized access to sensitive information [72]. 

• Regularly Update Software: Regular software updates can help to mit-
igate vulnerabilities in the ITS ecosystem. Organizations should ensure 
that software updates are regularly applied to all ITS ecosystem com-
ponents [72]. 

• Implement Firewalls and Intrusion Detection Systems: Unauthorized 
entry to the ITS ecosystem can be found and prevented with frewalls and 
intrusion detection systems. By monitoring network traffc and identifying 
potential security threats, these systems can help to protect the ITS ecosys-
tem from cyber attacks. 

• Conduct Regular Security Assessments: Weaknesses in the ITS system 
can be found with the help of routine security audits. Organizations should 
routinely conduct vulnerability assessments and penetration testing to fnd 
possible security weaknesses and take corrective action [72]. 

• Educate Employees: Employees are often the weakest link in the security 
chain. Educating employees on cyber security best practices and the impor-
tance of security can help to reduce the risk of cyber attacks [72]. 
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• Develop an Incident Response Plan: Organizations can react to security 
incidents more quickly and successfully with an incident response plan. 
Organizations should have a well-defned incident response plan with clear 
communication and escalation procedures [72]. 

11.3.4 ANTI-PHISHING SOLUTIONS 

Phishing attacks are a signifcant concern in securing the ITS ecosystem. Various 
anti-phishing solutions can be implemented to enhance the security of ITS against 
phishing attacks. Here are some of the most effective anti-phishing solutions[74]: 

• Email Filters: Before phishing emails arrive in a user’s inbox, email flters 
are an effcient way to identify and stop them. They use block lists, allow 
lists, and content analysis to identify suspicious emails and prevent them 
from being delivered [74]. 

• Web Filters: Web flters can block access to known phishing websites and 
prevent users from accidentally visiting them [75]. They can analyze web 
content for suspicious activity or use URL fltering to block known phish-
ing domains. 

• Multifactor Authentication (MFA): MFA is an additional layer of secu-
rity that requires users to provide further information, such as a code sent 
to their mobile device. It helps prevent phishing attacks that rely on stolen 
login credentials [74]. 

• Security Awareness Training: To stop phishing assaults, security aware-
ness training is essential. It teaches users how to recognize and avoid 
phishing emails, verify the authenticity of websites, and report suspicious 
activity [74]. 

• DNS Filtering: DNS fltering is another effective way to block access to 
known phishing domains and prevent users from accessing them. It uses 
DNS block lists or reputation-based fltering to protect against phishing 
attacks [74]. 

• Anti-Malware Solutions: Malware that might have been installed due to 
a phishing attack can be found and removed using anti-malware tools. To 
defend against various threats, they combine signature-based and behavior-
based analysis [74]. 

• Breach Detection Systems (BDS): ITSs are intricate systems that com-
bine numerous technologies to increase movement, safety, and effective-
ness in transportation [76]. Because of their growing importance, ITSs have 
turned into a top target for cyber attacks. Breach detection systems (BDSs) 
are essential for protecting the ITS environment. To identify and notify 
security employees of possible security breaches, breach detection systems 
watch network traffc, system records, and other security-related data. A 
BDS employs various strategies to fnd potential security threats in the ITS 
environment, including signature-based, behavior-based, and anomaly-
based detection methods [77]. Signature-based detection uses known attack 
patterns to detect possible security breaches. Behavior-based detection 
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monitors system behavior for abnormal activities that may indicate a secu-
rity breach. Anomaly-based detection detects abnormal patterns that may 
indicate a security breach. The benefts of implementing a breach detection 
system in an ITS ecosystem are: 

• Early Detection of Security Threats: The BDS detects potential security 
breaches early, reducing the time needed to investigate and respond to the 
threat [78]. 
• Mitigation of Security Risks: By detecting potential security breaches 

early, a BDS can mitigate the cyber attack risk and prevent possible 
damage. 

• Compliance with Regulations: Implementing a BDS can help organi-
zations comply with security and data privacy regulations. 

• Improved System Performance: By monitoring system behavior, 
a BDS can identify and address issues affecting system performance 
before they cause signifcant disruptions. 

• IPS/IDS: Two critical elements in the ITS ecosystem’s security are the IPS 
(intrusion prevention system) and IDS (intrusion detection system) [79]. An 
IDS security instrument monitors network data to spot and warn managers 
of potentially harmful or suspicious behavior. It examines and contrasts 
network data with a library of recognized attack fngerprints or patterns. 
The IDS alerts the supervisor or security staff when an attack is found. On 
the other hand, an IPS detects attacks and takes action to prevent them. It 
uses the same techniques as an IDS to analyze network traffc, but, when 
it identifes an attack, it can block or quarantine the malicious traffc to 
prevent it from reaching its target. In the context of ITS, an IDS or IPS can 
help protect critical systems and data from cyber threats. These threats can 
come from various sources, including hackers, malware, and other mali-
cious actors. By monitoring network traffc and blocking suspicious activ-
ity, an IDS or IPS can help prevent attacks that could disrupt or compromise 
the functioning of the transportation system [80]. 

However, it’s important to note that an IDS or IPS is just one part of a 
comprehensive security strategy for ITS. Other measures, such as encryp-
tion, access controls, and security audits, should also be implemented to 
ensure the security and reliability of the system. Additionally, regular 
updates and maintenance of the IDS or IPS are essential to keep up with 
evolving threats and ensure the continued effectiveness of security mea-
sures [81]. 

11.3.5 CHALLENGES OF TRANSPORTATION CYBER SECURITY 

Cyber security in the transportation industry faces several diffculties in defend-
ing against online attacks. We will examine some of these challenges in this 
section [82]. 

• Complexity of Transportation Systems: Transportation systems are com-
plex, with multiple systems and subsystems working together to ensure safe 
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and effcient transportation [83]. This complexity makes it challenging to 
identify vulnerabilities and secure the system against cyber threats. For 
example, a transportation system may comprise multiple software systems, 
hardware devices, and networks, each with different levels of security and 
vulnerabilities. 

• Cost of Cyber Security: Cyber security measures can be costly, and trans-
portation companies may face budgetary constraints that make it challeng-
ing to allocate resources to cyber security [84]. Additionally, cyber security 
requires ongoing maintenance and updates, which can further increase the 
cost of implementation. 

• Legacy Systems: Transportation systems often rely on legacy systems that 
may not be compatible with modern cyber security measures [85]. These 
legacy systems may be challenging to update or replace, making them vul-
nerable to cyber threats [86]. For example, an old control system in a train 
may not be compatible with modern cyber security measures, making it 
easier for cyber attackers to exploit vulnerabilities. 

• Insider Threats: Insider threats pose a signifcant challenge to transporta-
tion cyber security. Employees, contractors, and other insiders may have 
access to critical systems and data, making them potential threats to the 
system’s security [87]. 

11.4 CYBER SECURITY IN TRANSPORTATION  
SYSTEMS AND VULNERABILITIES IN 
TRANSPORTATION SYSTEMS 

11.4.1 CYBER SECURITY IN INTELLIGENT TRANSPORTATION SYSTEMS 

The result of the fusion of several technologies, including wireless networks, 
control systems, real-time data, embedded systems, and machine learning, is the 
Internet of Things (IoT) [88]. The Internet of Things (IoT) includes products that 
relate to concepts like the intelligent home, intelligent healthcare system, intel-
ligent community, etc., from the consumer’s viewpoint. These areas have many 
characteristics and problems in common. It is usual for IoT subfelds to share tech-
nology, but this practice needs to be carefully considered and investigated. Despite 
their similarities, different industries have different requirements for transmission 
range and bit rate, real-time operation, dependability, and security. Several IoT 
characteristics defne ITS for smart cities. They can be recognized by their rigid 
deadlines, dynamic character, and enormous datasets. The crucial requirement for 
safety is one of the key characteristics that distinguish the ITS. ITS applications 
lie under the following three categories: effcient road traffc, entertainment, and 
transportation safety [89, 90]. Apps enhancing road safety must meet high cyber 
security requirements and adhere to rigorous real-time deadlines. Cyber security 
standards are pretty strict because even while the effectiveness of infotainment 
applications and traffc fow effciency isn’t directly tied to the physical safety of 
road users, a security breach in any of them might endanger the effectiveness of 
the entire ITS [71]. 
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11.4.2 CYBER SECURITY ATTACKS ON TRANSPORTATION SYSTEMS 

Cyber security attacks on transportation systems refer to the deliberate exploita-
tion of vulnerabilities in information technology infrastructure used in transpor-
tation systems. These attacks can disrupt the normal functioning of transportation 
systems, cause damage to critical infrastructure, and even result in the loss of 
human lives [91]. These attacks can take many forms, including malware and 
viruses that infect transportation systems’ networks, servers, or end user devices 
and cause disruptions or data loss; denial of service attacks that overload or food 
transportation systems’ networks with traffc, causing them to crash or become 
unavailable [92]; social engineering attacks that exploit human vulnerabilities 
through phishing, pretexting, or baiting to trick users into divulging sensitive 
information or installing malware[44]; ransomware attacks that encrypt critical 
data and demand payment for decryption [93]; long-term, targeted attacks against 
transportation systems that are used by advanced persistent threats to access 
confdential data, such as fnancial transactions, private information, or logistics 
plans, without authorization. 

11.4.3 IMPORTANCE OF TRANSPORTATION SYSTEMS TO SOCIETY 

AND THE ECONOMY 

Cyber security attacks on transportation systems can have severe consequences, 
including fight cancellations, delays, or disruptions to shipping and supply chain 
operations, risking passenger safety and causing signifcant economic losses. 
Therefore, protecting transportation systems against cyber attacks is crucial to ensure 
their uninterrupted functions and safeguard public security [94]. Transportation sys-
tems play a critical role in society and the economy by facilitating the movement 
of people, goods, and services from one location to another. Here are some of the 
crucial reasons why transportation is essential: 

• Facilitating Economic Activity: Transportation systems are essential for 
moving goods and services that drive economic activity. Businesses require 
effcient transportation to transport their products to customers, obtain raw 
materials and supplies, and carry their employees to and from work [94]. 

• Supporting Employment: Transportation systems support jobs across var-
ious sectors, including trucking, shipping, air travel, and public transporta-
tion. These jobs provide livelihoods for millions of people worldwide [94]. 

• Enabling Access to Goods and Services: Transportation systems give 
individuals access to essential goods and services, including food, medi-
cine, and other necessities. This is particularly important for people who 
live in remote areas where these goods and services are not readily avail-
able [94]. 

• Enhancing Social Mobility: Transportation systems can help people 
access education, healthcare, and employment opportunities they might not 
otherwise have access to. This is particularly important for disadvantaged 
groups who may face barriers to mobility [94]. 
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• Promoting Tourism: Transportation systems are critical for the tourism 
industry, enabling people to visit different parts of the world and explore 
new cultures [94]. 

11.4.4 VULNERABILITIES IN TRANSPORTATION SYSTEMS 

Transportation systems are vulnerable to various risks and vulnerabilities, which can 
signifcantly impact people’s safety, economic activities, and the environment [95]. 
Some of the most common vulnerabilities in transportation systems include: 

• Cyber Security Vulnerabilities: Transportation systems rely heavily on 
computerized systems, which can be vulnerable to cyber attacks. For exam-
ple, a cyber attack on a transportation system’s control system can cause 
signifcant disruptions, including the shutdown of critical infrastructure 
such as airports, railways, and ports [96]. 

• Infrastructure Vulnerabilities: Transportation infrastructure, such 
as bridges, tunnels, and highways, can be vulnerable to natural disas-
ters  like  foods, earthquakes, and hurricanes, as well as human-made 
disasters like terrorism and sabotage [97]. 

• Human Error: Transportation systems can be vulnerable to human error, 
such as a train driver falling asleep, a pilot making a navigation error, or a 
truck driver losing control of the vehicle [98]. 

• Operational Vulnerabilities: Transportation systems can also be vulner-
able to operational failures, such as mechanical or technical failures, inad-
equate maintenance, or insuffcient personnel training [99]. 

• Physical Security Vulnerabilities: Transportation systems can be vulner-
able to physical security threats such as terrorism, hijacking, and criminal 
activities like theft and vandalism [95]. 

• Environmental Vulnerabilities: Environmental risks such as air pollu-
tion, greenhouse gas emissions, noise pollution, and the effects of climate 
change can make transportation networks vulnerable. Transportation 
systems must implement robust security and risk management tech-
niques to reduce these vulnerabilities. In addition to powerful regulatory 
frameworks and emergency reaction plans, these measures could include 
cutting-edge technologies like sensors, monitoring systems, and predic-
tive analytics. Additionally, public education and awareness initiatives 
can assist people in better comprehending the dangers and weaknesses 
connected to transportation systems and taking the necessary precautions 
to lessen them [95]. 

11.5 TYPES OF CYBER SECURITY ATTACKS ON TRANSPORTATION 
SYSTEMS/ITS ATTACK VECTORS 

Infrastructures that facilitate the movement of people, goods, and services across 
the globe include transportation systems. They play a crucial role in contemporary 
culture and rely heavily on technology. Sadly, their reliance on technology also 
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exposes them to various cyber security assaults. A computer system called an ITS 
or Industrial Control System manages and controls industrial operations. Critical 
infrastructure industries like electricity, water, transportation, and manufacturing 
frequently use these systems. Serious repercussions from an attack on an ITS can 
include service interruption, property harm, and even fatalities [100, 101]. 

The following sections include some of the typical attack methods that can be 
employed when targeting an ITS. 

11.5.1 PHISHING ATTACKS 

One of the most frequent cyber security attacks that can happen in any business 
is phishing [102]. These attacks trick workers into disclosing private information 
or downloading malware in the transportation industry. An employee might, for 
instance, get an email asking for details on a shipment or a customer that appears to 
be from a reliable source, like a shipping business. The employee may be required 
to input their login information when the email contains a link to a fake website that 
mimics the real one. Once the attacker has the login information, they can view pri-
vate data and even take over the transportation network [103, 104]. 

11.5.2 RANSOMWARE ATTACKS 

Another kind of cyber attack that can be devastating to transportation networks is 
ransomware. These attacks involve gaining access to a system, where the attacker 
encrypts all the data and renders it useless until a ransom is made. This could 
cause a total shutdown of the transportation system, causing delays and fnancial 
losses. Attackers have occasionally threatened to divulge private information if the 
ransom is not paid, which could harm the image and security of the transportation 
system [105]. 

11.5.3 DDOS ATTACKS 

A distributed denial of service (DDoS) attack is an assault that includes saturating 
a system with traffc to overwhelm its servers and bring them down. This could 
cause the transportation system to close entirely, causing delays and fnancial losses. 
Attackers can also use DDoS attacks to divert security employees and conduct addi-
tional attacks, like data theft or malware installation [106]. Figure 11.3 depicts that 
the perpetrator initiating a DDoS assault on the website of the target by inundating 
the DNS service with malevolent traffc. 

11.5.4 SOCIAL ENGINEERING ATTACKS 

Attacks using social engineering persuade people to reveal sensitive information or 
take action. Attackers may adopt employee, vendor, or customer personas to obtain 
sensitive data. They might also use phony documents or websites to win the victim’s 
confdence. These assaults may be challenging to identify and cause sizable fnancial 
damages or data breaches [107]. 
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FIGURE 11.3 Attacker launches a DDoS attack on a victim’s website by overwhelming the 
DNS service with malicious traffc. 

11.5.5 INSIDER ATTACKS 

Attacks carried out by employees or other authorized people are called insider 
attacks. These assaults, which may or may not be deliberate, can cause system 
crashes, data leaks, and other harm. Insiders may have access to sensitive data or 
networks, and they may take advantage of this access for their beneft or to launch an 
attack on behalf of an external attacker [108]. 

11.5.6 PHYSICAL ATTACKS 

Attackers physically gain entry to the ITS and modify its hardware or software. 
Physical assaults can involve anything from taking login information to destroy-
ing the system [109]. Cyber security attacks of all kinds can affect transportation 
networks [110]. The attacks, as mentioned earlier, are just a few instances of the 
different types that can occur. To defend against these dangers, transportation sys-
tems need to be put in place robust cyber security measures like frewalls, intrusion 
detection systems, and access limits. Employers must regularly educate their staff on 
cyber security best practices to stop these attacks. Physical attacks on ITS involve 
gaining physical access to the system and tampering with its hardware or software 
components. Here are some examples of physical attacks on ITS [111]. 

• Tampering with Equipment: Attackers can physically tamper with the 
equipment in an industrial facility to cause damage or disrupt operations. 
For example, they may manipulate valves or switches to cause industrial 
processes to malfunction or damage equipment [111]. 

• Theft of Equipment: Attackers may steal equipment like laptops or USB 
drives to control the ITS. They can then use the stolen equipment to gain 
unauthorized access to the system or steal sensitive data [111]. 

• Sabotage: Sabotage involves intentionally causing damage or disruption 
to the ITS. For example, an attacker could cut power or communication 
cables, damage control systems, or introduce malicious software to disrupt 
industrial processes [112]. 
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• Social Engineering: Social engineering attacks involve manipulating peo-
ple to gain access to the ITS. For example, an attacker may pose as a tech-
nician or vendor and gain access to the facility to install malware or steal 
sensitive information [112]. 

• Physical Intrusion: Attackers can physically intrude into a facility to gain 
access to the ITS. This could involve bypassing security controls or exploit-
ing vulnerabilities in physical security systems [108]. To protect against 
physical attacks on an ITS, it is essential to implement physical solid secu-
rity controls, such as access controls, surveillance systems, and intrusion 
detection systems. Regular security assessments and training of employees 
on cyber security best practices can also help to mitigate the risk of physical 
attacks on ITS. Additionally, organizations should have an incident response 
plan to respond quickly and effectively during a physical attack [111]. 

11.6 CYBER SECURITY ATTACKS ON TRANSPORTATION 
SYSTEMS: IMPACT AND PREVENTION 

11.6.1 IMPACT OF CYBER SECURITY ATTACKS ON TRANSPORTATION SYSTEMS 

• Economic Impact: Cyber security attacks can have a signifcant economic 
impact on transportation systems. For example, a successful attack on a 
transportation system could result in substantial fnancial losses due to the 
disruption of operations, decreased productivity, and increased expenses 
associated with incident response and recovery [113, 114]. 

• Public Safety Impact: Cyber security attacks on transportation systems 
can also signifcantly impact public safety. If attackers can gain control of 
critical systems such as traffc lights, railway signals, or airport control tow-
ers, it could lead to accidents, injuries, and even loss of life [113]. 

• Reputation Impact: A successful cyber attack on a transportation sys-
tem can damage the reputation of the affected company or organization. 
Customers and the general public may lose confdence in the organization’s 
ability to provide a safe and reliable service [113]. 

• Psychological Impact: Cyber security attacks can also have a psychologi-
cal impact on the public. Suppose a successful attack on a transportation 
system leads to injuries or loss of life. In that case, it can have a signifcant 
emotional impact on those affected and on the broader community [113]. 

11.6.2 PREVENTING CYBER SECURITY ATTACKS ON 

TRANSPORTATION SYSTEMS 

Cyber security attacks on transportation systems can have severe consequences, 
from disrupting services to ending human lives. Here are some strategies that can 
help prevent such attacks [115]. 

• Best Practices for Cyber Security in Transportation Systems: 
Organizations operating transportation systems should follow best practices 
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for cyber security, such as implementing strong password policies, regular 
system updates, and multifactor authentication [116]. 

• Developing a Cyber Security Culture: Developing a culture of cyber 
security awareness among employees and stakeholders can help prevent 
cyber security attacks. This includes regular training and education on and 
avoiding cyber security risks [116]. 

• Risk Management Strategies: Risk management strategies can help orga-
nizations identify and mitigate cyber security risks. This includes conduct-
ing regular risk assessments and implementing security controls to reduce 
the impact of threats [116]. 

• Incident Response Planning: Organizations should have an incident 
response strategy in place to react to cyber security problems swiftly and 
effciently. The steps in this strategy should cover incident detection, report-
ing, and response [116]. 

• Coordinated Efforts Among Government, Industry, and Academia: 
Collaboration among the public sector, private sector, and academic insti-
tutions can aid in preventing cyber attacks on transportation networks. 
Information and resources are shared to recognize and reduce cyber secu-
rity threats [2]. 

11.7 ITS ATTACKER MOTIVES 

Find the reason that certain ITS attackers have for digging in deeper on certain 
things your company might hold in store for them [117]. Knowing the right reasons 
might make your organization technically strong enough to defend against those 
attacks as well. When ITS attackers hijack systems, their intentions can be identi-
fed according to the type of data they steal. You may fortify your defenses and be 
ready for anything the threat landscape throws your way if you can more clearly 
understand why hackers hack (their motivations) and who will most likely target 
your particular company. (It should be emphasized that because the word “crime” 
is a legal term and an attack may or may not be regarded as one, it is not used here. 
As a result, the term “attack” is utilized.) There are typically six reasons for trying 
to launch a cyber attack, according to Mark Heptad [118], which are discussed in the 
following sections. Figure 11.4 depicts a scenario in which an individual with mali-
cious intent sends a message that results in the unauthorized access of confdential 
fles. This individual is strongly driven to carry out his actions. 

11.7.1 FINANCIAL SUCCESS 

Hackers are primarily motivated by money, and there are numerous methods to 
acquire it [119]. They might hack your fnancial websites’ passwords, gain access 
to your bank or investment accounts directly, and then move money to one of their 
accounts. Or they could attack your entire business with malware. They can also 
use a complex spear phishing scam to trick an employee into sending money [120]. 
Despite the abundance of choices, most hackers seek to make money. A well-known 
illustration of the fnancial motivation behind cyber attacks is the theft of personally 
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FIGURE 11.4 Hacker sends a malicious message and gains access to confdential fles. 

identifable information (PII), which is then sold. This motive accounts for many 
cyber attacks against retailers and healthcare facilities, typically carried out by orga-
nized criminal gangs. A well-known illustration of the fnancial motivation behind 
cyber attacks is the theft of personally identifable information (PII), which is then 
sold. This motive accounts for many cyber attacks against retailers and healthcare 
facilities, typically carried out by organized criminal gangs [121]. 

11.7.2 APPRECIATION AND SUCCESS 

Some hackers are motivated by the feeling of accomplishment from breaking into an 
extensive system. Everyone desires to be noticed, whether they work alone or with 
others in groups. This is connected to the notion that cyber criminals are challeng-
ing, competitive individuals who enjoy the task that their actions present. Even now, 
they frequently motivate one another to perform more diffcult attacks [122]. 

11.7.3 INTERNAL THREATS 

People with access to crucial information or systems may abuse it, which would be 
bad for their frm. These dangers are among the biggest threats to a company’s cyber 
security because they could come from partners, vendors, contractors, or internal 
workers. Yet not all insider risks are intentional, according to a Crowd Research 
Partners report. The majority (51%) are the consequence of negligence, careless-
ness, or fabricated credentials. However, harm might still happen even in unforeseen 
circumstances [123]. Many different kinds of data, such as economic data, data on 
sales, customer details, shipping data, automobile tracking data, intellectual prop-
erty, business operations data, personally identifable information (PII), proprietary 
data, and other types of data, are susceptible to theft and monetization. The stolen 
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data can be used to perpetrate crimes and threats linked to information theft, includ-
ing identity theft, privacy breaches, fnancial fraud, industrial espionage, and more 
[124]. Nation and dishonest competitors are two of the most common data thieves. 
Their objectives range from acquiring a competitive edge, particularly in contract 
bidding, to replicating pricey studies, spotting operational faws, enhancing corpo-
rate procedures, etc. [123]. 

11.7.4 INFORMATION WARFARE AND “HACKTIVISM” 
WITH A POLITICAL MOTIVATION 

Using their expertise in hacking, specifc cyber criminal organizations go after giant 
frms. They are often motivated by a cause, such as bringing attention to human 
rights issues or alerting a signifcant company to system faws. They might also come 
up against groups whose viewpoints confict with their own. These organizations 
may claim they are exercising their right to free expression when they steal data. 
Still, they almost always use DDoS (distributed denial of service) attacks to saturate 
a website with traffc and bring it to a halt. The relevant educational episodes are 
(listed in section 11.7.5) [125]. They launch a distributed denial-of-service attack 
(DDoS) against the ITS infrastructure to take down the systems and cause chaos on 
the roads [126] and use company apps or websites to post political, critical, or prank 
remarks. Another goal is to harm the reputation of the ITS frm and cause fnancial 
damage for it [127]. Hacking roadside dynamic message signs to display satirical, 
political, or other messages is another goal [128]. When cooperative autonomous 
vehicles are a reality on public roads, thieves could be able to send phony V2V mes-
sages to disrupt traffc. In the future, dishonest companies might pay criminals to 
taint V2V channels with V2V information poisoning, so that autonomous vehicles 
pass by their destinations [129]. 

11.7.5 THEFT IN VEHICLES AND SYSTEMS 

The theft of commodities or valuables within vehicles, or even the vehicles them-
selves, would be one of the most alluring proft-making models for criminals. 
Certain people can try to take advantage of ITS systems to avoid paying service fees. 
A number of assaults have been found [130]: 

• Hacking autonomous trucks and rerouting them to a remote place (like a 
deserted parking lot outside of a town) so that thieves can break in and take 
the cargo. 

• Covertly using compromised autonomous vehicles to convey illegal goods 
like drugs and weapons. 

• Hacking driverless cars to give them instructions to reroute to a secret 
place, where thieves can take goods from the passengers or possibly kidnap 
the passengers. 

• Delivering and stopping autonomous vehicles to steal them or their parts. 
• Using compromised ITS systems to get out of paying fees for services like 

parking, bridge tolls, congestion charges, etc. 
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Computer-controlled traffc lights with integrated preemption receivers can be 
remotely changed using mobile infrared transmitter (MIRT) devices: 

• Future technologies could include sophisticated MIRT-style devices that 
can alter traffc patterns in the owner’s favor. 

• Untrustworthy ITS service providers (such as autonomous taxi and delivery 
service providers) can try to stife competition by hacking the autonomous 
vehicles of their rivals and disabling them. 

• An autonomous vehicle on a dedicated road can be illegally given a higher 
priority so that other autonomous cars can pass. 

• Rideshare orders for autonomous vehicles can be faked to bill unwary cus-
tomers [131, 132]. 

11.7.6 REVENGE AND NUISANCE 

The majority of cyber attacks motivated by retaliation are often carried out by dis-
gruntled current or former workers [133]. Disgruntled ex-employees attacking their 
ex-employers are a frequent occurrence in the news. Some people have no other 
motivation than to attack a person or an organization to cause chaos and destruction. 
Unfortunately, such is the case. The renowned bank robber “slick” Willy Sutton, the 
bank robber, is a prime example. According to reports, when questioned, he claimed 
he robbed banks because “that is where the money is.” He said that he “just enjoyed 
robbing banks.” Money wasn’t a driving force [134]. 

11.8 CASE STUDIES OF CYBER SECURITY ATTACKS 
ON TRANSPORTATION SYSTEMS 

11.8.1 UKRAINE POWER GRID ATTACK (2015) 

One of the most well-known cyber security assaults on a transportation system 
occurred in 2015 when the power grid in Ukraine was attacked. In the attacks 
of December 2015, malware called Crash Override specifcally targeted the 
Ukrainian power infrastructure [135]. Three power distribution frms in Ukraine 
had their control systems breached by hackers in December 2015. The attackers 
were able to seize control of the electrical grid and turn off the electricity for more 
than 225,000 consumers. It was the frst time a cyber attack on a power infrastruc-
ture was known to cause a widespread blackout. The attackers employed various 
strategies to access the management systems, including spear-phishing emails, 
malware, and remote access tools. Once they gained entry, they could take over 
the systems and send orders to turn off the electricity. Although the Russian gov-
ernment denied any participation, it was thought that a group of Russian hackers 
were responsible for the assault. The assault had a signifcant negative economic 
and social effect because it left homes and businesses without electricity during 
the winter. Additionally, it sparked worries about how susceptible vital infrastruc-
ture is to cyber attacks and the possibility that other nations could experience 
similar attacks. 
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Since the attack, there has been increased attention on critical infrastructure 
security and efforts to improve cyber security in the transportation sector. This 
attack serves as a reminder of the value of solid cyber security measures and the 
necessity for enterprises to take preventative actions to safeguard their systems 
from online dangers. It also highlights the potential consequences of cyber attacks 
on transportation systems and the need for coordinated responses to mitigate their 
impact [135, 136]. 

11.8.2 ATLANTA TRANSPORTATION SYSTEM RANSOMWARE 

ATTACK (2018) 

The city initially refused to pay the ransom and instead worked to restore its systems 
and fles. However, the attack still had signifcant economic and social impacts, with 
the disruption to transportation services causing delays and frustration for residents 
and businesses [137]. The attackers, in this case, have not been publicly identifed. 
Still, the incident highlighted the growing threat of ransomware attacks on trans-
portation systems and the need for robust cyber security measures to prevent and 
respond to these threats. Following the attack, the city of Atlanta invested in signif-
cant upgrades to its cyber security infrastructure and implemented new policies and 
procedures to improve its overall cyber security posture [138]. 

11.8.3 NOTPETYA MALWARE ATTACK ON SHIPPING 

COMPANY MAERSK (2017) 

Another special cyber security attack on a transportation system happened in 2017 
when the NotPetya malware was directed at the shipping company Maersk. In June 
2017, malware called NotPetya was released, targeting computer systems worldwide. 
One of the companies affected was Maersk, one of the world’s largest shipping com-
panies. The malware quickly spread through Maersk’s computer systems, encrypting 
data and disrupting operations. The attack signifcantly impacted Maersk’s opera-
tions, with many of the company’s systems and processes being disrupted or shut 
down. This included the company’s email system, its customer-facing booking sys-
tems, and its container tracking systems. The disruption to Maersk’s operations had 
a signifcant economic impact, with the company estimating losses of up to $300 
million as a result of the attack [135]. 

The attackers behind the NotPetya malware have not been publicly identifed, but 
it is believed to have originated in Russia and to have been targeted at Ukrainian 
infrastructure. However, the malware’s fast spread meant that it affected many com-
panies worldwide, including Maersk. The attack highlighted the potential vulnerabil-
ity of transportation systems to cyber attacks and the need for robust cyber security 
measures to prevent and respond to these threats. It also highlighted the potential 
economic impact of cyber attacks on transportation systems and the need for coor-
dinated responses to mitigate their impact. In the aftermath of the attack, Maersk 
invested heavily in upgrading its cyber security infrastructure and implemented new 
policies and procedures to improve its overall cyber security posture [139, 140]. 
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11.8.4 WANNACRY RANSOMWARE ATTACK ON UK’S NATIONAL 

HEALTH SERVICE (2017) 

The 2017 NHS (National Health Service) WannaCry ransomware attack had a sig-
nifcant effect on logistics and transportation services even though it wasn’t spe-
cifcally a transportation system [133]. The following happened: The WannaCry 
ransomware assault infected over 200,000 computers worldwide in May 2017, 
including NHS computers. The attack encrypted the data on the impacted comput-
ers, and a ransom demand was made in exchange for the decryption key. The attack 
caused signifcant disruption to or shut down numerous NHS computer systems, 
including those used for patient data and appointment scheduling. This led to the 
cancellation of thousands of appointments and surgeries, and some patients were 
diverted to other hospitals. The attack also affected the transportation of medical 
supplies and equipment, with some deliveries delayed due to disruptions to logis-
tics systems. 

Although the perpetrators of the WannaCry ransomware attack have not been 
publicly named, North Korea is thought to be the attack’s country of origin. The 
attack highlighted the possible repercussions of cyber attacks on vital infrastructure 
and the requirement for effective cyber security means to address and stop these 
threats. It also highlighted the interconnectedness of transportation systems with 
other critical infrastructures and the potential impact of attacks on transportation-
related logistics and supply chains. Following the attack, the NHS invested heavily 
in upgrading its cyber security infrastructure and implemented new policies and 
procedures to improve its overall cyber security posture. The attack also increased 
cyber security attention in other critical infrastructure sectors, including transporta-
tion [141, 142]. 

11.8.5 STUXNET ATTACK ON IRANIAN NUCLEAR FACILITIES (2010) 

In 2010, researchers discovered Stuxnet, a type of malware developed mainly to 
target ICSs used in nuclear power plants [143]. The virus, intended to attack Iran’s 
centrifuges used to enrich uranium, was thought to have been developed by the U.S. 
and Israeli governments. The attack had potential impacts on transportation sys-
tems because disruption to Iran’s nuclear program could have led to political and 
economic instability in the region, potentially affecting the transportation of goods 
and resources. In addition, the use of cyber attacks as a tool of statecraft highlighted 
the potential risks of cyber warfare and the need for robust cyber security mea-
sures to prevent and respond to these threats. The Stuxnet attack was notable for 
its sophistication and for being one of the frst known examples of a cyber weapon 
used in a state-sponsored attack. It highlighted the growing importance of cyber 
security in national security and led to increased attention on the potential impacts 
of cyber attacks on critical infrastructure, including transportation systems. Since 
the Stuxnet attack, there have been many other examples of cyber attacks on criti-
cal infrastructure, including transportation systems. Governments and private sector 
organizations have invested heavily in upgrading their cyber security infrastructure 
to prevent and respond to these threats [144, 145]. 
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11.9 COLLABORATIVE APPROACHES TO INTELLIGENT 
SECURITY IN IOT 

A clever and proactive protection approach is necessary, given the complexity of ITS. 
The methods covered in this section pertain to the all-encompassing strategy for ITS 
cyber security and have been successfully applied in security systems in several 
felds. There aren’t many experimental results of their use in ITSs, even though they 
are frequently mentioned as strategies that will infuence the ITS’s overall appear-
ance in the future. The main reason is that the system’s growth is still in its early 
stages. This section provides examples of how game theory, ontologies, artifcial 
intelligence, and machine learning have been applied to security systems [13, 146]. 

11.9.1 ARTIFICIAL INTELLIGENCE 

AI is being used in intrusion detection systems (IDS) more and more as the Internet 
of Things (IoT) increases security risk and job complexity. Due to the need for com-
prehensive plans and adaptable solutions to the quickly changing system, future ITS 
hacking will probably involve AI [146,147]. 

11.9.2 MACHINE LEARNING 

The most often employed branch of artifcial intelligence (AI) in cyber security sys-
tems is machine learning (ML). Its vulnerability during the training phase makes 
it weak. Hence the training dataset needs to be carefully chosen. The entire system 
may be jeopardized if noise is introduced (envision attacks, poisoning attacks). By 
proactive methods, a robust classifer must be built. Owing to this drawback, ML 
approaches are frequently utilized as a backup strategy [148]; reference [149] pro-
vides automated IP block listing using techniques from linear regression. Compared 
to human agents, the authors claim that it can minimize inaccurate block listing by 
about 90% and speed up removing problematic IPs. 

11.9.3 ONTOLOGY 

With unstructured data, ontology is a potential tool for addressing diverse problems. 
An emerging feld is the use of ontology in the feld of IoT security. Reference [150] 
describes an ontology for the Internet of Things data security. It is a common lan-
guage for discussing the essential practical security aspects of data access and trade 
for producers, consumers, and intermediaries. Its objective is to provide relevant 
information on data gathering, handling, and use and on any laws that may pertain 
to it, certifcations, and provenance. 

11.9.4 GAME THEORY 

Game theory is a powerful mathematical instrument successfully applied to pri-
vacy and cyber security [151]. Strategic decision making is studied in game theory, 
a feld of mathematics. Game theory can be used in cyber security to evaluate 
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attacker and defender tactics and to model their behavior. There are some applica-
tions of game theory in defense [152]; in machine learning systems, the interac-
tions between attackers and defenses can be modeled using adversarial machine 
learning. Cybersecurity Investment can be used to evaluate the investment strate-
gies of organizations in cyber security by using robust machine learning models 
that can survive attacks created by defenders and then by understanding the tac-
tics of the attackers. Game theory can assist businesses in deciding how much 
money to allocate to cyber security by simulating the behavior of attackers and 
defenses [153]. Intrusion detection can be used to model the behavior of attack-
ers and defenders in intrusion detection systems. By understanding the strategies 
of attackers, defenders can design effective intrusion detection systems that can 
detect and respond to attacks. Cyber warfare can be used to model the behavior of 
nations in cyber warfare scenarios. By analyzing the strategies of different coun-
tries, game theory can help policymakers design effective cyber security policies 
and defense, and risk management can be used to analyze the risks associated with 
cyber security threats. By modeling the behavior of attackers and defenders, game 
theory can help organizations identify and mitigate risks associated with cyber 
security threats [154]. 

In reference [155], the suggested technique for identifying selfsh nodes in 
MANETs combines reputation- and game-theory-based approaches. A clustered 
network comprises many phases played as games between nodes while delivering 
or forwarding data packets. Each player is allowed to choose whether to move the 
ball forward or not. The outcomes of the experiments have shown that the suggested 
method can successfully identify selfsh and malicious nodes, decrease the data’s 
end-to-end latency, and consume fewer node resources (energy, battery, memory, 
etc.). The proposed approach allows the self-centered and malicious nodes to cooper-
ate and improve network performance [156]. 

11.10 CYBER RESILIENCE IN TRANSPORTATION: 
DESIGNING CYBER SECURITY FOR CONNECTED 
AND AUTONOMOUS MOBILITY 

Connected and automated mobility covers the need to integrate cyber crime resil-
ience into our future transportation systems and a concept of cyber security engi-
neering [157]. To research the topic of cyber resilience, the Secure Cyber Systems 
Research Group (SCSRG) at WMG, located at the University of Warwick, was 
established in 1980 with an emphasis on manufacturing technology and indus-
trial management (hence Warwick Manufacturing Group) [158]. Due to its size, 
WMG must occupy several buildings on the Warwick campus, which is located 
in central England, near the City of Coventry, the former epicenter of the UK’s 
automobile manufacturing sector. WMG is a school that studies manufacturing 
and applied engineering, among other things (Jaguar Land Rover, Aston Martin, 
Dennis Eagle, etc.). WMG bridges the gap between academic and business 
research while developing the next crop of engineers, business managers, and 
technological leaders [159]. 
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11.10.1 WHY CYBER SECURITY ENGINEERING IN CONNECTED 

AND AUTOMATED MOBILITY? 

The implementation of automated mobility is underway, and connected and autono-
mous cars (CAVs) are already in use. Coventry City will soon have extremely light 
rail thanks to a partnership with the University of Warwick. In the area where the 
university is located, the frm Jaguar Land Rover makes a lot of electric vehicles. In 
addition, cars have a great deal of software-based capabilities and are networked. 
Cyber attacks, however, can target a software-controlled and networked equipment. 
How may cyber security risks be reduced in automobile engineering? That is the 
objective of the CAM cyber security engineering study [160]. 

11.10.2 TRANSPORTATION CYBER THREAT MOTIVATIONS 

What propels the attacks on transportation infrastructure? The most typical one is 
monetary gain. The whole vehicle, its parts, and the commodities they transport are 
all stolen frequently because they are valuable. Vehicles will produce personalized 
datasets in the future, if not right now. Information is also valuable. Intellectual 
property (IP) has value, and a vehicle’s engineering is attractive to thieves looking to 
steal IP [161]. Receiving free trips is an incentive for users of public transportation 
networks. Then there is the payment information for passengers, which is recorded 
in systems, and the card information needed to access transportation; both the per-
sonal and card information are essential. These are some illustrations of monetary 
hacking. Other hacking motives include vandalism and the desire to prove anything 
can be hacked. Through hacking, or hacktivism, militant activist organizations could 
attempt to make a point. Terrorists and nation-state actors both have the potential to 
attempt and spread mayhem by obstructing traffc, causing car accidents, and using 
moving targets as kinetic weapons. Listening to passengers’ conversations while in 
a car has been done before. Attackers may want to take advantage of affuent and 
infuential persons (VIPs) who ride in upscale vehicles [162]. A variety of threats 
can lead to attacks on transportation networks, which may be attacked for various 
causes, some of which are discussed next. 

11.10.2.1 Financial Gain 
Financial gain is one of the most common motivations behind cyber threats [163]. 
Cyber criminals can use various tactics to gain access to fnancial information or 
funds, including phishing scams, malware, and ransomware attack. Phishing scams 
involve sending phony emails that seem to be from a trustworthy source, like a 
bank or credit card business, to trick people into providing their fnancial informa-
tion. Malware is a software class that harms or interferes with computer systems 
and can be used to steal login information or fnancial data. Malware, known as 
ransomware, encrypts a victim’s computer or fles and requires payment to unlock 
them [120]. Cyber criminals can also use tactics such as identity theft, credit card 
fraud, and bank fraud to gain access to fnancial information or funds. These tactics 
may involve stealing someone’s personal information, using it to open fraudulent 
accounts or to make unauthorized purchases, or transferring funds from a victim’s 
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statement to their own [164]. Overall, fnancial gain is a signifcant motivation for 
cyber threats, and individuals and organizations need to take steps to protect their 
fnancial information and assets from cyber attacks. This includes using strong pass-
words, regularly updating software and security systems, and being vigilant about 
suspicious emails or messages. 

11.10.2.2 Vandalism 
Vandalism as a cyber threat motivation is when an individual or group intention-
ally damages, defaces, or destroys digital assets or systems for malicious purposes 
[165]. Cyber vandalism is often motivated by a desire to cause disruption, gain atten-
tion, or express political or ideological views. Some examples of cyber vandalism 
include defacing websites with offensive content or political messages, deleting or 
altering fles, spreading malware or viruses, and launching denial of service attacks 
to overwhelm and shut down websites or servers. Cyber vandalism can have severe 
repercussions, including monetary loss, reputational harm, and possible legal issues. 
People and groups must take precautions to safeguard their digital assets and sys-
tems, including using strong passwords, updating software, and installing security 
tools like frewalls and antivirus software. Law enforcement organizations and cyber 
security professionals also labor to locate and detain those responsible for cyber van-
dalism so that they can be held accountable for their deeds [166]. 

11.10.2.3 Hacktivism, Nation­State Actors, Terrorism 
Hacktivism, nation-state actors, and terrorism are all potential motivations behind 
cyber threats: 

• Hacktivism: Hacktivism refers to using hacking as a means to achieve polit-
ical or social goals. Hacktivists often target government agencies, corpora-
tions, and other organizations that they believe are engaging in unethical or 
unjust practices. For example, the hacktivist group Anonymous has targeted 
organizations such as the Church of Scientology and the Ku Klux Klan [167]. 

• Nation-State Actors: Nation-state actors are government entities that 
engage in cyber attacks for political or economic gain. Nation-state actors 
can range from developed countries like the United States and China to 
smaller countries with advanced cyber capabilities. Nation-state actors 
often engage in espionage, stealing valuable intellectual property or state 
secrets, and in disruptive attacks on critical infrastructure. 

• Terrorism: Terrorism is using violence or intimidation to achieve political 
or social goals. In recent years, terrorist groups have increasingly used the 
Internet to spread propaganda, recruit members, and plan attacks. Cyber 
attacks by terrorist groups may include hacking government websites, steal-
ing sensitive information, and disrupting critical infrastructure [168]. 

All these motivations behind cyber threats pose a signifcant risk to individuals, 
organizations, and even entire nations. It is essential to be aware of these potential 
threats and take appropriate measures to protect against them. 
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11.10.2.4 Examples of Real­World Vehicle Cyber Issues 
Vehicle hacks have happened in the past and are still happening today [169]. The 
relay attack is one of the more successful attacks on keyless car entry devices [170]. 
In this case, the car’s wireless key fob is stolen from the owner. The signal from a key 
fob inside a building will be received by an accomplice standing next to the vehicle 
using a communications system used by the thief. They can then get in the car, drive 
off, and depart. A distinct type of vehicle hacking is demonstrated by the Dieselgate 
emissions incident [171, 172]. 

11.10.3 HOW TO HACK TRANSPORTATION SYSTEMS 

How might transportation systems be hacked? The techniques are akin to those used 
to compromise other systems, and they jeopardize the systems, software, and the con-
fdentiality, integrity, and availability (CIA) of the data. Information system security 
may be breached by attacking the CIA triad [173]. We utilize fuzzing, penetration 
testing, vulnerability analysis, and conventional hacking approaches. Systems may 
have malware that is malicious programming. It is possible to spoof the signals and 
data the systems utilize (for example, for control). Attacks using denial of service are 
possible. Any form of computer-based system attacker is highly familiar with these 
techniques. Assault methods that can be used against vehicle systems are presented 
in Table 11.2 [174]. 

11.10.4 TRANSPORTATION ATTACK SURFACE AND 

ENGINEERING FALLIBILITY 

Threat actors that might wish to target transportation systems have a broad attack 
surface in vehicles. There is an increase in the Internet- and cloud-based com-
munications services integration into automobiles. These are utilized for ser-
vices offered by vehicle manufacturers and are via cellular or Wi-Fi connections. 
Manufacturers are increasingly offering extra features like location-based services 
and remote diagnostics. Bluetooth is one of the local wireless vehicle communi-
cations interfaces. Systems for managing batteries and charging are included in 
electric and hybrid cars. Passengers that use transportation carry their gadgets and 
link them to moving cars. The automobile’s internal systems, in-vehicle control 
networks, control computers (ECUs), and all contemporary sensors are present. 

TABLE 11.2 
Assault Types That Can Be Employed Against Vehicle Systems 

Traditional Hacking Malicious Code Malicious Code 

Pen testing [175] Malware Replay 

Vulnerability assessment [176] (Phishing/virus/worm) Falsifcation 

Fuzzing [177] Compromised/fake apps Modifcation 
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Telematic systems are installed in vehicles to deliver services like feet administra-
tion and insurance monitoring. With roadside infrastructure, vehicles are increas-
ingly sharing warning information. 

When developing and creating transportation products and services, it’s 
important to take into account the various attack points that can be targeted. 
These attack points include everything from local car communications, charging 
and battery management systems, motors and actuators, and passenger/pedestrian 
devices like cellphones, tablets, and laptops connected to Internet, cloud, and data 
communications [162]. Particularly susceptible to assault are Wi-Fi hotspots and 
connections, as well as 3G/4G/5G cellular connections. The services manufactur-
ers provide could also be a source of attack because they might not be adequately 
protected. Other possible targets for hackers include local vehicle communica-
tions like Bluetooth connections and vehicle to vehicle communication [178]. 
Charging and battery management systems, which are becoming increasingly 
important as more electric vehicles hit the market, can also be targeted. Hackers 
may try to manipulate the battery management system to cause a fre or explo-
sion, for example. Motors and actuators control various vehicle functions and 
are potential attack points. Other potential targets are passenger and pedestrian 
devices, including smartphones, tablets, and laptops. Hackers may attempt to 
steal personal information or install malware through these devices. Aftermarket 
devices, such as GPS trackers and diagnostic tools, also represent potential vul-
nerabilities [179]. 

To attack the aforementioned, attackers search for engineering faws. 
Consequently, it is essential to recognize human fallibility in engineering while 
creating systems. Engineering design complacency is what the attackers search 
for. In engineering, it is well-known that fallibility exists in various systems. One 
of the most common examples is the occurrence of bugs in software. Over sev-
eral decades, engineers have faced multiple issues, such as backdoors, user errors, 
wrong confgurations, vulnerabilities, and poor engineering practices. These issues 
can signifcantly damage the system, leading to downtime, fnancial loss, or even 
security breaches [180]. Backdoors are a type of vulnerability that allows unau-
thorized access to a system, compromising its integrity. User errors, on the other 
hand, can occur due to human mistakes, such as incorrectly entering data or mak-
ing incorrect decisions. Wrong confgurations can result in system failures, leading 
to signifcant downtime. Vulnerabilities are security faws that hackers can exploit 
to gain unauthorized access to a system, causing substantial damage [181]. Poor 
engineering practices, such as failing to consider all potential use cases or not fol-
lowing proper design and testing procedures, can lead to system failures and other 
issues. It is essential to understand that these issues are not unique to any particular 
system or technology and can occur in any engineering project. As such, it is crucial 
to employ best practices and rigorous testing procedures to identify and mitigate 
potential issues early in development. How should we approach these problems in 
terms of transportation cyber security? Engineers working on transportation net-
works are retaliating. They employ cyber security experts, and automakers have set 
up bug bounty schemes. Penetration testing is performed on automobiles to identify 
any faws that are subsequently rectifed [182]. 
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11.11 FUTURE OF CYBER SECURITY IN TRANSPORTATION  
SYSTEMS 

11.11.1 EMERGING TECHNOLOGIES AND THEIR CYBER SECURITY IMPLICATIONS 

Emerging technologies such as autonomous vehicles, drones, and smart transporta-
tion systems will present new cyber security challenges for transportation systems 
[183]. Organizations operating these systems must develop new strategies for secur-
ing these technologies against cyber threats [184]. 

11.11.2 REGULATORY AND POLICY CHANGES 

Governments and regulatory bodies are likely to implement new policies and regula-
tions to improve the cyber security of transportation systems. Organizations must stay 
informed about these changes and ensure compliance with new requirements [184]. 

11.11.3 INDUSTRY TRENDS 

The transportation industry will likely see increased investment in cyber secu-
rity measures in the coming years. This includes the development of new tech-
nologies and services aimed at improving the cyber security of transportation 
systems [184]. Overall, it is clear that cyber security attacks on transportation 
systems can have signifcant impacts on public safety, the economy, and organi-
zational reputation. To prevent such attacks, organizations operating transporta-
tion systems should follow best practices for cyber security, develop a culture of 
cyber security awareness, implement risk management strategies, have an inci-
dent response plan, and collaborate with government, industry, and academia. 
Looking to the future, emerging technologies, policy changes, and industry 
trends are likely to shape the cyber security landscape of transportation systems 
in the years to come [185]. 

11.12 CONCLUSION 

In conclusion, cyber attacks against ITS pose a signifcant threat to the safety and 
reliability of transportation networks. The increasing use of digital technologies in 
transportation systems has created new vulnerabilities that malicious actors can 
exploit to disrupt operations, steal data, or cause physical harm. Several types of cyber 
attacks, such as denial of service (DoS) attacks, ransomware attacks, and advanced 
persistent threats (APTs), can target ITS. These attacks can result in various con-
sequences, from minor disruptions to catastrophic events that can cause signifcant 
economic and social damage. To prevent and mitigate cyber attacks against the ITS, 
it is essential to implement robust cyber security measures, including network seg-
mentation, access control, encryption, and regular software updates. Additionally, 
stakeholders must adopt a risk-based approach to cyber security, identify potential 
threats and vulnerabilities, and implement appropriate countermeasures to reduce 
the risk of cyber attacks. 



 

  

  

  

  

  

  

  

  

  

  
 

  

  

  

  

  

221 Cyber Attacks Against Intelligent Transportation Systems 

Given the critical role of ITS in modern transportation systems, it is vital to invest 
in cyber security research and development to improve the resilience of these sys-
tems. Collaboration among stakeholders, including government agencies, private 
companies, and academic institutions, can help address the complex and evolving 
nature of cyber threats to ITS. 
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12.1 INTRODUCTION 

In this era, systems have changed in trendy ways. The study feld of intelligent trans-
portation systems (ITS) has fourished not only in the industrial sector but also in the 
military sector. It’s autonomous features have advantages throughout the mobile gen-
erations. Intelligent transportation system (ITS) is a well-known system in transpor-
tation control. This system manages work logically. In the literature, this well-known 
smart technology detects all problems and solves them wisely [1]. Additionally, with 
the easy deployment of unmanned aerial vehicle (UAV) traffc, all networks can be 
covered by ubiquitous connectivity in space, air, and land, as well as underwater [2]. 
Another promising feld in which researchers are more interested is artifcial intelli-
gence (AI). Thanks to this fruitful collection of studies, many dynamic problems are 
being solved by this area of study [3]. Like a smart IoT grid, the hands-on, self-aware 
prediction of a statistical neural network, self-managing and hands-on knowledge-
based decisions of a compound nature are made [4]. Additionally, AI can perform 
effciently compared to prediction algorithm methods [5]. 

UAV networks highlight the key features in high-mobility communication 
areas—in telecommunications, data processing, navigation systems—and serve 
many emerging applications, where a large amount of data is being processed [6]. 
Incorporation of machine-to-machine, machine-to-backbone infrastructure, and 
blockchain peer-to-peer augmentation in the feld of UAV networks, enables such 
networks to work effciently in applications like search and rescue operations in the 
case of disaster scenarios like earthquakes or jungle fre or patrolling for weather 
monitoring with respect to climate change and farming [7, 8]. Rescue can take the 
form of drone networks and autopilot fying ad hoc networks. Moreover, the charac-
teristics of a small Compaq drone enable it to fy easily in spaces without incurring 
much cost and using much infrastructure using a cellular vehicle to the IoT [2]. 

Ad hoc drone networks in IoT worked better with limited resources with AI 
and quality of services (QoS), contained low latency rate, minimized energy con-
sumption, and easily communicated with other smart environmental devices in 
an unfriendly environment [9]. A small paradigm of the IoT feature objective is 
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suffcient to improve the quality of citizens’ lives; it has made the services of drones 
fast and easily applicable in indoor and outdoor environments. However, security 
and privacy in the systems have signifcant challenges [10]. There is a plethora of 
research work in the industrial domain as well as in academia, but some problems 
still need to be discussed in the contributions of the earliest research work. 

The main subject facing technology is to attain compatibility with the sixth gen-
eration; computer applications need to deal with the diversity of constraints with AI, 
massive communicators, service quality, and approach hotspot calamity environ-
ment. However, the main challenge is to develop robust applications that support IoT 
devices in UAV networks with the credibility of a protocols mechanism [11]. The 
process-controlled system in UAVs has been well developed, but still there are dif-
fculties to manage the fight control system intelligently and under the umbrella of 
cyber security [12]. There are three ways to enhance the UAV ability of IoT that intel-
ligently solve autonomous fight tasks: (1) fight with single-element intelligence, 
(2) integrate multi-element intelligence, and (3) autonomous intelligence of UAV 
Networks [4]. Also needed, with the help of artifcial intelligence, is the solving of 
the network problems of having stationary and mobile nodes in wireless communica-
tion in societies [13]. 

In future, ITS systems and road safety systems will be interrelated with a diver-
sity of systems, like UAVs, vehicles, IoT, and road edge substructure, in order to 
share more delicate information about UAVs buyers and users of these systems, for 
example, tracking machine location and speed statistics can be created or infltrated 
with malicious objectives. UAVs’ communication can be connected to malware 
security attacks. Those attacks may be on sensitive ITS systems or road safety data. 
Hence such delicate data needs to be properly defended against autonomous attacks, 
whose detection must be assured [6]. Figure 12.1 illustrates the modern applications 
of UAVs. 

FIGURE 12.1 Applications of UAVs, 
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12.2 LITERATURE STUDY 

In the upcoming decade, revolutionary technologies will be upgraded with 6G 
technology through international communication equipment (ICT). Everything is 
adapted to a system that will be intelligent and deeply merged with other devices 
with the help of a mutual learning process. Artifcial intelligence is the key to that 
kind of process so that communication becomes more inclusive [14]. 

Among the emerging technologies in the paradigm the Internet of Things (IoT), 
UAVs show a dominant role [15, 16]. The concurrent technology, IoT, connects with 
several wireless smart devices. Data is exchanged over 6G communicators via an 
intelligent transportation system among devices. In this scenario, UAVs play the role 
of aerial node stations with the IoT infrastructure [13]. Thus trajectory UAVs sync 
with their mobile sensors nodes (MSN) for transmitting data [17]. In this way, the 
UAV collects some data through performance indicators for sensing, controlling, and 
localization based on real-time mobile aerial nodes. Thus they collect some data and 
send it again to a particular location device if the device moves from its fnal destina-
tion. There they can retransmit data later to the particular device, which is admirable 
[16]. UAVs routinely work as a mobile relay, pinpointing collected information and 
updating target sensors for the collected information. They detect signal information 
by deploying RSSI (received signal strength indication) omnidirectional sensors on 
UAVs [13]. 

Prior techniques for improving localization approaches, such as game theory, 
data fusion, and cooperative localization, are popular in academia [18]. After 
obtaining the result of the experiment measured with the tracing algorithm in 
which a group of UAVs is connected to mobile sensors and an unspecifed loca-
tion, only the RSSI of the UAV is used to increase and decrease the signal strength 
to locate the target. It will depend on the entire knowledge of neighborhood sensor 
nodes [19]. This method had been used in realistic scenarios. Therefore, on the 
agenda are high-speed communication with low power consumption, low latency 
ratio, and security issues that can be dealt with by using protocols. For this pur-
pose, their protocols need to be upgraded over time. Three types of protocols are 
used in UAV networks [20]: 

1. Proactive protocol 
2. Reactive protocols 
3. Hybrid protocols 

Table 12.1 describes the limitations of intelligent transportation systems. 

12.3 IOT­ENABLED UAV NETWORKS 

Over the last decade, IoT methodology has been developed and is fourishing with 
the endorsement of UAV network, which has the outstanding technological beneft 
of managing everything by online command. Meanwhile, the issue of security is 
important to bear in mind. One of the core security questions is determining which 
kind of informative data you may need to protect. For example, UAV networks 
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TABLE 12.1 
Limitations of Various Intelligent Transportation Systems 

Reference Technique Used Description Limitations 

[21] Self-organizing map 
(SOM), distributed 
artifcial 
intelligence (DAI) 

This work proposed a novel 
way to implement DAI and 
SOM to the transportation 
system with an energy-
effcient operation objective. 

DAI needs excessive data to be 
collected which causes 
network overloading. 

[22] Earliest deadline 
frst (EDF) 

This paper suggested the used 
of EDF dynamic scheduling 
algorithm for the melioration 
of controller area network 

Priority inversion and 
complexity of this model 
need to be addressed. 

(CAN) communication 
network to improve the data 
transmission rate. 

[23] Artifcial neural 
network (ANN), 
genetic algorithm 
(GA), fuzzy logic 
(FL), expert 
systems (ES) 

This work presented a 
comparative analysis of 
artifcial analysis techniques 
for an enhanced intelligent 
transportation system and 
concluded ANN is a better 
approach to implement. 

ANN requires great 
computational power. 

[24] BHTE, federated 
deep learning 
(FDL) 

This work proposed 
blockchain-based hierarchical 
trust evaluation method, 
BHTE for the intelligent 
5G-enabled transport system 
that deploys DL algorithms 
with higher system 
throughput and lower latency. 

FDL has high risk of 
vulnerability to cyber threats, 
especially data poisoning 
attacks. 

[25] Residual 
convolutional 
neural network 
(ResNet) 

This paper proposed deep 
learning approach, ResNet 
for the intelligent detection of 
the abnormalities on the 
on-road condition for 

In the ResNet technique, the 
error detection becomes a 
grind. Moreover, it shows 
ineffcient learning in some 
scenarios. 

autonomous vehicle operation 
to reduce the risk of 
accidents, 

easily locate public transport information and other consumer devices, client special 
devices, or some common kernel devices that require protection [16]. 

In the late 1990s, inventors attained a productive usage of the global-positioning 
system (GPS) in wireless receivers and transceivers (WLAN) as a medium of vehic-
ular communication with the storage of data. The major aims of these actions are to 
enlarge the road and transportation security and to defect the impact of malicious 
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attacks [26]. A big opportunity exists to leak information, which is reason enough 
to create a war-type situation. UAVs can be used either as reconnaissance vehicles 
or as lethal weapons. And the reason is that research workers need to protect their 
sensitive data by providing a web of cyber security [27]. 

12.4 INTELLIGENT TRANSPORTATION SYSTEM SECURITY  
ATTACKS 

In recent years, due to a pandemic crisis, online jobs provided the best alternatives to 
meet the needs of the public, cooperators, or employees through remotely delivered 
services, requiring the exchange of large amounts of data. This had a signifcant 
impact on industries such as online marketing, banking, and trading and involved big 
data. Due to this, the entire world looks like a global village, everything connected 
through smartphones and IoT devices. Figure 12.2 demonstrates a modern intelligent 
UAV network. 

The exchange of large data increases the risk of malicious threats and security 
attacks. One such incident happened in 2017, with the famous Petya malware wreak-
ing havoc on Ukrainian organizations, banks, and grids. In the same year, after one 
more cruel attack by computers of window operating systems (WOS), a rescue base 
system was clearly needed. 

After surveying, more than 50 GB of data had been collected by 2022. However, 
the security system to protect the required data of each person needed to be 

FIGURE 12.2 Intelligent UAV network. 
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deployed, as a shield against malicious active and passive attacks [28]. This is a 
snapshot view of the security background system, yet more than fve developed 
countries are working on the 6G network. They have developed smart cities by 
managing the traffc control systems via ad hoc networks. A bunch of devices used 
in ad hoc networks are used for navigation felds that go forward to their potential 
manners. In the previous two decades, the literature has proposed the adoption of 
more encryption and security systems in fying ad-hoc networks (FANET). This 
led to work emerging with vehicles ad-hoc (VANET), and mobile ad-hoc networks 
(MANET) technology [29] to control a big network like a cloud network. This has 
provided the security of protection against attackers for citizen and military data. 
There are different types of security attacks on intelligent traffc systems in a UAV 
smart city, as discussed next. 

12.4.1 SHIP AD HOC NETWORK DENIAL OF SERVICE ATTACK 

In a ship ad hoc network (SANET), the traffc control system intelligently works 
among a group of ships, where data was collected by utilizing the appropriate ser-
vices of IoT-based UAV networks. The frst thing is to involve the ship architecture 
model, which shows a major role in support of the UAV network. Beyond that, the 
local model of SANET depends on a data collection, data cluster, and localization 
model. Geographic node coordinates represent the localization data, and every node 
coordinates different types of data like measuring noise, position data, sea depth, 
temperature, and wind speed and direction [30]. Moreover, SANET communicates 
over very high frequency (VHF) to integrate with UAV networks. Networks work in 
the form of cloud, ad hoc, or swarm network systems and also link with a base sta-
tion or UAV [31]. 

When a substantial quantity of data is connected between IoT devices and the 
UAV system, peer-to-peer security challenges are also there. Often there is a height-
ened risk of a malicious attack when the network has broken down. Hackers strive 
to agitate the net cloud, and these types of sudden attacks—such as replay attacks, 
false data injection (FDI), and denial of service (DoS) attacks—can leave a very 
horrible impact. The security of the entire network is a very demanding task in a 
real multi-agent system scenario, requiring security reasoning and intervention of 
the detection system implemented with the help of signifcant routing protocols. In 
the literature, various types of secure control protocols are reported for multi-agent 
system environments [32]. 

Denial of service attack, injected via radio interference signal, badly harms 
systems in a minimum interval of time. Due to this, all multi-agent systems are 
disconnected from an incident at the time of brutal DoS attacks attack by one indi-
vidual. Hijackers aim to disconnect all communication lines that are connected with 
timelines control. As a result, when the ship lost real-time control of direction and 
speed, it will be lost. It is more diffcult to learn the ship tracking control underneath 
DoS attacks. However, to consider the signifcance of resource deployment, com-
munication intervals must be designed properly for leveraging the communication 
load. Therefore, planning in the transmission intervals is one of the keys to suitably 
designing event-triggering tactics. So the performance could be rigid in a SANET 
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FIGURE 12.3 DoS attack on ship ad hoc network. 

system under DoS attacks [33]. Figure 12.3 illustrates the concept of a DoS attack 
on a SANET. 

Particularly, reports have been concerned with establishing control tactics in order 
to turn into closed-loop systems, which show rigid behavior against DoS attacks, 
impeding the communication of sensor capacity. 

12.4.2 ROBOT AD HOC NETWORK DISTRIBUTED DENIAL OF 

SERVICE ATTACK 

In approximately the last four decades, machinery has taken advantage of rising 
computational power with new terminology, and robotics has become the most intel-
ligent, vigorous, and enthusiastic type of machinery, consuming less power energy. 
Moreover, robotics has utilized its alleged ability and has done its work in a form 
of a network cloud. It means that it has acquired the ability to construct and execute 
cooperative works. One key of energetic force is the improvement of mutually robot 
ad hoc systems. This potentially precludes human involvement and responsibilities, 
which could be made possible by built-in mechanism systems in the robots [34]. 
Figure 12.4 explains the DDoS attack on a robot ad hoc network in which different 
clusters are attacking on one another. 

Robot ad hoc network (RANET) etiquettes/protocols had been generally stud-
ied in terms of two network etiquette: proactive and reactive etiquettes networks. 
Proactive protocols work in a very small area network, and reactive protocols work 
in a large network methodology [35]. Both coexisting  operating systems work under 
the subnet, whereas only the proactive type runs between the subnet. The robot ad 
hoc network works like MANET have the same terminology but with a different 
name. These terminologies work autonomously in group in UAVs and comprise a 
robust communication network. 
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FIGURE 12.4 DDoS attack on a robot ad hoc network. 

All technologies have some security threats from attackers. When the technology 
is spread and works as a multi-agent network system, the security level becomes 
more challenging. Currently, many security challenges are part of researchers’ atten-
tion. Although the utmost of cruel threat attacks occur in all felds of RANET, there 
is also some terminology to prevent serious attacks [36]. 

1. “Flood” attempts in a network make it diffcult to access legitimate network 
traffc. 

2. Try to create a blockage to access service providers. 
3. Try to interrupt services and communication between two machines. 

The nutshell of all such scenarios is to create a gap between the information of the 
sender data and information of the receiver data, and prevention of that is a big deal. 
Another thing is that, in all types of attacks on this type of network, the agent’s pro-
gram has to hold on to the (RANET) network, in which the main system computer is 
being hunted by using a host computer. Accessing the main computer makes it easy 
to enter in whole system network with malicious data and control the main system 
computer with sub-computers [37]. 

Researchers have emphasized research to fully prevent (DDoS) attacks, but noth-
ing other than adopting numerous defending strategies in a network and neighboring 
networks has been devised to provide security. Five strategy to secure networks in 
robotics have been reported [20]: 

1. Filtering routers 
2. Disabling IP broadcasts 
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3. Applying security patches 
i4. Disabling unused services 
5. Performing intrusion detection 

12.4.3 FLYING AD HOC NETWORK THIRD-PARTY ATTACK 

The fying ad hoc network is the well-known concept of aircraft autopilot, and it is 
the most familiar in ITS in machine learning and software-defned networks (SDN). 
Wireless vision-based sensors are deployed in the services of self-controlled fying 
vehicles. The mechanism and services are the state-of-the-art intelligent service for 
fying drones. It connects with a base station or a satellite in multi-UAV systems. 
Today’s FANET is connected to others in different ways like MANET, VANET, 
SANET, etc., each having a slightly different mechanism [38]. 

In this perspective, the ITS has enabled IoT-based UAV single- and multi-agent 
devices; after the implementation of new devices, the priority is to save human life 
and secure data. So what are the criteria for precautions to protect it from the hijack? 
[39]. Third-party attacks and DoSs work in the same way; this means, then, that two 
nodes are communicating through each other, and the third node behaves like the 
other two and, being interrupted, sends a fake data packet [20]. Figure 12.5 shows 
the third-party attack on a FANET. 

When a drone is on duty and contains sensitive data, of frst importance is its 
architecture, which keeps it secure by its design and prevents it from becoming a 
victim. In U2U communication, drones have heuristic drone-based machinery. 
Computational methods are utilized for threat-sensitive security systems and intru-
sion detection systems. Signifcant types of techniques are employed to secure the 
drone from third-party attacks: cluster (CL), prediction routing network (PR), hier-
archal (HR), discovery progress (DP), secure (SR), static (STA), and broadcast [40]. 
Those methodologies are used to protect against third-party attackers. 

FIGURE 12.5 Third-party attack on FANET. 
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12.4.4 VEHICULAR AD HOC NETWORK ROUTING ATTACK 

Wireless vehicles have been in captivity in this feld since the 1980s. In recent years, 
the authors have witnessed cities being modernized and developed to become big 
societies; lots of technology goes on behind the scenes. In the feld of VANET net-
works, the research enables a convenient source of services for drivers and passen-
gers. They introduce a new way of transport that is vehicle to vehicle or vehicle to 
wireless communication infrastructure systems. 

However, VANETs work on the basis of direct communication between vehi-
cle and roadside units (RDUs) and easily send and receive information signals on 
the current timeline. The term “VANET” demonstrates dynamic ad hoc networks, 
including transportation effciency applications, green light optimal speed advisory, 
analyzing and improving route guidance and navigation, lane merging assistants, and 
car to car communication consortium (C2C-CC). Particularly, the C2C-CC applica-
tion signifcantly emphasizes security so that trustworthy information is obtained 
and protects their ownership. In the past few years, a glance at the literature reveals 
many broadcast protocols with signifcant trade-offs. Generally, there are two main 
classes: multi-hop and single-hop broadcasting data. 

Multi-hop broadcasting is a methodology of packet propagation working in a way 
similar to fooding. For example, when a vehicle source transmits any information 
in the form of a packet, this packet travels by the nodes of another neighborhood 
vehicle, re-performs to the next relay vehicle, and, through the same process, further 
rebroadcasts the same packet until it reaches the fnal destination vehicle. 

On the other hand, in single-hop broadcasting, vehicles do not food the informa-
tion packets. Instead, when a vehicle receives a packet from a single hop of broad-
casting, it keeps this information to itself on the database board. Occasionally, all 
vehicles select some sort of record data in their database storage board. The second 
broadcast information is received in the next cycle. Ultimately, the previous infor-
mation is transferred to the next neighborhood in one hop. In this way, broadcasting 
relies on vehicle mobility for spreading information [41]. 

In both cases, the information is collected by broadcasting. The important thing 
is how to maintain special and authentic information without any uncertainty or 
security issues. 

After studying various works in the literature, analyzed that record prevalence 
studies primarily concentrate on effcient strategies that maintain routing etiquettes 
in VANETs. This approach is mainly based on cryptography and on key manage-
ment schemes to prevent malevolent nodes from linking to the network. In addition, 
the major disadvantage of these methods is that they are very profound and expen-
sive, so, given these characteristics of VANETs, using these schemes in the material 
world is actually problematic. 

Numerous vital safety measures are required in VANETs: 

1. Authentication: In VANET, it is necessary for the sender to endorse a mes-
sage in order to prevent impersonation. 

2. Concealment: The privacy and security of every individual must be shel-
tered. Directional antennas and encrypted data must assure confdentiality. 
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3. Integrity: The integrity of all communications must be separated so that 
the entrants can modify the content of the message, ensuring that the infor-
mation is correct. 

4. Non-repudiation: At the same time, we need to identify attackers after the 
event is over to prevent hackers from denying the crime. 

5. Availability: Network resources have to be provided to authentic users but 
not to the attack ad hoc entities without affecting a network’s performance. 
Some of the routing attacks are [42]: 
• Denial of service (DoS) attack 
• Black hole attack 
• Wormhole attack 
• Sinkhole attack 
• Illusion attack 
• Sybil attack 

12.4.5 INTERNET OF THINGS SPOOFING ATTACK 

The Internet of Things was created in 1998 by Kevin Ashton. He claimed that an 
IoT computer is good for communication without human interference. He collected 
data from things that are connected to wireless devices in terms of smart devices 
like smart watches, smart appliances, and smart cities. Moreover, IoT devices in 
smart cities utilize the clouding network, which may start a new epoch of challenges 
in Internet networking, such as big data interconnected with clouds to organize and 
manage the city hub. A big network faces many malicious attacks in different sce-
narios, such as network attacks, distributed denial attacks, spoofng, intrusion detec-
tion systems, food attacks, etc., as discussed in the literature [43]. 

Providing good network service calls for secure communication, without which 
attackers can attack systems and, for example, steal confdential information during 
remote surgery, perhaps leading the patient’s death. A spoofed attack works with the 
electromagnetic wave spectrum and is directly concerned with hackers and military 
action. It is an illegal activity and may be responsible for starting information war-
fare (IW). A spoof provides a manipulated GNSS signal data attack on the receiver 
end; as a result, the signal is altered in velocity and real-time intervals on the receiv-
ing side [44]. 

The spoofng objective may be to eliminate navigation reliability in a confdential 
area, for example, to falsify the supposed location of the receiver. In this case, the 
receiver developer would detect this spoofng attack and transmit a counterattack 
to maintain navigational ability and reliability. A great amount of the literature is 
focused on anti-spoofng methods [45], and the discussion identifes two different 
methods of detecting spoofng attacks: routing-based methods and non-routing-
based methods. 

In the routing method, spoofng packets are entered into the signal network. In 
this way, the prefx is entered in a flter on the network signal. Routers use ternary 
content addressable memory (TCAM) to fnd IP reports to route sachets quickly, but 
TCAM has limited memory space, which increases the robustness of routers and 
ultimately signal fow, thus speeding delivery. In addition, TCAM and CAM are 
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high-power distribution sources and make it pricey in the current trend of network 
devices; the disadvantage of storing is that fooded inputs are insuffcient to store 
data [46]. 

The non-routing method introduces the active and passive detection of spoofed 
traffc. Consequently, in both the active and passive cases, the sender sends data via 
Internet control message protocol (ICMP) packets from a hostile source, locates the 
addresses, and receives data from a time-to-line (TTL) traffc network in order to 
detect incomparable source addresses [47]. 

In another fltering-based autonomous solution (FaAS), a client has permission 
to use the network on a contract basis. In this FaAS flter product, authors deploy 
probed tests for fltering and dropping the spoofng packets, working independently. 
The probed system generates a minimum number of spoofng packets and discrimi-
nates them from the attacker spoofng packet samples [48]. 

12.4.6 SMART CITIES DATA POISONING ATTACK 

The urban population has developed a problem that gets a lot of attention. In 
the previous ten years, cities have converted into megasocieties and megaci-
ties. Cities are not only a hub of human activities but also promise luxurious 
lifestyles economically, socially, and technologically. Cities have turned into 
more digitalized, data-based structures that have changed their fundamental 
environmental needs. The principles, conveyance, economic needs, and other 
necessary aspects mesh closely with IoT. as Also, the invention of the cloud 
computing network enables the remote control of physical things. A smart city 
represents a ubiquitous data vitalization process by using top-level applications. 
Through mobile apps, users can easily access all of the IoT and control things 
anywhere at any time. The IoT emerged from the evolution of square networks 
connecting billions of connected devices. Technologies such as ubiquitous com-
puting (UC), wireless sensor networks (WSN), and machine to machine (M2M) 
are advancing rapidly. 

A real smart city comprises big data, complex methodology, information stor-
age, and artifcial intelligence abilities. On the other hand, storing large amounts of 
data is a huge challenge because data networks are diverse. Data collection methods 
and techniques are closely related to data type and context. Smart cities consist of a 
wide range of data generated by various city operations, including smart grids, smart 
buildings, environmental sensors, personal health monitoring, epidemic manage-
ment, municipal waste management, and disaster management. The main challenge 
is to store massive data [49]. 

However, another key that gets the attention of practitioners is the cyber secu-
rity and privacy of smart grid citizens. The important thing is how to strongly 
secure all this. Security and privacy are not only linked to basic human rights but 
are the responsibility of smart grid governance as part of the right of citizenship 
in a smart city [50]. To resolve this cyber security issue, the frst priority is to have 
a proper strategy against data attacks (DTA). If the data attacker attacks power 
grid station, the attack on meters is remedied by with fundamental limits of meter 
measurement strategies, which are intended to work aggressively. In the meantime, 
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the governors of the grid station may detect the malicious data attacks and react to 
the interruption [51]. 

In brief, the route of attacks on smart cities is very different from communication 
networks compared to the Internet. An attacker’s goal is not only to obtain illegal 
information but to hold on to smart area hub stations. Most such attacks are on 
energy management systems (EMSs). In this case, the attacks receive information 
from external meters, which can be used within a few minutes to immobilize the 
power grid and revise estimations of the system state. An attacker that can hold the 
power grid stations can create false meter data to the grid EMS meter. This action 
confuses the EMS of the control center, which makes faulty decisions regarding the 
analysis, transmission, or calculation of incidents. 

Poison data injection is another way to attack a system. In this method, attack-
ers must have information about the system confguration topology of the smart 
grid. These confguration settings change systematically, and, in these cases, the 
attacker won’t have information about the system confguration settings. All infor-
mation normally is kept secret and under the observation of control-center-regu-
lated authorities [52]. 

The main beneft of studying the poisoning data attacks is to interpret the weak-
ness that exist in regulations and techniques. The precise impact of such hacks makes 
clear the system errors and the faws of measuring data error rate. Figure 12.6 plots 
the idea of data poisoning attack on smart cities. 

FIGURE 12.6 Data poisoning attack on smart cities. 
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12.5 PRIVACY AND MANAGEMENT IN THE INTELLIGENT  
TRANSPORTATION SYSTEMS 

The intelligent transportation system works dynamically in nonlinear sophisticated 
systems. In such types of networks, they depend on a source of information, which is 
provided on a real timeline. Multi-agent cooperators work in ad-hoc-based networks, 
which may misdirect the information related to the task and put ITS management 
and privacy at risk [53]. 

Attackers could pretend to be the authorized supervision and falsify confdential 
information. These malicious acts can enable attackers to easily access top-secret 
records internally and externally locate. An external attacker may constantly con-
trol the connection and examine all traffc information, but the information can-
not be interpreted. On the other hand, internal attackers, such as malicious team 
agents or employees, have full authority to control public and private information of 
transportation networks. Consequently, if governors showed compromised behav-
ior, they can become strong attackers. The following attack scenarios were a part 
of the study [55]: 

1. Impersonation of Genuine Staff: The attacker appears to be a staff mem-
ber and accesses confdential information. 

2. Malicious Staff: Malicious actions can lead to unauthorized access to 
information and serious emergencies. 

3. Greedy Staff: Greedy staff takes advantage of their privilege and generate 
needless trouble such as traffc jams, lane blocking, etc. 

For that reason, intelligent privacy and security technologies are needed to obfus-
cate things for attackers, or strategies are needed to fnd these connected entities. 
These steps are necessary to detect malicious content. Signifcantly, researchers 
have been working on how to achieve privacy using public key infrastructure 
(PKI) [56]. Two types of encryption rules allow the implementation of privacy-
aware policies. 

1. Policy-Based Encryption: This cryptographic primitive needs data for 
encryption regarding policies. 

2. Policy-Based Signature: These cryptographic primitives create digital 
signatures based on policies agreed upon between establishments. These 
cryptographic benefts include privacy policy creation, automatic trust 
negotiation, trust generation, access control, etc. [57]. 

12.6 DATA MANAGEMENT IN THE INTELLIGENT 
TRANSPORTATION SYSTEM 

Data is the backbone of many production and whole system organizations. The 
capability of smart tools and strategies to capture and participate in environmental 
measurements as data leads to the creation of smart services for the beneft of peo-
ple [58]. Data management is state-of-the-art work; all elements are involved from 
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architecture to data quality. Every network has some limitations, and every network 
has some advantages based on trade-offs factors. 

Data management aims to enable data to be shared, editable, and stored, with the 
characteristics of quality and performance and with appropriate sensors and detec-
tors. The capability to achieve data quality is directly concerned with user archive 
data attributes in the ITS: data accuracy, falsifed data, missed data, and, in some 
cases, data retrieval collection [59]. The enrollment of data management in intel-
ligent transportation systems (ITS) requires conveniently monitoring the traffc data 
management operators and retaining it in a systematic way by archived data user 
services. The main challenge concerns the irregularity of swapped information. This 
challenge is normally created by an error of sensors, failures, bad web net, and GPS 
net handling. 

Comparably confusing data deliberately circulates in our society. The big chal-
lenge is to chasing down this type of data, like fraud, false data, randomly generated 
data without sensors, gain revenue/credits for sharing falsifed data. The main aim is 
achieving the identifcation of strange and trustworthy crowd-sourced information, 
in the meantime staying focused on the growing mobility services of data between 
users [60]. 

12.7 BLOCKCHAIN­BASED INTRUSION DETECTION SYSTEM 
FOR THE INTELLIGENT TRANSPORTATION SYSTEM 

The key factors of security, privacy, and trustworthy environment in ITS infrastruc-
ture are a widely critical issue. Every person has a vehicle requirement. With the ITS 
in transportation sector, security is a more critical problem for users and authorities. 

At the present time, smart/intelligent transportation systems cooperate with 
blockchain technology and with intrusion detection system. In intrusion detection 
systems, the intrusion security systems alert the concerned person before the attack 
happens. 

Normally, intrusion detection systems are described in two classes: 

2. Network Intrusion Detection System (NIDS): Close supervision and reg-
istration will allow this network to work freely with all the gadgets and 
other devices. 

2. Host Intrusion Detection System (HIDS): In this way, only one computer 
works as a host, which manages and controls the monitoring of traffc fow 
data packets and leads work to safe malicious attack data [61]. 

Blockchain is a digitalized system network that works in a way similar to that of 
distributed levels. It is mostly applicable in accounts, banking, and ledger for trans-
action data. It cannot work on a signal entity or node but rather works on the basis 
of cluster grouping and arrays. Working on logical consensus, it takes decisions with 
the help of previously stored data in the form of arrays. After checking those arrays, it 
generates opinions automatically in regular intervals on every transaction. In today’s 
lifestyle, blockchain works effciently in our daily tasks such as in cryptocurrency, 
bitcoin, intrusion detection (cyber security), automation, modex application, etc. [62]. 



 

 

 

 

    

 
 
 
 
 

 
 

 

 

246 Cyber Security for Next-Generation Computing Technologies 

Blockchain with structural architecture in ITS network has a variety of advan-
tages [63]: 

1. No single entity is swapping or dealing with isolated transaction ledgers, or 
there is a single failure in the network. 

2. Each group has equal rights because it has no power. Each group has equal 
rights because there is no opportunity for dirty ownership power. 

3. Thanks to the blockchain system, fraud and falsifcation can be avoided. 

12.8 ARTIFICIAL­INTELLIGENCE­BASED SECURITY 
MECHANISM FOR UNMANNED AERIAL VEHICLES 

In unmanned aerial vehicle (UAV) communication, the collection of data sent 
and received is the key factor in this technology. Through this type of network, 
a massive situational awareness in emergency response, disaster management, 
and security processes are enabled by using pattern recognition approaches [64]. 
Most of the time, they provide lots of data where there is security risk in, say, a 
dark area or away from any eyewitness; camera sensors can recognize an inci-
dent. For example, road accidents can be minimized by UAV-2-UAVs. UAVs are 
resource control device communication systems that minimize sudden mishap 
accidents [65]. 

On the other hand, security is an issue of its own in UAVs. Due to its wireless 
medium, it handles all information in intervals. In the literature, two types of secu-
rity mechanisms to protect the networks are discussed: cryptography and the intru-
sion detection system [66]. The basis of research in the expansion of UAVs is the 
expansion of control systems. At the current state of development, the problem of 
automatic fight control has been solved, but the problem of regulatory intelligent 
safety mechanisms has not been fully cracked [67]. In the security mechanism, the 
encryption process can be implemented on all devices that are connected to UAVs. 
Flight control, MANET, and ad hoc networks can be processed by their hardware 
mechanism as well as by their software mechanism, and the security mission is pro-
vided by the control system [68]. 

One study has led to the invention of security mechanisms based on artifcial-intel-
ligence-based communication and classifcation for UAVs: the Effective Emergency 
Monitoring System (AISCC-DE2MS): 

1. AISCC-DE2MS performance uses the artifcial gorilla unity optimizer 
(AGTO) algorithm with ECC-based El Gamal encryption technology to 
provide security mechanisms. 

2. The AISCC-DE2MS model for instant-based state arrangement features 
dense net network feature extraction (dense net), penguin search optimiza-
tion (PESO)-based hyperparameter tuning, and instant-based classifcation, 
long short-term memory (LSTM). 

Simulation analysis of the AISCC-DE2MS model is performed using the AIDER 
database. 
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12.9 FUTURE DIRECTIONS 

Security encryption is a growing issue in the future with developing IoT and UAV 
technologies. Most of the security work on denial attacks in the past decades has 
been on distributed denial attacks encrypted by various protocols, but there is some 
elasticity in security protocols privilege, and stringent laws are needed for the com-
munication network to be right. For this aim, the future direction of GA and its 
evolutionary computational techniques, swarm optimization, machine learning, and 
deep learning can be employed with sensor devices in arbitrary situations to evaluate 
optimal encryption [69]. Other research calls attentions to the need for signifcant 
progress in the security of UAVs, which might be best resolved by AI and ML from 
malware attacks [70]. Deebak et al. [71] demonstrate performance in their research 
work based on drones and lightweight UAVs. Privacy preserving schemes have been 
noted in discrete communication IoTs with enhancement with Python/C++ proto-
cols. Even though other numerous works must be focused on in future, such as gate-
way trajectory and UAV protocols, key management and authentication are more 
properly investigated and promise innovative solutions with restricted specifc limi-
tations and requirements [72]. 

12.10 CONCLUSION 

The security issue of modern inventions revolves around us in different ways. The 
authors used coined methodology to optimize big issues. In that respect, many 
reporters report varieties of tools and tactics in the form of protocols and algorithms. 
A few authors suggest that changes built into their system design architecture could 
be taken advantage of for attack protection. These changes could be easily imple-
mented in devices. Furthermore, IoT-based devices have intelligent transportation 
systems that minimize human responsibility and that provide error-free data in real 
time. This chapter presented a comprehensive overview in detail of various security 
threats and limitation, with the emphasis more on security and privacy management 
and on simulations and evolutionary techniques to fll this gap. 
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13.1 INTRODUCTION 

The aerial ad hoc network is a newly emerged technology from MANETs. A-ANETs 
are used to group UAVs. Due to the involvement of IoT in UAV networks, a novel 
area of research is introduced, known as the Internet of Drones. UAVs have applica-
tions in both the civil and military domains. On the civil side, UAVs are commonly 
utilized in forestry, disaster management, sports, rescue operations, and smart farm-
ing as well. UAVs can be used for the surveillance and detection of intruders [1, 2]. 
Cellular-connected UAVs are considered the advanced approach that overcomes end-
to-end connectivity. Wireless networks like 5G and beyond in UAV networks will 
improve latency problems [3]. The agricultural industry has been revolutionized with 
the help of aerial vehicles, which are used to monitor crops more effectively [4]. 
Secure communication in UAVs is considered a serious problem. Intruders deploy 
DoS/DDoS security attacks to easily take control of the entire network. The attacker 
sends malicious data packets continuously to hijack the network. Denial of service is 
commonly called a third-party attack, which can render a valid workstation unavail-
able [5]. Domain name system [6], distributed denial of service [7], and Sybil [8] 
attacks can unbalance high accuracy. However, to identify real and fake attacks in 
UAV networks, there will be true/false positive and true/false negative approaches. 
A-ANETs have very short range of communication but are uniquely self-organizing 
in nature. Due to their dynamic movement, aerial vehicles are more exposed to cyber 
attacks [9]. Figure 13.1 illustrates the concept of sending fake data packets to UAV 
networks for jamming or hijacking. 

Over-the-Internet identifcation of various attacks are quite diffcult. Different 
methods and software help users in the detection of cyber attacks. Game theory tech-
nique can be used to detect intruders [10]. The intrusion detection system is designed 
to detect possible security attacks. This chapter offers insightful information about 
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FIGURE 13.1 Scenario of UAV network with fake data packets. 

the IDS, like anomaly, signature, and hybrid techniques. Machine learning classifers 
use specifc datasets to detect attacks easily. Recently, machine learning techniques 
have been widely utilized to detect attacks. ML algorithms give speedy results in 
comparison with other techniques [11]. Major contribution points of this research 
are as follows: 

• The IoT-based aerial ad hoc network concept is introduced. 
• A detailed comparative study of machine learning techniques like XGBoost, 

naïve Bayes, complement naïve Bayes, AdaBoost, and GaussianNB are per-
formed using the UNSW-NB 15 dataset. 

• Analysis of machine learning based IDS study is incorporated. 

13.2 LITERATURE STUDY 

This section presents the limitations of machine- and deep-learning-based intru-
sion detection systems. Also, traditional techniques of the IDS are discussed in 
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detail. Security is considered one of the major concerns in almost every field of 
study. Specifically, the intrusion detection system is widely utilized in network 
traffic analysis to detect possible attacks. Deep learning models are used to 
learn and train real-time network performance in terms of identifying security 
attacks [12–14]. In the near future, therefore, personnel will be reduced, and 
machines, robots, UAVs, and IoT devices will take control. Due to fake and 
real traffic, data detection will be the main problem. Raw or unwanted data 
slows down and reduces the computational efficiency of the overall network. 
Preprocessing data needs to be further explored through machine learning tech-
niques [15–17]. 

Network-level attack detection is quite useful on autonomous machines. Data 
sharing is usually formed to connect resources of various nodes. Intermixing vari-
ous features of different techniques formulates hybrid IDS models that retain advan-
tages over multiple techniques [18, 19]. User behavior can also be either normal or 
suspected. Therefore, rule-based security expert systems are able to detect fake data. 
This approach is mostly used for large datasets [20–24]. 

IoT-based network system data traffc must be monitored to detect possible secu-
rity attacks. IDS self-protection is quite an unrealistic approach. Therefore, anomaly-
based IDS has various issues that include unwanted data detection. Information gain 
and gain ratio approaches are used to extract optimal features. The NSL-KDD data-
set is utilized over machine learning techniques to check performance. Intersection 
and union methods are helpful over IoT networks [25]. Further, drawbacks of various 
machine learning techniques are presented in Table 13.1. In addition, various datas-
ets are explained with different felds of studies. 

TABLE 13.1 
Detailed Study of IDS Using Machine Learning with Limitations 

Reference Field of Type of IDS 
Study 

[26] IoT Integrated 
intrusion-
detection (IID) 
system 

[27] IoT CNN-powered 
with reptile 
search 
algorithm 
(RSA), 

Dataset 

DNN 

KDDCup-99, 
NSL-KDD, 
CICIDS-

2017 and 
BoT-IoT 

Limitation of 
IDS 

Sometimes IDS 
is unable to 
detect cyber 
attacks. 

IDS have a 
signifcant 
false alarm 
rate. 

Description 

IID system, independent 
of IoT protocols and 
network structure with 
no prior requirement of 
knowledge of threats 

The system relies on deep 
learning and 
metaheuristic (MH) 
optimization algorithms 
(i.e., RSA), along with 
implementation of 
effective convolutional 
neural network (CNN) 
as the core feature. 

(Continued ) 
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TABLE 13.1 (Continued) 
Detailed Study of IDS Using Machine Learning with Limitations 

Reference Field of 
Study 

[28] IoT 

[29] IoT 

[30] IoT 

[31] IoT 

[32] IoT 

Type of IDS 

IDS with hybrid 
data 
optimization 
using RF 
algorithm 

Suricata IDS/ 
IPS 

Anomaly-based 
IDS for IoT 
ecosystem 

NIDS through 
an SDN 

Anomaly-based 
IDS 

Dataset 

UNSW-NB15 

— 

NSL-KDD 

NSL-KDD 

CSE-CIC-
IDS2018-V2’ 

Limitation of 
IDS 

IDS time 
monitoring is 
not effective. 

Signature-
based IDS is 
unable to 
detect 
zero-day 
attacks. 

IDS only 
reveals 
attacks, so 
external force 
is needed to 
prevent them. 

Susceptible to 
protocol-
based attacks. 

The anomaly-
based IDS has 
high false 
alarm rate. 

Description 

This system utilized 
isolation forest (iForest) 
and genetic algorithm 
(GA) to eliminate 
outliers and to achieve 
optimal results. Random 
forest (RF) classifer is 
used as the evaluation 
criterion. 

The anomaly- and 
signature-based IDS 
using hybrid inference 
systems is deployed, 
along with the NN model 
for the metaheuristic’s 
manual detection of 
malicious traffc in the 
targeted network. 

Paper proposed an IDS 
using ML with the feature 
selection method and 
showed implementation 
of the selection and 
extraction approach with 
anomaly-based IDS. 

Network-monitoring-
based machine learning 
techniques have been 
applied. 

The GBM ensemble is a 
key feature in this 
approach applied to train 
the binary classifer with 
the application of 
preprocessed records. 

13.3 INTRUSION DETECTION SYSTEM USING MACHINE 
LEARNING 

The intrusion detection system is mostly used to identify security attacks. However, 
the anomaly-based IDS formulates a threshold to detect unknown attacks. Data traf-
fc monitoring is associated with packet headers. IDS techniques are quite advanced 
in detecting abnormal behaviors of an intruder. Attacks can be either active or 
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passive, which destroy overall network infrastructure [33–35]. Further, machine-
learning-based techniques are implemented for IDS to detect unknown data packets. 
IoT networks consist of hardware components, where irrelevant data slow down the 
entire system. The accuracy of IoT-based networks is reduced, which directly affects 
data modeling. Flexible mutual information-based feature selection identifes cyber 
threats using the anomaly-based approach in IoT networks [36–38]. In addition, 
K-NN, ANN, and bagging are used to rank the features of unknown data in a net-
work. Working on machine learning techniques requires datasets that are helpful 
in data preprocessing, model training, and testing. NSL-KDD and KDD99 are the 
datasets that are mostly utilized for experimentation [39]. 

13.4 PROPOSED SYSTEM MODEL 

Figure 13.2 describes the system model, which consists of the UNSWNB-15 data-
set. There are two datasets: training and testing. Further, to balance overall dataset 

FIGURE 13.2 System model using machine learning techniques. 



 

 

 

 

258 Cyber Security for Next-Generation Computing Technologies 

data cleaning, data preprocessing and labeling are performed. For classifcation, the 
binary method is utilized. Machine learning classifers like XGBoost, naïve Bayes, 
complement naïve Bayes, AdaBoost, and GaussianNB are used detect accurately 
cyber attacks from the UNSWNB-15 dataset. The system model dataset needs to be 
balanced with binary classifcation. Therefore, classes “0” and “1” is merged with 
the connected layer. IoT-enabled UAVs are utilized to connect people, data, and 
things. Cyber attacks are considered one of the critical issues in IoT-enabled UAVs. 
UNSWNB-15 has around nine different types of attacks: fuzzers, backdoors, denial 
of service, exploits, generic, reconnaissance, shellcode, worm, and analysis. Class 
labeling with around 49 features is developed. However, machine-learning-based 
intrusion detection is a better solution for detecting cyber attacks. 

13.5 SIMULATION RESULTS 

The simulation environment is made possible using Python. UNSW-NB 15 dataset 
is utilized where other existing datasets contain old information. UNSW-NB has 
abnormal data packets, which are quite helpful for IoT-based UAV networks to detect 
cyber attacks [40–52]. 

Machine learning algorithms are implemented on training and testing datasets, 
respectively. Binary classifcation is performed on the overall simulation of XGBoost, 
naïve Bayes, complement naïve Bayes, AdaBoost, and GaussianNB. Figure 13.3 
shows the normal and abnormal behavior of network traffc. Around 75.99% is nor-
mal, and 24.01 % is considered abnormal. Table 13.2 describes the information in 
Figure 13.4, which has the simulation results of machine learning algorithms like 
XGBoost, naïve Bayes, complement naïve Bayes, AdaBoost, GaussianNB in terms 
of accuracy. In overall, results accuracy with XGBoost and AdaBoost performance 

FIGURE 13.3 Normal and abnormal behavior. 
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TABLE 13.2 
Accuracy Level of XGBoost, Naïve Bayes, Complement Naïve Bayes, AdaBoost, 
GaussianNB 

Algorithms Accuracy (%) 

XGBoost 98.2507 

Naïve Bayes 74.2655 

Complement Naïve Bayes 92.2267 

AdaBoost 98.3431 

GaussianNB 74.2655 

FIGURE 13.4 Comparative analysis of machine learning classifers. 

TABLE 13.3 
Normal and Abnormal Behavior Using Metrics (Precision, Recall, F1­Score, 
and Support) 

Metrics Precision Recall F1­Score Support 

Abnormal 0.99 0.67 0.80 12326 

Normal 0.48 0.98 0.65 3909 

is better than with other techniques. Figure 13.4 gives a comparative analysis of 
machine learning classifers. 

Table 13.3 provides information about the metrics of normal and abnormal data 
traffc. Therefore, to check the performance of an intrusion detection system preci-
sion, recall, F1-score and support parameters are utilized. 
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13.6 COMPARATIVE DISCUSSION OF ML TECHNIQUES  
USING THE IDS 

Table 13.4 presents a detailed comparative analysis using machine learning tech-
niques for IoT-based IDS. Researchers have widely used machine learning tech-
niques to identify cyber attacks, as well as the formation of a novel framework to 
design IDS for IoT networks. 

TABLE 13.4 
Comparative Analysis of Machine­Learning­Based IDS 

Reference Machine­Learning­ Description 
Based IDS 

[40] Anomaly-based This work presents a framework based on three modules— 
capturing and logging, preprocessing, and a decision 
engine—thus showing higher accuracy and a lower false 
alarm rate. 

[41] Anomaly-based Proposed geometric area analysis technique (GAA) for an 
anomaly-based detection system (ADS) based on the beta 
mixture model (BMM) with precise estimation is used for 
trapezoidal area estimation (TAE) for designing a light IDS. 

[42] Anomaly-based Advance dataset is utilized, which includes nine categories of 
modern threat specimen. Overall, the work explains the 
issues related to datasets. In particular, statistical analysis, 
feature correlation examination, accuracy, and false alarm 
rates are used as metrics. 

[43] Hybrid Old benchmark datasets are quite old for detecting some of 
the modern threats; so, facing these circumstances, the 
authors formulated a novel dataset regarding cyber attacks. 

[44] Anomaly-based Authors simulated fve NetFlow datasets to do 
experimentation. 

[45] Anomaly-based Sensing botnet attacks can be analyzed using various 
protocols via a special framework consisting of a feature set, 
a feature selection and ensemble method is presented. 

[46] Anomaly-based To combat known and zero-day attacks, a four-step strategy 
was proposed: gathering web attacks and network traffc, 
extracting important features, replicating web attack data, 
and detecting attacks. 

[47] Anomaly-based The privacy of SCADA systems, having critical information, 
is a big challenge. This research work proposed a detection 
technique based on a correlation coeffcient and expectation 
maximation clustering mechanism. 

[48] Anomaly-based This paper has formulated a beta mixture technique, which is 
an anomaly method for attack detection. 

[49] Hybrid The real-time surveillance and investigation of network-based 
attacks used a network forensic scheme. Therefore, the 
proposed system relies on capturing and storing network 
data, feature selection, and correntropy-variation technique. 
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TABLE 13.4 (Continued) 
Comparative Analysis of Machine­Learning­Based IDS 

Reference Machine­Learning­ Description 
Based IDS 

[50] Signature-based Botnets pose a serious threat within a network; to counter this 
problem, the ML technique for network forensics is used. 

[51] Hybrid Authors proposed a new security system for Industry 4.0, 
which has two components; a smart management module 
and a threat intelligence module. 

[52] Anomaly-based This research work has information to design and formulate a 
novel dataset. Development and application of many features 
rely on the evolution of decision engine (DE) techniques. 

13.7 CONCLUSION AND FUTURE DIRECTIONS 

Recently, artifcial intelligence has been widely used to detect threats in many felds. 
The identifcation of an attack is considered a serious problem in IoT-based UAV net-
works. This chapter provides a comparative analysis to evaluate the intrusion detec-
tion system trust factor. Therefore, machine learning algorithms like XGBoost, naïve 
Bayes, complement naïve Bayes, AdaBoost, and GaussianNB are implemented using 
the UNSW-NB 15 dataset. Simulation is performed using Python. AdaBoost has bet-
ter accuracy, about 98.3431%, in detecting cyber attacks. Also, XGBoost accuracy 
in identifying attack is 98.2507%. Overall, binary classifcation is used to check 
performance. In near future, optimization techniques will provide optimal solutions 
for detecting cyber attacks. 
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14.1 INTRODUCTION 

The next generation will be born into a world that is more connected than ever. They 
will grow up with smartphones, social media, and the Internet of Things and will be 
exposed to a vast amount of information and data. While these advancements bring 
many benefts, they also pose signifcant security risks that need to be addressed. One 
of them, a distributed network called a blockchain, has millions of users worldwide. 
The blockchain is accessible to all users, and all of the data there is encrypted for 
security. It is the responsibility of all other participants to confrm the accuracy of 
the data posted to the blockchain. It’s a digital, distributed, and decentralized public 
ledger that makes it possible to track assets and record transactions in a corporate 
network. Blockchain technology is a digital ledger system that allows several par-
ties to access, verify, and update information in a secure and transparent way [1]. 
It was frst announced in 2008 by an anonymous person or group under the pseud-
onym Satoshi Nakamoto, as the underlying technology behind the crypto currency, 
Bitcoin. However, since then, blockchain technology has expanded to a wide array of 
industries, including healthcare, fnance, and logistics, due to its numerous benefts. 
One of the important advantages of blockchain technology is its immutability. Due 
to numerous intrusions in almost every industry, cyber security has recently grown to 
be a signifcant problem [12]. Once information is added to the blockchain, it cannot 
be altered or deleted without the consensus of the network. This makes it an ideal 
technology for storing and sharing sensitive data, such as medical records or fnancial 
transactions, without the need for intermediaries like banks or governments. Another 
beneft of blockchain technology is its decentralized nature. Rather than having a 
central authority control the network, blockchain is distributed across multiple nodes, 
making it diffcult for any one party to manipulate the data. This enhances secu-
rity and makes it a more democratic technology. Additionally, blockchain technology 
is transparent, allowing anyone with access to the network to view all transactions 
on the ledger. This can increase trust and accountability among parties and prevent 
fraud and corruption. The potential applications of blockchain technology are vast 
and varied. In healthcare, for example, blockchain can be used to securely store and 
share patient medical records among healthcare providers, improving patient care 
and reducing costs. In fnance, blockchain can be used to facilitate cross-border pay-
ments and reduce transaction times and costs. As blockchain technology continues to 
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FIGURE 14.1 Blockchain technology market size (US$billion). 

evolve and gain wider adoption, it has the potential to revolutionize the way we store 
and share information across industries [2]. Also, we can say that blockchain technol-
ogy has been a game changer in the world of cyber security, offering unprecedented 
levels of security and transparency. It is a decentralized, distributed digital ledger 
that allows multiple parties to verify, access, and update information in a secure and 
transparent manner. With the rise of cyber crime, blockchain technology has become 
an essential tool for cyber security professionals to secure data, detect and prevent 
fraudulent activity, and mitigate other security risks. This chapter will explore the 
applications of blockchain technology in cyber security, along with the security solu-
tions it offers [3]. The information on the global blockchain technology market size in 
different countries, as reported by Verifed Market Research in 2021. 

Figure 14.1 shows information on the estimated market size for the year 2020 and 
is subject to change as the market evolves. 

14.2 ROLE OF BLOCKCHAIN TECHNOLOGY 
FOR BOOSTING OF ECONOMY 

Blockchain technology has the potential to signifcantly boost the economy by 
improving effciency, reducing costs, and increasing transparency. The technology’s 
decentralized, secure, and transparent nature makes it ideal for a variety of uses 
in the business world, including fnance, supply chain management, and identity 
verifcation. The potential to revolutionize the fnance industry is that of reducing 
transaction costs, improving effciency, and increasing transparency. For example, 
blockchain-based systems can enable faster, cheaper, and more secure cross-border 
payments, which can reduce costs for businesses and consumers alike. Additionally, 
blockchain can enable the creation of decentralized fnancial instruments like smart 
contracts and decentralized autonomous organizations (DAOs), which can poten-
tially lower the need for intermediaries and enhance effectiveness. Blockchain can 
also be used to improve supply chain management by creating a secure and transpar-
ent ledger that tracks the movement of goods from origin to destination. This can 
help reduce fraud, counterfeiting, and theft, as well as improve the effciency of the 
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supply chain by reducing paperwork and manual processes. Creating a decentral-
ized, secure, and tamper-proof system that stores and verifes identity information 
can help reduce identity theft, fraud, and data breaches and can increase effciency 
by eliminating the need for intermediaries like banks and governments to manage 
identity data. Decentralized centralized applications built on blockchain technology 
can also boost the economy by creating new business models and revenue streams 
[9]. For example, decentralized applications (dApps) can enable peer-to-peer mar-
ketplaces that connect buyers and sellers directly, reducing the need for intermediar-
ies and increasing effciency. Additionally, dApps can enable new types of business 
models, such as decentralized autonomous organizations (DAOs), which can oper-
ate without centralized leadership or ownership. Finally, blockchain technology can 
enable the creation of digital tokens that represent assets like real estate, art, and 
stocks. This can unlock trillions of dollars in value by making these assets more 
accessible and tradable. Additionally, tokenization can enable new types of crowd 
funding models that allow businesses raise capital from a global pool of investors. 

14.3 BLOCKCHAIN TECHNOLOGY MARKET 

In the past few years, the market for blockchain technology has been experiencing 
rapid growth due to a rising need for secure and transparent digital transactions 
across various industries. According to a report by Markets and Markets, the global 
blockchain technology market is projected to grow from US$1.57 billion in 2019 to 
US$9.2 billion by 2025, at a CAGR of 44.5% during the forecast period shown in 
Table 14.1. One of the key factors driving this growth is the increasing adoption of 
blockchain technology by businesses and governments around the world. According 
to a report by Deloitte, over 50% of surveyed companies in the United States are now 
using or considering blockchain technology, up from just 13% in 2016. 

The fnancial services industry has been one of the earliest and most active adopt-
ers of blockchain technology, with applications ranging from cross-border payments 
to securities trading and settlement. However, blockchain technology is also being 

TABLE 14.1 
Global Blockchain Technology Market Size (2019–2025) 

Year Global Blockchain 
Technology Market Size 

2019 US$1.57 billion 

2020 US$3.0 billion 

2021 US$3.67 billion 

2022 US$4.9 billion 

2023 US$6.3 billion 

2024 US$7.7 billion 

2025 US$9.2 billion 

Source: Markets and Markets. 
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used in a wide range of other industries, including healthcare, supply chain manage-
ment, and digital identity verifcation. In terms of geographic distribution, the block-
chain technology market is expected to be dominated by North America, followed 
by Europe and Asia Pacifc [7]. 

According to a report by Grand View Research, North America accounted for 40% 
of the global blockchain technology market in 2020, as shown in Figure 14.2, with 
Europe and Asia Pacifc following at 32 and 24%, respectively, as shown in Figure 14.3. 

FIGURE 14.2 Global blockchain technology market by application (2020). (Source: Statistics 
generated from Statista and represented as a graph by authors.) 

FIGURE 14.3 Global blockchain technology market by region (2020). (Source: Statistics 
generated from Grand View Research and represented as a graph by authors.) 
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FIGURE 14.4 Global blockchain technology market by region (2020). (Source: Statistics 
generated from Allied Market Research and represented as a graph by authors.) 

In addition to traditional public blockchain platforms like Bitcoin and Ethereum, 
there has been a growing trend toward private and permission blockchain networks, 
which offer greater privacy and control over data [4]. According to a report by Allied 
Market Research, the private blockchain segment is expected to grow at a higher 
CAGR of 43.6% during the forecast period compared to the public blockchain segment, 
as shown in Figure 14.4. In general, the blockchain technology market is expected to 
continue to grow rapidly in the coming years, driven by increasing demand for secure, 
transparent, and effcient digital transactions across a wide range of industries [8]. 

14.4 APPLICATIONS OF BLOCKCHAIN TECHNOLOGY  
IN CYBER SECURITY 

Blockchain technology can be applied in several areas of cyber security to improve 
security, as discussed next. 

14.4.1 SECURE DATA STORAGE 

Blockchain can be used to securely store sensitive data, such as medical records, 
fnancial data, and private information. The immutability and decentralization of 
the blockchain make it diffcult for hackers to gain unauthorized access or to tamper 
with data stored on the chain. 

14.4.2 FRAUD DETECTION AND PREVENTION 

Blockchain can be used to detect and prevent fraudulent activity, such as identity 
theft and fnancial fraud. The transparency of the blockchain allows all parties to 
view transactions, making it easier to detect fraudulent activity. 
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14.4.3 SUPPLY CHAIN SECURITY 

Blockchain can be used to secure the supply chain by creating a transparent and 
immutable record of all transactions. This makes it easier to detect and prevent 
fraud, theft, and counterfeiting [11]. 

14.4.4 DECENTRALIZED IDENTITY MANAGEMENT 

Blockchain can be used to create a decentralized identity management system that 
eliminates the need for intermediaries like banks and governments to manage iden-
tity data. This reduces the risk of identity theft and data breaches. 

14.5 SECURITY ISSUE INVOLVED IN BLOCKCHAIN  
TECHNOLOGY 

While blockchain technology is considered highly secure, some security issues still 
need to be addressed. Here are some of the most signifcant security issues involved in 
blockchain technology: 51% attack, smart contract vulnerabilities, private key theft, 
malware and phishing attacks, forking, ICO fraud. etc. In a 51% attack, a single entity 
or group of entities control 51% or more of the computing power on a blockchain net-
work. This allows them to manipulate transactions, double-spend coins, and reverse 
previously confrmed transactions. In smart contract vulnerabilities, smart contracts 
are self-executing programs that run on a blockchain. These contracts can contain 
vulnerabilities, such as coding errors, which can be exploited by attackers to steal 
funds or disrupt the network. A private key is a secret code that is used to access and 
transfer crypto currencies stored in a blockchain wallet. If a private key is stolen, the 
attacker can access and transfer the funds without the owner’s permission. Attackers 
can use malware or phishing attacks to gain access to a user’s computer or mobile 
device and steal their private keys or other sensitive information. Forking occurs 
when a blockchain network splits into two separate networks due to a disagreement 
over the rules or governance of the network. This can result in a loss of trust and value 
for the network’s users. Initial coin offerings (ICOs) are a popular way for startups 
to raise funds through the sale of new crypto currencies. However, many ICOs are 
fraudulent, and investors can lose their money if they invest in a fake or scam ICO. 
To mitigate these security issues, blockchain developers and users should implement 
strong security measures such as multifactor authentication, encryption, and regular 
security audits. Additionally, education and awareness among users can also help to 
prevent security breaches and fraud on the blockchain network [5, 6]. 

14.6 SECURITY TYPES REQUIRED IN BLOCKCHAIN SYSTEM 

The main focus of blockchains lies in the three fundamental security concepts of 
confdentiality, integrity, and availability. In essence, blockchain is a distributed sys-
tem that ensures availability and maintains data integrity by allowing all nodes to 
agree based on a chain of transactions. It is possible to protect the confdentiality 
of transactions with the use of suitable cryptographic keys. A holistic approach in 
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blockchain systems covers security from unauthorized insiders, hacked nodes, or 
server failure. It also includes the authentication and authorization of entities using 
the blockchain, transaction transparency, verifcation, and communication infra-
structure security [9]. Blockchain systems should primarily consider the following 
areas of security: 

1. Network-level security 
2. Transaction-level security 
3. Ledger-level security. 
4. Associated surround system security 
5. Smart contract security 

From a network perspective, communication between parts of various nodes must be 
secure. It must be protected against a variety of network-wide internal and external 
attack vectors. The ledger ought to be able to survive denial of service attacks. Public 
surround sound systems are not inherently vulnerable to security risks, but some secu-
rity issues are associated with them that users should be aware of. Surround sound 
systems can be connected to a home network, which can be vulnerable to attacks if 
not properly secured. This can allow attackers to gain access to the network and poten-
tially control the surround sound system. If the surround sound system is not properly 
secured, unauthorized users may be able to access it and control it remotely. This can 
include changing the volume, altering the sound quality, or even turning the system 
off. In some cases, attackers may be able to eavesdrop on conversations or other audio 
content that is transmitted through the surround sound system. This can be a particular 
concern if the system is used for business or other sensitive purposes. Smart contracts 
are a key feature of blockchain technology that enable the execution of complex agree-
ments and transactions in a secure and decentralized way. While smart contracts are 
designed to be highly secure, some security risks are still associated with them. Here 
are some of the key security considerations for smart contracts in blockchain: 

1. Code Vulnerabilities: Smart contracts are written in programming lan-
guages like Solidity, which can contain coding errors or vulnerabilities that 
can be exploited by attackers. These vulnerabilities can allow attackers to 
steal funds, manipulate transactions, or disrupt the network. 

2. Contract Execution Risks: Smart contracts can execute automatically 
based on predefned conditions. If these conditions are not properly set up, 
it can lead to unintended consequences or unexpected behavior, which can 
result in fnancial losses. 

3. Oracle Risks: Smart contracts rely on external data sources called oracles 
to access real-world data. If oracles are not properly secured, they can be 
manipulated to provide false or misleading data, which can result in incor-
rect contract execution and fnancial losses. 

4. Governance Risks: Smart contracts are often deployed on decentralized 
networks where there is no central authority or governance. This can lead to 
governance risks, such as disputes over contract terms, disagreements over 
contract execution, or malicious actions by network participants [10]. 
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14.7 SECURITY SOLUTIONS OFFERED BY BLOCKCHAIN  
TECHNOLOGY 

Security is an important issue. Given the cyber threats, numerous blockchain-tech-
nology-based solutions are available. 

14.7.1 ENCRYPTION 

Blockchain uses public key cryptography to encrypt data stored on the chain, mak-
ing it diffcult for hackers to access and decipher the data. 

14.7.2 CONSENSUS MECHANISMS 

Consensus mechanisms are used in blockchain to ensure that all nodes on the net-
work agree on the state of the blockchain. This prevents attacks such as double-
spending or the 51% attack. 

14.7.3 MULTIFACTOR AUTHENTICATION 

When accessing the blockchain, multifactor authentication (MFA) is a security pro-
tocol that necessitates users to provide more than one form of authentication, such 
as a password and biometric authentication like facial recognition or fngerprint 
scanning. 

14.7.4 PERMISSIONED BLOCKCHAIN 

Permission blockchain restricts access to the network to only trusted parties, which 
increases security. This is useful for sensitive industries, such as healthcare or 
fnance. 

14.7.5 REGULAR AUDITING 

Regular auditing is necessary to ensure that the blockchain network is secure. This 
includes monitoring the network for anomalies and irregularities and reviewing 
access controls to ensure that only authorized parties have access to the blockchain. 

On addition, other security solutions should also be considered. Public key inter-
face (PKI) ideas must be used to encrypt transactions to prevent data compromise 
with unauthorized parties. Identifcation and transaction creation authorization must 
be protected; therefore only a specifc name should be used. Only authorized mem-
bers are permitted to use the blockchain. The blockchain’s multi-signature capabil-
ity is available for sensitive transactions, and the transaction information cannot be 
changed or altered. Valid participants start transactions in the network, and the mem-
bers’ transaction must be signed. “X” must be able to do transactions only under that 
name. To mitigate associated surrounding security issues, users should take steps to 
properly secure their network and ensure that their surround sound system is pro-
tected with a strong password. It is also important to keep the system’s frmware and 
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software up-to-date to ensure that any known vulnerabilities are addressed. Finally, 
users should be cautious when connecting their system to public Wi-Fi networks, 
as these are often unsecured and can be vulnerable to attacks. To mitigate smart 
contact security risks, developers and users of smart contracts should follow best 
practices for secure contract development, such as code audits, testing, and formal 
verifcation. Additionally, they should use trusted oracles and follow best practices 
for contract execution and governance, such as using multi-signature wallets and 
establishing dispute resolution mechanisms. Finally, they should stay up-to-date on 
the latest security vulnerabilities and best practices in smart contract development 
and deployment. 

14.8 CONCLUSION 

Blockchain technology has the potential to signifcantly boost the economy by 
improving effciency, reducing costs, and increasing transparency. Its applications 
in fnance, supply chain management, identity verifcation, and decentralized appli-
cations, as well as its ability to enable tokenization of assets, make it an essential 
tool for businesses looking to stay competitive in today’s rapidly evolving digital 
landscape. As blockchain technology continues to mature and gain wider adoption, 
it will play an increasingly important role in driving economic growth and innova-
tion. Its applications in cyber security, such as secure data storage, fraud detection 
and prevention, supply chain security, and decentralized identity management, make 
it an essential tool for cyber security professionals. The security solutions offered 
by blockchain technology, such as encryption, consensus mechanisms, multifactor 
authentication, permission blockchain, and regular auditing, enhance the security of 
the blockchain network and protect against security threats. As blockchain technol-
ogy continues to evolve and gain wider adoption, it will continue to play an increas-
ingly important role in cyber security. 
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Blockchain Security 15 
Measures to Combat 
Cyber Crime 
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15.1 INTRODUCTION 

Both the business world and academia have recently paid close attention to crypto-
currencies. By 2023, the capital market for Bitcoin, frequently referred to as the frst 
cryptocurrency, will reach US$24 million [1]. Bitcoin’s main working component is 
the blockchain. The year 2009 saw the implementation of a proposal that had frst 
surfaced in 2008. All committed transactions are kept in a chain of blocks in a public 
ledger called the blockchain. This chain expands each time a new block is added. 
The decentralization, persistence, anonymity, and audibility of blockchain technol-
ogy are signifcant characteristics [2]. 

Blockchain can work in a decentralized setting because it combines several 
important technologies, such as distributed consensus mechanisms, digital signa-
tures based on asymmetric cryptography, and cryptographic hashing. A transaction 
can be carried out decentralized using blockchain technology. Blockchain has the 
potential to cut costs while also greatly boosting effciency. Blockchain technology 
can be used for various things besides cryptocurrencies, even though Bitcoin is the 
most well-known application. Digital assets, remittances, and online payments are 
just a few fnancial services that can beneft from using blockchain because it elimi-
nates the need for a bank or other intermediary [3, 4]. 

The next generation of Internet interactions comprises IoT, smart contracts, public 
utilities, reputation mechanisms, and security provisions. One of the most promising 
methods for doing this is blockchain technology [5–7]. 

Even though blockchain technology has great potential for creating new Internet 
infrastructure, it is plagued by several technical problems. First, scalability is a sig-
nifcant issue. A new block of Bitcoin is mined every 10 minutes, and block sizes 
are currently restricted to 1 MB. As a result, Bitcoin can only process 7 transactions/ 
second, making it unft for high-frequency trading. Second, a selfsh mining strategy 
has been shown to allow miners to proft beyond their fair share of earnings [8]. 
To increase their future earnings, miners hide their extracted blocks. As a result, 
branches may frequently happen, halting the growth of the blockchain. 

One new way to fght the pervasive threat of cyber crime that blockchain makes 
possible is the ability to protect data storage. Institutions and businesses can stop 
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data theft using distributed ledgers or record technology to store and share infor-
mation. Distributed records make it possible to hash, encrypt, and decentralize 
information [6]. Consider it like a 1,000-piece puzzle. A hacker can access all 
1,000 pieces simultaneously by breaking into a centralized system. In practice, 
one security lapse allows someone to obtain the private information of about a 
thousand people. 

Cyber criminals can access only a single component of a decentralized system 
at a time, making it diffcult and time-consuming to get the full picture. To get a 
person’s personal information, they must hack into many different gateways repeat-
edly, which enables suffcient time to verify the weakness and stop the attack [6]. To 
protect essential outward communications, such as domain name services (DNS), 
this concept can also be used to create distributed network security. 

The 2016 attack that brought down Twitter and Spotify exposed the vulnerability 
of the current DNS protocol, which depends on caching and maintains the access 
key on just one server [9]. A blockchain-based server would reduce the risk by estab-
lishing a wider network of security keys. Imagine a chest with several locks. Before 
any of the locks can be opened, they must frst be unlocked using a variety of keys 
that could be hidden anywhere. This logic is the foundation for the decentralized 
approach to network security [10]. From the cyber security perspective, blockchain 
technology offers us a fresh perspective on designing systems that thwart cyber 
attacks. It is similar to the distinction between a community that keeps all its funds 
in a single bank and individuals who keep their funds at home. Despite having secu-
rity measures in place, banks continue to be a top target for robbers looking to fee 
with a sizable sum of cash. 

15.2 BLOCKCHAIN TECHNOLOGY BACKGROUND 

The data structure offered by blockchain technology possesses inherent security fea-
tures like decentralization, cryptography, and consensus, ensuring the authenticity 
of transactions. Its potential applications are vast and diverse, encompassing areas 
such as health, fnance, smart production, IoT, and others. 

15.2.1 BLOCKCHAIN TECHNOLOGY 

Satoshi Nakamoto initially introduced blockchain [11] to tackle the issues associated 
with the traditional payment system, which relies on a third party to authenticate and 
verify transactions between parties. In contrast, blockchain is a public and decen-
tralized database where records are shared and replicated across multiple nodes in 
a peer-to-peer (P2P) network. Transactions are recorded in unalterable blocks that 
form an immutable chain of records. 

The current digital economy relies on a trusted third party to conduct secure 
transactions, but because these parties are vulnerable to hacking or manipulation, 
blockchain technology has emerged [12]. Motivated by the idea of Bitcoin, block-
chain can be implemented in fnance, national governance, business operations, 
education, medicine, and other non-fnancial areas because of its benefts, such as 
decentralization, persistence, trust, immutability, anonymity, and audibility. 
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The term “blockchain” refers to a technology that provides security and a dis-
tributed database that can replace the traditional database to provide services 
without a centralized authority or administrator. It uses a cryptographic algorithm 
to validate the transactions and allows assets to be transferred directly without 
third parties. 

One of blockchain’s most important applications is Bitcoin, a digital transfer 
technology. This transaction is broadcast to all, and then the transaction is vali-
dated using a cryptography algorithm called Proof of Work (POW), which is a 
very complex puzzle that is added to the chain as a new block. The node that 
solves this puzzle is called miner, and it’s getting the right to add a block to the 
chain and be rewarded. To be a miner in the Bitcoin network, it’s not necessary 
to have a certifcation; anyone can become a miner, but they need to download 
the software that needs to be mined and must have powerful computing power 
devices to solve the puzzle. 

15.2.2 BLOCKCHAIN TECHNOLOGY ARCHITECTURE 

15.2.2.1 Block Components 
A blockchain is composed of individual blocks, with each block comprising a header 
and a body, as shown in Figure 15.1. The block header contains a set of components: 

• Merkle Tree Root: This is a binary tree used to increase the effciency of 
the validation data process. 

• Timestamp: This value is indicated when this block is created. 

FIGURE 15.1 Block structure in blockchain technology. 
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• Previous Hash Block: The hash value of each block is generated by a hash 
function and used to link the block with its preceding block in the chain, 
safeguarding the chain against any changes. 

• Nonce number: An integer number between 32 and 64 bits. 

The block body holds all the transactions, and the number of transactions that can ft 
in a block depends on the size of the block and each transaction. Public key (asym-
metric) cryptography is utilized by blockchain to authenticate transactions [19]. 
Digital signatures are retained in unreliable circumstances. In the following section, 
we will briefy overview digital signatures. 

15.2.2.2 Blockchain Technology and Digital Signatures 
Both a private key and a public key are available to each user. The private key is 
used to sign transactions. All network participants can access the public keys used to 
obtain the distributed digitally signed transactions across the network. A blockchain 
digital signature is shown in Figure 15.2. The majority of digital signatures have two 
steps: signing and verifying. 

Let us use Figure 15.1 as an example again. Prior to signing a transaction, Alice 
generates a hash value by utilizing the transaction’s information. She then encrypts 
this hash value with her private key and transmits it to a different user. To confrm 
the received transaction, Bob combines the original data with the hash and decrypts 
it. He authenticates the transaction by comparing the decrypted hash, obtained using 
Alice’s public key, with the hash value calculated by Alice from the data, using the 
same hash function. Currently, one of the most prevalent digital signature algorithms 
in use is ECDSA [20]. 

15.2.3 HOW BLOCKCHAIN TECHNOLOGY WORKS 

Cryptocurrency applications like Bitcoin are the frst to use a blockchain as a plat-
form. When someone needs to transfer money from your account to another using 
Bitcoin, the request transaction steps are shown in Figure 15.3: 

• A digitally signed transaction is broadcast to every node or computer in the 
peer-to-peer (P2P) network. 

FIGURE 15.2 Blockchain and digital signature. (see Ref. [21]). 



 

 

 
 

   

 

 

 

 

279 Blockchain Security Measures to Combat Cyber Crime 

FIGURE 15.3 How blockchain technology works. (see Ref. [16]). 

• Using a consensus algorithm called Proof of Work, the nodes validate the 
transaction after receiving it (POW). 

• A new block is added if the transaction is valid. 
• The deal is successfully fnished. 

In blockchain, before the transaction is broadcast to all nodes, each node must solve 
a diffcult mathematical problem or puzzle called POW; the frst node to solve this 
puzzle is called the “miner node,” and this node gets a Bitcoin as a reward. 

15.2.4 BLOCKCHAIN TECHNOLOGY FEATURES 

Blockchain technology creates many advantages in all felds and areas used because 
of its features. Blockchain has multiple features: 

• Decentralized: This means all data processes like storage, maintenance, 
verifcation, and sharing are based on a distributed system structure, and 
the trust between these nodes is built by mathematical methods or puzzles 
rather than third-trusted parties [17]. 

• Immutability: All data stored in this chain after being entered in a block 
can’t be erased or modifed. This property has two reasons [13]. First, each 
block in the chain is linked to the previous block by the hash value, so if 
any transaction is modifed or deleted, then this hash value is changed, and 
this affects all the previous blocks. This process takes great power and high 
cost. Second, this chain is replicated in all nodes in the P2P network. It 
must be synchronized among all nodes, so that every node in the chain is 
modifed. Hence, all chains in the network need to be modifed, and this is 
impossible because the attacker needs to control and change over 51% of the 
chains stored in the network. This process is known as the Sybil attack [14]. 

• Traceability: All transactions are stored in the blockchain in chronological 
order, so the trace process of any transaction is simple and easy. 
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• Anonymity: Each node in the blockchain has a fake name so that no one 
can trace any nodes and their data. 

• Transparent: All data stored in the blockchain is transparent for each node 
in the network because any node can update the chain and add a new block 
successfully [18]. 

15.2.5 BLOCKCHAIN TECHNOLOGY TYPES 

Depending on the users they have in various felds, blockchain can be divided into 
three types: 

• Public Blockchain: This pertains to the permissionless blockchain, where 
all nodes within a peer-to-peer network have access to the content stored on 
the chain and employ a consensus algorithm such as Proof of Work (POW) 
or Proof of Stake (POS) to authenticate transactions. Also, storing sensitive 
information like medical or military records in this chain type is impossible 
because the chain’s confdentiality cannot be guaranteed; see Figure 15.4(A). 
A public blockchain is an example, such as the Ethereum platform [15]. 

• Consortium Blockchain: Also known as a permission blockchain, this 
type necessitates the validation of a transaction by two or more entities 
before it can be appended to the chain, as illustrated in Figure 15.4(B). The 
authority to verify data on the chain is limited to a group of nodes in this 
type. The storage of electronic medical records uses this type in many sen-
sitive industries, including healthcare (EMRs). 

• Private Blockchain: This pertains to permissioned blockchain, where the 
authorization to write and validate data on the chain is limited to a single 
organization. However, the permission to access this data can be either pub-
lic or private, contingent on the type of organization. Moreover, the Proof of 
Work (POW) or Proof of Stake (POS) consensus algorithms are not manda-
tory in this type of agreement. Rather, the Proof of Authority (POA) con-
sensus algorithm is utilized (see Figure 15.4[C]). 

15.2.6 BLOCKCHAIN TECHNOLOGY LIMITATIONS 

15.2.6.1 Scalability 
As more transactions are made, the blockchain becomes heavier. More than 100 GB 
of storage is currently available on the Bitcoin blockchain. Each transaction needs 
to be saved so that it can be validated. The preliminary constraint on block size and 
the interval to produce a new block also inhibit Bitcoin from the real-time handling 
of millions of transactions. It can only handle about seven transactions per second. 
Many small transactions may experience delays due to the extremely low block 
capacity, as miners favor those with an excessive transaction charge. 

15.2.6.2 Privacy Leakage 
Because transactions on blockchain are never made using users’ real identities, this 
technology is extremely secure. If information leaks, users might also generate a 
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(A) 

(B) 

(C) 

FIGURE 15.4 (A) Public blockchain technology, (B) consortium blockchain technology, 
and (C) private blockchain technology. 

large number of addresses; blockchain cannot guarantee transactional privacy [22]. 
Additionally, personal information may be linked to a user’s Bitcoin transactions. 
Additionally, [23] has provided a technique for establishing a connection between 
IP addresses and user pseudonyms; even with the protection of frewalls or network 
address translation (NAT), users may still be vulnerable. 

15.2.6.3 Selfsh Mining 
Malicious, self-serving miners may launch attacks on the blockchain. According to 
the consensus, nodes with more than 51% of the total computing power can jeopar-
dize the transaction and the blockchain. Recent studies, however, indicate that even 
nodes with less than 51% power might still be dangerous [24]. In particular, the 
network is still at risk even if only a small amount of hashing power is used to cheat. 
Selfsh miners would keep their mined blocks without broadcasting since the private 
branch could only be made public under specifc conditions. 

All miners will accept the private branch because it is longer than the current pub-
lic chain. Before the private blockchain is published, unethical miners expend time 
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and resources on a pointless branch, while egotistical miners mine private chains 
without rivals. Consequently, egotistical miners frequently proft more. The egotisti-
cal pool would quickly gain 51% power as logical miners would join it. As evidence 
of how unreliable blockchain technology is, many additional attacks are built on self-
ish mining. By non-trivially fusing network-level eclipse attacks with mining attacks 
in stubborn mining, miners can boost their proft [25]. 

Miners will still use the trail tenacity strategy to mine the blocks even if the private 
chain is abandoned. Sometimes, though, it can result in 13% gains over competitors 
without a stubborn trail. Compared to pure selfsh mining, there are selfsh mining 
techniques that, according to [25], are more lucrative and proftable for smaller min-
ers. However, the gains are insignifcant. It also shows how selfsh mining can still be 
lucrative for attackers with less than 25% of the computational resources. 

To address the issue of selfsh mining, Heilman [26] provided a cutting-edge 
method for honorable miners to choose which branch to follow. If beacons and time-
stamps were random, honest miners would pick more new blocks. However, [26] is 
vulnerable to fake timestamps. The network must generate and approve every block 
within a set amount of time, according to the fundamental tenet of [27]. Selfsh min-
ers are limited to getting the payment that ZeroBlock anticipates. 

15.3 CYBER CRIMES 

15.3.1 OVERVIEW 

Cyberspace involves digital network communication. Sensitive information can 
be transmitted over networks, attracting adversaries looking to steal information. 
Therefore, the information transmitted and the network must be secure. Because 
cyberspace is not immune to attacks, cyber security is required. Cyber crime is the 
umbrella term for all criminal events implying a digital system such as a computer, 
network, or digital tools. Cyber crimes are defned as behaviors such as hacking, 
spamming, phishing, identity theft, unauthorized access, etc., whereas computers, 
laptops, mobile devices, or any other digital devices that facilitate cyber crimes are 
defned as objects of crime. A person, group, or organization that engages in cyber 
crime is called a cyber criminal, and they frequently use computers as tools, targets, 
or both. Some forms of cyber crime are: 

• Email and Internet scams. 
• Identity theft (where personal information is stolen and exploited). 
• Theft of fnancial or credit card information. 
• Theft and illicit sale of business-related data. 
• Cyber extortion (the act of demanding money to prevent a threatened online 

attack). 
• Attacks using ransomware (cyber extortion), a type of cyber extortion. 
• Cryptojacking (the practice of hackers mining cryptocurrency using 

resources not their own). 
• Cyber espionage (hacking into government or business data). 
• Copyright infringement. 
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• Online gambling, or the illegal sale of goods. 
• Solicitation, creation, or possession of child pornography. 

Cyber crime includes either one of the following two elements: 

• Criminal activity utilizing malware and viruses to target computers 
• Using computers to commit other crimes 

The following discusses a few cyber crimes related to [28]: 

• Computers as a Target: These cyber crimes target computers, networks, or 
other electronic equipment. Technically knowledgeable cyber criminals carry 
out such cyber crime. By focusing on a computer, an attacker seeks to gain 
unauthorized access, damage it, or use it as a decoy for additional attacks. 
Computer systems can be compromised by viruses and malicious code. 

• Computer as Tool: A computer could support online criminal activity. The 
main objective is to target a specifc person rather than a system. The adver-
sary takes advantage of human weaknesses through spam, phishing, scams, 
theft, and other illegal or offensive activities. 

• Cyber warfare: Politically motivated attackers cause cyber warfare. These 
types of cyber crimes, also known as cyber war, are encouraged by the 
Internet and typically target fnancial and organizational systems by sabo-
taging their websites or engaging in sophisticated espionage. 

• Cyber terrorism: Attackers with political motivations can also target 
computers, information systems, data, and programs. These attacks typi-
cally lead to confict between various groups. They could be brought on by 
advanced persistent threats (APT), malware, viruses, worms, DoS attacks, 
phishing, and hacking methods. 

15.3.2 NEED FOR BLOCKCHAIN SECURITY 

By using blockchain technology and sharing data, transparency is possible. The 
involved parties are assured that the data they are working with is error free and 
unchangeable. This feature is useful not only in the technical feld but also in other 
contexts. Here are a few factors contributing to blockchain technology’s popularity 
across many industries [28]: 

• Transparency is guaranteed. As an open-source technology, blockchain 
technology cannot be modifed by other users. Blockchain technology is 
relatively secure because the logged data is challenging to alter. 

• It signifcantly lowers transaction costs. Peer-to-peer and commercial 
transactions can be fnished on a blockchain without the involvement of a 
third party. The transaction is completed more quickly because no interme-
diaries are involved. 

• Transaction settlements using blockchain technology are faster. This 
is compared to traditional banks, which depend on operating hours and 
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protocols and whose locations around the world also prolong the delay. 
Blockchain, however, is devoid of these limitations, enabling quicker trans-
action settlement. 

• The lack of a central data hub encourages decentralization. This enables 
the authentication of specifc transactions. Even if the information is inter-
cepted by adversaries while being updated on various servers, only a small 
amount of data will be compromised [29]. 

• Users and developers take the lead in the transactions. Third parties are 
no longer involved, introducing user-controlled networks. 

• Investigations are made simple. When irregularities are found, carrying 
out the necessary actions can always be traced back to their source. Quality 
control follows from this. 

• Human error is eliminated. Data is recorded and protected from manipu-
lation using blockchain technology. Accuracy is ensured because records are 
examined every time they move from one node to another. Accountability 
ultimately results from this. 

• Complex and intelligent contracts can be easily verifed, signed, and 
enforced. This is with the help of blockchain technology. 

• Voting is made clearer. Blockchain technology eliminates electoral fraud. 
• It is possible to track energy supply precisely. Stock exchanges are think-

ing about the trustworthiness of blockchain technology. 
• Global peer-to-peer transactions are promoted. Blockchain technology 

Make transactions involving cryptocurrencies quick, safe, and inexpensive. 
• Data is objective. Blockchain technology protects data integrity and can 

notify users when data is changed. A balance is kept between security and 
governance so that, even if data for an organization is compromised, it can-
not be used. 

• Devices are authenticated. In blockchain technology, passwords could 
soon be replaced, eliminating the need for human intervention. This is 
because it does not support centralized architecture. 

• Non-repudiation. Every transaction is digitally timestamped and signed. 
The history log continues to store earlier records even with the system’s new 
iteration. Traceability results from this. 

15.4 BLOCKCHAIN TECHNOLOGY: A SOLUTION  
FOR CYBER CRIMES 

Most of the time, we can now understand, analyze, and make better predictions 
about criminal behavior before it occurs, thanks to blockchain technology. There 
is now a demand for a private security system that utilizes blockchain/distributed 
public ledger technology, according to the solution that several federal agencies have 
found to combat this issue. 

Money laundering [17] is thought to be involved in 5% of all global GDP transac-
tions, so the issue is only getting worse. Every year, illicit fows totaled close to $1 
trillion. Blockchain is used in this scenario to monitor money laundering transactions 
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and track them. Data is safe and secure and is guarded against hacking thanks to 
blockchain security. 

Because cyber crime is the most worrying factor and cannot be solved immedi-
ately, blockchain technology is helping federal agencies stop these crimes against 
people and society. Major corporations and the fnancial sector are frequently the 
targets of hacker groups looking to steal money and data. A recent report [30] states, 
“An account belonging to the Bangladesh Bank, the country’s central bank, was 
hacked, resulting in a theft of $81 million that was being held with the Federal 
Reserve.” 

Recently, several institutions, such as Netflix and Twitter, have faced mul-
tiple data breaches. This includes incidents like the WannaCry ransomware 
attack and significant events such as the $81 million theft from Bangladesh 
Bank. To stop these serious attacks against the nation’s economy, blockchain is 
a better option to stop these kinds of activities because it assists agencies with 
monitoring. 

The European Union supported a project with a budget of about €5 million to 
prevent hackers and criminals from abusing blockchain technology. This “three-year 
project” is called Tools for Investigating Transactions in Underground Markets and 
involves 15 members working together. Interpol and other law enforcement organi-
zations are involved in the project, which aims to create tools for disclosing traits 
typical of criminal transactions [31]. 

Banks are currently developing their fraud prevention system based on distrib-
uted ledger technology (also known as blockchain technology), which has multiple 
databases and helps to prevent cyber attacks. Today’s banking companies and other 
business institutions take cyber threats and attacks seriously. As a result, they have 
begun researching hybrid systems that can operate on the local, regional, and global 
levels [32]. 

Unlike blockchain, the frst type of system protects legitimate customers’ privacy 
by keeping a personal record of all previous transactions while avoiding disclosing 
the specifcs of each transaction. Afterward, the system must update and store all 
verifed receivers, senders, and authenticated credentials. This kind of risk manage-
ment system is in use by banks today to stop cyber attacks [33]. 

15.4.1 HOW AND WHY BLOCKCHAIN TECHNOLOGY PREVENTS CYBER 

CRIMES AND ATTACKS 

• Blockchain technology has no single point of failure, greatly reducing the 
likelihood of an IP-based DDoS attack [34]. 

• Because blockchain technology is shared, it solves the problem of false con-
sensus that the Byzantine Generals had [35]. 

• A platform that has been successful and hasn’t been the target of a cyber 
attack in seven years is Bitcoin. Data is saved/stored in every node, mak-
ing hackers vulnerable and preventing them from carrying out a success-
ful DDoS attack even if one or more nodes in the blockchain network are 
disrupted [36]. 
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• Blockchain has operational resilience. Because the technology is distrib-
uted, any company using it for commercial or data security purposes can 
keep running and access its data even in the case of an attack on the block-
chain network. The blockchain network is not completely secure. However, 
as we all know, there is a stage of the transaction request known as the 
“pending stage,” and during that pending state, it is possible for data to be 
falsifed. A faw was found in a 2014 attack on the Bitcoin network that was 
still in progress [37]. 

15.4.2 USING BLOCKCHAIN TECHNOLOGY TO PROTECT 

AGAINST CYBER ATTACKS 

Blockchain technology can replace all data storage methods that serve as a record 
of property transfers, contracts, wills, and other legal documents. The development 
of cyber security requires the decentralization and distribution of all systems [38]. 

15.4.2.1 Blockchain in Anti­Money Laundering 
By 2017, the global cost of anti-money laundering compliance will be nearly US$8 
billion. The use of blockchain in the struggle against money laundering is growing. 
If there is any informational gap during a transaction, regulators, law enforcement, 
and fnancial institutions like banks can now determine who the real and creden-
tialed party is, greatly assisting regulators and allowing them to identify criminals 
quickly [39]. 

Hackers fnd it diffcult to change the data in blockchain blocks and interfere in 
any business transaction. Therefore, the ledger’s data helps create formidable secu-
rity and prevents crimes like money laundering, which fund terrorism and many 
other illegal activities. 

15.4.2.2 Blockchain for IoT Security 
Using primary private blockchains like Hyperledger Fabric, access control for net-
work nodes (devices) is set up. This stops unauthorized access and securely keeps 
track of data control. It’s also used to make software installation safer by letting 
software updates be sent from peer to peer and by letting IoT devices be identifed, 
validated, and sent securely. In the past, blockchain has been used to safeguard IoT 
sessions and connections and to spot malicious activity [39]. 

A security risk to the grid is that malware can be used to attack connected IoT 
devices. Therefore, botnet attacks have targeted IoT devices that launch DoS/DDoS 
cyber attacks. Smart doorbells, security cameras, and thermostats are a few exam-
ples [41]. More than ever, endpoint security measures must be effective, especially in 
light of the rise of mobile threats. 

Today’s security perimeter is always changing and hard to define, so more 
than a centralized security solution is needed. Employees now connect to com-
pany networks using mobile devices, desktop computers, and laptops. Endpoint 
security strengthens centralized security by adding more security at the points 
of entry for many attacks and points of exit for sensitive data. Blockchain-based 
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data exchanges can be used to send secure data in almost real time and ensure 
that devices communicate with one another quickly. Because of its distributed 
nature and capacity for self-restoration via data validation nodes, the platform’s 
blockchain-based architecture presents much greater difficulties for an attack 
[42, 43]. 

15.4.2.3 Blockchain in the Sharing and Storing of Data 
To avoid a single point of failure in a storage ecosystem, using both public and pri-
vate distributed ledgers is recommended. Hash lists make it simple to locate data 
that can be saved and stored safely, the Blockchain prevents unauthorized users from 
altering cloud data, and it is possible to verify the integrity of data sent between 
sender and receiver. In short, by using client-side encryption, which gives the actual 
data owners complete and verifable control over their data, blockchain enhances the 
security of data sharing and storage. 

15.4.2.4 Blockchain in Network Security 
Many initiatives in this category focus on enhancing the authentication and secure 
storage of critical data in software defned networks (SDN) and containers. One 
approach involves utilizing a clustered structure of SDN controllers with a blockchain 
architecture to achieve these goals. Peer-to-peer (P2P) communication between net-
work nodes and SDN controllers is made possible by the architecture, which uses 
private and public blockchains for network security. 

15.4.2.5 Blockchain in Private User Data 
The use of blockchain technology also addresses user privacy issues. To safeguard 
the information’s confdentiality, mechanisms based on anonymization or encryption 
can be used [51]. Each node on a blockchain maintains a private share of data, limit-
ing access to all data by all nodes. Then, without disclosing any information to other 
nodes, this node runs computations on that specifc share. With such a setup, embed-
ded devices require less memory, and data processing can be done more quickly, 
thanks to distributed storage. 

Recent studies, however, have demonstrated how anonymized datasets can be 
de-anonymized [44]. Techniques for data anonymization are intended to safeguard 
personally identifable information (PII). Thanks to blockchain technology, combin-
ing anonymization and decentralized data storage is possible. Internal and external 
attack surfaces could be minimized with the help of decentralized personal data 
management. 

15.4.2.6 Blockchain in the Web and Navigation 
Blockchain technology increases the dependability of wireless Internet access points 
by storing and tracking access control data on a local ledger. By using precise domain 
name system (DNS) records, the blockchain can also navigate to the appropriate web 
page. It can also be used to interact safely with online apps. These solutions involved 
using a consortium blockchain, in which a preselected set of network nodes manage 
the consensus process. 
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15.4.2.7 Blockchain in Phishing Emails 
Phishing emails, which try to persuade recipients to click on a link, open a mali-
cious fle, or send email information to someone unaware of what is happening, 
are to blame for more than 90% of successful hacks and data breaches on critical 
infrastructure [48]. A decentralized blockchain-powered email system with built-
in message authenticity could be advantageous for developing future smart grids. 
Blockchain-based emails could be used as an unchangeable transaction record to 
demonstrate an email’s precise time and sender or recipient. This would improve the 
current nonrepudiation capabilities. Even if the blockchain is compromised, it isn’t 
easy to alter the email records that are stored there [40]. 

15.4.2.8 Blockchain in Supply Chain Management Systems 
The benefts of blockchain that are typically cited include traceability, trans-
parency, and immutability, according to Chang and Chen [48]. They note that 
supply chains that have relied on conventional trust mechanisms based on cen-
tralized trust authorities may need help in accepting this idea. According to the 
authors, private (permissioned) blockchain may be better suited to a supply chain 
due to its higher degree of centralization as an entity with a clear boundary and 
constituency. 

According to Pournader et al. [49], cyber security is one of the main problems that 
face international supply chains. They go on to say that the potential for blockchain 
to improve inventory/goods’ traceability, transparency, and trust makes it relevant 
to supply chain management. They use IBM’s blockchain to illustrate how iden-
tity management can be applied to cyber security. The results support that sharing 
important information safely and reliably is essential for a strong and effective sup-
ply chain. 

In their discussion of challenges to blockchain adoption in supply chain cyber risk 
management, Etemadi, Van Gelder, et al. [50] note that this particular use-case of 
blockchain is still in its infancy. The technology’s immaturity, lack of trust, and suit-
ability are a few of the mentioned obstacles. They also discovered that a blockchain 
system’s reliance on and need for trust in outside data sources, known as oracles, 
presents a signifcant challenge. According to the authors, blockchain is a decentral-
ized database offering data security and transparency. 

15.4.3 ISSUES, CHALLENGES, AND DIFFICULTIES OF USING BLOCKCHAIN 

TECHNOLOGY TO FIGHT CYBER CRIMES 

In comparison to other technologies or methods currently in use for protecting rel-
evant infrastructure, blockchain has profoundly impacted the world. Most people 
confuse blockchain with Bitcoin because, as was previously mentioned, it was frst 
used in Bitcoin in 2008–2009 [46]. 

Be aware that Bitcoin is not a blockchain; rather, Bitcoin uses the concept of 
a blockchain (a cryptocurrency). Beyond cryptocurrencies, blockchain is currently 
used in many applications, including digital copies of your health and land records 
[45]. These records are saved digitally on the cloud using blockchain and are known 
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as smart contracts. No one can copy, alter, or pirate them. Blockchain has many ben-
efts, but it also has many drawbacks. A few issues and diffculties must be overcome, 
and each briefy described next. Organizations/industries face these diffculties when 
attempting to solve common issues. 

• Cost: The adoption of blockchain technology promises long-term ben-
efts, but its initial implementation is expensive. Software organizations 
and industries need to integrate blockchain technology into their systems, 
which might have been classically developed for a particular organizational 
structure. This will drive up the cost, as opposed to being adopted or cre-
ated independently. The organizational structure might also need special-
ized hardware to work with the software. 

• Lack of Skilled/Intelligent People: In addition to dealing with the cost of 
the technology, operating it also requires a high level of intelligence. This 
problem worsens because there aren’t enough engineers who can handle 
it, which causes organizations to have high demands for these engineers. 
According to most small or even medium-sized businesses, setting up a 
full or partial blockchain system is beyond their means because of the high 
setup costs. 

• Integration with Legacy System: Organizations should try integrating 
with their current systems or fx their legacy systems as we move into the 
integration phase because setting up blockchain requires entirely different 
software. The system should be modifed because implementing blockchain 
technology will initially be diffcult to ensure a smooth transition. This pro-
cess will also require signifcant human resources, including time, effort, 
and money. Due to the high cost of this technology, some businesses are 
hesitant to adopt blockchain solutions. 

• Energy Consumption: Energy consumption is another diffcult problem 
that must be considered [47]. It takes much energy to compute these diffcult 
mathematical problems (including side-by-side verifying) for that network’s 
secure transaction validation mechanism, which is complicated. Such mas-
sive energy use does not seem sustainable in a place where climate change 
is a major factor. Thus businesses are looking for more environmentally 
friendly business practices. 

• Lack of Public Awareness: A lack of public awareness is another signif-
cant issue. The organizations using distributed ledger technology and the 
industries involved in this technology are dampening awareness of block-
chain technology and its advantages. Therefore, raising public awareness 
is necessary before mainstreaming blockchain technology. Additionally, 
Bitcoin and blockchain are two distinct concepts, and people must under-
stand their differences to utilize this technology fully. 

• Security: Blockchain technology is created in a way that makes it 
accessible to the general public. The obvious need to protect the data 
and limit access poses serious problems for the government. Because of 
this, blockchain technology cannot be used where sensitive information 
is at stake. 
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15.5 CONCLUSIONS AND REMARKS 

In this chapter, we have thoughtfully investigated and discussed blockchain networks 
and their security solutions as countermeasures against cyber criminals. Blockchain 
has been widely used to provide several security services, such as authentication, 
digital signature, and encipherment. Therefore, the development of blockchain-based 
resilience countermeasures tools and systems to defend users and systems against 
the exploitations of cyber criminals is in demand. Several state-of-the-art techniques 
were proposed in the literature to construct defense systems against cyber criminals/ 
cyber crimes. Such systems mainly depended on either signature-based detection or 
anomaly-based detection. In this chapter, we shed light on the blockchain solutions 
for cyber criminals, concepts, elements, structure, and other aspects of blockchain 
utilization. Specifcally, this chapter extended the elaboration on blockchain, block-
chain components, blockchain architecture, its features, types, and limitations. Also, 
this chapter extended the elaboration on cyber criminals, their types, their security 
needs, blockchain solutions, as well as the issues, challenges, and diffculties of using 
blockchain technology to fght cyber crimes. This chapter deepened the knowledge 
of blockchain solutions for cyber criminals and provides more insight to readers 
about blockchain, cyber attacks, cyber criminals, and relevant countermeasures. 
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16.1 INTRODUCTION 

The exponential growth of cyberspace use has resulted in the exponential growth of 
cyber criminal activities. As a result, cyber security has emerged as a major concern 
for both researchers and practitioners. This study uses a novel comparative method-
ology for recognizing human activity with the assistance of different calculations 
and picking the precise one. There are different strategies to perceive human activity 
recognition (HAR) from different sources; in this study, the research assures the 
accuracy of different calculations and then foresees the outcomes utilizing a few 
lattices like accuracy, precision, recall, and F-measure. Information collection is a 
signifcant step of the bend stepping stool. To record the actions and tests of subjects, 
subjects must have a smartphone or wear a smartwatch, outftted with an accelerom-
eter and gyroscope [1]. 

Analysts have distributed their datasets in this space. For this examination, 
this research utilizes the public dataset (Human Action Recognition Utilizing 
Smartphones), which is available on the UCI Machine Learning Repository [2]. For 
the dataset, a group of investigations were performed to gather data from 30 volun-
teers. The range of ages considered was 19–48. To record the signs, the Samsung 
Cosmic system SII was utilized. An aggregate of seven exercises were recorded: 
standing, standing, sitting, setting down, strolling, strolling to the ground foor, and 
strolling higher up. A solitary member performed these exercises twice. In the frst 
session, there was a mount on the left half of the member. On the second attempt, 
the members were permitted to pace it as they were inclined. The analyses were con-
ducted in research facility conditions; however, chips were approached to perform 
unreservedly the grouping of exercises for a more naturalistic dataset [3]. 
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Six additional exercises were added during the preprocessing stage, which is 
fowing: stands to sit, sit to stand, sit to lie, lie to sit, stand to lie, lie to stand. The 
dataset is an assortment of information that compares at least one dataset of tables, in 
which each segment of the table shows a particular variable, and each line relates to 
the next and gives the record of the dataset. The dataset is an assortment of informa-
tion that relates to at least one dataset table, in which each section of the table shows 
a particular variable, and each column compares to give a record of information [4]. 
Feature selection is utilized to refne information according to the features required 
[5]. The AI algorithm trains much more quickly on a larger data set, accuracy may 
be increased [6], overftting may be lessened. 

The decrease in complexity of feature selection is one of the focal points of 
artifcial intelligence, which enormously impacts the performance of the model. 
Data on the features that you use to set up your simulated intelligence models will 
infuence the display of the accomplishment. HAR frameworks utilize various tech-
niques of simulated intelligence. The research deals with the informational index 
and comprehending which procedure is best for the proposed framework. The 
research contrasts the results by checking the precision of the applied algorithms. 
There are three feature selection techniques. K-NN is a sort of supervised machine 
learning algorithm. It is very basic but performs extremely complex group tasks. 
It is of non-parametric importance in that it doesn’t expect anything about hidden 
data. It utilizes all the preparation data while characterizing another data point. 
It essentially computes the new data direct distance toward all the data points of 
preparation. At that point, it chooses the K-closest data point where K can be any 
whole number. Finally, it appoints the data highlight to the class to which most K 
data points belong. ANN is takes motivation from the human body. The force of 
decision making in it is 10–3. Its cerebrum contains semiconductors, which make 
decisions. The human mind has around 1012 neurons and settles on decisions in 
1 ms, yet semiconductors settle on decisions in nanoseconds. The pre-handling in it 
consists of info, activity function, yield. 

SVM has become a cutting-edge classifcation strategy in statistical machine 
learning. The fundamental working rule of SVM is to fnd a hyperplane that isolates 
double-classed information with maximum margin. It cannot manage multiclass 
classifcation straightforwardly. The multiclass classifcation issue is typically tack-
led by the disintegration of the issue into a few two-class problems. This has become 
the cutting-edge classifcation technique in statistical machine learning [7]. 

16.2 LITERATURE REVIEW 

This section presents an overview of existing literature on machine learning clas-
sifcation algorithms and cyber security. 

16.2.1 CYBER SECURITY THREATS AND ATTACKS 

As stated in the research [8], countries such as the United States, the UK, and 70 
other nations have introduced the threat to intelligence frameworks and informa-
tion security documents, describing national security issues [9]. These frameworks 
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TABLE 16.1 
Important Terminologies 

Term Defnition 

Cyber security “[T]he protection of data within a system against unauthorized disclosure, 
destruction, or modifcation, as well as the security of the system itself.” 

Cyber space A worldwide feld in the information world that uses the electronic and 
electromagnetic spectrum to create, update, store, share, and use information 
through interconnected and dependent networks using new information and 
communication technology. 

Vulnerabilities Flaws in either the design or implementation of a system that make it possible for 
an attacker to carry out malicious commands, gain unauthorized access to 
information, and/or execute a variety of denial of service attacks. 

Threats Actions taken to beneft from security vulnerabilities in a system while 
simultaneously having a negative impact on the system. 

Attacks Exploitation is the process of fnding weaknesses in a system and using a variety 
of tools and methods to fnd and exploit those weaknesses in order to cause 
damage to the system or to interfere with its normal operation. These attackers 
do so in order to achieve the harmful goals they have set for themselves, whether 
out of a desire for personal satisfaction or for fnancial gain. 

Source: [13, 14]. 

are used to gather data from several sources and is evaluated by security experts. 
Nowadays, to analyze the threats, new techniques of machine learning are employed 
[10]. Hence cyber security is defned in a way that helps to prevent security attacks, 
enhance risk management, and avoid data breaches [11, 12]. 

Table 16.1 gives the defnitions of key terms necessary for gaining a deeper under-
standing of the key concepts associated with this research topic. 

In businesses, ensuring security is a key task. We can see two trends that are 
increasing the likelihood of security issues. For starters, as digitization progresses, 
the variety of assets involved in working settings expands rapidly. Second, attackers 
are becoming more adept in their methods of obtaining private information than in 
the past [15]. As a result, it is critical to have a thorough grasp of the security dangers 
that expose information systems and assets. Many worldwide security standards, 
such as NIST and ISO/IEC, are available to provide direction for dealing with secu-
rity issues safely. In this context, there have been varied interests in security threat 
classifcation to develop countermeasures to address security hazards [16]. 

Antivirus software, frewalls, anti-pattern detection methods, and security pro-
tocols are just some of the open-source and commercial software solutions that help 
strengthen cyber security by protecting the IoT infrastructure from common cyber 
attacks. Current methods for detecting IoT attacks and malware are often proposed 
for specifc applications—such as intrusion detection [17], malicious traffc detec-
tion [3], anomaly detection [18], and botnet detection [19]—using a wide range of 
AI techniques, including deep learning (DL), cyber threat intelligence (CTI), and 
deep neural networks (DNNs). The community has proposed a large number of 



 

 
 
 

   

297 AI Classifcation Algorithms for Human Activities Recognition 

studies and related datasets for IoT cyber security [2, 19]. Several critical vulner-
abilities have been reported in numerous surveys and studies that are specifc to 
each tier of an IoT system and network. Because of their low power, memory, and 
computing capabilities, suitable cyber security remedies for IoT devices have yet to 
be well established. 

Several papers have been published in the area of HAR methods M.S. Ryoo et. al 
[4] that the author used to check activities from visuals (e.g., videos). The relation-
ship between different activities and structure is based on similarities that measure 
the spatiotemporal features. We used a scale invariant localization algorithm for 
checking multi-occurrences of these activities and detected them via an experiment 
by using our dataset. We are pleased to propose and confrm that our system can 
recognize complex human activities hierarchically. 

16.2.2 LITERATURE BASED ON ML 

In Jorge-L. et. al [20], TAHAR design was used for the recognition of physical exer-
cises proposed by the author. An AI calculation for activity forecast and a sequential 
flter, which is used for refnement of yield, consolidated inertial sensors for catching 
body movement. 

We checked its effective use on three human activities datasets that were gathered 
from assorted exercises, sensors and members, and the execution of beats from past 
related work recognition. The results demonstrated that recognition enhancements 
can be made to the framework when data is fuctuating in forecast exercises. This 
was done in the activity fltering module Tilt, which improves AI calculation (SVM) 
by the non-synchronous event of exercises by the relationships between bordering 
occasions. HAR alternatives designed have two executions. 

In D. Angelita et. al [8], the placement of the sensors on the human body can 
become troublesome for the wearer and has the limitation that it cannot be used 
outdoors or in everyday life. Several machine learning models have been used to 
classify different activities. Two factors evaluate activity recognition methods: accu-
racy and computational cost. To reduce the computational cost, a method has been 
proposed to a build a multiclass support vector machine using integer parameters. 

The authors’ [9] examination presents a hybrid feature determination of model-
based smartwatch sensor information, which vigorously recognizes different human 
exercises. The information is accumulated from inertial sensors (accelerometer and 
gyroscope) mounted on the midriff of the articles, i.e., people. Different exercises 
by people were recorded by analysts in an examination lab. An aggregate of 23 base 
highlights was applied to the dataset. A sum of 138 heterogeneous highlights were 
separated from the sensors. In any case, as a general guideline, a few out of every odd 
component contributed similarly to action acknowledgment; superfuous highlights 
corrupted the exhibition of the classifer. Hence the proposed crossover includes a 
choice strategy containing the flter and covering approaches and has assumed a 
signifcant role in choosing ideal highlights. Eventually, the chosen highlights were 
utilized for approval tests utilizing the SVM to distinguish human exercises. The 
proposed framework shows 96.81% normal classifcation execution utilizing ideal 
features, which is around 6% higher improved execution than with no component 
choice. The proposed model beats other cutting-edge models. 
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A. Tychkov et al. [7] presented new mathematics and approaches for EEG pro-
cessing that help us fnd solutions that are fast and accurate, including increased 
emotional state conditions results. EEG processing made easy use of EMD method 
to show the change of the amount of IMFs received in a regular manner at EEG sec-
tions against the appearance of mental disorders for frst and second leads. 

M. Wang et al. [9] studied model reconfgurability incorporation in the layered 
convolutional neural network (CNN) via a deep structured model. It handles 3D 
activity recognition challenges well and enables us to do recognition rather than rely-
ing on handcrafted features but with raw RGB-D data. 

Z. Shen et al. [10], for the frst time, developed a pervasive fall detection system 
utilizing mobile phones as a platform. Experimental results of their prototype system 
name Preferred were excellent in terms of performance and power effciency [11]. 

Elif Surer et al. [12] employed a video game that targets the CBRNE (chemical 
biological radiological neural explosion) domain, which is a scenario-based video 
game. This game version uses linear scenarios that join activities according to their 
project. The testing was done based on effectiveness by comparing it with two seri-
ous games, which were already there and created by game developers. 

Ming Zeng et al. [21] proposed a CNN-based component extraction approach, 
which separates the nearby reliance and scale-invariant attributes of the increas-
ing speed time arrangement. The trial results have demonstrated that, by extricat-
ing these qualities, the CNN-based methodology approached the cutting-edge level. 
Further improvement may be achieved by using unsupervised retraining and repeat-
ing the operations in multiple layers of the CNN model. This approach performs 
poorly when data from different users is considered. Feature extraction is one of the 
key measures in activity recognition because it can obtain relevant information to 
distinguish among various activities. Convolutional neural networks (CNN) have 
been employed for feature extraction in HAR. 

M. Leo et al. [15] proposed classifcation results that are extremely promising. 
However, it is hard to recognize them as human beings, unless further recognition 
of items conveyed by the individuals are added to the framework. Future work is 
needed to manage these issues. 

N. Feng and M. Abdel-Mottaleb [22] have proposed a calculation for activity 
division and recognition from video cuts containing complex exercises. Both move-
ment and shape highlights were utilized for human exercises. The exercises included 
strolling, plunking down, standing up, and wiring on a whiteboard. The outcomes 
indicated that their calculation is viable for sectioning and perceiving complex exer-
cises independently of the review bearing. 

Sourav et al. [16] proposed center observational commitments with respect to 
the smartwatch plan and generally to the feld activity recognition. To start with, 
they methodically show and assess the benefts of the profound learning strategy for 
RBMs, featuring the breaking points of a model of a multifaceted nature that are 
conceivable with appropriate vitality and execution time execution. 

Xinding Sun et al. [17] introduced a general technique for complex HAR. The 
probability of the watched movement parameters is fgured dependent on a multi-
variate Gaussian probabilistic model. The feeting difference in the probability is 
displayed utilizing Gee. Their underlying test outcomes containing exercises, for 
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example, sitting, fnding a workable pace seat, and hand-to-hand fghting, appear 
to be very encouraging. The system proposed here can be ftted in an increasingly 
broad Bayesian system. 

F. Caba Heilbron et al. [3] have proposed a strategy that has been researched in 
two unique settings of human activities. More work is expected to explore how this 
technique scales to various conditions. The examinations have been completed in 
successions that have roughly the equivalent spatial goals. Their starter tests show 
that scaling can be dealt with by renormalizing the movement feld suitably; how-
ever, more examination is required. 

J. Wang et al. [18] have presented a system that creates a transient activity propo-
sition on untrimmed recordings. They showed that their strategy can produce an 
excellent proposition with respect to restriction and positioning. From the effciency 
perspective, our proposed strategy had the option to produce recommendations mul-
tiple times more quickly than past methodologies, as it runs at 10 FPS. They addi-
tionally indicated that our proposition could serve a signifcant job in a start-to-fnish 
activity location pipeline by improving its general execution on a huge-scale bench-
mark. For future work, they are keen on further improving the effciency of their 
proposed technique by interleaving or joining the element extraction and proposition 
portrayal stages, which are now done autonomously. 

F. Zhang et al. [6] presented, frst, a profound and inert organized model utilizing 
the convolutional neural system; second, a bound-together defnition incorporating 
the span edge regularization with the component learning; third, successful learn-
ing calculation iteratively streamlines the subactivity disintegration, the edge-based 
classifer, and the neural systems. They exhibited the down-to-earth relevance of our 
model by viably perceiving human exercises. Utilizing a profundity camera, analy-
ses on the open datasets led to their recommending that our model convincingly 
beats other best-in-class strategies under a few testing situations. 

Y. Yang et al. [19] conducted signifcant research on HAR, specifcally design rec-
ognition and inescapable processing. An overview of the ongoing development in pro-
found learning for sensor-based activity recognition will soon be needed. Contrasted 
with conventional design recognition strategies, profound learning diminishes reli-
ance on human-made element extraction and executes better via naturally learn-
ing signifcant-level portrayals of the sensor information. They feature the ongoing 
advancement in three signifcant classes: sensor methodology, profound model, and 
application, and they condense and talk about the reviewed research in detail. Finally, 
a few diffculties and achievable arrangements are displayed for future research. 

A. A. A. D. J. Newman [2] investigated HAR, specifcally structure recognition 
and unpreventable handling. At the present time, the progressing advancement in 
signifcant learning gravitates toward sensor-based activity recognition. Differently 
from regular plan recognition systems, signifcant learning lessens the dependence 
on human-made component extraction and achieves better execution by means of 
normal learning signifcant-level depictions of the sensor data. The progressing 
headway is divided into three signifcant classes: sensor philosophy, signifcant 
model, and application. The authors consolidate and talk about the investigations to 
date in detail. Finally, a couple of troublesome issues and attainable game plans are 
shown for future research. 
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D. Garcia-Gonzalez [23] researched the exhibition of existing AI techniques 
utilized in remote detecting and found that sign example irregularity initiated by 
human exercises makes the detecting framework fimsy. Inspired by our ongoing 
examination of the Fresnel zone model, they proposed a diffraction-based detecting 
model to set up a quantitative connection between signal variety and target activity. 
We broke down the proposed model theoretically and applies this model to identify 
nine various exercises, including seven body exercises. We manufactured a proof-
of-idea model to approve and benchmark our framework. The proposed model can 
be applied to numerous other exercises and can be additionally used to improve 
the exhibition of existing AI frameworks. For our future work, we mean to apply 
the proposed technique to perceive other fne-grained and coarse- grained day-by-
day exercises. F. Attal et al. [24] notes that, although the adoption of smart devices 
in HAR is not new, a signifcant amount of work has been done in this discipline. 
A majority of the previous studies that utilized IMU for activity recognition have 
adopted the approach to place these sensors on different parts of the body. Data was 
collected using IMU carried on the user’s right hip, wrist, upper arm, ankle, and leg. 

T. Peterek et al. [25] supervised the classifcation techniques linear discriminant 
analysis, the random forest, and the K-nearest neighbor and compared them in terms 
of better performance and accuracy. C. A. Ronao et al. [26] has shown that a two-
stage continuous hidden Markov classifer is capable of handling time series data 
acquired from IMU. A hybrid evolutionary algorithm has been proposed that car-
ries out the stages of data segmentation, feature extraction, and classifcation. L. T. 
Nguyen et al. [27] have developed a unifed deep sense framework for HAR. Deep 
sense integrates convolutional and recurrent neural networks to exploit different 
types of relationships in sensor inputs. The ongoing progression and improvement 
of PC electronic devices have prompted the selection of keen home detecting frame-
works, animating the interest for related items and administrations. 

S. Yao, S. Hu, et al. [28] discuss the machine learning (ML) feld for the pro-
grammed acknowledgment of human conduct. In this work, profound distinctive 
learning (DL) models were fgured out and proposed for grouping human exercises. 
Specifcally, the long short-term memory (LSTM) was applied for displaying spatio-
worldly arrangements obtained by savvy home sensors. Test results performed on 
the inside for cutting-edge studies in versatile framework datasets show that the pro-
posed LSTM-based methodologies beat existing DL and ML strategies, giving better 
analyzed outcomes than the current writing. 

M. S. Ryoo et al. [29] offered a nitty-gritty depiction of their strategy, which 
won the SHL challenge by most precisely foreseeing the exercises on an unlabeled 
dataset. It can thus be viewed as the reference AR technique for the SHL dataset and 
a decent beginning stage for comparable AR issues. The features of the technique 
are the perplexing pipeline that incorporates novel pre-handling steps (for example, 
organizing the framework revolution), the extensive list of capabilities, the unpre-
dictable component choice strategy, and the novel neural system engineering for pro-
found learning. We additionally introduced how to improve the vitality utilization 
of our technique by adjusting sensor settings to every action. The key commitment, 
notwithstanding, may be the breadth of the strategy, which gives bits of knowledge 
on the viability of various techniques on the SHL dataset and incomparable spaces. 
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J. Weston et al. [30] offered a strategy that won the SHL challenge by most precisely 
foreseeing the exercises on an unlabeled dataset. The features are a perplexing pipeline 
that incorporates novel pre-handling steps, the novel neural system engineering for 
profound learning, and an extensive list of capabilities. We are introducing the vitality 
utilization of our technique by using adjustments sensor setting to every action. 

L. Heike Brock et al. [31] note that HAR utilizing wearables has opened new open 
doors. They present another HAR system and show its viability through critical execu-
tion enhancements accomplished beyond the cutting edge and its generalizability by 
assessments across four various benchmarks: (1) advanced activity portrayals by abus-
ing inert relationships between sensor channels, (2) consolidated focus misfortune to 
mitigate managing intra-class varieties of exercises; and (3) expanded multichannel time 
arrangement information with misunderstanding for better speculation. They accept 
that our work have new chances to additionally investigate HAR utilizing wearables. 

16.3 RESEARCH METHODOLOGY 

This chapter discusses the research techniques in this area, which include data 
collection, development, and preprocessing, as well as the tokenization procedure 
[2, 20]. Figure 16.1 depicts our study technique. 

16.3.1 DATASET 

FIGURE 16.1 Dataset collection. 
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16.3.2 FEATURE EXTRACTION 

Experiments are performed by the following. 
Feature selection is utilized to refne information according to the features 

required, training the machine learning algorithm a lot more quickly, diminish-
ing overftting, giving better expectation power, and decreasing intricacy. Feature 
selection is one of the middle thoughts in AI, which enormously affects the pre-
sentation of the model. The data in the features are used to set up the AI models 
so as to infuence the presentation to be achieved. HAR systems utilize various 
procedures of AI; it chips away at the informational index and arrives at which 
procedure is best for the proposed framework. Subsequent to applying various 
strategies, the results are contrasted by checking the precision of the applied 
algorithms. 

The dataset was collected by the data from a sensor-based gyroscope/acceler-
ometer. Data collection is a signifcant step on the ARC ladder. This progression 
requires a stage of protocol for recording the activity of tests of subjects carrying 
a cell phone or wearing a smartwatch that is outftted with an accelerometer and 
gyrator. Notwithstanding, a few researchers have distributed their datasets in this 
domain. For this investigation, we liked to utilize the free dataset (Human Activity 
Recognition Utilizing Cell Phones), which is available on UCI Machine learning 
Repository [2]. To gather this dataset, a group of trials were performed by a gather-
ing 30 volunteers. 

The base time of members was 19 to 48 years of age. To record the signs, a 
Samsung System SII was utilized. A total of six exercises were recorded standing, 
sitting, setting down, strolling, strolling downstairs, and strolling upstairs. These 
exercises were performed twice by a solitary member. In the frst meeting, the 
PDA was mounted on the left half of the members. On the subsequent attempt, the 
members were permitted to place it as inclined. The investigations were directed in 
laboratory conditions; however, subjects were approached to perform a succession 
of exercises uninhibited for a more naturalistic dataset [3]. Six additional exercises 
were added during the preprocessing stage: stand to sit, sit to stand, sit to lie, lie to 
sit, stand to lie, lie to stand. 

16.3.3 PREPROCESSING OF DATASET 

Data can have loads of inconsistencies like missing qualities, blank sections, and 
incorrect data format, all of which needs to be cleaned. You need to measure, inves-
tigate, and condition data before displaying. The cleaner your data, the better your 
predictions will be. We additionally eliminated missing qualities and cleaned data to 
obtain the greatest exactness in this stage. Feature determination is a preprocessing 
step of a machine learning task. 

• Filter method 
• Wrapper method 
• Embedded method 
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TABLE 16.2 
Comparison of Filter, Wrapper, and Embedded Methods 

Filter Methods 

Generic set of methods that do 
not incorporate a specifc 
machine learning 
algorithm. 

Much faster compared to 
wrapper methods in terms of 
time complexity 

Less prone to overftting 

Examples—Correlation, 
chi-square test, ANOVA, 
information gain, etc. 

Wrapper Methods 

Evaluates on a specifc 
machine learning algorithm 
to fnd optimal feature. 

High computation time for a 
dataset with many features 

High chances of overftting 
because it involves training of 
machine learning models 
with different combination of 
features 

Examples—Forward 
selection, backward 
elimination, stepwise 
selection, etc. 

Embedded Methods 

Embeds (fxes) features 
during the model building 
process. Feature selection is 
done by observing each 
iteration of model training 
phase. 

Sits between flter and 
wrapper methods in terms 
of time complexity. 

Generally used to reduce 
overftting by penalizing the 
coeffcients of a model being 
too large. 

Examples—LASSO, elastic 
net, ridge regression, etc. 

Table 16.2 shows the comparison among the flters. Wrapper is utilized on 
subsets of features by assessing them by means of machine learning algorithms 
that employ systems of search to check through the space of subsets of potential 
features; every subset assessment is dependent on the quality and execution of 
the given algorithm. These methods additionally are known as voracious algo-
rithms on the grounds that their motivation to track down the closest-to-ideal 
blend of features outcome in the best performing model, which will be costly 
with respect to computation and presumably illogical with respect to thorough 
inquiry. 

The following are the three main techniques generally utilized for wrapper 
methods: 

1. Forward Selection: Start with the null values, then check one by one every 
feature of data against signifcant value. It removes values with the same 
signifcant value and saves data having less value than the signifcant value. 

2. Backward Elimination Method: This can start with all models (including 
all the independent variables), followed by the removal of the signifcant 
videos with less than f1 (F1 are the same features). 

3. Stepwise Selection: This is similar to the forward selection method. The small 
difference is that a new feature is added. The signifcance checks feature is 
already added and add the fnding-them feature and then simple remove the 
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unwanted data. Otherwise, save it. The embedded method is a combination 
of the flter and a wrapper methods that works just like a wrapper method. 

16.3.4 CLASSIFIERS 

The achievement speed of the classifer is expanded by utilizing a choice tree struc-
ture. The achievement speed of the classifer with K-NN rises with the choice tree 
k-NN calculation by utilizing the data of two sensors picked, as demonstrated in this 
work. As the achievement rate builds the choice tree, the design is applied to the 
SVM, ANN calculation. 

• k -Nearest Neighbor (K -NN): In design recognition procedures, if the 
quantity of the class is expanded, the achievement of classifers is getting 
signifcant. Also, the achievement speed of various frameworks shifts for 
each extraordinary smell. A characterization framework for n-butanol 
focuses has been pondered in this examination. Also, a calculation is pro-
posed for multiclass issues with defcient data. Various features picked for 
each classifer in the choice tree structure are applied to the k-NN and SVM 
order algorithms. Also, the cross-approval procedure is used for expand-
ing the achievement of order algorithms. The achievement speed of the 
classifer is expanded by utilizing a choice tree structure. The achievement 
speed of the classifer with K-NN rises with the choice tree k-NN calcula-
tion by utilizing the data of two sensors picked, as demonstrated in this 
work. Basically, as the achievement rate builds the choice tree, the design is 
applied to the SVM calculation. 

• Support Vector Machines (SVM): SVM has evolved into one of the most 
advanced classifcation methods in statistical machine learning. SVM’s core 
working premise is to fnd a hyperplane that separates binary classifed data 
with the greatest possible margin. It cannot directly deal with multiclass 
classifcation. The multiclass classifcation problem is solved by dividing 
the problem into many two-class problems. For the multiclass classifca-
tion with linear kernel, we employed the one-versus-one strategy (OVO). 
To evaluate the generalization capabilities of the classifer, we trained and 
tested it with a different division ratio of the training and testing dataset. 
We trained the SVM classifer with the ratio of 20:80% training and testing 
data, it showed pretty good results. The classifer was generalizing test sam-
ples with their accuracy. With a 70:30% division ratio of train and test data, 
it showed accuracy. Table 16.3 shows the results with different divisions. 

• Artifcial Neuron Network (ANN): To beneft from the neural network, 
we used tensorfow. As our data has 560 features, we used 560 neurons 
on our input layer. We used four hidden layers, each consisting of 50 neu-
rons. The weights and biases are initialized with random values. Sigmoid 
is used as an activation function for each neuron. To fnd the loss, we used 
reduced mean along with cross entropy. To optimize the weights, we used 
Gradient Descent. Adam Optimizer was also tried, but it did not give more 
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than 16% accuracy. First, we conducted an experiment with a learning rate 
of 0.01, which is normally considered a good learning rate. The accuracy 
that we got was around 0.7, and the cost was just below 1. This showed that 
our optimizer was not working well with our learning rate. So we turned 
our learning rate and conducted an experiment with a learning rate of 0.5. 
By changing the learning rate, we achieved accuracy, and our cost also 
decreased to 0.17. 

16.4 RESULTS AND DISCUSSION 

This study combined the fndings for each classifer with their individual features in 
precision, recall, and F-score for classical classifers. The fndings are shown in pie 
chart format, along with the metric score for the dataset of 560, in the following fg-
ures. Figure 16.2 displays the results for trained datasets, Figure 16.3 interprets the 
test dataset results, and Figure 16.4 depicts the dataset results of all features. 

16.4.1 K-NN 

K-NN is famous for refning data. We used this to get the best score upon ft and then 
to check its accuracy. 

We checked the accuracy of 12 features against time to pass the preprocessed 
dataset to ft and train and then got the score by using the test data in the dataset. As 

FIGURE 16.2 Train dataset results. 
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FIGURE 16.3 Test dataset results. 

FIGURE 16.4 Dataset results of all features. 
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FIGURE 16.5 K-NN test dataset score. 

in Figure 16.5 (code screenshot), we printed the accuracy of all features that we got 
by using this method. Table 16.4 displays the overall results of K-NN with respect to 
F-score iterations. 

16.4.2 SVM USES MACHINE LEARNING TO SEPARATE DATA 

Figure 16.6 interprets the test data confusion matrix of SVM. Table 16.3 displays the 
overall results of SVM with respect to F-score iterations. 

16.4.3 ANN 

ANN is used to train data. We used this to train data against the features, and then 
we created a 2D graph visualization of HAR, in which we get the different color 
representations of each activity to recognize them easily. 

16.4.3.1 T­SNE Visualization of HAR 
(t-SNE) t-distributed stochastic neighbor embedding is an unsupervised, nonlinear 
technique primarily used for data exploration and visualizing high-dimensional data 
displayed in Figure 16.7. In simpler terms, t- SNE gives you a feeling or intuition of 
how the data is arranged in a high-dimensional space. Figure 16.8 interprets the 3D 
visual representation of ANN result in a confusion matrix. Figure 16.9 is about the 
classifcation report of F-Score (decision tree). 
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FIGURE 16.6 SVM test dataset score. 

FIGURE 16.7 T-SNE visualization of HAR. 
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FIGURE 16.8 3D visual representation of ANN result: confusion matrix. 

FIGURE 16.9 Test data confusion matrix of SVM. 
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16.4.3.2 Classifcation Report 

FIGURE 16.10 Classifcation report of F-Score (decision tree). 

TABLE 16.3 
SVM Results 

Iterations SVM F1­Score 

01 0.970112 

02 0.969579 

03 0.969621 

TABLE 16.4 
K­NN Results 

Iterations K­NN F1­Score 

01 94.784995 

02 92.5587096 

03 93.900579 

16.5 CONCLUSION 

In this chapter, the research used a dataset as input for preprocessing, and the second 
phase of research was feature selection based on processed data. The aim was to 
try to develop a system that will recognize the activity of humans by using/check-
ing different recognition models with the help of sensors. Different techniques were 
used to develop a recognition system to build a HAR system; however, the research 
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introduced the method that utilizes the dataset to generate possible/precise outcomes 
with the classifers SVM, naïve Bayes, decision tree, and K-NN Classifers. The met-
ric score for the dataset resulted in three multiple iterations for each classifer. In 
future, colony optimization can be utilized for recognition purposes [29]. This study 
was based on HAR systems, but in future, to address the security issues that threaten 
the cyber security environment, additional security measures are required to protect 
the cyber security environment from threats and other vulnerabilities using advanced 
machine learning mechanisms. 

REFERENCES 

[1] N. Ahmed, J. I. Rafq, and M. R. Islam, “Enhanced Human Activity Recognition Based 
on Smartphone Sensor Data Using Hybrid Feature Selection Model,” (in Eng), Sensors 
(Basel), vol. 20, no. 1, 6 January 2020, https://doi.org/10.3390/s20010317. 

[2] A. A. A. D. J. Newman, “UCI Machine Learning Repository,” 2007 [Online]. Available: 
www.ics.uci.edu/~mlearn/MLRepository.html. 

[3] F. C. Heilbron, J. C. Niebles, and B. Ghanem, “Fast Temporal Activity Proposals 
for Effcient Detection of Human Actions in Untrimmed Videos,” in 2016 IEEE 
Conference on Computer Vision and Pattern Recognition (CVPR), 27–30 June 2016, 
pp. 1914–1923, https://doi.org/10.1109/CVPR.2016.211. 

[4] M. S. Ryoo and J. K. Aggarwal, “Spatio-Temporal Relationship Match: Video 
Structure Comparison for Recognition of Complex Human Activities,” in 2009 IEEE 
12th International Conference on Computer Vision, 29 September–2 October 2009, 
pp. 1593–1600, https://doi.org/10.1109/ICCV.2009.5459361. 

[5] R. Ding et al., “Empirical Study and Improvement on Deep Transfer Learning for 
Human Activity Recognition,” (in Eng), Sensors (Basel), vol. 19, no. 1, 24 December 
2018, https://doi.org/10.3390/s19010057. 

[6] F. Zhang et al., “Towards a Diffraction-based Sensing Approach on Human 
Activity Recognition,” in Proceedings of the ACM on Interactive, Mobile, 
Wearable and Ubiquitous Technologies, vol. 3, pp. 1–25, 29 March 2019, https://doi. 
org/10.1145/3314420. 

[7] A. Y. Tychkov et al., “EEG Analysis Based on the Empirical Mode Decomposition for 
Detection of Mental Activity,” in 2017 IVth International Conference on Engineering 
and Telecommunication (EnT), 29–30 November 2017, pp.  130–134, https://doi. 
org/10.1109/ICEnT.2017.35. 

[8] D. Anguita, A. Ghio, L. Oneto, X. Parra, and J. L. Reyes-Ortiz, “Human Activity 
Recognition on Smartphones Using a Multiclass Hardware-Friendly Support Vector 
Machine,” in Ambient Assisted Living and Home Care, J. Bravo, R. Hervás, and M. 
Rodríguez, Eds. Springer: Berlin, Heidelberg, 2012, pp. 216–223. 

[9] K. Wang, X. Wang, L. Lin, M. Wang, and W. Zuo, “3D Human Activity Recognition 
with Reconfgurable Convolutional Neural Networks,” in Presented at the Proceedings 
of the 22nd ACM International Conference on Multimedia, Orlando, FL, 2014 [Online], 
https://doi.org/10.1145/2647868.2654912. 

[10] J. Dai, X. Bai, Z. Yang, Z. Shen, and D. Xuan, “Mobile Phone-Based Pervasive Fall 
Detection,” Personal and Ubiquitous Computing, vol. 14, pp. 633–643, 1 October 2010, 
https://doi.org/10.1007/s00779-010-0292-x. 

[11] L. Wen, X. Li, L. Gao, and Y. Zhang, “A New Convolutional Neural Network Based 
Data-Driven Fault Diagnosis Method,” IEEE Transactions on Industrial Electronics, 
vol. 65, no. 7, pp. 1–1, 17 November 2017, https://doi.org/10.1109/TIE.2017.2774777. 

https://doi.org/10.3390/s20010317
http://www.ics.uci.edu
https://doi.org/10.1109/CVPR.2016.211
https://doi.org/10.1109/ICCV.2009.5459361
https://doi.org/10.3390/s19010057
https://doi.org/10.1145/3314420
https://doi.org/10.1109/ICEnT.2017.35
https://doi.org/10.1145/2647868.2654912
https://doi.org/10.1007/s00779-010-0292-x
https://doi.org/10.1109/TIE.2017.2774777
https://doi.org/10.1145/3314420
https://doi.org/10.1109/ICEnT.2017.35


 

  

  

  

  

  

  

  

  

  

  

   
 

  

  

  

 

312 Cyber Security for Next-Generation Computing Technologies 

[12] S. Ariyurek, A. Betin-Can, and E. Surer, “Automated Video Game Testing Using 
Synthetic and Humanlike Agents,” IEEE Transactions on Games, vol. 13, no. 1, 
pp. 50–67, 2021, https://doi.org/10.1109/TG.2019.2947597. 

[13] M. Humayun, M. Niazi, N. Jhanjhi, M. Alshayeb, and S. Mahmood, “Cyber Security 
Threats and Vulnerabilities: A Systematic Mapping Study,” Arabian Journal for 
Science and Engineering, vol. 45, pp. 3171–3189, 2020. 

[14] N. R. Mosteanu, “Artifcial Intelligence and Cyber Security—Face to Face with Cyber 
Attack—A Maltese Case of Risk Management Approach,” Ecoforum Journal, vol. 9, 
no. 2, 2020. 

[15] M. Leo, T. D. Orazio, I. Gnoni, P. Spagnolo, and A. Distante, “Complex Human Activity 
Recognition for Monitoring Wide Outdoor Environments,” in Proceedings of the 17th 
International Conference on Pattern Recognition, 2004. ICPR 2004, 26 August 2004, 
vol. 4, pp. 913–916, https://doi.org/10.1109/ICPR.2004.1333921. 

[16] V. Radu, N. D. Lane, S. Bhattacharya, C. Mascolo, M. K. Marina, and F. Kawsar, 
“Towards Multimodal Deep Learning for Activity Recognition on Mobile Devices,” 
in Presented at the Proceedings of the 2016 ACM International Joint Conference on 
Pervasive and Ubiquitous Computing: Adjunct, Heidelberg, Germany, 2016 [Online], 
https://doi.org/10.1145/2968219.2971461. 

[17] S. Xinding and B. S. Manjunath, “Panoramic Capturing and Recognition of Human 
Activity,” in Proceedings. International Conference on Image Processing, 22–25 
September 2002, vol. 2, pp. II–II, https://doi.org/10.1109/ICIP.2002.1040075. 

[18] J. Wang, Y. Chen, L. Hu, X. Peng, and P. S. Yu, “Stratifed Transfer Learning for Cross-
domain Activity Recognition,” in 2018 IEEE International Conference on Pervasive 
Computing and Communications (PerCom), 19–23 March 2018, pp. 1–10, https://doi. 
org/10.1109/PERCOM.2018.8444572. 

[19] M. M. Yuhang Yang, and Baoxiang Liu, “Information Computing and Applications,” 
4th International Conference, ICICA 2013, Singapore, August 16–18, 2013. Revised 
Selected Papers, Part II. Springer: Berlin, Heidelberg, vol. 392, 2013, https://doi. 
org/10.1007/978-3-642-53703-5. 

[20] D. Anguita, A. Ghio, L. Oneto, X. Parra, and J. L. Reyes-Ortiz, Human Activity 
Recognition on Smartphones Using a Multiclass Hardware-Friendly Support Vector 
Machine, Ambient Assisted Living and Home Care, Springer, Berlin, Heidelberg, 2012, 
pp. 216–223. 

[21] M. Zeng et al., “Convolutional Neural Networks for Human Activity Recognition 
Using Mobile Sensors,” in 6th International Conference on Mobile Computing, 
Applications and Services, 6–7 November 2014, pp. 197–205, https://doi.org/10.4108/ 
icst.mobicase.2014.257786. 

[22] N. Feng and M. Abdel-Mottaleb, “HMM-Based Segmentation and Recognition of Human 
Activities from Video Sequences,” in 2005 IEEE International Conference on Multimedia 
and Expo, 6 July 2005, pp. 804–807, https://doi.org/10.1109/ICME.2005.1521545. 

[23] D. Garcia-Gonzalez, D. Rivero, E. Fernandez-Blanco, and M. R. Luaces, “A Public 
Domain Dataset for Real-Life Human Activity Recognition Using Smartphone 
Sensors,” Sensors, vol. 20, no. 8, p.  2200, 2020 [Online]. Available: www.mdpi. 
com/1424-8220/20/8/2200. 

[24] F. Attal, S. Mohammed, M. Dedabrishvili, F. Chamroukhi, L. Oukhellou, and Y. 
Amirat, “Physical Human Activity Recognition Using Wearable Sensors,” Sensors, vol. 
15, pp. 31314–31338, 11 December 2015, https://doi.org/10.3390/s151229858. 

[25] T. Peterek, M. Penhaker, P. Gajdo, and P. Dohnalek, “Comparison of Classifcation 
Algorithms for Physical Activity Recognition,” Advances in Intelligent Systems and 
Computing, vol. 237, pp. 123–131, 1 January 2014, https://doi.org/10.1007/978-3-319-
01781-5_12. 

https://doi.org/10.1109/TG.2019.2947597
https://doi.org/10.1109/ICPR.2004.1333921
https://doi.org/10.1145/2968219.2971461
https://doi.org/10.1109/ICIP.2002.1040075
https://doi.org/10.1109/PERCOM.2018.8444572
https://doi.org/10.1007/978-3-642-53703-5
https://doi.org/10.4108/icst.mobicase.2014.257786
https://doi.org/10.1109/ICME.2005.1521545
http://www.mdpi.com
https://doi.org/10.3390/s151229858
https://doi.org/10.1007/978-3-319-01781-5_12
https://doi.org/10.1007/978-3-319-01781-5_12
https://doi.org/10.1109/PERCOM.2018.8444572
https://doi.org/10.1007/978-3-642-53703-5
https://doi.org/10.4108/icst.mobicase.2014.257786
http://www.mdpi.com


 

  

  

  

  

  

  

 

313 AI Classifcation Algorithms for Human Activities Recognition 

[26] C. A. Ronao and S. B. Cho, “Human Activity Recognition Using Smartphone Sensors 
with Two-Stage Continuous Hidden Markov Models,” in 2014 10th International 
Conference on Natural Computation (ICNC), 19–21 August 2014, pp. 681–686, https:// 
doi.org/10.1109/ICNC.2014.6975918. 

[27] G. Hinton et al., “Deep neural Networks for Acoustic Modeling in Speech Recognition: 
The Shared Views of Four Research Groups,” IEEE Signal Processing Magazine, vol. 
29, no. 6, 2012, https://doi.org/10.1109/MSP.2012.2205597. 

[28] S. Yao, S. Hu, Y. Zhao, A. Zhang, and T. F. Abdelzaher, “DeepSense: A Unifed Deep 
Learning Framework for Time-Series Mobile Sensing Data Processing,” Proceedings 
of the 26th International Conference on World Wide Web. ACM, Perth, Australia, 2017, 
https://doi.org/10.1145/3038912.3052577. 

[29] M. S. Ryoo, “Human Activity Prediction: Early Recognition of Ongoing Activities 
from Streaming Videos,” in 2011 International Conference on Computer Vision, 6–13 
November 2011, pp. 1036–1043, https://doi.org/10.1109/ICCV.2011.6126349. 

[30] J. Weston, S. Mukherjee, O. Chapelle, M. Pontil, T. Poggio, and V. Vapnik, “Feature 
Selection for SVMs,” Advances in Neural Information Processing Systems, vol. 13, 
pp. 668–674, 2000, ISBN. 9780262526517. 

[31] H. Brock, Y. Ohgi, and J. Lee, “Learning to Judge Like a Human: Convolutional 
Networks for Classifcation of Ski Jumping Errors,” in Proceedings of the 2017 
ACM International Symposium on Wearable Computers, ACM, Maui, Hawaii, 2017, 
pp. 106–113, https://doi.org/10.1145/3123021.3123038. 

https://doi.org/10.1109/ICNC.2014.6975918
https://doi.org/10.1109/ICNC.2014.6975918
https://doi.org/10.1109/MSP.2012.2205597
https://doi.org/10.1145/3038912.3052577
https://doi.org/10.1109/ICCV.2011.6126349
https://doi.org/10.1145/3123021.3123038

	Cover
	Half Title
	Title
	Copyright
	Contents
	Preface
	About the Editors
	List of Contributors
	Chapter 1 Cyber Security: Future Trends and Solutions
	Chapter 2 Security and Intelligent Management: Survey
	Chapter 3 Comparative Analysis of Machine and Deep Learning for Cyber Security
	Chapter 4 AI-Based Secure Wireless Communication Technologies and Cyber Threats for IoT Networks
	Chapter 5 Cyber Threat Actors Review: Examining the Tactics and Motivations of Adversaries in the Cyber Landscape
	Chapter 6 Layer-Based Security Threats in IoT Networks
	Chapter 7 Intrusion Detection System Using AI and Machine Learning Algorithm
	Chapter 8 Signature-Based Intrusion Detection System for IoT
	Chapter 9 Hybrid Model for IoT-Enabled Intelligent Towns Using the MQTT-IoT-IDS2020 Dataset
	Chapter 10 Cyber Security for Edge/Fog Computing Applications
	Chapter 11 Cyber Attacks Against Intelligent Transportation Systems
	Chapter 12 Intelligent Transportation Systems for IoT-Based UAV Networks
	Chapter 13 Cyber Attack Detection Analysis Using Machine Learning for IoT-Based UAV Network
	Chapter 14 Blockchain Solutions for Cyber Criminals
	Chapter 15 Blockchain Security Measures to Combat Cyber Crime
	Chapter 16 AI Classification Algorithms for Human Activities Recognition System With a Cyber Security Perspective



